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Human speakers generally have no difficulty in determining which noun phrases
in a text or dialogue refer to the same real-world entity. This task of identifying
co-referring noun phrases — noun phrase coreference resolution — can present
a serious challenge to a natural language processing system, however. Indeed,
it is one of the critical problems that currently limits the performance for many
practical natural language processing tasks.
State-of-the-art coreference resolution systems operate by relying on a set of
hand-crafted heuristics that requires a lot of time and linguistic expertise to de-
velop. Recently, machine learning techniques have been used to circumvent both of
these problems by automating the acquisition of coreference resolution heuristics,
yielding coreference systems that offer performance comparable to their heuristic-
based counterparts. In this dissertation, we present a machine learning-based
solution to noun phrase coreference that extends earlier work in the area and out-
performs the best existing learning-based coreference engine on a suite of standard
coreference data sets. Performance gains accrue from more effective use of the
available training data via a set of linguistic and extra-linguistic extensions to the
standard machine learning framework for coreference resolution.
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CHAPTER 1
INTRODUCTION
Natural language applications have always been an integral part of research in
natural language processing (NLP). In fact, the classic natural language application
— machine translation — has roots dating back to the 1940s, even before the terms
“computational linguistics” and “natural language processing” existed. Nowadays,
a number of natural language applications are in constant use by millions of online
users every day. For example, programs for machine translation of one natural
language to another are commonly used to translate e-mails and web pages. More
recently, question answering systems such as BrainBoost1 have been built to locate
specific pieces of information from a large text database in response to users’
queries. Forming the backbone of these natural language applications is a set
of components for performing text analysis at various linguistic levels. The kind
of text analysis may range from morphological analysis — which is the study of
how words are constructed from basic meaning units — to discourse analysis —
which concerns how the interpretation of a sentence is affected by its immediately
preceding sentences.
In this dissertation, we examine in detail a key task in discourse analysis and
in many natural language applications — noun phrase coreference resolution. In-
formally, the goal of coreference resolution is to determine which noun phrases
refer to each real-world entity mentioned in a document. As we will see later in
this chapter, coreference resolution is generally considered one of the most difficult
problems in NLP, and many important natural language applications can poten-
tially benefit from the availability of coreference information. In fact, a number
1www.brainboost.com
1
2of coreference resolution systems have been developed during the past few years.
Unfortunately, virtually none of these systems has attained usable accuracy levels
for state-of-the-art natural language applications. The goal of this dissertation is
to improve existing approaches to coreference resolution. Specifically, we focus on
improving a class of approaches that has been applied reasonably successfully to
the problem — machine learning approaches.
The rest of this chapter is organized as follows. In Section 1.1, we define coref-
erence resolution via an example, and compare coreference with a closely related
linguistic phenomenon known as anaphora. Sections 1.2 and 1.3 provide an empir-
ical justification of the hardness of coreference resolution and discuss the potential
applications of the problem, respectively. In Section 1.4, we discuss two major
classes of approaches to coreference resolution — knowledge-based approaches and
machine learning approaches — as well as our decision to focus on machine learning
approaches. Section 1.5 describes the goals and contributions of this dissertation,
distinguishing our research from existing work on coreference resolution. Finally,
we provide the roadmap of the dissertation in Section 1.6.
1.1 Noun Phrase Coreference
As mentioned previously, noun phrase coreference resolution refers to the problem
of determining which noun phrases refer to each real-world entity mentioned in a
document. Throughout the dissertation, we use the term noun phrases, or NPs,
to refer to three types of phrases: pronouns, definite noun phrases, and common
noun phrases, following the convention adopted by the Penn Treebank (Marcus
et al., 1993).
Figure 1.1 depicts the input/output behavior of a coreference resolution system.
3[QE Queen Elizabeth] set about transforming 
[QE her] [KG husband], [KG King George VI] 
into [VM a viable monarch]. [LL Lionel Logue], 
[LL a renowned speech therapist], was 
summoned to help [KG the King] overcome 
[KG his] [SI speech impediment]. 
Queen Elizabeth set about transforming her 
husband, King George VI, into a viable 
monarch. Lionel Logue, a renowned speech 
therapist, was summoned to help the King 
overcome his speech impediment. 
Coreference System
Figure 1.1: Coreference Resolution System
Given an arbitrary text as input, a coreference resolution system partitions its noun
phrases in such a way that all noun phrases that refer to the same real-world entity
are in the same cluster. In this example, a coreference system should partition
the noun phrases in the paragraph into five equivalence classes, generating three
coreference chains — QE (Queen Elizabeth and her), KG (husband, King George
VI, the King, and his) and LL (Lionel Logue and a renowned speech therapist) —
and two NP singletons, VM (a viable monarch) and SI (speech impediment). Hence,
coreference is an equivalence relation defined on the set of noun phrases.2 While
human audiences have few problems of identifying co-referring NPs, coreference
resolution can present a challenge to NLP systems.
1.1.1 Comparison to Anaphora
Coreference resolution bears close resemblance to a classic NLP problem known as
anaphora resolution. Before introducing anaphora resolution, let us define some
2In other words, the coreference relation is symmetric, reflexive, and transitive.
4terminology that we will be using extensively in the rest of this dissertation.
A noun phrase can be a referring expression, which depends on other NPs
for its semantic interpretation, or a non-referring expression, which “selects”
or uniquely identifies a referent from a set of a real-world entities that we know
and talk about (see Haegeman (1994)). For instance, among the four noun phrases
husband, King George VI, the King, and his that are used to refer to the discourse
referent King George VI in our example, only the NP King George VI uniquely
identifies the referent and is by definition non-referring. On the other hand, each of
the remaining noun phrases depends on King George VI for its interpretation and
therefore is a referring expression. For example, the NP the husband only identifies
a subset of the real-world entities that satisfy the property of being a husband but
does not select a particular entity from the real world.
Now, given an NP pair <npi, npj > such that (1) npj is a referring expression,
(2) npi precedes npj in the associated text, and (3) npi is coreferent with npj , we
say that npj is an anaphor and npi is its antecedent. The goal of anaphora
resolution is to identify an antecedent for each anaphor, or anaphoric noun phrase,
in a text.
Although anaphora and coreference are similar in various respects, there are a
number of subtle differences between the two linguistic phenomena.3
• Anaphora refers to the linguistic phenomenon of having a noun phrase refer
to a previously mentioned entity in a text for its semantic interpretation and
is therefore a context-sensitive relation. In other words, a pair of NPs <npi,
npj> constitutes an anaphoric relationship if i < j and npj depends on npi for
3See Hirst (1981) and van Deemter and Kibble (2000) for a more detailed de-
scription of the differences between anaphora and coreference.
5its interpretation, where npk denotes the kth NP in a document. For instance,
the NP pair <Queen Elizabeth, her> forms an anaphoric relationship in our
example. On the other hand, coreference refers to the problem of identifying
all noun phrases that refer to the same entity in a text and is not necessarily
context-sensitive. For example, the noun phrases Queen Elizabeth and the
Queen Mother can both be understood to refer to the same real-world entity
in the absence of any contextual information and by definition they enjoy a
coreference (but not anaphoric) relationship.
• Anaphora, unlike coreference, is not an equivalence relation. Since an ana-
phoric entity cannot depend on itself for its semantic interpretation, the
anaphoric relation is not reflexive. In addition, the relation is by definition
an order-dependent relation and is therefore asymmetric with respect to the
two NPs involved. As we have seen before, the pair <Queen Elizabeth, her>
constitutes an anaphoric relationship, but <her, Queen Elizabeth> does not.4
Transitivity is undefined for the anaphoric relation, since an NP either refers
independently or depends on other NPs for its interpretation.
• Some anaphoric relations are not coreferential. In bound anaphora, the
anaphor is not coreferential with the antecedent, as exemplified in the sen-
tence Each of Diana’s former police bodyguards had his opinion about the
late princess’ private life, where the pronoun his lies within the scope of
the universal quantifier each and refers to each of the persons that is being
quantified over. In other words, his is not considered coreferent with each of
4As a side remark, forward references in which an NP depends on a referential
expression that appears after it in the associated text for its interpretation are
known as cataphoric NPs and are not considered anaphoric.
6Diana’s former police bodyguards.
• Some coreferential relations are not anaphoric. Anaphora is a within-docu-
ment phenomenon, whereas cross-document coreference is possible. For ex-
ample, two occurrences of Queen Elizabeth in different documents can be
considered coreferent, whereas a pronoun her in document x cannot form
an anaphoric relationship with Queen Elizabeth in document y even if the
pronoun refers to Queen Elizabeth in document x.
For the most part, however, we will not attempt to make a distinction between
anaphora and coreference in this dissertation. In fact, we will restrict our attention
to within-document entity coreference, viewing coreference resolution essentially
as anaphora resolution, in which we attempt to identify an antecedent for each
“anaphoric” noun phrase by searching for a preceding noun phrase for each dis-
course entity that is potentially coreferent with it. This implies that any noun
phrase that is part of a coreference chain but is not the head of the chain will be
considered “anaphoric” under our definition. Linguistically speaking, however, this
definition is by no means a self-imposed limitation on the scope of coreference res-
olution, as the goal of partitioning a set of discourse entities into coreference equiv-
alence classes remains the same. As we will see, treating all types of noun phrases
as potentially anaphoric enables us to develop a conceptually simple solution to
the problem and is therefore an advantage from a computational perspective.
1.2 Coreference Resolution as a Difficult Problem
Charniak (1972) demonstrated rather convincingly that in order to do
pronoun resolution, one had to be able to do everything else. — Hobbs
7(1978)
It [Pronoun resolution] is also widely considered to be inherently an
’A.I. complete’ task – meaning that resolution of pronouns requires full
world knowledge and inference. — Baldwin (1997)
NLP in general is very difficult but after working hard on anaphora
resolution we have learned it is particularly difficult. — Mitkov (2001)
Coreference resolution is an interesting task by itself, partly owing to the inher-
ent difficulty of the problem. While anaphora resolution has drawn considerable
interest in the computational linguistics community for more than three decades,
the problem is far from being solved. In fact, as reflected by the quotes above,
anaphora/coreference resolution has widely been considered to be one of the most
challenging problems in artificial intelligence. There has been prevailing consensus
that the difficulty of the problem lies in its dependence on sophisticated semantic
and world knowledge. Here we will elaborate further on this by providing some
justifications with respect to coreference resolution, but the arguments carry over
to anaphora resolution as well.
• Many sources of information play a role. For instance, lexical infor-
mation such as head noun matches (as in Lord Spencer and Spencer) is an
indicator of coreference, although it is not an absolute indicator (e.g., Lord
Spencer and Diana Spencer are not coreferent). In addition, syntactic con-
straints such as the binding constraints place restrictions on the interpreta-
tion of different kinds of noun phrases. Furthermore, knowledge sources such
as gender and number, semantic class, discourse focus, and world knowledge
also play a role in determining whether two discourse entities are coreferent.
8• No single source of knowledge is a completely reliable indicator. For
example, two semantically compatible NPs are potentially coreferent (e.g.,
Diana Spencer and the princess), but whether the NPs are actually corefer-
ent depends on other factors (such as contextual information). Additional
complications arise from the fact that even traditional linguistic constraints
indicating (non-)coreference such as number (dis)agreement are not abso-
lutely hard (e.g., the singular NP assassination (of her bodyguards) can be
coreferent with the plural NP these murders).
• Coreference strategies differ depending on the type of NP. Statis-
tically speaking, definite NPs are more likely to be anaphoric than their
non-definite counterparts (e.g., the article immediately preceding reporter
in the sentence Diana saw the/a reporter following her secretly determines
whether the NP has an existential or definite reading). Furthermore, pro-
noun resolution, which can be viewed as coreference resolution applicable
only to pronouns, is notoriously difficult, partly because resolution strate-
gies differ for each type of pronouns (e.g., reflexives versus possessives) and
partly because some pronouns such as pleonastic pronouns are semantically
empty and therefore need to be handled separately (e.g., the pronoun it in
the sentence Camilla went outside and it was raining is pleonastic).
If we adopt the view that anaphora resolution is simply coreference resolution
applied to a subset of the NPs that the latter problem normally considers, then
we can argue that coreference resolution is at least as hard and potentially as
interesting as anaphora resolution.
91.3 Coreference Resolution as an Important Problem
Research in coreference resolution in the NLP community is primarily motivated
by practical concerns. Indeed, coreference resolution is a key task in many NLP
applications; this makes it an important problem in language understanding. For
illustrative purposes, we here enumerate several applications can potentially benefit
or have actually benefited from the availability of coreference information.
Question answering. In its most general form, the task of question answering
is concerned with finding an answer to a natural language question from a large
text collection or determining that an answer cannot be found. Question answer-
ing systems are useful in that they provide the exact information users need and
reduce their burden of having to search through the documents returned by search
engines in response to their queries. To see the connection between question an-
swering and coreference resolution, consider the queryWhere was Mozart born?. A
question answering system may first retrieve the sentence He was born in Salzberg
from a document talking about Mozart. In this case, the system will return the
correct answer if it can determine that the pronoun He is coreferent with Mozart.
In fact, several question answering systems have begun to make use of coreference
information and shown improvement in system performance (Breck et al. (1999);
Singhal et al. (1999); Morton (2000)). In a question answering system, each sen-
tence in a document that is retrieved for a given question is usually assigned a
numeric score based on the sum of the term weight of each overlapping word be-
tween the question and the sentence (Singhal et al., 1999), and sentences with the
highest scores are assumed to contain potential answers. Morton (2000) augments
the above algorithm by considering all the terms that are in the same coreference
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chain as any of the noun phrases in a sentence to have appeared in that sentence as
well, giving these additional terms 90% of the normal term weight. By altering the
ranking of each potential answer based on identified coreference relations, Morton
reports improvement in the performance in his coreference system.
Single-document summarization. Summarization helps users focus on or keep
track of the “important” information contained in a large pool of documents. Infor-
mally, the goal of single-document summarization is to provide a short summary of
a document. Because of the usefulness of the task, the newest version of Microsoft
Word is capable of single-document summarization, for example. Although most
single-document summarization systems have not yet taken into account corefer-
ence information, there is initial evidence that it would be helpful to do so. For
example, Baldwin and Morton (1998) describe a method for generating extraction-
based, query-dependent summaries. Not only do they include in the summary
those sentences that contain a term appearing in the query, they also incorporate
sentences containing a noun phrase that is coreferent with a term occurring in a
sentence already selected by the system.
Generation of referring expressions. Anaphoric expressions are used to im-
prove the coherence of a discourse. For instance, consider the following discourse.
Queen Elizabeth II celebrated her golden jubilee in 2002. The Queen
ascended the throne in 1952 when her father, King George VI, passed
away.
Note that the referring expressions the Queen and both occurrences of her are
coreferent with the NP Queen Elizabeth II. Had we replaced these three referring
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expressions with Queen Elizabeth II, the discourse would have been perceived as
incoherent. Hence, it is crucial for a text generation system to be able to determine
when to generate referring expressions. In particular, pronoun generation has been
an active area of research in the community (see McCoy and Strube (1999)).
Many existing models of pronoun generation operate by assuming the avail-
ability of coreference information or knowledge of the referent of a given pronoun.
To determine when to pronominalize, traditional text generation systems such as
Appelt (1981) and McKeown (1985) adopt the naive heuristic that if the current
sentence and the immediately preceding sentence are about the same thing, then
use a pronoun in the current sentence to refer to that thing. Dale’s (1992) system
generates a pronoun if its referent is the discourse focus of the last utterance. More
recently, Strube and Wolters (2000) have learned a statistical model of pronom-
inalization, concluding that the distance to the closest referent is an influential
factor in determining whether a discourse entity should be pronominalized.
Cross-document entity coreference. The goal of cross-document entity coref-
erence is to determine whether a given pair of noun phrases occurring in different
documents refers to the same entity. Cross-document coreference is particularly
useful for text summarization systems that need to identify and merge the same
piece of information about an entity mentioned in different documents in order to
avoid repetition. Bagga and Baldwin (1998) show how within-document corefer-
ence information can potentially be used to perform cross-document coreference.
Specifically, for any two NPs, npi from document 1 and npj from document 2, that
are potentially cross-document coreferent, the cross-document coreference system
first extracts all and only those sentences having a noun phrase that is coreferent
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with npi in document 1. Another set of sentences is similarly extracted from doc-
ument 2 using npj . The vector space model (Salton et al., 1975) is then applied to
compute the similarity between these two “documents”. If the similarity score is
above a certain threshold, then npi and npj are considered to be cross-document
coreferent.
Information extraction. An information extraction (IE) system takes as input
a text relevant to a given domain and automatically extracts specific pieces of
information from the text. A number of Internet applications crucially rely on
IE technologies, including NLP systems that construct newsgroup query systems
(Thompson et al., 1997) and weather forecast databases (Soderland, 1997) from
Web pages. The importance of coreference resolution in IE is reflected in the
decision to make coreference one of the four evaluated IE sub-tasks in MUC-6
(1995). Specifically, coreference information is used to merge discourse entities
in a text, allowing the fusion of extracted information regarding the same entity
from different sentences. This information in turn aids template generation, which
determines the number of events described in the text and maps each piece of
information being extracted onto the appropriate event (Cardie, 1997).
Machine translation. There is an obvious need for high-quality machine trans-
lation (MT) systems. In most existing MT systems, an anaphor in the source lan-
guage is simply be translated to the corresponding anaphor in the target language.
Anaphora resolution comes into play when discrepancies exist between the two
languages with respect to anaphor selection. For example, a pronoun in the Malay
language is often translated directly by its antecedent (Mitkov, 1999).
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1.4 Why Focus on Machine Learning Approaches?
As mentioned before, our goal is to improve existing machine learning approaches
to coreference resolution. In this section, we will explain our decision to focus on
machine learning approaches.
Roughly speaking, existing approaches to coreference resolution can be classi-
fied as either knowledge-based or learning-based (a.k.a. corpus-based). Both know-
ledge-based and learning-based approaches are instantiations of a standard ap-
proach to the problem. Below we will first give an overview of this standard ap-
proach, followed by a description of knowledge-based and corpus-based approaches
as well as the differences between the two. Finally, based on these differences, we
will discuss our decision to focus on machine learning approaches.
1.4.1 Coreference Resolution: The Standard Approach
The standard approach to coreference resolution consists of two steps: prediction
and clustering.
The goal of prediction is to classify whether two NPs in a text are corefer-
ent or not. Each such classification decision is made by a prediction procedure,
which maps a description of two NPs to one of two labels, coreferent or not
coreferent. The description of the two NPs is usually expressed in terms of
the knowledge sources potentially useful for correctly predicting its label. For in-
stance, one commonly used knowledge source for predicting coreference is gender,
which encodes information about whether the two NPs under consideration have
the same gender or not. The output of this step, therefore, is a set of pairwise
classifications, with one label for each pair of NPs in the text.
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Now, recall that the goal of coreference resolution is to partition the NPs in the
text into equivalence classes, where each class corresponds to a distinct real-world
entity. However, making pairwise coreference classifications does not guarantee
that the transitivity constraint inherent in the coreference relation will be observed.
For instance, the coreference classifier might determine that A is coreferent with
B, and B with C, but that A and C are not coreferent. As a result, a separate
clustering mechanism is used to coordinate the possibly contradictory pairwise
classification decisions and construct a partition on the set of NPs with one cluster
for each set of coreferent NPs.
As described below, knowledge-based approaches and machine learning ap-
proaches differ precisely with respect to how the prediction function is acquired.
1.4.2 Knowledge-Based Approaches
Knowledge-based approaches is a term used to refer to approaches that rely on
hand-crafted heuristics for performing a task. In knowledge-based approaches to
coreference resolution, the function for predicting whether two NPs are corefer-
ent is composed of a set of hand-crafted heuristics. In essence, these heuristics
encode coreference constraints and preferences, and are expressed in terms of the
knowledge sources available to the classification procedure. Each constraint spec-
ifies whether two NPs must or must not be coreferent. On the other hand, each
preference specifies whether NPs are likely to be coreferent or not.
1.4.3 Machine Learning Approaches
In contrast to knowledge-based approaches, corpus-based approaches or machine
learning approaches acquire a prediction function automatically via the use of a
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machine learning algorithm. In machine learning, a discrete-valued classification
procedure is also known as a classifier. In other words, a classifier is a function
C : X → Y , where X is a set of objects to be classified, and Y is a set of possible
labels of an object in X. For coreference resolution, each x ∈ X is a description
of two NPs, npi and npj, denoted by inst(NPi,NPj), where npi precedes npj in the
associated text. The set Y simply consists of two labels, coreferent and not
coreferent.
The particular learning paradigm we rely on in automatically acquiring a clas-
sifier is called supervised learning. In this learning setting, a learning algorithm is
used to acquire a classifier from a set of labeled examples/instances L. Using the
notation introduced above, L = {(xi, yi) | xi ∈ X and yi ∈ Y }. In other words,
each labeled example is an ordered pair (x, y) comprising an object to be classified
(x) and its class label (y). Moreover, each object x is represented as a vector of
features, which is a term specifically employed in the machine learning community
to refer to the knowledge sources available to a learning algorithm. As mentioned
above, these features or knowledge sources are a means of feeding problem-specific
information to the learning algorithm and therefore are supposed to be useful for
predicting the class label of a new example. Note that we only need to decide what
features the learning algorithm has access to; the learning algorithm will decide
how to use the given features. Now, given a training set consisting of labeled in-
stances, a learning algorithm can automatically induce a classifier for predicting
the label of a test instance (i.e., an unlabeled instance).
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1.4.4 Why Machine Learning Approaches?
Perhaps a natural question to ask at this point is: why focus on machine learning
approaches instead of knowledge-based approaches? Our decision essentially stems
from the following observations.
Most importantly, there is empirical evidence that learning-based coreference
systems can outperform their knowledge-based counterparts. For instance, both
Aone and Bennett (1995) and McCarthy and Lehnert (1995) report that their
learned coreference classifier outperform their rule-based resolver. More recently,
Soon et al. (2001) have shown that their learning-based coreference system achieves
performance comparable to state-of-the-art coreference systems, all of which are
knowledge-based.
Moreover, as is clear from the discussion in the preceding subsection, machine
learning approaches offer a number of advantages over knowledge-based approaches
to coreference resolution. First, they can significantly reduce the amount of time
and linguistic expertise required to construct a coreference ruleset by automating
its acquisition directly from labeled data. In particular, the public availability
of several coreference corpora, including the ones created for the Message Un-
derstanding Conference (MUC) (MUC-6, 1995; MUC-7, 1998) and the Automatic
Content Evaluation (ACE) research program5, has facilitated the application of
machine learning approaches to the problem. Second, they allow coreference clas-
sifiers to be trained on the real-world text on which they will be used; the resulting
classifiers, therefore, can potentially provide robustness and accuracy in the face
of incomplete and and noisy input. Finally, they make it easy to empirically evalu-
5See http://www.itl.nist.gov/iad/894.01/tests/ace for details on the
ACE research program.
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ate the contribution of each knowledge source that is accessible to the coreference
system.
1.5 Contributions
In this dissertation, we will extend the standard machine learning framework dis-
cussed the previous section for performing noun phrase coreference resolution. Like
the standard framework, our machine learning framework retains the advantages of
being language- and corpus-independent. In particular, although our experiments
only handle coreference phenomena in English, this is a function of the features
employed by the learning framework and not of the framework. Similarly, although
we restrict our attention to coreference resolution of noun phrases in our experi-
ments, this is a function of the data sets and again not of the framework. In other
words, our framework should work across different natural languages and be able
to handle different types of anaphora, provided that corpora annotated with the
desired anaphora information from the language(s) of interest are available.
The contribution of the dissertation lies in generalizing and improving the stan-
dard machine learning approach to coreference resolution, as described below.
A best-performing coreference resolution system. We present a fully auto-
matic, learning-based coreference resolution system that achieves the best results
reported to date on the standard MUC-6 and MUC-7 coreference data sets. In ad-
dition, our system consistently outperforms the best previously existing learning-
based coreference system — the Soon et al. (2001) coreference system — on both
the MUC and the ACE coreference data sets.
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Linguistic extensions to existing machine learning approaches to corefer-
ence resolution. We propose two types of linguistic modifications, as described
below.
• Large-scale expansion in the number and sophistication of corefer-
ence knowledge sources. As discussed in Section 1.2, one of the difficul-
ties of coreference resolution lies in its reliance on sophisticated knowledge
sources. However, most existing learning-based coreference systems rely on
a fairly small set of surface-level features. Though easily computable, these
features are usually inadequate for handling the large variety of coreference
relationships. Hence, we investigate a large-scale expansion in the number
and sophistication of the features commonly employed in existing coreference
resolution systems.
• A new corpus-based approach to anaphoricity determination. As
mentioned in Section 1.1, we view coreference resolution essentially as ana-
phora resolution, in which the clustering algorithm is used to find an an-
tecedent for each anaphoric noun phrase. Despite the potential usefulness of
knowledge of anaphoricity for coreference resolution, to our knowledge none
of the existing learning-based coreference systems makes use of such infor-
mation. We present a new supervised approach to identifying anaphoric and
non-anaphoric noun phrases and show how such anaphoricity information
can be used to improve learning-based coreference systems.
Extra-linguistic modifications to existing learning approaches to coref-
erence resolution. We propose two types of extra-linguistic modifications, as
described below.
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• Error-driven rule pruning. Recall that the standard machine learning ap-
proaches to coreference resolution combines classification and clustering. As
seen in Section 1.4, recasting the problem as a classification task precludes
enforcement of the transitivity constraint inherent in the coreference rela-
tion. Hence, the clustering mechanism is needed to coordinate these possibly
contradictory pairwise classifications. In addition, because the coreference
classifiers are trained independently of the clustering algorithm to be used,
improvements in classification accuracy do not guarantee corresponding im-
provements in clustering-level accuracy. Therefore, to more tightly tie the
classification- and clustering-level coreference decisions, we propose an error-
driven rule pruning algorithm that optimizes the coreference classifier with
respect to the clustering-level coreference scoring function.
• Augmenting existing system components with alternative imple-
mentations. Recall that, to implement the standard machine learning
framework for coreference resolution, one has to specify the learning algo-
rithm for training a coreference classifier, the clustering algorithm for coordi-
nating classification decisions, and the method of creating training instances.
On the other hand, our framework generalizes the standard framework by
only requiring one to specify a set of learning algorithms, clustering algo-
rithms, and training instance creation methods that are potentially useful
for building a high-performing coreference engine at the time of system con-
struction. In particular, our framework delays the decisions of which learning
algorithm, clustering algorithm, and training instance creation method to use
until training time. This makes it possible to base such design decisions on
the data set on which the coreference system is trained, thus potentially
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allowing the system better capture the specificities of the data set.
A data-driven approach to component selection for a learning-based
coreference system. The above modifications are proposed based on our in-
tuition and belief that they will contribute positively to the performance of a
coreference resolution system. Even if each of the modifications is beneficial to
the coreference system, it is possible that the modifications together may interact
in such a way that produces an adverse effect on the performance of the sys-
tem. In other words, each modification may be locally but not globally beneficial.
Therefore, it is necessary to select a subset of modifications that, when applied in
conjunction, can improve system performance. We propose a data-driven approach
to component selection. Specifically, we exhaustively enumerate all possible sub-
sets of modifications and select the one that achieves the “best” performance on
held-out data according to some user-defined criteria.
Extensive performance analysis. We present a detailed analysis of the per-
formance of our approach to coreference resolution. As we will see, our analysis
not only allows us to gain additional insights into the linguistic and extra-linguistic
aspects of coreference resolution, but also reveals what we need to do to obtain
further performance improvements.
1.6 Roadmap
In this chapter, we first introduced the problem of noun phrase coreference and
showed that it is a hard and important problem in NLP. Then we gave an overview
of knowledge-based and machine learning approaches to coreference resolution and
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explained our decision of focusing on machine learning approaches. Finally, we
presented the contributions of this research.
The rest of the dissertation is structured as follows. Chapter 2 describes a
generic algorithm that can be regarded as a skeleton behind the design and devel-
opment of most contemporary anaphora and coreference resolution algorithms. In
Chapter 3, we compare and contrast existing approaches to anaphora and coref-
erence resolution in the context of the generic algorithm presented in Chapter 2.
Chapter 4 presents our learning-based coreference resolution system, centering the
discussion around our linguistic and extra-linguistic modifications to the standard
machine learning framework. In Chapters 5 and 6, we present evaluation results
of our coreference system and analyze its performance, respectively. Chapter 7
summarizes the contributions of this research, discusses our recent work on weakly
supervised approaches (i.e., approaches that aim to reduce a learning algorithm’s
reliance on annotated data) to coreference resolution, and concludes with future
directions.
CHAPTER 2
A GENERIC ALGORITHM FOR ANAPHORA AND
COREFERENCE RESOLUTION
Dealing with anaphoric language can be decomposed into two comple-
mentary tasks: (1) identifying what a text potentially makes available
for anaphoric reference and (2) constraining the candidate set of a given
anaphoric expression down to one possible choice. — Webber (1979)
In this chapter, we will introduce a generic algorithm, GenericResolve, for ana-
phora and coreference resolution. As we will see, the algorithm provides a frame-
work for characterizing and analyzing existing resolution algorithms, thus enabling
us to set the stage for the discussion of related work in the next chapter.
2.1 The Algorithm
As noted in Section 1.6, virtually all anaphora resolution algorithms and coref-
erence resolution algorithms that view coreference as anaphora resolution are in-
stantiations of GenericResolve. GenericResolve, shown in Figure 2.1, takes as
input an unrestricted text D and searches for an antecedent for each potentially
anaphoric discourse entity in D. The first three steps of the algorithm are per-
formed at the document level, whereas the remaining steps are performed for each
discourse entity in the document. A step by step explanation of the algorithm
follows.
Step 1: Identification of discourse entities For pronoun resolution algo-
rithms, the task here is simply to identify all of the pronouns in the associated
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GenericResolve(D)
Input: An unannotated document D
Algorithm:
/ 1. Identification of discourse entities from D .
Produce a list of discourse entities E := { e | e is a discourse entity that appears
in D }. Initialize the list of potentially anaphoric entities A := E.
/ 2. Characterization of discourse entities .
Compute for each discourse entity npi ∈ E a set of values { ki1, ki2, . . ., kim }
from m
knowledge sources.
/ 3. Anaphoricity determination (Optional) .
Compute the list A := A \ { e ∈ A | e is not anaphoric }.
foreach npj in A do
/ 4. Generation of candidate antecedents .
Compute the list of candidate antecedents of npj Cj := { e ∈ E | e lies within
the scope of npj }.
/ 5. Filtering (Optional) .
Compute the list Cj := Cj \ { e ∈ Cj | e satisfies a non-coreferent constraint
with npj }.
/ 6. Scoring/Ranking (Optional) .
Score or rank each NP in Cj and sort Cj w.r.t. the score.
/ 7. Searching/Clustering .
Select an antecedent for npj from Cj and annotate the document accordingly.
endfor
Output: A document D annotated with anaphoric information
Figure 2.1: The GenericResolve Algorithm. In this algorithm, a list is viewed
as a set whose elements can be ordered and hence all basic set operations can be
applied.
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text. For coreference resolution algorithms, the task is to identify all of the noun
phrases in the text.
Step 2: Characterization of discourse entities This step is composed of
two sub-tasks. The first task is to define a representation of a discourse entity, or
equivalently, a way to characterize a discourse entity. The representation precisely
determines the knowledge regarding a discourse entity that the algorithm needs in
order to perform the remaining steps successfully. Once a representation is created,
the second task is then to instantiate the representation for each entity.
Step 3: Anaphoricity determination The goal of anaphoricity deter-
mination is to determine whether a discourse entity is anaphoric or not. Non-
anaphoric entities, by definition, do not possess an antecedent and hence the al-
gorithm will not need to search for an antecedent for these entities if anaphoricity
information is available. Some algorithms do not perform anaphoricity determina-
tion, in which case all discourse entities are implicitly assumed to be potentially
anaphoric.
Step 4: Generation of candidate antecedents Unlike the previous steps,
this step and the remaining ones are performed for each anaphoric entity in the
document. Once an NP is determined to be anaphoric, the algorithm identifies the
scope of the NP and gathers those NPs that fall within its scope to generate the
list of candidate antecedents for it. For most anaphora and coreference resolution
algorithms, the scope of the anaphor is not identified for computational reasons
such as complexity and accuracy, and the list of candidate antecedents in this
case is simply taken to be the list of NPs preceding the anaphor in the associated
document.
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Step 5: Filtering Filtering involves removing unreasonable candidate an-
tecedents for each anaphoric noun phrase. Specifically, filtering is performed
based on a set of rules or hard constraints that specify non-coreference or contra-
indexing between two discourse entities. A potential antecedent that satisfies any
of the non-coreferent constraints can therefore be removed from the candidate list.
This step aims at reducing the amount of processing that needs to be performed
by the algorithm, and can potentially improve the accuracy of the resolution pro-
cedure.
Step 6: Scoring/Ranking Scoring, or ranking, of the remaining candidates
is performed based on a set of rules or soft constraints that indicate preferences
that two NPs co-specify. In some cases, each candidate antecedent for a given
anaphor is assigned a numeric score that reflects the likelihood that the two NPs
under consideration possess an anaphoric or coreferent relationship, and the list
of antecedents is subsequently sorted based on the scores. In other cases, only
a ranking of the candidate antecedents is generated based on a set of rules or
discourse principles. Overall, the goal of this step is to rank candidate antecedents
according to the preference adopted by a specific algorithm.
Step 7: Searching/Clustering The goal of this step is to select an antecedent
for a given anaphor from the list of candidate antecedents returned by the previous
step. If this list is empty, then no antecedent will be selected for the anaphor. If
scoring or ranking of the candidate antecedents has been performed by step 6,
which is optional, then searching becomes the trivial task of selecting the first
(or highest-ranking) element in the candidate list as the antecedent of the anaphor.
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Otherwise, this list of candidate antecedents is searched in some order specified
by the resolution algorithm, and the “best” NP encountered is then selected as
the antecedent. In the case of coreference resolution, this process is essentially
equivalent to applying a single-link clustering algorithm to each anaphoric NP to
cluster the NPs in the document and generate a partition on them.
Note, however, that steps 3, 5 and 6 can be absent in an anaphora or coreference
resolution algorithm, although it is not common to have an algorithm in which all
three steps are omitted. Existing resolution algorithms differ in the way these
seven steps are implemented. As a result, the generic algorithm can be thought of
as providing a natural way of characterizing resolution algorithms. We will discuss
this issue in detail in the next chapter.
2.2 Chapter Summary
In this chapter, we have described a generic algorithm, GenericResolve, for
anaphora and coreference resolution. In particular, existing anaphora and coref-
erence resolution algorithms can all be viewed as instantiations of GenericRe-
solve, differing primarily in the way each of the seven steps of the algorithm is
implemented. In the next chapter, we will discuss related work on computational
approaches to anaphora and coreference resolution in the context of this generic
algorithm.
CHAPTER 3
RELATED WORK
Many AI workers, myself included, adhere to the maxim “One good
theory is worth a thousand heuristics”. — Hirst (1981)
In this chapter, we will attempt to characterize existing computational ap-
proaches to anaphora and coreference resolution in the context of the GenericRe-
solve algorithm presented in the previous chapter. We will begin with a discussion
of several trends that are representative of ongoing research in this area. As each
trend normally signifies a shift in the overall research direction, the discussion here
will set the stage for comparison between different approaches in the subsequent
subsections.
3.1 Research Trends
Research on anaphora and coreference resolution in computational linguistics has
proceeded in various directions since its inception three decades ago. Nevertheless,
we are able to observe the following research trends with respect to this problem.
From knowledge-rich approaches to knowledge-lean approaches. Ana-
phora and coreference resolution systems differ with respect to the types of knowl-
edge sources required to perform accurate resolution. This difference separates
knowledge-rich systems — which usually require domain-specific knowledge, se-
mantic and discourse analysis, as well as sophisticated inference mechanisms —
from knowledge-lean systems, which deliberately avoid the use of sophisticated
knowledge and complex analyses in the resolution procedure and instead rely only
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on morphological and possibly (shallow) syntactic information. While early re-
search on this problem focuses on knowledge-rich approaches, the need for fast
and robust solutions to anaphora and coreference resolution has prompted the
development of knowledge-lean approaches (Mitkov et al., 2001).
From semi-automatic pre-processing to fully automatic pre-processing.
An anaphora or coreference resolution system takes a raw text, not an annotated
text, as input. Consequently, an input text must be pre-processed before any given
resolution procedure can be applied to it. The first two steps in GenericResolve
essentially outline the common pre-processing steps: identification and char-
acterization of discourse entities. Specifically, a coreference system needs to
identify all noun phrases from an input text. During characterization, knowl-
edge required by the resolution algorithm is computed for each discourse entity
identified in the first step. For instance, gender and number are two common
knowledge sources employed by resolution systems. Neither NP identification nor
knowledge computation can be achieved with perfect accuracy, however. Early re-
search in anaphora and coreference resolution usually assumes that pre-processing
is error-free. This entails manual fixing of errors made by the pre-processing rou-
tines. On the other hand, the focus of recent research has shifted towards the
construction of fully automatic anaphora and coreference resolution systems in
which the entire process is completely free from human intervention.
From small-scale evaluation to large-scale evaluation. Evaluation of early
anaphora resolution algorithms is usually performed by hand. In fact, some of these
algorithms were not implemented as computer programs at the time of evaluation.
Since the evaluation process was not automatic, these algorithms were mostly
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evaluated on a relatively small number of unseen cases. The recent availability
of a huge number of online texts as well as the development of fairly robust pre-
processing routines such as morphological analyzers and shallow parsers have aided
the automation of anaphora resolution systems and made automatic, large-scale
evaluation of resolution algorithms possible.
From knowledge-based approaches to knowledge-lean approaches. Early
anaphora resolution systems adopt knowledge-based approaches, in which the res-
olution procedure is based on a set of hand-crafted heuristics that specify whether
two discourse entities can or cannot have an anaphoric relationship. Owing to
the availability of corpora annotated with coreference information and the success
of data-driven approaches in many NLP tasks, researchers in recent years have
attempted to apply corpus-based/empirical methods to anaphora and coreference
resolution, in which anaphora or coreference knowledge is derived automatically
from labeled data.
In principle, we can characterize existing work on anaphora and coreference
resolution along any of the above dimensions. Nevertheless, we will mainly fo-
cus our discussion on the last dimension, knowledge-based versus corpus-based
approaches (Sections 3.2 and 3.3), for the following reasons. First, as we will be
discussing potential problems with existing machine learning approaches to coref-
erence resolution in Chapter 4, a characterization of related work along the last
dimension seems most pertinent to the subsequent discussion. More importantly,
the trend along the other dimensions typically follows from the last dimension —
corpus-based methods allow large-scale evaluations of coreference systems that em-
ploy fully automatic pre-processing and knowledge-lean methods. Alternatively,
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the other trends seem to go together. In most cases, for example, large-scale eval-
uations are possible only if fully automatic pre-processing is employed. In spite
of the relationship that exists among the dimensions, we will briefly discuss the
remaining three dimensions in Sections 3.4, 3.5 and 3.6.
3.2 Knowledge-Based Approaches
As we mentioned before, virtually all anaphora and coreference resolution algo-
rithms are instantiations of the generic algorithm described in Chapter 2. As
anaphora and coreference resolution systems adopting knowledge-based approaches
differ from those adopting corpus-based methods primarily with respect to the
way the filtering step and the scoring step are implemented, the comparison
between the various approaches will be based mainly on these two steps. In par-
ticular, identification of discourse entities is trivial for pronoun resolution and
is performed similarly among coreference resolution systems using a noun phrase
finder. In addition, generation of candidate antecedents for a potential anaphor
in most systems simply involves the construction of a set of noun phrases preceding
the anaphor under consideration in the associated document, although some sys-
tems impose a limit on how far apart an anaphor and a candidate antecedent can
be. Consequently, these two steps will not be discussed explicitly, although other
steps will be mentioned as necessary. In the rest of this subsection and the next,
we will discuss related work using knowledge-based approaches and corpus-based
approaches respectively.1
For systems adopting knowledge-based approaches, the rulesets used in fil-
1Amore detailed description and complementary analysis of most of the systems
discussed below can be found in Mitkov (1999).
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tering and scoring are composed entirely of hand-coded constraints. As noted
above, filtering involves removing any candidate antecedent that violates any
of the non-coreferent constraints from the candidate list. Some commonly pre-
specified constraints employed by knowledge-based systems are traditional linguis-
tic constraints such as agreement constraints. In addition, the score associated
with each soft constraint used in the scoring step of knowledge-based systems is
also pre-specified rather than learned. Broadly speaking, knowledge-based systems
can further be divided into three classes: syntax-based approaches, discourse-based
approaches, and factor-based approaches.
3.2.1 Syntax-Based Approaches
Syntax-based anaphora resolution algorithms rely solely on syntactic and morpho-
logical information and assume the existence of a full parse tree for each sentence in
the input text. Both filtering and ranking occur during the searching step.
Specifically, for each potential anaphor, the search for an antecedent is performed
via the traversal of parse trees. When a candidate antecedent is encountered and
it does not survive the filtering step, the search for the next candidate contin-
ues. Otherwise, the candidate is selected as the antecedent. ranking of candidate
antecedents is encoded implicitly in the order in which the tree nodes (and hence
the candidates) are visited.
Hobbs’ (1978) naive algorithm is one of the most well-known syntax-based
algorithms for resolving pronoun references (Tetreault, 1999). Specifically, the
algorithm considers the sentences in the text in reverse order, starting from the
sentence in which the pronoun resides and searching for potential antecedents in the
corresponding parse trees in a left-to-right, breadth-first manner that obey binding
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and agreement constraints. The algorithm’s preferences for recency (i.e., NPs that
are in closer proximity to the anaphor) as well as for NPs in the subject position
are generally believed to be the reason for its good performance on pronouns with
intra-sentential antecedents (Lappin and Leass, 1994; Walker, 1989). Despite its
simplicity, the algorithm has received criticisms regarding its dependence on full
parse trees (Ge et al., 1998).
3.2.2 Discourse-Based Approaches
Discourse-based methods for anaphora resolution have been developed out of the
belief that some types of anaphora can only be resolved with an understanding of
the focus (or center) of an utterance.2 For instance, consider the following sentence.
William saw Harry in the park today. He was talking to his friend.
Evidently, the resolution of the pronoun He cannot be based solely on gram-
matical information such as gender and number, since bothWilliam and Harry are
potential antecedents of He. Nevertheless, there is an indication that the center
of the discourse has shifted from William to Harry in the first sentence. Conse-
quently, most readers would perceive He as referring to Harry and not William,
since pronominalization serves to capture attention and hence the noun phrase
that is the focus at a particular point in the discourse is more likely to be pronom-
inalized than the other NPs.
Discourse-based anaphora resolution algorithms rely on principles such as co-
herence and focusing to track the center of an utterance. Discourse-level constraints
2Grosz et al. (1995) define an utterance as “the uttering of a sequence of words
at a certain point in a discourse”. They emphasize that “it is an utterance and
not a sentence in isolation that has centers”.
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and preferences formulated from discourse principles are then incorporated into the
filtering step and the ranking step of the resolution procedure respectively, in
addition to syntactic and morphological constraints that are commonly applied
in these steps by other types of anaphora resolution algorithms. Algorithms in
this category differ from those in other categories primarily with respect to the
way ranking is performed: for discourse-based algorithms, ranking of candidate
antecedents is driven predominantly by discourse principles, as opposed to syntax-
based methods which do not perform any ranking and factor-based methods which
score candidate antecedents based on a number of factors. Below we subcategorize
discourse-based resolution algorithms. We will first introduce algorithms that are
built upon centering theory. Then we will discuss algorithms that are based on a
more general notion of focus.
Centering Theory and Centering Algorithms
Grosz and Sidner (1986) develop a theory of discourse structure, and the part of
the theory that has sparked a lot of research on focus-based anaphora resolution
algorithms is centering (Grosz et al., 1995). Centering theory models the local
coherence of a discourse, and is composed of a set of constraints governing center
movement (the conditions under which the center of an utterance can or should
move from one discourse entity to another) and center realization (the conditions
under which a discourse entity can be pronominalized) that are formulated based
on psycholinguistic and cross-linguistic evidence. Generally speaking, there are
two principles underlying centering theory: cohesion (maintaining the same center)
and salience (realizing the center as the most prominent NP). Note, however, that
centering is a theory for interpreting pronouns in a discourse and its use in anaphora
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and coreference resolution is only one of the applications of the theory. Anaphora
resolution algorithms that are built upon centering constraints are collectively
known as centering algorithms.
The BFP centering algorithm. One of the most well-studied centering al-
gorithms is the BFP algorithm (Brennan et al., 1987). BFP can also be viewed
as an instantiation of GenericResolve. Specifically, filtering of candidate an-
tecedents for a given anaphor in BFP makes use of syntactic constraints such as
binding constraints and morphological constraints such as gender and number. The
ranking of candidate antecedents, however, is guided by centering principles.
Improvements to BFP. A series of studies (Kehler, 1997a; Walker, 1989;
Tetreault, 2001) reveals several weaknesses of the BFP algorithm, some of which
are also exhibited by other centering algorithms. First, the algorithm is weak in
resolving pronouns that refer to a global focus, since centering only captures local
discourse phenomena. Second, BFP does not have an intrasentential processing
mechanism, since the algorithm attempts to search for antecedents for a given pro-
noun only in the previous utterances. Finally, the ranking of candidate antecedents
is not completely specified by the algorithm, which means that it is possible for
two candidates to have the same ranking.
There have been various proposals that attempt to remedy the above problems.
For instance, Walker (1989) describes a way of incorporating a global focus in the
centering framework. Tetreault (2001) proposes a new centering algorithm, Left-
Right Centering (LRC), that can be viewed as extending the Hobbs algorithm with
discourse information to direct the search for antecedents and therefore can resolve
pronouns incrementally. Furthermore, Kameyama describes a method, which she
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calls intrasentential centering, to enhance BFP with an intrasentential processing
mechanism (Kameyama, 1998). Finally, if potential antecedents for an anaphor
can be proposed one after the other as in the Hobbs algorithm, there would be no
ambiguity of preference for antecedents.
Focus-Based Approaches
The role of focus in anaphora resolution was recognized even before centering
theory was developed. Unlike centering algorithms, some of the focus-based al-
gorithms described here are designed to resolve definite noun phrases rather than
pronouns.
Grosz’s stack-based approach. Grosz (1977), for instance, defines a represen-
tation, focus space, for tracking the focus of a discourse in task-oriented dialogs.
More precisely, each focus space comprises all entities in the same discourse seg-
ment. An explicit focus space contains all discourse entities explicitly mentioned
in the dialog, whereas an implicit focus space contains all entities that are either
related to explicitly mentioned entities or implicitly referred to in the dialog. The
current discourse segment, or the active focus space, is on the top of the focus
stack, and a list of open focus spaces that consist of entities that might be referred
to later in the dialog is kept in the stack. The active focus space is popped off
the stack when there is a focus shift. The discourse entities in each focus space
are represented in an elaborate semantic network. When attempting to resolve a
definite NP during searching, the search procedure is constrained by considering
a “focused match” only between the network in which the definite NP resides and
the network representing the active focus space. Consequently, the candidate list
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is composed exactly of the entities in the active focus space, and NPs residing in
other focus spaces are effectively filtered from the list. There are two problems
associated with Grosz’s approach, however. First, the approach can only han-
dle definite descriptions but not pronominal references. In addition, the approach
seems to be applicable only to task-oriented dialogs. It is unclear how the approach
can be extended to other other genres where it may be harder to detect a shift in
focus.
Sidner’s mutual bootstrapping method for anaphora resolution. Sidner
(1979, 1981) develops a local focusing framework that extends Grosz’s approach to
enable the resolution of pronominal references and recognize focus shifts in broader
situations. She argues that the two processes, focus tracking and anaphora reso-
lution, influence each other, and her framework comprises two algorithms, the
focusing algorithm and the anaphora resolution algorithm, that reflect this circu-
lar dependency. To represent the current state of a discourse, Sidner’s framework
maintains a set of data structures, including the current focus, the actor focus that
is used to handle agentive pronouns specifically, a list of alternative candidate foci,
and a focus stack. For each sentence, the focusing algorithm uses a set of rules as
well as results from anaphor interpretation to determine whether there is a shift in
focus and updates the data structures accordingly. Then, for each anaphor encoun-
tered, the anaphora resolution algorithm uses another set of rules to rank candidate
antecedents based on the focus-tracking data structures. Since the algorithm only
considers NPs in these data structures as candidate antecedents, implicit filter-
ing of discourse entities occurs when the focusing algorithm updates the data
structures.
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Azzam’s extension to Sidner’s algorithm. Azzam (1996) points out two
problems with Sidner’s approach. First, Sidner’s algorithm is designed to handle
sentences with relatively simple structures, i.e., sentences of the form Subject Verb
Object optionally followed by prepositional phrases and adverbial adjuncts. A com-
plex sentence must be segmented into simpler constituents before her algorithm
can be applied, but Sidner does not provide any mechanism for doing so. Sec-
ond, the focus-tracking data structures do not contain entities from the sentence
under consideration. Since the anaphora resolution algorithm proposes only candi-
date antecedents residing in these data structures, intrasentential antecedents are
virtually impossible. Azzam thus proposes a simple extension to Sidner’s frame-
work that handles both problems simultaneously : making embedded sentences
(i.e., sentences that correspond to elementary events) the unit of discourse pro-
cessing. She then presents an algorithm for extracting embedded sentences from
complex sentences and applies Sidner’s algorithm to embedded sentences instead.
For evaluation, she extends the coreference resolution algorithm used in the LaSIE
information extraction system (Gaizauskas et al., 1995) with her focusing mecha-
nism, but concludes that there is no observable difference between the performance
of the coreference algorithms with and without focusing (Azzam et al., 1998).
Strube’s S-list algorithm. Strube (1998) proposes a new pronoun resolution
algorithm that can be viewed as an alternative to centering. Specifically, a simple
data structure, S-list, is used to store all discourse entities in the previous and
current utterances, effectively filtering or eliminating all NPs that do not exist in
the previous or current utterance from consideration. Scoring occurs immediately
after each discourse entity encountered is added to the list, which is sorted such that
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its elements are always in decreasing salience with respect to the current discourse.
The way salience is computed roughly corresponds to Prince’s familiarity scale
(Prince, 1981). Searching proceeds simply by selecting the first element in the
list that satisfies the agreement constraints with the pronoun.
3.2.3 Factor-Based Approaches
Factor-based anaphora resolution algorithms seek to combine various knowledge
sources, including morphological, syntactic, semantic, and in some cases pragmatic
information, for antecedent selection. These “factors” can be broadly divided into
two categories: constraints (that must be satisfied) and preferences (that distin-
guish between candidates satisfying all constraints). In contrast to discourse-based
methods, factor-based methods do not rely on an elaborate discourse theory that
usually involves complex modeling of attentional states, and antecedent selection
is not dominated by discourse principles, which have an intrinsic preference for
intersentential antecedents (Walker, 1989). In particular, discourse information in
this class of algorithms is formulated as preferences rather than constraints.
When viewed as instantiations ofGenericResolve, factor-based anaphora res-
olution algorithms operate as follows: To resolve a potentially anaphoric noun
phrase, constraints are first applied to narrow down the set of potential antecedents
during the filtering step. Subsequently, each preference factor (independently)
proposes an antecedent for the noun phrase under consideration during the rank-
ing/scoring step. Strictly speaking, each preference factor represents a con-
straint that can either be hard (in which case only one antecedent is selected)
or soft (in which case a numeric score is assigned to each candidate antecedent
reflecting the preference for antecedence). The possibly contradictory individual
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decisions are then coordinated and combined into a global decision via the use
of a predefined metric. The searching step then relies on the global decision
reached for each candidate antecedent to select the antecedent for the anaphoric
noun phrase. Despite these similarities, algorithms in this class differ with respect
to the linguistic knowledge sources being used as well as the strategies being em-
ployed to combine these knowledge sources. Although existing work on anaphora
and coreference resolution has generally focused on investigating the knowledge
sources that are useful for the task, Mitkov (1997) shows that extra-linguistic
strategies (e.g., a traditional approach in which “bad” candidate antecedents are
filtered before they are ranked versus an uncertainty-based approach in which all
potential antecedents (i.e., no filtering) are assigned a score based on each available
knowledge source) also play an important role in the performance of an anaphora
resolution algorithm. As a result, we will discuss this class of resolution algorithms
in terms of both the knowledge sources and the strategies used to combine them
in the rest of the subsection.
Carbonell and Brown’s multi-strategy approach. Carbonell and Brown
(1988) develop an anaphora resolution algorithm under the hypothesis that ana-
phora resolution can be best accomplished via “a combination of a set of strategies
rather than by a single monolithic method”. Various constraints for anaphora
resolution are proposed: syntactic (e.g., gender and number), semantic (e.g., se-
lectional constraints), and pragmatic (e.g., eliminate a candidate antecedent from
consideration if some action that occurs between the antecedent and the anaphor
implies that the two cannot possess an anaphoric relationship). As far as pref-
erences are concerned, factors such as recency, topicalization (i.e., entities that
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appear in topicalized structures), syntactic parallelism (i.e., entities having the
same grammatical role as the anaphor) and semantic parallelism (i.e., entities hav-
ing the same thematic role as the anaphor) are employed for antecedent selection.
Knowledge sources are combined to select an antecedent for an anaphor as follows:
candidate antecedents that violate any of the constraints are filtered out. If more
than one candidate is left, the preferences are employed. If more than one prefer-
ence applies and each applicable preference proposes a different antecedent, then
the anaphor is considered to have a truly ambiguous antecedent.
Lappin and Leass’s syntax-based approach. Lappin and Leass (1994) pro-
pose a pronoun resolution algorithm that relies on a set of syntax-based constraints
and salience-based preferences. In contrast to Carbonell and Brown (1988) who
make use of semantic and pragmatic constraints that are generally hard to encode
with a reasonable accuracy, Lappin and Leass instead employ only morphological
constraints such as gender and number and syntactic constraints such as binding
constraints. Additionally, as opposed to most previous work in which pleonastic
pronouns are manually filtered out during evaluation, Lappin and Leass design a
separate set of patterns to identify pleonastic pronouns explicitly. During scor-
ing, an anaphoric entity is resolved to the most salient preceding entity, where
the salience of a noun phrase is given by the salience of the coreference equiva-
lence class to which the noun phrase belongs.3 The salience of a class is in turn
calculated based on a set of salient factors applied to each member of the class.
Each salience factor (attached to an NP) is associated with an initial weight that
3Here, coreference equivalence classes are dynamically constructed during the
resolution process in which an anaphoric pronoun is assigned to the same class as
the discourse entity to which it is resolved. Nevertheless, full coreference is not
assumed.
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indicates the relative contribution of the factor to overall salience of the NP. As
these initial weights are reduced after each utterance in the discourse is processed,
the salience of each equivalence class constructed so far needs to be re-calculated
accordingly. The salience factors are fairly intuitive. For example, both sentence
recency and the grammatical role of a discourse entity play a role in determining
the salience.
Kennedy and Boguraev’s parser-free pronoun resolution system. One
advantage of Lappin and Leass’s algorithm is that it does not depend on semantic or
pragmatic information for pronoun resolution. However, the availability of perfect
parse trees is too strong an assumption to make in realistic settings. To further
relax this assumption, Kennedy and Boguraev (1996) propose an algorithm that
is structurally equivalent to that of Lappin and Leass except that the algorithm
does not rely on deep syntactic parsing. Specifically, the information provided
by the full parser in Lappin and Leass’s algorithm (such as the grammatical role
of an NP) is approximated by a set of ten heuristics in Kennedy and Boguraev’s
algorithm.
Baldwin’s high-precision pronoun resolution system. Baldwin (1997) de-
scribes a high-precision rule-based pronoun resolution algorithm, CogNIAC. Like
Kennedy and Boguraev’s algorithm, CogNIAC only has access to morphological
information and shallow syntactic information that is heuristically computed. The
algorithm is composed of a set of rules that aims to recognize anaphoric relation-
ships. The rules are ordered according to precision and importance with respect
to the pronoun resolution task and are successively applied to the pronoun under
consideration. The resolution of a pronoun terminates as soon as a rule applies to
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the pronoun.
Mitkov’s knowledge-lean robust pronoun resolution system. Mitkov
(1998) acknowledges the importance of developing knowledge-lean approaches to
anaphora resolution and proposes a robust algorithm for resolving pronouns in
technical manuals. Like CogNIAC, Mitkov’s algorithm relies solely on morpholog-
ical and shallow syntactic information provided by a part-of-speech tagger and a
base noun phrase finder respectively. During filtering, any potential antecedent
that either violates agreement constraints or is more than two sentences away
from the pronoun under consideration is removed from the candidate list. Each
remaining candidate is scored based on a set of antecedent indicators, each of
which potentially affects the salience of an NP and effectively serves as a pref-
erence for antecedent selection. A positive score is assigned to a candidate by a
boosting indicator and a negative score assigned by an impeding indicator. The
candidate with the highest aggregate score is then proposed as the antecedent.
While the algorithm has been applied only to technical manuals, Mitkov argues
that the majority of the antecedent indicators appear to be genre-independent.
Unlike most previous work in which the salience of an NP is dependent almost
exclusively on positional information (e.g., recency) and grammatical role, some
of Mitkov’s antecedent indicators make use of lexical information and NP type
as additional knowledge sources. For example, impeding indicators are applicable
not only to NPs embedded in prepositional phrases but also to indefinite NPs, and
boosting indicators favor lexically reiterated items in addition to NPs appearing
in section headings. Finally, the genre-specific indicators that the algorithm uses
include preferences for NPs that represent terms used in the genre as well as those
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that are objects of certain “indicating verbs”.
Cardie and Wagstaff’s clustering approach. Cardie and Wagstaff (1999)
explicitly view coreference as a clustering task and use a right-to-left single-link
clustering algorithm to coordinate the application of constraints and preferences
for partitioning the given noun phrases into coreference equivalence classes. Specif-
ically, they define a distance metric between two noun phrases that is essentially a
linear combination of the (in)compatibility scores computed from the (relational)
constraints and preferences. During clustering, if the distance between two
noun phrases is less than the predefined clustering radius, then the corresponding
equivalence classes are considered for possible merging. A wide variety of knowl-
edge sources (encoded as features) are used by the clustering algorithm: lexical
(e.g., head noun match, word overlap), syntactic (e.g., gender, number, animacy,
apposition), semantic (e.g., WordNet class compatibilities), and positional (e.g.,
number of intervening noun phrases between the two NPs under consideration).
Like Mitkov’s system, the weight associated with each knowledge source in Cardie
and Wagstaff’s distance metric is chosen by hand rather than determined empiri-
cally.
In all of the factor-based approaches (except Baldwin (1997)) discussed in this
subsection, the relative importance of each knowledge source to overall performance
is not evaluated. As we will see in the next section, one potential advantage of
corpus-based approaches over knowledge-based approaches is that the information
regarding the relative importance of the factors comes directly with the induction
of certain types of models (e.g., decision trees).
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3.3 Corpus-Based Approaches
In contrast to knowledge-based approaches, corpus-based approaches rely on soft
constraints that are derived from a corpus annotated with anaphora or corefer-
ence information in filtering and scoring. For anaphora resolution, a model
that determines the probability that an NP is an antecedent of a given anaphor
is learned from a corpus. For coreference resolution, however, a model that deter-
mines the probability that two NPs are coreferent is learned instead; in addition, a
separate clustering mechanism is needed to coordinate the possibly contradic-
tory pairwise classifications and construct a partition on the set of NPs with one
cluster for each set of coreferent NPs.
Another major distinction between corpus-based approaches and knowledge-
based approaches is the need to create training instances for acquiring an anaphora/
coreference model in the former. Training instances are typically created by re-
lying on anaphora or coreference information from the training documents. The
feature vector representing an instance essentially describes the two NPs involved
and the context in which they occur, comprising relational features (i.e., features
that test whether some property holds for the NP pair under consideration) and
non-relational features (i.e., features that test some property of one of the NPs
under consideration).
Corpus-based approaches differ from each other in terms of how the proba-
bilistic model is learned and can further be divided into three classes: manual
approaches, machine learning approaches, and statistical approaches. We will elab-
orate on each of these approaches in the following subsections.
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3.3.1 Manual Approaches
Coreference systems in this class constitute a special case of corpus-based ap-
proaches in which the probabilistic model (which in this case is composed of a set
of coreference rules) is mined from the corpus entirely by hand. Consequently,
manual approaches are not widely adopted, since a lot of human intervention is
required to derive the desired coreference information.
Harabagiu et al.’s knowledge-minimalist approach. Harabagiu et al. (2001)
present a knowledge-minimalist approach for mining “easy” coreference rules from
an annotated corpus. The goal is to acquire a set of (positive) rules for determining
when two NPs are coreferent. The approach is based on the following observations:
• For any anaphoric noun phrase in a coreference chain4, a positive training
instance can be formed from the noun phrase and each of its preceding noun
phrases in the same chain.
• One antecedent is sufficient for resolving an anaphor.
• Some coreference relationships require more knowledge and hence are harder
to resolve than the others.
The first observation implies that more than one positive instance can be cre-
ated from each anaphoric NP. The second observation implies that in principle,
given n anaphors in the training set, we only need n positive instances to acquire
the rules. These two observations together imply that we have the freedom to se-
lect positive instances from which to induce coreference rules, since the number of
4As we mentioned in Section 1.1, we assume throughout that a noun phrase is
anaphoric if it is part of a coreference chain but is not the head of the chain.
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available positive instances is at least as large as the minimum number of positive
instances needed to derive the rules. The third observation implies that intelli-
gent selection of “easy” positive instances can potentially minimize the knowledge
needed to perform coreference resolution. The Harabagiu et al. algorithm first
mines a set of rules for covering easy instances that are heuristically selected. The
set of coreference rules is then transformed into a corresponding set of soft con-
straints by estimating the accuracy of each rule on the training data. To generate a
partition on a given set of noun phrases from an unseen text, the algorithm relies on
a local-search algorithm to search for the best possible partition. Specifically, the
local-search algorithm starts with a random partition, makes local modifications
to the partition, and picks the best partition at each iteration, where the score of a
partition is computed from the pairwise coreference probabilities given by the soft
constraints. The coreference system achieves a very high accuracy (approximately
90%) when evaluated on the MUC-6 coreference data set. Nevertheless, the sys-
tem makes the strong assumption that all and only the NPs involved in coreference
relationships are presented to the system for analysis. It is unclear whether the
techniques would work well in the more realistic setting in which the set of NPs
extracted by a shallow parser (which is presumably much larger than the set of
NPs involved in non-singleton coreference classes) is analyzed by the coreference
system instead.
3.3.2 Machine Learning Approaches
Unlike manual approaches, machine learning approaches to coreference resolution
induce a model that determines the probability that two NPs are coreferent from
annotated data automatically via the use of learning algorithms and can be charac-
47
terized in terms of the knowledge sources being employed, the method of training
data creation, as well as the learning algorithm and the clustering algorithm being
chosen.
Aone and Bennett’s knowledge-rich anaphora resolution system for Ja-
panese. Aone and Bennett (1995) describe a trainable system for classifying dif-
ferent types of anaphora occurring in Japanese texts about joint ventures. Specif-
ically, the instance representation consists of 66 features, including lexical (e.g.,
part-of-speech), syntactic (e.g., grammatical role), semantic (e.g., semantic class),
and positional (e.g., distance between the potential antecedent and the anaphor)
features. Two different methods are used to create positive training instances:
transitive (i.e., an instance is formed between an NP and each of its preceding NPs
in the same anaphoric chain) and non-transitive (i.e., an instance is formed be-
tween an NP and its closest preceding NP in the same anaphoric chain). Negative
instances are generated by pairing an NP with each preceding NP that does not
have an anaphoric relationship with it. The system then uses the C4.5 decision
tree induction system (Quinlan, 1993) to train an anaphora classifier that deter-
mines whether two NPs possess an anaphoric relationship. A best-first single-link
clustering algorithm is then used to generate a partition on the set of NPs (see
Figure 3.1). In essence, when an anaphor has more than one antecedent according
to the coreference classifier, this clustering algorithm selects the one that is asso-
ciated with the highest confidence value. Results show that the learned anaphora
classifier achieves superior performance than the manually designed resolver.
McCarthy and Lehnert’s domain-specific coreference system. McCarthy
and Lehnert (1995) describe RESOLVE, a coreference resolution system that is in-
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BestFirstClustering(np1, np2, . . ., npk)
Input: A set of noun phrases {np1, np2, . . ., npk} in a test document
Algorithm:
Mark each npj as belonging to its own class: npj ∈ cj .
foreach npj do
Create a test instance, inst(npi, npj), for all of its preceding NPs, npi.
if ∃ i′ < j such that class(inst(npi′ ,npj)) = coreferent then
npi∗ := highest-confidence preceding coreferent NP
Merge ci∗ and cj , where npi∗ ∈ ci∗ and npj ∈ cj
endif
endfor
Output: A partitioning on the noun phrases np1, np2, . . ., npk.
Figure 3.1: The Best-First Clustering Algorithm
tended for use within an information extraction system. As a system that classifies
coreferent phrases in the domain of joint ventures, 3 of the 8 features being em-
ployed are domain-specific. For example, there are features that test whether each
of the NPs in the pair refers to a joint venture company (i.e., a company that is
formed because of a tie-up among two or more entities). The domain-independent
features can be characterized as lexical (e.g., whether the two NPs share a common
noun phrase), semantic (e.g., whether one NP is an alias of the other), and posi-
tional (e.g., whether the two NPs are in the same sentence). No syntactic features
are used. To generate positive training instances from coreference chains, only the
transitive method is used. Negative training instances are generated by pairing an
NP with each of its preceding non-coreferent NPs. An “aggressive-merge” cluster-
ing algorithm, shown in Figure 3.2, is used to coordinate the pairwise classification
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AggressiveMergeClustering(np1, np2, . . ., npk)
Input: A set of noun phrases {np1, np2, . . ., npk} in a test document
Algorithm:
Mark each npj as belonging to its own class npj ∈ cj .
foreach npj do
Create a test instance, inst(npi, npj), for all of its preceding NPs, npi.
foreach npi′ such that class(inst(npi′ ,npj)) = coreferent do
Merge ci′ and cj, where npi′ ∈ ci′ and npj ∈ cj.
endfor
endfor
Output: A partitioning on the noun phrases np1, np2, . . ., npk.
Figure 3.2: The Aggressive-Merge Clustering Algorithm
decisions. Basically, each anaphoric NP is merged with all of its preceding NPs
that are classified as coreferent with it. In other words, positive classifications are
given a higher precedence than negative classifications when conflicts arise. Finally,
McCarthy and Lehnert report that the learned coreference classifier outperforms a
rule-based coreference classifier, a result that is consistent with that of Aone and
Bennett.
Soon et al.’s knowledge-lean coreference system. Soon et al. (2001) adopt
a knowledge-lean approach to general-purpose coreference resolution in which the
decision tree learning algorithm has access to only 12 surface-level features. The
features are all designed to be domain-independent, including one lexical feature
(string matching), eight grammatical features (gender and number agreement, ap-
position, and NP types), two semantic features (semantic class compatibility and
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ClosestFirstClustering(np1, np2, . . ., npk)
Input: A set of noun phrases {np1, np2, . . ., npk} in a test document
Algorithm:
Mark each npj as belonging to its own class: npj ∈ cj .
foreach npj do
Create a test instance, inst(npi, npj), for all of its preceding NPs, npi.
if ∃ i′ < j such that class(inst(npi′ ,npj)) = coreferent then
npi∗ := closest preceding coreferent NP
Merge ci∗ and cj , where npi∗ ∈ ci∗ and npj ∈ cj
endif
endfor
Output: A partitioning on the noun phrases np1, np2, . . ., npk.
Figure 3.3: The Closest-First Clustering Algorithm
aliasing), and one positional feature (number of sentences between the two NPs).
Unlike McCarthy and Lehnert, the non-transitive method is used to generate pos-
itive training instances from coreference chains. To reduce the ratio of negative
instances to positive instances (and hence the skewness of the class distributions),
only a subset of the available negative instances is used for training: a negative
instance is created by pairing an anaphoric NP, npj, with each NP appearing
between npj and its closest preceding antecedent in the associated text. A left-to-
right single-link clustering algorithm that selects the closest preceding coreferent
NP as the antecedent for each anaphoric noun phrase is employed to create coref-
erence equivalence classes (see Figure 3.3). Results indicate that str match (i.e.,
whether the surface strings of the two NPs are the same after determiners are
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discarded), alias (i.e., whether two named entities are aliases)5, and appositive
(i.e., whether the two NPs form an appositive construction) are strong indicators
of coreference. The system is applied to two standard coreference data sets (MUC-
6, 1995; MUC-7, 1998), achieving performance comparable to the best-performing
knowledge-based coreference engines.
Strube et al.’s anaphora resolution system for narrative texts and spo-
ken dialogues. Strube et al. (2002) describe a learning approach to resolu-
tion of German anaphors using a decision tree induction system. Their work
was motivated by the observation that the feature set commonly employed in
existing anaphora/coreference systems tends to produce low recall (i.e., many
anaphora/coreference relationships are missed by these systems). In particular,
they notice that many of these relationships are formed between NPs whose surface
strings resemble but are not identical to each other, adding that the string match-
ing facilities in existing systems are not sophisticated enough to discover these
relationships. As a result, they propose two easily computable lexical features
that measure the minimum edit distance between the two NPs under considera-
tion, with the goal of recovering the anaphoric/coreference relationships between
lexically similar strings. (See Section 4.5 for a detailed description of how these
two features are computed.)
In a more recent paper (Strube and Mu¨ller, 2003), they extend their system to
handle the resolution of pronominal NPs in spoken dialogues. Roughly speaking,
there are two major extensions. First, the system attempts to resolve not only
5Here, different types of aliasing are defined for different named-entity types:
two dates are aliases if their normalized form is identical; two persons are aliases
if the last word of the two NPs involved are identical; and two organizations are
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pronouns with NP antecedents but also those with non-NP antecedents, a capabil-
ity that is absent in virtually all existing pronoun resolution systems. Second, the
system incorporates an additional set of features that is tailored to resolving pro-
nouns in spoken dialogues. In particular, some of these features aim to distinguish
NP from non-NP antecedents, whereas others encode the kind of complement that
the verb governing the pronoun under consideration tends to subcategorize for.
Kehler’s work on probabilistic coreference. Rather than performing coref-
erence resolution before generating templates in a standard IE architecture (Cardie,
1997), Kehler’s coreference system (Kehler, 1997b) operates on the output of an
IE system in which one template is produced for each entity mentioned in the
document. The goal of Kehler’s system is then to generate a probability distribu-
tion over all possible partitions of the output templates such that the templates
in each equivalence class are coreferent. The coreference system derives a maxi-
mum entropy model (Berger et al., 1996) for determining the probability that two
templates co-refer based on three types of features. The first type of feature tests
whether two templates possess a subsumption relationship by checking whether the
relationship is satisfied for each slot in the template. The second type of feature is
based on the definiteness of the entity associated with one of the templates. The
third type of feature measures the distance between the entities associated with
the templates. Training instances are generated from all pairs of templates. The
system then uses Dempster’s Rule of Combination (Dempster, 1968) to combine
the pairwise coreference probabilities generated from the learned model to score
a partition. The resulting scores (with one score per partition) are normalized to
form a probability distribution over the set of possible partitions. Because the
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number of possible partitions grows exponentially with the number of templates6,
it is unclear whether Kehler’s approach is scalable to a large number of templates.
Connolly et al.’s preference-trained decision trees. In all of the learning-
based coreference systems described above, coreference is recast as a classification
task, where each training instance represents two NPs and is assigned a label
of coreferent or not coreferent depending on whether the two NPs are
co-referring or not in the associated text. Connolly et al. (1994) argue that it
is better to formulate the problem as one that determines the best antecedent
for a given anaphor, and unlike previous work, they present an approach that
explicitly captures the relative preference between two potential candidates for a
given anaphor. Specifically, each training instance represents an anaphor as well
as two of its candidate antecedents (one is correct and the other is not). In this
case, the label is a binary value indicating which of the two candidates is the
correct antecedent. Yang et al. (2003) and Iida et al. (2003) adopt essentially the
same approach to training a preference-based classifier for coreference resolution
and pronoun resolution, respectively. Noting that the number of training instances
formed from a given anaphor is quadratic in the number of candidate antecedents,
Yang et al. (2003) introduce heuristics for selecting training instances.
Antecedent selection (during testing) is performed differently in these three
6According to Anderberg (1973), the number of ways to partition n items is
n∑
k=1
S(k)n
where
S(k)n =
1
k!
k∑
i=0
(−1)k−i
(
k
i
)
in.
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systems. In Connolly et al. (1994) and Iida et al. (2003), candidate antecedents
for a given anaphor are considered in a right-to-left manner as follows. Initially,
the learned classifier is used to determine which of the two rightmost candidates
is preferred. The “winner” is then compared with the rightmost unconsidered
candidate, and the process is repeated between the winner from the most recent
comparison and the rightmost unconsidered candidate. On the other hand, Yang et
al.’s (2003) antecedent selection algorithm maintains for each candidate antecedent
a score that indicates the number of times a given candidate is preferred over the
other candidates, selecting the one that has the highest score as the antecedent.
Finally, with respect to the learning algorithm employed, Connolly et al. (1994)
and Yang et al. (2003) use a decision tree induction system, whereas Iida et al.
(2003) rely on support vector machines (Cristianini and Shawe-Taylor, 2000).
3.3.3 Statistical Approaches
As a subclass of corpus-based approaches, statistical approaches to anaphora res-
olution attempt to construct a conditional model that determines the probability
that an NP is an antecedent of a given anaphor in the presence of a set of poten-
tially relevant factors. To improve the robustness of the statistics collected from
a given corpus, the set of conditioning factors is decomposed into smaller “pieces”
by using Bayes rule and making certain independence assumptions.
Ge et al.’s statistical approach. Ge et al. (1998) present a probability model
for resolving third-person pronouns. Four training features for the model are used,
including positional information (i.e., the distance between the pronoun and the
candidate antecedent), grammatical information (i.e., gender and animacy of the
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candidate antecedent), semantic information (i.e., selectional preferences based on
the governing constituent of the pronoun), and a crude measure of salience (i.e.,
mention count of the candidate antecedent). Ge et al. show how the equation for
the model can be decomposed into these four factors for which statistics can be
collected directly from the training corpus. For a given anaphoric pronoun, the
candidate antecedent that is assigned the highest probability by the model is se-
lected as the antecedent of the pronoun. Their results demonstrate that knowledge
of the candidate antecedent’s gender and animacy and its salience are essential to
anaphora resolution.
So far we have provided an overview of previous work on anaphora and corefer-
ence resolution and characterized each system as either knowledge-based or corpus-
based. Instead of performing a similar characterization on a system basis along
the remaining dimensions, we will point out some of the key issues involved in
each of these dimensions and focus on the strengths and weaknesses of the re-
lated approaches. In Section 3.4, we will compare knowledge-rich approaches with
knowledge-lean approaches. In Section 3.5, we will look at the implications of semi-
automatic pre-processing and fully automatic pre-processing. Section 3.6 discusses
the issues with respect to small-scale evaluation versus large-scale evaluation of
anaphora and coreference resolution systems.
3.4 Knowledge-Rich versus Knowledge-Lean Approaches
As we mentioned above, anaphora and coreference resolution systems can in prin-
ciple be ordered according to the types of knowledge source required to perform
accurate resolution: knowledge-rich or knowledge-lean. Early anaphora resolution
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systems such as Grosz (1977), Sidner (1979), and Carbonell and Brown (1988)
are knowledge-rich systems that rely on domain information as well as seman-
tic and pragmatic knowledge that is often hard to represent and process and
needs to be encoded for each new domain. Knowledge-lean approaches, which
only makes use of morphological and shallow syntactic information, are developed
precisely to meet the need for efficient solutions to anaphora resolution. In par-
ticular, knowledge-lean anaphora resolution systems such as Lappin and Leass
(1994), Kennedy and Boguraev (1996), Baldwin (1997) and Mitkov (1998) have
all demonstrated that high-performance anaphora resolution is possible without
semantic and world knowledge. Although Lappin and Leass’s algorithm assumes
the output of a full parser, Kennedy and Boguraev show that the system only suf-
fers from a small drop in accuracy when the parser output is approximated using
a set of heuristics.
Given the successful shift from knowledge-rich approaches to knowledge-lean
approaches for the task of anaphora resolution in recent years, two immediate
questions arise:
• How much extra benefit can be obtained if the system has access to semantic
information? Equivalently, how much performance loss is incurred by relying
only on morphological and shallow syntactic information?
• Does the same result generalize to coreference resolution? In other words, is
high-performance knowledge-poor coreference resolution possible?
The work by Ge et al. (1998) sheds some light on the first question. Specifically,
one of the factors that their statistical pronoun resolution system depends on is
selectional restrictions, which is a form of semantic knowledge. They evaluate
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their system by incorporating the knowledge sources incrementally into the system.
Their results indicate that the system that has access to semantic knowledge only
performs marginally better than the one without semantic knowledge. However,
they also remark that selectional restrictions “are not clearcut in most cases” and
that “some verbs are too general to restrict the selection of any NP”.
On the other hand, the answer to the second question seems to be different un-
der different circumstances. For domain-specific coreference resolution, both Aone
and Bennett (1995) and McCarthy and Lehnert (1995) report that the decision tree
classifiers take advantage of domain-specific semantic information. In contrast, the
results of Soon et al. (2001) seem to imply that a general-purpose coreference res-
olution can achieve good performance without semantic information. Specifically,
their decision tree classifier relies almost entirely on string matching, apposition,
and aliasing for recognizing coreference relationships, despite the fact that it has
access to information regarding semantic class compatibility. Although aliasing is
generally viewed as a semantic knowledge source, the corresponding feature value
is actually computed via a set of simple lexical matching routines without resorting
to any semantic knowledge base. Nevertheless, the fact that the semantic feature
is not selected by Soon’s decision tree is by no means an indication that semantic
information is irrelevant to coreference resolution, since the error rate resulting
from the automatic computation of the feature has not been measured.
Despite the popularity of knowledge-lean approaches, many of the MUC coref-
erence systems make use of semantic information provided by WordNet (Fellbaum,
1998). In general, the availability of general-purpose lexical resources such as
WordNet and advances in research in named-entity classification have made it con-
venient for anaphora and coreference resolution systems to incorporate semantic
58
information. It should be noted, however, that systems using semantic information
from WordNet need to somehow deal with the word sense disambiguation prob-
lem, which is widely known to be a hard problem in NLP. Consequently, the issue
regarding the accuracy of semantic feature computation remains.
3.5 Semi-Automatic versus Fully Automatic Pre-Process-
ing
Mitkov (2001) points out that research in anaphora resolution has “suffered from
a bizarre anomaly in that until recently hardly any fully automatic operational
systems had been reported”. For example, Lappin and Leass (1994) post-edit the
outputs of the part-of-speech tagger and the full parser on which their anaphora
resolution algorithm relies. Similarly, Mitkov (1998) manually fixes the outputs
of the part-of-speech tagger and the base noun phrase finder. In addition, the
knowledge assumed by the resolution algorithms described in Mitkov (1997) such
as gender is obtained directly from the data sets that are annotated with the
corresponding information. Some exceptions exist, however. The BFP anaphora
resolution algorithm (Brennan et al., 1987) is fully automatic, for example; the
gender and number information required by their centering algorithm is provided
by other modules in their HPSG natural language system.
The MUC-6 and MUC-7 conferences (MUC-6, 1995; MUC-7, 1998) have pro-
moted the development of coreference resolution systems that operate in fully
automatic mode. In addition, virtually all coreference systems developed since
MUC-6 (e.g., Aone and Bennett (1995), McCarthy and Lehnert (1995)7, Soon
7The feature values provided to this coreference system are all computed man-
ually. The authors claim that this makes it possible to evaluate the errors made
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et al. (2001)) as well as the CogNIAC pronoun resolution system (Baldwin, 1997),
which was part of the CAMP system participating in the MUC coreference task
(Baldwin et al., 1998), are also fully automatic. Furthermore, the emergence of
statistical approaches has obviated the need for certain kinds of preprocessing. For
example, Ge et al. (1998) describe a method for automatically computing gender
information from an annotated corpus.
The reason for the shift from semi-automatic pre-processing to fully automatic-
preprocessing is that the former is practically unrealistic. Specifically, it is imprac-
tical to ask a human to stand by and fix all errors made by pre-processing routines.
Even if the pre-processing taggers are all highly reliable and only a small number of
errors needs to be fixed manually, the human still has to go through all the outputs
of the taggers in order to locate the errors. This proves to be a time-consuming
task, especially if the system relies on a large number of knowledge sources or
needs to process a large number of documents.
On the other hand, feeding an anaphora or coreference algorithm with perfectly
computed knowledge has the advantage that the performance of the resolution al-
gorithm is not affected by errors propagated from upstream pre-processing com-
ponents. Consequently, we can easily measure the errors made by the resolution
algorithm versus the errors made by the pre-processing routines.
Recent work has shown that the performance of resolution algorithms is severely
limited by the accuracy with which the knowledge required by the algorithms can
be computed, thus providing suggestive evidence that the task has been made much
easier in the presence of semi-automatic pre-processing. In particular, a recent re-
implementation of Mitkov’s robust pronoun resolution algorithm (Mitkov, 1998)
by the coreference resolution algorithm and that errors made by pre-processing
routines should be evaluated separately.
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and evaluation on new data sets by Mitkov et al. (2002) shows that the performance
of the new, fully automatic algorithm is not as high as the initial results obtained
using the semi-automatic algorithm. As a result, it makes sense to take into
account the robustness of a resolution algorithm to potentially erroneous input
when measuring its performance. As a side note, there are two classes of algorithms
that are in principle more robust than the others:
• Knowledge-lean algorithms: As noted in Section 1.2, an anaphora or corefer-
ence resolution algorithm can potentially rely on a large number of linguistic
knowledge sources. With respect to the accuracy of knowledge sources, lower-
level knowledge such as lexical and syntactic knowledge can be computed
with comparatively better accuracies than higher-level knowledge such as se-
mantic and pragmatic knowledge. In fact, except possibly for lexical string
matching which can be performed without any error, none of the knowledge
sources can be computed with perfect accuracy. Consequently, knowledge-
lean resolution algorithms that usually depend on just the outputs of a part-
of-speech tagger and a base noun phrase finder (e.g., Baldwin (1997), Mitkov
(1998)) tend to be more robust than their knowledge-rich counterparts, es-
pecially since the corresponding tasks can be accomplished with fairly high
accuracies.
• Corpus-based algorithms: Corpus-based algorithms are trained on real-world
texts and hence are by nature more robust in the face of incomplete and noisy
input than their knowledge-based counterparts. For example, we mentioned
in Section 1.2 that although there are exceptions to traditional linguistic con-
straints such as number agreement, many knowledge-based systems such as
Lappin and Leass (1994) and Kennedy and Boguraev (1996) simply encode
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them as broadly and unconditionally hard constraints and thus effectively
ignore the exceptions. In contrast, corpus-based algorithms learn soft con-
straints empirically from labeled data and can therefore take into account
these exceptions.
3.6 Small-Scale versus Large-Scale Evaluation
For most early anaphora resolution algorithms, evaluation is done by hand on a
carefully chosen small set of documents, due in part to the fact that these algo-
rithms were not implemented as computer programs at the time of evaluation. For
example, Hobbs evaluates his algorithm (Hobbs, 1978) on 300 pronouns extracted
from three different sources. The comparative evaluation by Walker (1989) on
the Hobbs algorithm and the BFP algorithm is performed on 281 third-person
pronouns in articles from three different genres.
One advantage of manual evaluation on small data sets over automatic evalua-
tion is that it offers a better picture of what mistakes are made by an algorithm and
how the algorithm can be improved. On the other hand, evaluation on small data
sets means that the resulting performance of the algorithm may not accurately
reflect its actual performance, at least from a statistical perspective. The recent
explosion of the number of online texts has made large-scale, automatic evaluation
possible.
3.7 Chapter Summary
In this chapter, we have given an overview of related work on anaphora and coref-
erence resolution in the context of the generic algorithm described in the previous
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chapter. We start by describing four major research trends in anaphora and coref-
erence resolution: from knowledge-rich approaches to knowledge-lean approaches;
from semi-automatic pre-processing to fully automatic pre-processing; from small-
scale evaluation to large-scale evaluation; and from knowledge-based approaches
to corpus-based approaches. We then present a detailed characterization of related
work along the last dimension.
In the next chapter, we will present our learning-based coreference resolution
system, with the goal of improving existing machine learning approaches to coref-
erence resolution. We will compare and contrast the design of our system with that
of the learning-based coreference systems discussed in Section 3.3.2, discussing why
our system can potentially yield better performance than existing approaches to
coreference resolution.
CHAPTER 4
OUR COREFERENCE RESOLUTION SYSTEM
It can be said that the corpus-based study of discourse anaphora is
in its infancy. Other corpus-based computational areas of research,
such as parsing, and morphosyntactic analysis, are well-developed, but
anaphora studies using corpora are still working on first principles, and
there is no unified approach as yet. — Botley and McEnery (2000)
Recall that our ultimate goal is to improve existing machine learning approaches
to coreference resolution. To this end, we will propose a set of extensions to the
standard machine learning framework consisting of classification and clustering. As
we will see, all of our proposed extensions are motivated by potential problems with
the existing learning-based coreference systems discussed in Section 3.3.2. Perhaps
more importantly, none of these extensions is specific to a particular coreference
system implementation. In other words, they are all applicable to any coreference
system implementing the standard machine learning framework.
Roughly speaking, the proposed extensions can be divided into two types: lin-
guistic extensions and extra-linguistic extensions. The linguistic extensions
take into account what linguistic theories can offer regarding discourse anaphora
and coreference. The extra-linguistic extensions, on the other hand, aim at improv-
ing the standard machine learning framework and are motivated primarily from a
machine learning perspective.
In the rest of this chapter, we will examine each of these extensions and dis-
cuss how to integrate them into our coreference system.1 Specifically, Sections
1Portions of this chapter have appeared elsewhere. Section 4.3 and portions of
Section 4.2 are based on Ng and Cardie (2002a). Section 4.5 is adapted from Ng
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4.1-4.4 propose four extra-linguistic extensions involving the clustering algorithm,
the method of training instance creation, the loss function employed in optimizing
the coreference classifier, and the learning algorithm. Sections 4.5-4.6 consider
two linguistic extensions to the standard machine learning framework for coref-
erence resolution. The first linguistic extension involves a large-scale expansion
to the knowledge sources commonly employed by learning-based coreference sys-
tems. The second one involves computing and using anaphoricity information to
improve coreference resolution. For each of the above extensions, we will begin
with an overview of the relevant issues, which, as mentioned before, are all moti-
vated by potential problems with existing learning-based coreference systems. As a
result, we will revisit the design of specific components in these systems as needed.
Then, in Section 4.7, we propose a simple algorithm for integrating all of our pro-
posed extensions into our learning-based coreference system. Finally, Section 4.8
summarizes our discussion in this chapter.
4.1 Clustering Algorithm
Our first extra-linguistic extension involves the clustering algorithm. Recall that
the clustering mechanism is used to coordinate the possibly contradictory pairwise
classification decisions made by a coreference classifier and construct a partition
on a given set of NPs. In particular, since coreference is typically viewed as a
problem of selecting an antecedent(s) for each potentially anaphoric NP, clustering
for coreference resolution is essentially an antecedent selection procedure.
As seen in Section 3.3.2, a variety of clustering algorithms have been employed
and Cardie (2002c). Sections 4.6.1 and 4.6.2 are based on Ng and Cardie (2002b)
and Ng (2004), respectively.
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by existing learning-based coreference systems. For instance, Soon et al. (2001)
use a closest-first clustering algorithm (see Figure 3.3), which selects as the an-
tecedent for an NP the closest preceding noun phrase that is classified as coreferent
with it. On the other hand, Aone and Bennett (1995) rely on a best-first clus-
tering algorithm (see Figure 3.1) to select as the antecedent for an NP the “most
likely” preceding coreferent noun phrase, using the confidence value associated
with the classifier’s prediction as a measure of likelihood. Finally, McCarthy and
Lehnert’s (1995) aggressive-merge clustering algorithm (see Figure 3.2) merges
each NP with all of its preceding noun phrases that are classified as coreferent with
it.
It is conceivable that these three clustering algorithms would give rise to dif-
ferent levels of coreference performance. Aone and Bennett’s best-first clustering
algorithm, for instance, can be expected to produce partitions with higher pre-
cision than Soon et al.’s, since, given a set of candidate antecedents, the most
confident one is more likely to be the correct choice than the closest one. On the
other hand, the clustering algorithm employed by McCarthy and Lehnert’s system
merges the clusters more aggressively than the other two, and therefore should
generate partitions with higher recall.
A natural question to ask is which clustering algorithm is the best one to
use. As seen above, existing learning-based coreference systems often adhere to a
particular clustering algorithm without justifying their choice. However, such ad-
hoc design decisions may result in sub-optimal system performance — a potential
problem with existing approaches.
Given this observation, we propose to consider multiple clustering algorithms
in our coreference system, and adopt a corpus-based approach to select the “best”
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clustering algorithm among the three discussed in this section. We will defer the
discussion of this approach to Section 4.7.
Finally, and perhaps most importantly, the fact that we consider only three
clustering algorithms in our experiments is by no means a self-imposed limitation
of our approach: our framework allows the incorporation of as many clustering
algorithms as we desire. The above three clustering algorithms are chosen primar-
ily because they are commonly employed in existing learning-based coreference
systems. There are certainly other clustering techniques that one may want to
consider applying to the coreference task. In correlation clustering (Bansal
et al., 2002), for instance, the clustering algorithm is given a set of objects to be
clustered as well as a similarity metric that classifies two objects as either in the
same cluster or not in the same cluster. The goal then is to generate
a partition on the objects that respects as many pairwise classification decisions
as possible. This distinguishes correlation clustering from our three clustering al-
gorithms, which make no attempt to minimize the perturbation to the original
classification decisions during the partitioning process.
4.2 Training Instance Creation
Our second extra-linguistic extension involves training instance selection. Recall
that to employ the supervised learning paradigm to automatically acquire a clas-
sifier, the learning algorithm assumes as input a set of training instances. As seen
in Section 3.3.2, different methods for creating coreference training instances have
been proposed by existing machine learning approaches to the problem. McCarthy
and Lehnert’s method, repeated below for the sake of convenience, is perhaps the
simplest one.
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McCarthy and Lehnert’s training instance creation method. A positive
instance is created for each anaphoric NP paired with each of its antecedents;
and a negative instance is created by pairing each NP with each of its preceding
non-coreferent noun phrases.
Note that, in this method, the number of positive instances created from an
anaphoric noun phrase, npj , is equal to the number of preceding NPs that are
coreferent with npj. However, as noted in Section 3.3.1, one antecedent is sufficient
for resolving an anaphor. In other words, it may be sufficient to create one positive
instance from each anaphoric noun phrase. This motivates the Aone and Bennett
training instance creation method, as shown below.
Aone and Bennett’s training instance creation method. A positive in-
stance is created for each anaphoric NP and its closest antecedent; and a negative
instance is created by pairing each NP with each of its preceding non-coreferent
noun phrase.
There is a potential problem with these two methods for creating training in-
stances: the resulting coreference data set would be highly imbalanced. The reason
is that coreference is a rare relation, which means that most of the NP pairs in a
document are not coreferent. Consequently, generating training instances from all
NP pairs as in McCarthy and Lehnert creates highly skewed class distributions, in
which the negative instances significantly outnumber the positive instances. Aone
and Bennett’s method further aggravates the problem by creating an even smaller
number of positive instances than that of McCarthy and Lehnert. Unfortunately,
learning from highly imbalanced data sets remains an open area of research in the
machine learning community (e.g., Pazzani et al. (1994), Fawcett (1996), Cardie
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and Howe (1997), Kubat and Matwin (1997)).
Most of the existing methods for handling skewed class distributions modify
the learning algorithm to incorporate a loss function with a much larger penalty for
minority class errors than for instances from the majority classes (e.g., Gordon and
Perlis (1989), Pazzani et al. (1994)). Nevertheless, Soon et al. adopt a different
approach to handling skewed class distributions — negative instance selection,
i.e., the selection of a smaller subset of negative instances from the set of available
negative instances. As shown below, Soon et al.’s method differs from that of
Aone and Bennett precisely in its reduction in the number of negative instances
produced.
Soon et al.’s training instance creation method. A positive instance is
created for each anaphoric NP, npj, and its closest antecedent, npi; and a negative
instance is created for npj paired with each of the intervening NPs, npi+1, npi+2,
. . ., npj−1.
Despite its ability to alleviate the problem of data skewness, Soon et al.’s
method creates a much smaller set of (positive and negative) training instances
in comparison to that of McCarthy and Lehnert as well as Aone and Bennett.
Consequently, it is possible that too much potentially useful information is lost
during the instance creation process.
As a result, we propose a parametric family of training instance creation schemes
that lies between the two extremes exemplified by McCarthy and Lehnert’s method
and Aone and Bennett’s method, respectively. Specifically, our methods attempt
to strike a balance between reducing data skewness and minimizing information
loss by progressively creating additional training instances on top of the Soon et al.
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method. As shown below, our Soon-n instance creation scheme generalizes Soon’s
method via the introduction of the parameter n, yielding Soon precisely when n
is equal to 1.
Our Soon-n training instance creation methods. A positive instance is
created between an anaphoric NP, npj , and each of its n closest antecedents. Now,
assuming that npi is the n-th closest antecedent of npj, a negative instance is created
for npj paired with each of the intervening non-coreferent NPs, npi+1, npi+2, . . .,
npj−1.
Assuming that the amount of information contained in a data set correlates
positively with its size, we can see that the value of n represents a trade-off between
reducing data skewness and minimizing information loss: as n increases, more
information is preserved, but data skewness also becomes more serious due to the
faster rate at which the negative instances increase when compared to the positive
instances.
Given the Soon-n training instance creation methods as well as the ones previ-
ously proposed by McCarthy and Lehnert, Aone and Bennett, and Soon et al., a
natural question to ask is which of these methods is the best one to use. Like the
selection of the “best” clustering algorithm, we will propose a corpus-based solu-
tion to this question in Section 4.7. Automatically selecting the “best” instance
creation method has the advantage of avoiding the ad-hoc, possibly sub-optimal
decisions made in existing learning-based approaches, which often adhere to an
instance creation scheme without justifying the particular choice.
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Other training instance creation methods. Like the clustering algorithms,
the fact that we consider only the above training instance creation methods does
not reflect a self-imposed limitation of our approach. Of course, one can possibly
conceive of other training instance creation methods. To further alleviate the
problem of skewed class distributions, for instance, we may have a simple variant
of the Soon-n methods in which the positive instances are created as in Soon-n,
but the negative instances are created according to Soon-1. It should be fairly easy
to see that this Soon-n variant produces class distributions that are less skewed
than the corresponding Soon-n method for all n > 1.
The existing training instance selection methods for coreference that we decided
not to consider in our experiments include NegSelect and PosSelect, which are
previously proposed by us for performing negative instance selection and positive
instance selection, respectively (Ng and Cardie, 2002a).2 NegSelect is shown in
Figure 4.1. Given the set of all possible negative instances in the training set
(i.e., the set of instances inst(NPi,NPj) such that npi and npj are not in the same
coreference chain), NegSelect only retains only those negative instances for non-
coreferent NPs that lie between npj and its farthest antecedent.
PosSelect, shown in Figure 4.2, is motivated by the observations that (1)
one antecedent is sufficient for resolving an anaphor and (2) not all of the coref-
erence relationships are equally easy to identify (e.g., it is generally harder to
identify pronominal antecedents than non-pronominal antecedents for definite de-
2The two terms instance creation and instance selection both refer to the process
of forming a training set for learning a classifier. When we say instance creation, we
are thinking of a bottom-up process in which we create a set of training instances
from scratch. When we say instance selection, we are thinking of a top-down
process in which we select a smaller subset of the instances from the set of available
training instances.
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NegSelect(NEG)
Input: A set of all possible negative instances NEG
Algorithm:
foreach inst(NPi,NPj) ∈ NEG do
if npj is anaphoric then
if npi precedes the farthest antecedent of npj then
NEG := NEG \{inst(NPi,NPj)}
else
NEG := NEG \{inst(NPi,NPj)}
Output: NEG
Figure 4.1: The NegSelect Algorithm
scriptions). Hence, it may be desirable to learn a coreference classifier on a subset
of the available positive training instances. In fact, as mentioned in Section 3.3.1,
Harabagiu et al. (2001) point out that intelligent selection of positive instances can
potentially minimize the amount of knowledge required to perform accurate coref-
erence resolution. They assume that the easiest types of coreference relationships
to resolve are those that occur with high frequencies in the data. Consequently,
they mine by hand three sets of coreference rules for covering positive instances
from the training data by finding the coreference knowledge satisfied by the largest
number of antecedent-anaphor pairs. PosSelect attempts to automate this pos-
itive instance selection process. More precisely, it coarsely mimics the Harabagiu
et al. algorithm by finding a confident antecedent for each anaphor. As shown in
Figure 4.2, PosSelect assumes the existence of a rule learner, L, that produces
an ordered set of positive rules. The algorithm first uses L to induce a ruleset on
the training instances T and picks the first rule from the ruleset. For any training
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PosSelect(L, T )
Input: A positive rule learner L, and a set of training instances T
Algorithm:
FinalRuleSet := ∅
AnaphorSet := ∅
BestRule := NIL
repeat
BestRule := best rule among the ranked set of rules induced on T using L
FinalRuleSet := FinalRuleSet ∪ BestRule
/ Collect anaphors from instances that are correctly covered by BestRule .
foreach inst(NPi,NPj) ∈ T do
if inst(NPi,NPj) is covered by BestRule and
class(inst(NPi,NPj)) = coreferent then
AnaphorSet := AnaphorSet ∪ { npj}
/ Remove instances associated with the anaphors covered by BestRule .
foreach inst(NPi,NPj) ∈ T do
if npj ∈ AnaphorSet then
T := T \ {inst(NPi,NPj)}
until L cannot induce any rule for the positives
Output: FinalRuleSet
Figure 4.2: The PosSelect Algorithm
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instance inst(NPi,NPj) correctly covered by this rule, an antecedent npi has been
identified for the anaphor npj . As a result, all (positive and negative) training in-
stances formed with npj as the anaphor are no longer needed and are subsequently
removed from the training data. The process is repeated until L cannot induce a
rule to cover the remaining positive instances. The output of PosSelect is a set of
positive rules selected during each iteration of the algorithm. Hence, positive sam-
ple selection in this algorithm is implicit in the sense that it is embedded within
the rule induction process.
Previous results on the MUC-6 and MUC-7 coreference data sets indicate that
these two methods, when used in combination with the rule-pruning algorithm
to be discussed in the next section, are effective in producing a high-performing
coreference system. We do not consider these two algorithms in our current work
simply because PosSelect is not as scalable as we want: the algorithm becomes
fairly inefficient when applied to some of our large evaluation data sets.
4.3 Rule Pruning
Our third extra-linguistic extension involves the optimization of the automatically
acquired coreference classifier. Machine learning algorithms typically train classi-
fiers to maximize classification accuracy on unseen data. However, this is presum-
ably a problem for coreference resolution, where our ultimate goal is to maximize
a coreference classifier’s accuracy at the clustering level. More specifically, the
problem is that there is no direct correlation between maximizing classification
accuracy and maximizing clustering accuracy. In other words, improvements in
classification accuracy do not necessarily guarantee corresponding improvements
in clustering accuracy. Unfortunately, existing machine learning approaches to the
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problem make no attempt to address this potential problem.
In this section, we propose a method for resolving this conflict. Specifically,
given a coreference classifier that can be expressed in the form of a ruleset, we use
an error-driven rule-pruning algorithm to discard those rules that cause the ruleset
to perform poorly with respect to the global, clustering-level coreference scoring
function.
Error-driven rule pruning. The goal behind rule pruning is to find a subset of
a given set of rules that would perform well on unseen data. As mentioned above,
our rule-pruning algorithm is error-driven, meaning that the goal is to discard rules
whose removal yields performance gains on unseen data according to a given loss
function. In principle, any (labeled) unseen data that is disjoint from the test data
can be used as our pruning corpus. However, as we will see below, we may still be
able to obtain additional benefits by using “seen” data for pruning rules induced
by a coreference classifier.
The rule-pruning algorithm. The error-driven pruning algorithm, RuleSe-
lect, is shown in Figure 4.3. It takes as input a ruleset learned from a training cor-
pus for performing coreference resolution, a pruning corpus, and a clustering-level
coreference scoring function that is the same as the one being used for evaluating
the final output of the system. At each iteration, RuleSelect greedily discards
the rule whose removal yields a ruleset with which the coreference system performs
the best (with respect to the coreference scoring function) on the pruning corpus.
As a hill-climbing procedure, the algorithm terminates when removal of any of
the rules in the ruleset fails to improve performance. In contrast to most existing
algorithms for coreference resolution, RuleSelect establishes a tighter connection
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RuleSelect(R, P , S)
Input: A ruleset R, a pruning corpus P , and a scoring function S
Algorithm:
BestScore := score of the coreference system using R on P with respect to S;
r := NIL;
repeat
r := the rule in R whose removal yields a ruleset with which the coreference
system achieves the best score b on P with respect to S.
if b > BestScore then
BestScore := b;
R := R \ {r}
else
break
while true
Output: R.
Figure 4.3: The RuleSelect Algorithm
between the classification- and clustering-level decisions for coreference resolution
and ensures that system performance is optimized with respect to the coreference
scoring function.
Now, let us make a few observations about our rule pruning algorithm.
• While we expect that rule pruning will be most effective if the pruning corpus
is disjoint from the training corpus, we may still be able to obtain benefits
even by reusing the training corpus for pruning. This is again due to the
fact that the loss function employed by the clustering-level scoring function
is different from the one used by the learning algorithm. In other words, the
set of rules that achieves the highest classification accuracy on a given set
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of labeled data is not necessarily the same as the set of rules that achieves
the highest clustering-level coreference accuracy on the same data. This
flexibility of (partially or entirely) reusing the training corpus for pruning is
particularly useful when labeled data is scarce, in which case we might not
be able to afford to set aside our labeled data for pruning purposes.
• RuleSelect assumes no knowledge of the inner workings of the scoring func-
tion. This implies that the algorithm can in principle be used to optimize
any coreference scoring function.
• RuleSelect assumes no knowledge of how the input coreference ruleset is in-
duced. This broadens the applicability of the algorithm to rulesets acquired
by both knowledge-based and learning-based approaches to coreference res-
olution.
• RuleSelect bears resemblance to the backward elimination algorithm com-
monly used for feature selection (see Kohavi and John (1997)) in terms of
both the ultimate goal and the algorithmic design. In both cases, the goal is
to select a subset of a given set of objects (which are rules in the case of rule
pruning and features in the case of feature selection). To achieve this goal,
both algorithms adopt a greedy approach, iteratively discarding the object
whose removal yields the best performance on the task at hand.
4.4 Learning Algorithm
In Sections 4.1 and 4.2, we mentioned that existing learning-based coreference
systems make ad-hoc decisions by adhering to a specific clustering algorithm and
training selection method without considering other alternatives. The same po-
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tential problem applies to their choice of the underlying learning algorithm for
training a coreference classifier.3 Following the line of thought we have established
thus far, we decide to consider two different learners in our coreference system —
our fourth extra-linguistic extension — as described below.
4.4.1 RIPPER
The first learner we consider is a rule-based learner. Recall that the rule-pruning
algorithm described in the previous section is only applicable to classifiers that
can be expressed in the form of a ruleset. Thus, it is desirable that we choose a
rule-learning algorithm for acquiring a coreference classifier.
Specifically, we employ RIPPER (Cohen, 1995) for acquiring a set of proposi-
tional rules, each of which is comprised of a condition expressed as a conjunction of
attribute-value pairs and a classification value. Specifically, during training, RIP-
PER induces a set of (positive) rules that determines when two NPs are coreferent,
where each rule is associated with a confidence value that reflects the accuracy of
the rule on the training data. Then, during testing, a test instance considers each
of the induced rules in turn. If the instance satisfies the conditions specified by
a rule (meaning that each attribute-value pair appearing in the rule also appears
in the instance), then the classifier returns a classification value of coreferent.
On the other hand, if none of the induced rules is applicable to a given NP pair, a
3Nevertheless, although existing work appears to have a diverse opinion on
which clustering algorithm and training creation method to use, this is not the
case for learning algorithms. With the exception of Kehler (1997b) and Iida et al.
(2003), who make use of maximum entropy modeling and support vector ma-
chines respectively, decision tree learners are the learning algorithm of choice for
essentially all of the existing learning-based coreference engines (e.g., Aone and
Bennett (1995), McCarthy and Lehnert (1995), Soon et al. (2001), Strube et al.
(2002), Yang et al. (2003)).
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default rule that classifies the pair as not coreferent is automatically invoked.
In both of the above cases, the confidence associated with the rule is returned in
conjunction with the classification value.
4.4.2 C4.5
The second learner we consider is C4.5 (Quinlan, 1993), a decision tree learner. As
mentioned above, decision tree learners have been employed extensively and rea-
sonably successfully in existing learning-based coreference engines. This motivates
us to consider C4.5 as one of the learners for training our coreference classifiers.
The goal of decision tree learning is to recursively partition the instance space
until (most of) the training instances in the same cluster of the partition are of the
same class. This is achieved by having the the decision tree learner greedily add
the most informative feature to an initially empty tree structure. More specifically,
note that each feature f defines a partition Pf on the instance space, where each
cluster in Pf contains exactly the instances that share the same feature value with
respect to f . Hence, once we select a feature f for addition to the tree structure,
we can repeat this process to recursively partition each cluster defined by f .
By virtue of this recursive partitioning process, the decision tree learner gen-
erates a tree structure. Each non-leaf node in the tree corresponds to a feature,
representing a choice point among the possible values of the feature. A choice can
then be made by traversing one of the outgoing edges of the node. Hence, underly-
ing each path from the root to a leaf l of the tree is a conjunction of feature-value
pairs satisfied by all of the instances in l. Moreover, each l is associated with a
class label cl (i.e., the majority class of the instances in l) and a confidence value
that specifies the accuracy of classifying all instances in l as cl. During testing,
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an unseen instance starts from the root of the tree and recursively traverses the
appropriate outgoing edge until it reaches a leaf node. The instance then receives
the class label associated with the leaf node. All implementations of decision tree
learners, including C4.5, are variations of this basic algorithm.
As mentioned above, each path from the root to a leaf of a decision tree corre-
sponds to a conjunction of attribute-value pairs, and each leaf is associated with a
class label. Hence, a tree can be equivalently represented as a ruleset with one rule
for each such path-label combination. This implies that the rule-pruning algorithm
can be applied to a decision tree classifier. Implementation-wise, however, it is te-
dious to convert a decision tree into an equivalent ruleset. As a result, we will only
apply rule pruning to classifiers acquired by RIPPER for the sake of simplicity.
Evaluation details will be given in the next chapter.
4.5 Feature Set Enhancement
So far we have considered four extra-linguistic extensions to the standard machine
learning framework for coreference resolution. In this section and the next, we will
consider two linguistic extensions.
Our first linguistic extension involves a large-scale expansion of the features
available to the learning algorithm. Most existing learning-based coreference sys-
tems rely on a fairly small set of features for training a coreference classifier: Mc-
Carthy and Lehnert (1995), Soon et al. (2001), and Mu¨ller et al. (2002) use 8,
12, and 16 features in their feature-vector representation, respectively.4 Given
that coreference is a complex linguistic phenomenon, a natural question to ask
4One exception is Aone and Bennett’s (1995) system, which makes use of 66
features. Unfortunately, Aone and Bennett do not report the features employed
by their system.
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is whether a small feature set encodes sufficient knowledge for training a high-
performance coreference classifier.
It should be noted, though, that much work has been done on investigat-
ing the knowledge sources that are important for both pronoun resolution (e.g.,
Lappin and Leass (1994)) and coreference resolution (e.g., Grishman (1995), Lin
(1995)). However, the investigation has proceeded to a large extent in the context
of knowledge-based approaches to coreference resolution, which implies that lin-
guistic constraints are generally treated as broadly and unconditionally applicable
hard constraints. Furthermore, it is difficult to evaluate the relative contribution
of the available knowledge sources in knowledge-based systems.
As a result, we investigate the question of whether increasing the number and
sophistication of the features can improve the performance of a learning-based
coreference system. In particular, we employ an arguably deep set of 57 features
to represent a coreference instance inst(NPi,NPj) created from npj and one of its
preceding noun phrases, npi. The features are partly derived from the ones used
in existing coreference systems and partly chosen based on our linguistic intuition
regarding coreference.
In the rest of this section, we will examine our 57 features in detail. Linguisti-
cally, the features can be divided into five groups: lexical, grammatical, semantic,
positional, and knowledge-based. As we will see, each feature is either relational
or non-relational. Non-relational features test some property P of one of npi and
npj and take on a value of Yes or No, depending on whether P holds. Relational
features test whether some property P holds for the NP pair under consideration
and indicate whether the NPs are Compatible or Incompatible with respect
to P ; a value of Not Applicable is used when property P does not apply.
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Lexical features. The lexical features are computed by performing string match-
ing operations on npi and npj. Below we describe the 11 lexical features employed
by our system.
L1: soon str
The feature value is:
C if, after discarding determiners, the string denoting npi matches that of npj
I otherwise
Features L2-L5 restrict string matching to specific types of NPs. These features
might give the learning algorithm additional flexibility in creating coreference rules
on top of soon str, since exact string match is likely to be a better coreference
predictor for proper names than it is for pronouns, for instance.
L2: pro str
This feature restricts exact string matching to pronouns. The feature value is:
C if both NPs are pronominal and are the same string
I otherwise
L3: pn str
This feature restricts exact string matching to proper names. The feature value is:
C if both NPs are proper names and are the same string
I otherwise
L4: words str
This feature restricts exact string matching to non-pronominal noun phrases. The
feature value is:
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C if both NPs are non-pronominal and are the same string
I otherwise
L5: soon str nonpro
This feature is essentially the same as soon str, but restricts string matching to
non-pronominal NPs. The feature value is:
C if both NPs are non-pronominal and after discarding determiners, the string
of npi matches that of npj
I otherwise
In features L6 and L7, we perform string matching between word subsets of
the two NPs.
L6: word overlap
This feature tests whether there is any overlap between the content words of the
two NPs. The feature value is:
C if the intersection between the content words in npi and npj is not empty
I otherwise
L7: modifier
This feature tests whether the modifiers of one NP are a subset of those of the
other NP. The feature value is:
C if the prenominal modifiers of one NP are a subset of the prenominal mod-
ifiers of the other
I otherwise
In features L8 and L9, we check whether one NP is a substring of the other.
L8: pn substr
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This feature restricts substring matching to proper names. The feature value is:
C if both NPs are proper names and one NP is a proper substring (with respect
to content words only) of the other
I otherwise
L9: words substr
This feature restricts substring matching to non-pronominal NPs. The feature
value is:
C if both NPs are non-pronominal and one NP is a proper substring (with
respect to content words only) of the other
I otherwise
Features L10 and L11 were originally proposed by Strube et al. (2002). The
motivation is that most anaphors do not share the same (sub)string with their
antecedents, and hence it is desirable to have a weakened version of the features
for exact string match or substring match. As a result, Strube et al. compute the
minimum edit distance (MED) between two NPs, npi and npj . Specifically, let m
be the length of npi. The MED from npi to npj is equal to
m−(s+i+d)
m
, where s, i,
and d are the minimum number of substitutions, insertions, and deletions needed
to transform npi into npj (see Kruskal (1999) for details). Note that MED is an
assymetric measure between the two NPs involved. As a result, we can compute
MED for an NP pair in both directions, yielding the two features below.
L10: ante med
This feature measures the MED from npi to npj. The feature value is:
The minimum edit distance from npi to npj
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L11: ana med
This feature measures the MED from npj to npi. The feature value is:
The minimum edit distance from npj to npi
Grammatical features. Grammatical features test the grammatical properties
of one or both NPs in the pair, and can be divided into five categories.
The first category of features determines the NP type of one or both of the
noun phrases involved. The incorporation of these features is motivated by the
fact that coreference strategies usually differ depending on the type of NPs.
G1: pronoun 1
This feature tests whether npi is a pronoun. The feature value is:
Y if npi is a pronoun
N otherwise
G2: pronoun 2
This feature tests whether npj is a pronoun. The feature value is:
Y if npj is a pronoun
N otherwise
G3: definite 1
This feature tests whether npi is a definite NP. The feature value is:
Y if npi starts with the
N otherwise
G4: definite 2
This feature tests whether npj is a definite NP. The feature value is:
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Y if npj starts with the
N otherwise
G5: demonstrative 2
This feature tests whether npj starts with a demonstrative. The feature value is:
Y npj starts with a demonstrative such as this, that, these, or those
N otherwise
G6: embedded 1
This feature tests whether npi is a nested/embedded noun or NP. The feature value
is:
Y if npi is an nested/embedded noun or NP
N otherwise
G7: embedded 2
This feature tests whether npj is a nested/embedded noun or NP. The feature
value is:
Y if npj is an nested/embedded noun
N otherwise
G8: in quote 1
This feature tests whether npi is part of a quoted string. The feature value is:
Y if npi is part of a quoted string
N otherwise
G9: in quote 2
This feature tests whether npj is part of a quoted string. The feature value is:
Y if npj is part of a quoted string
N otherwise
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G10: both proper nouns
This feature tests whether both NPs are proper names. The feature value is:
C if both NPs are proper names
NA if exactly one NP is a proper name
I otherwise
G11: both definites
This feature tests whether both NPs are definites. The feature value is:
C if both NPs start with the
I if neither start with the
NA otherwise
G12: both embedded
This feature tests whether both NPs are prenominal modifiers. The feature value
is:
C if both NPs are prenominal modifiers
I if neither are prenominal modifiers
NA otherwise
G13: both in quotes
This feature tests whether both NPs are in some quoted strings in the associated
text. The feature value is:
C if both NPs are part of a quoted string
I if neither are part of a quoted string
NA otherwise
G14: both pronouns
This feature tests whether both NPs are pronouns. The feature value is:
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C if both NPs are pronouns
I if neither are pronouns
NA otherwise
The second category of features tests the grammatical role of one or both of the
noun phrases involved. These features are motivated by the observation that NPs
in salient grammatical positions (such as subjects) are more likely to be antecedents
than those that are not (e.g., Lappin and Leass (1994), Mitkov (1998)). In our
implementation, information on the grammatical role of an NP is provided by Lin’s
(1998) MINIPAR dependency parser.
G15: both subjects
This feature tests whether both NPs are grammatical subjects. The feature value
is:
C if both NPs are grammatical subjects
I if neither are subjects
NA otherwise
G16: subject 1
This feature tests whether npi is a grammatical subject. The feature value is:
Y if npi is a subject
N otherwise
G17: subject 2
This feature tests whether npj is a grammatical subject. The feature value is:
Y if npj is a subject
N otherwise
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G18: gramrole 1
This feature encodes the grammatical role of npi. The feature value is:
The grammatical role of npi
G19: gramrole 2
This feature encodes the grammatical role of npj. The feature value is:
The grammatical role of npj
The third category of features encodes traditional linguistic constraints on when
two NPs can or cannot be coreferent. As mentioned above, previous work (e.g.,
Grishman (1995), Lin (1995)) generally treats linguistic constraints as broadly and
unconditionally applicable hard constraints. Because sources of linguistic informa-
tion are represented as features in our system, we can incorporate them selectively
rather than as universal hard constraints.
G20: number
This feature tests for number agreement between the two NPs. The feature value
is:
C if npi and npj agree in number
I if they disagree in number
NA if number information for one or both NPs cannot be determined
G21: gender
This feature tests for gender agreement between the two NPs. The feature value
is:
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C if npi and npj agree in gender
I if they disagree in gender
NA if gender information for one or both NPs cannot be determined
G22: appositive
This feature tests whether the two NPs form an appositive construction. An
appositive is an NP that is set beside another NP to explain or identify it. In
our Queen Elizabeth example in Figure 1, husband and King George VI form an
appositive construction, with King George VI being the appositive of husband. The
feature value is:
C if the NPs are in an appositive relationship
I otherwise
G23: agreement
This feature tests for number and gender agreement between the two NPs. The
feature value is:
C if the NPs agree in both gender and number
I if they disagree in either gender or number
NA if number or gender information for one or both NPs cannot be determined
G24: animacy
This feature tests whether the two NPs match in animacy. The feature value is:
C if the NPs match in animacy (i.e., both are animate or both are not)
I if the NPs do not match in animacy
NA if animacy information for one or both NPs cannot be determined
G25: maximalnp
This feature tests whether two NPs have the same maximal NP projection, im-
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plicitly encoding the constraint that the two NPs cannot be coreferent if they do.
The feature value is:
I if both NPs have the same maximal NP projection
C otherwise
G26: prednom
This feature tests whether the two NPs are in a predicate nominal construction.
Two NPs form a predicate nominal construction if one NP is predicative of the
other NP. So, for instance, in the sentence King George VI is Queen Elizabeth’s
husband, the two NPs King George VI and husband form a predicate nominal
construction. The feature value is:
C if the NPs form a predicate nominal construction
I otherwise
G27: span
This feature encodes the constraint that two NPs cannot be coreferent if one spans
the other. Specifically, npi spans npj if the text span of npj covers (and is not
identical) that of npi. For instance, Microsoft executives spans Microsoft if their
text spans overlap.5 The feature value is:
I if one NP spans the other
C otherwise
G28: binding
This feature approximates the output specified by conditions B and C of the bind-
ing theory (see Chomsky (1988) for an introduction). In essence, the theory is
5Note that Queen Elizabeth’s husband spans husband if their text spans overlap;
if they do, they are essentially the same NP and only Queen Elizabeth’s husband
will be extracted from the text by our NP extraction algorithm.
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comprised of three conditions (A, B, and C) that specify when two NPs can or
cannot co-refer based purely on syntactic configurations. (In our implementation,
syntactic information is automatically derived from parse trees constructed by
Charniak’s (2000) statistical parser.) In particular, conditions B and C impose
constraints on the interpretation of pronouns and referential expressions, respec-
tively.
I if the NPs violate conditions B or C of the binding theory
C otherwise
G29: contraindices
This feature encodes the intra-sentential contraindexing constraints that (1) two
NPs separated by a preposition cannot be co-indexed and (2) two non-pronominal
NPs separated by a non-copular verb cannot be co-indexed. The feature value is:
I if the NPs cannot be co-indexed based on the above heuristics
C otherwise
G30: syntax
This feature is basically a conjunction of several primitive grammatical features
described above. The feature value is:
I if the NPs have incompatible values for the binding, contraindices, span
or maximalnp constraints
C otherwise
G31: pro equiv
This feature encodes a very simple heuristic for performing pronoun resolution.
The feature value is:
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C if both NPs are pronouns, agree in both gender and number, and appear in
consecutive sentences
I otherwise
The fourth category encodes linguistic preferences either for or against coref-
erence.
G32: indefinite
This feature encodes the observation that an indefinite NP that is not an appositive
is not likely to be anaphoric. The feature value is:
Y if npj is an indefinite and is not an appositive
N otherwise
G33: pronoun
This feature encodes the fact that pronominal antecedents for non-pronominal NPs
are discouraged. The feature value is:
I if npi is a pronoun and npj is not
C otherwise
The last category of features essentially encode slightly more complex, but
generally non-linguistic heuristics.
G34: constraints
This feature is a conjunction of some of the features described above. The feature
value is:
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C if the NPs agree in gender and number and do not have incompatible
values for contraindices, span, animacy, pronoun, and contains pn
I if the NPs have incompatible values for any of the above features
NA otherwise
G35: contains pn
This feature effectively disallows coreference between NPs that contain distinct
proper names but are not themselves proper names (e.g., “IBM executives” and
“Microsoft executives”). The feature value is:
I if both NPs are not proper names but contain proper names that mismatch
on every word
C otherwise
G36: proper noun
This feature effectively disallows coreference between two distinct proper names.
The feature value is:
I if both NPs are proper names, but mismatch on every word
C otherwise
G37: title
This feature disallows coreference between two titles. Here, we only consider titles
that are descriptors immediately preceding the name of a person (e.g., the de-
scriptor Princess in Princess Diana). The feature attempts to prevent coreference
between the occurrences of Princess in the two NPs Princess Diana and Princess
Margaret, for instance. The feature value is:
I if one or both of the NPs is a title of a person
C otherwise
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Semantic features. Our system has six features for performing various semantic
compatibility tests between two NPs, as described below.
S1: wnclass
This feature tests the whether the two NPs have the same semantic class according
to the WordNet semantic knowledge base (Fellbaum, 1998) as well as a named
entity identifier (Bikel et al., 1999) for identifying pre-defined semantic classes such
as person, organization, location, date, time, money, and percent.6 The feature
value is:
C if the NPs have the same semantic class
I if they do not have the same semantic class
NA if the semantic class information for one or both NPs cannot be determined
S2: alias
This feature tests whether one NP is a name alias of the other. The implementation
if this feature follows the description of the alias feature in the Soon et al. (2001)
system. Specifically, different mechanisms are used to test for name aliases for
NPs of different semantic classes. If both NPs are dates, we first normalize them
by a date tagger (Mani and Wilson, 2000) and then check whether the two refer
to the same date. If both are persons (e.g., John Smith and Smith), we pick the
last word of each NP and check whether the two words are the same. If both are
organizations (e.g., General Electric and GE), we check whether one is a potential
acronym of the other. The feature value is:
6A precise definition of these named entity classes can be found in the docu-
mentation of the MUC-7 named entity task. See http://www.itl.nist.gov/iad/
894.02/related projects/muc/proceedings/ne task.html.
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C if one NP is an alias of the other
I otherwise
S3: closest comp
This feature attempts to identify for npj the closest preceding NP that is seman-
tically compatible with it. The feature value is:
C if npi is the closest NP preceding npj that has the same semantic class as
npj and the two NPs do not violate any of the linguistic constraints
I otherwise
S4: subclass
This feature tests for an ancestor-descendent relationship in WordNet. The feature
value is:
C if (1) the NPs have different head nouns, (2) the two head nouns exist in
WordNet and (3) the head nouns have an ancestor-descendent relationship
in WordNet using any of the available word senses
I otherwise
S5: wndist
This feature measures the WordNet graph-traversal distance between the two NPs.
The feature value is:
Distance between npi and npj in if npi and npj have an ancestor-descendent
WordNet (using the first word relationship but have different heads
sense only)
Infinity otherwise
S6: wnsense
With this feature, we can check whether the WordNet sense number is useful for
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predicting coreference relationships. The feature value is:
The smallest sense number in Word- if npi and npj have different heads
Net for which there exists an
ancestor-descendent relationship
between the two NPs
Infinity otherwise
Positional features. Our two positional features measure the textual distance
between the two NPs in different ways, as shown below.
P1: sentnum
This feature measures the distance between the NPs in terms of the number of
sentences. The feature value is:
The distance between the NPs in terms of the number of sentences.
P2: paranum
This feature measures the distance between the two NPs in terms of the number
of paragraphs. The feature value is:
The distance between the NPs in terms of the number of paragraphs.
Knowledge-based features. Our system has one knowledge-based feature, as
shown below.
K1: pro resolve
This feature encodes the output of an in-house naive pronoun resolution algorithm
that closely follows the design of Baldwin’s (1997) CogNIAC system. The feature
value is:
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C if npj is a pronoun and npi is its antecedent according to the naive pronoun
resolution algorithm
I otherwise
4.6 Anaphoricity Determination
Our second linguistic extension is concerned with anaphoricity determination. As
seen in Section 2.1, the goal of anaphoricity determination is to decide whether
a discourse entity is anaphoric or not. Non-anaphoric entities, by definition, do
not possess an antecedent and hence the clustering algorithm will not need to
search for an antecedent for these entities if anaphoricity information is available.
This observation naturally motivates a new system architecture for coreference
resolution that employs an explicit anaphoricity determination component as a
pre-processing filter for the coreference system.
Given the potential usefulness of knowledge of (non-)anaphoricity for coref-
erence resolution, anaphoricity determination has been studied fairly extensively
(e.g., Paice and Husk (1987), Lappin and Leass (1994), Kennedy and Boguraev
(1996), Denber (1998), Bean and Riloff (1999), Vieira and Poesio (2000a), Evans
(2001)). Interestingly, existing machine learning approaches to coreference reso-
lution have performed reasonably well without anaphoricity determination (e.g.,
Aone and Bennett (1995), McCarthy and Lehnert (1995), Soon et al. (2001), Yang
et al. (2003)). Nevertheless, there is empirical evidence that resolution systems
can further be improved with anaphoricity information. For instance, Strube and
Mu¨ller (2003) point out that the accuracy of their pronoun resolution system,
which does not employ anaphoricity determination, is severely limited by the fact
that an antecedent is mistakenly found for many non-anaphoric pronouns. This
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motivates our work of improving learning-based coreference systems using auto-
matically computed anaphoricity information.
In this section, we propose a new supervised learning approach to anaphoricity
determination. Our approach combines the following advantages that together
distinguish it from existing approaches to the problem.
• Since the approach is supervised, no hand-coded heuristics are required.
• All of the features accessible to the learning algorithm (and hence the result-
ing classifier) are domain-independent.
• Examining the resulting classifier allows additional insight into the factors
important to anaphoricity determination from an information-theoretic per-
spective.
• The approach performs anaphoricity determination on all types of NPs, in-
cluding pronouns, proper NPs, and common NPs.
• The approach performs global optimization, in which the anaphoricity deter-
mination procedure is explicitly maximized for coreference performance.
Comparison with related work. Among the five features of our approach de-
scribed above, global optimization is the characteristic that uniquely distinguishes
it from existing approaches. To our knowledge, all of the existing approaches to
anaphoricity determination perform local optimization, in which the anaphoricity
determination procedure is developed and optimized independently of the coref-
erence system that uses the computed anaphoricity determination. Though such
modular design is appealing from a software engineering perspective, local opti-
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Table 4.1: Comparison of related work on anaphoricity determination
Systems Targeted NP type Knowledge-based or
learning-based?
Paice and Husk (1987) pleonastic pronouns knowledge-based
Lappin and Leass (1994) pleonastic pronouns knowledge-based
Kennedy and Boguraev (1996) pleonastic pronouns knowledge-based
Denber (1998) pleonastic pronouns knowledge-based
Bean and Riloff (1999) definite NPs unsupervised learning
Vieira and Poesio (2000a) definite NPs knowledge-based
Evans (2001) all uses of it supervised learning
mization may yield a set of anaphoricity decisions that are sub-optimal with respect
to improving coreference systems.
As mentioned above, the application of machine learning techniques to the
problem as well as the coverage of all types of noun phrases are also major fea-
tures of our approach. Table 4.1 compares related work along these two dimen-
sions: what types of NPs the approach can handle, and whether the approach is
knowledge-based or learning-based.
As we can see, none of the existing approaches attempt to perform anaphoricity
determination on all types of NPs. Some address only pleonastic pronouns (e.g.,
Paice and Husk (1987), Lappin and Leass (1994), Kennedy and Boguraev (1996),
Denber (1998)), while others focus on identifying anaphoric and non-anaphoric uses
of it (e.g., Evans (2001)) and definite descriptions (e.g., Bean and Riloff (1999),
Vieira and Poesio (2000a)). For coreference resolution, however, it is crucial that
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all types of NPs be handled by an anaphoricity determination procedure.
In addition, unlike our approach, most existing approaches are knowledge-
based, relying on a set of hand-crafted heuristics for distinguishing anaphoric and
non-anaphoric NPs. Perhaps the only exceptions are the work of Bean and Riloff
(1999) and Evans (2001). Bean and Riloff (1999), however, focus on an unsuper-
vised approach for constructing a list of non-anaphoric entities from an unanno-
tated corpus. Although their approach is domain-independent, the strength of the
approach lies in the use of lexical information for acquiring a list of non-anaphoric
entities consisting mainly of domain-specific terms, which is useful for classifying
documents from that domain. Evans’ (2001) work is similar to ours in that both
adopt a supervised approach to the problem. However, as shown in Table 4.1,
Evans’ work handles only anaphoric and non-anaphoric uses of the pronoun it.
In the rest of this section, we will describe our globally-optimized, supervised
approach to anaphoricity determination in detail. Our discussion will proceed in
two steps. We will first examine how to construct a locally-optimized anaphoricity
classifier in Section 4.6.1. Then, in Section 4.6.2, we will show how to generalize
this local approach to a global approach.
4.6.1 The Locally-Optimized Approach
As mentioned above, we will describe how to construct a locally-optimized anaphoric-
ity classifier in this subsection.
Building a classifier for anaphoricity determination. A machine learning
algorithm is used to train a classifier that, given a description of an NP in a
document, npj , decides whether or not the NP is anaphoric. Each training instance
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represents a single NP and consists of 37 features that are potentially useful for
distinguishing anaphoric and non-anaphoric NPs. Linguistically, the features can
be divided into four groups: lexical, grammatical, semantic, and positional.
Lexical features. The lexical features test whether some property holds for an
NP based on its corresponding surface string. We employ four lexical features in
training an anaphoricity classifier, as described below. (Note: although some of the
anaphoricity features share the same name as the coreference features described in
Section 4.4, their definitions may not be identical.)
AL1: str match
This feature encodes the preference that npj is likely to be anaphoric if some
preceding NP shares the same string with it after determiners are discarded. The
feature value is:
Y if there exists an NP npi preceding npj such that, after discarding determin-
ers, npi and npj are the same string
N otherwise
AL2: head match
This feature encodes the preference that npj is likely to be anaphoric if some
preceding NP shares the same head with it after determiners are discarded. The
feature value is:
Y if there exists an NP npi preceding npj such that npi and npj have the same
head
N otherwise
AL3: uppercase
This feature tests whether the NP is entirely in uppercase. The feature value is:
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Y if npj is entirely in uppercase
N otherwise
AL4: conj
This feature tests whether the NP is a conjunction. The feature value is:
Y if npj is a conjunction
N otherwise
Grammatical features. The grammatical features can be subcategorized into
three groups.
The first group simply determines the NP type, as shown below. Intuitively,
indefinite NPs, possessives, and bare plural NPs are less likely to be anaphoric
than definite NPs, for instance.
AG1: definite
This feature tests whether the NP is definite. The feature value is:
Y if npj starts with the
N otherwise
AG2: demonstrative
This feature tests whether the NP starts with a demonstrative. The feature value
is:
Y if npj starts with a demonstrative such as this, that, these, or those
N otherwise
AG3: indefinite
This feature tests whether the NP is an indefinite. The feature value is:
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Y if npj starts with a or an
N otherwise
AG4: quantified
This feature tests whether the NP is a quantified NP. The feature value is:
Y if npj starts with quantifiers such as every, some, all, most, many, much,
few, and none
N otherwise
AG5: article
This feature combines the definite, indefinite, and quantified features de-
scribed above. The feature value is:
definite if npj is a definite NP
quantified if npj is a quantified NP
indefinite if npj is an indefinite NP
unknown otherwise
AG6: pronoun
This feature determines the case of a pronominal NP. The feature value is:
nominative if npj is pronominal and has nominative case
accusative if npj is pronominal and has accusative case
possessive if npj is a possessive pronoun
pleonastic if npj is a pleonastic pronoun
none if npj is not a pronoun
unknown otherwise
AG7: proper noun
This feature tests whether the NP is a proper noun. The feature value is:
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Y if npj is a proper noun
N otherwise
AG8: possessive
This feature tests whether the NP is preceded by a possessive NP. The feature
value is:
Y if npj starts with or is immediately preceded by a possessive pronoun or NP
N otherwise
AG9: bare singular
This feature tests whether the NP is a bare singular NP. The feature value is:
Y if npj is singular and does not start with an article
N otherwise
AG10: bare plural
This feature tests whether the NP is a bare plural NP. The feature value is:
Y if npj is plural and does not start with an article
N otherwise
AG11: embedded
This feature tests whether the NP is embedded/nested. The feature value is:
Y if npj is a prenominal modifier
N otherwise
The second group of grammatical features tests some syntactic property of an
NP. Noun phrases in certain syntactic constructions, including predicated NPs,
NPs that have an appositive, and NPs that are postmodified by a relative clause,
indicate unfamiliar uses and are not likely to be anaphoric. Typically, unfamiliar
uses arise in situations where the interpretation of an NP depends on additional
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information attached to the NP. This set of features aims to identify (un)familiar
uses of an NP.
AG12: appositive
This feature tests whether the NP has an appositive. The feature value is:
Y if npj is the first of the two NPs in an appositive construction
N otherwise
AG13: prednom
This feature tests whether the NP is predicated by another NP. The feature value
is:
Y if npj is the first of the two NPs in a predicate nominal construction
N otherwise
AG14: number
This feature encodes the number of the NP. The feature value is:
singular if npj is singular in number
plural if npj is plural in number
unknown if the number information cannot be determined
AG15: modifier
This feature tests whether the NP is premodified. The feature value is:
Y if npj is premodified
N otherwise
AG16: postmodified
This feature tests whether the NP is postmodified. The feature value is:
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Y if npj is postmodified by a relative clause
N otherwise
AG17: contains pn
This feature tests whether the NP contains a proper noun but is not itself a proper
noun (e.g., IBM executive). The feature value is:
Y if npj is not a proper noun but contains a proper noun
N otherwise
AG18: special nouns
Certain nouns, referred to as special nouns by Vieira and Poesio (2000b), are
not likely to be anaphoric because they refer to unfamiliar uses (e.g., fact, result,
conclusion) or to entities whose existence is of commonsense knowledge (e.g., time
references such as year, day, week, month, hour, time, morning, afternoon, night,
period, quarter and their plurals). At the same time, certain modifiers can make an
NP not likely to be anaphoric. Examples include Hawkins’ (1978) unexplanatory
modifiers (e.g., first, last, best, most, maximum, minimum, only, closest, greatest,
biggest), superlatives, and certain relatives (e.g., more, closer, bigger, greater). We
create a feature using this set of words. The feature value is:
Y if npj ’s head noun is a special noun or its modifier is an unexplanatory
modifier
N otherwise
Finally, the “syntactic pattern” features, largely created based on a combina-
tion of words and part-of-speech tags, generally identify non-anaphoric definite
NPs.
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AG19: the n
The feature value is:
Y if npj consists of the <common noun>
N otherwise
AG20: the 2n
The feature value is:
Y if npj consists of the <common noun><common noun>
N otherwise
AG21: the pn
The feature value is:
Y if npj consists of the <proper noun>
N otherwise
AG22: the pn n
The feature value is:
Y if npj consists of the <proper noun><common noun>
N otherwise
AG23: the adj n
The feature value is:
Y if npj consists of the <adjective><common noun>
N otherwise
AG24: the num n
The feature value is:
Y if npj consists of the <cardinal><common noun>
N otherwise
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AG25: the ne
The feature value is:
Y if npj consists of the immediately followed by a named entity
N otherwise
AG26: the sing n
The feature value is:
Y if npj consists of the immediately followed by a singular NP not containing
any proper noun
N otherwise
Semantic features. Instances also encode four semantic features, as described
below.
AS1: alias
This feature encodes the preference that npj is likely to be anaphoric if some
preceding NP is its name alias. Name aliases are identified in the same way as in
feature S2. The feature value is:
Y if there exists an NP npi preceding npj such that npi and npj are aliases
N otherwise
AS2: post
This feature encodes the preference that NPs that are titles are not likely to be
anaphoric. By post we mean a job title that is realized as a descriptor immediately
preceding the name of a person (e.g., Chief Executive Officer in Chief Executive
Officer Larry Ellison). The feature value is:
Y if npj is a post
N otherwise
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AS3: subclass
This feature encodes the constraint that an NP cannot be anaphoric if there does
not exist a preceding NP that is semantically compatible with it. The feature value
is:
Y if there exists an NP npi preceding npj such that (1) the two NPs have
different head nouns, (2) the two head nouns exist in WordNet, and (3) the
head nouns have an ancestor-descendent relationship in WordNet using any
of the available word senses
N otherwise
AS4: title
This feature encodes the preference that NPs that are titles are not likely to be
anaphoric. Here, we only consider titles that are descriptors immediately preceding
the name of a person (e.g., the descriptor Princess in Princess Diana). The feature
value is:
Y if npj is the title of a person
N otherwise
Positional features. The final set of features makes anaphoricity decisions
based on the position of the NP in the text. This set of features is motivated
by the observation that NPs that appear towards the beginning of a text are less
likely to be anaphoric than those that appear later in the text.
AP1: first sent
This feature tests whether the NP appears in the first sentence of a text. The
feature value is:
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Y if npj is in the first sentence of the body of the text
N otherwise
AP2: first para
This NP tests whether the NP appears in the first paragraph of a text. The feature
value is:
Y if npj is in the first paragraph of the body of the text
N otherwise
AP3: header
This feature tests whether the NP appears in the header portion of a text. The
feature value is:
Y if npj is in the header of the text
N otherwise
As mentioned above, each instance is represented by these 37 features. Now,
the classification associated with a training instance — one of anaphoric or not
anaphoric — is obtained from coreference chains in the training texts. Specif-
ically, a positive instance is created for each NP that is involved in a coreference
chain but is not the head of the chain. A negative instance is created for each of
the remaining NPs.
Applying the classifier. To determine the anaphoricity of an NP in a test
document, we create an instance for it as during training and present it to the
decision tree anaphoricity classifier, which returns a value of anaphoric or not
anaphoric.
111
4.6.2 The Globally-Optimized Approach
As mentioned above, locally-optimized anaphoricity determination procedures suf-
fer from the potential problem that the resulting set of anaphoricity decisions may
be sub-optimal with respect to improving coreference systems. To address this
problem, we propose a new approach to anaphoricity determination that explicitly
maximizes for coreference performance. Our globally-optimized approach, as we
will see, is a simple generalization of the locally-optimized approach described in
the previous subsection.
The central idea behind the globally-optimized approach is to view anaphoric-
ity determination as a problem of determining how conservative an anaphoricity
classifier should be in classifying an NP as (non-)anaphoric. Recall that the coref-
erence system will only search for an antecedent for NPs that are determined to be
anaphoric by the anaphoricity determination component. Hence, if the classifier is
too liberal in classifying an NP as non-anaphoric, then many anaphoric NPs will
be misclassified, ultimately leading to a deterioration of recall and of the overall
performance of the coreference system. On the other hand, if the classifier is too
conservative, then only a small fraction of the truly non-anaphoric NPs will be
identified, and so the resulting anaphoricity information may not be effective in
improving the coreference system. The challenge then is to determine a “good”
degree of conservativeness.
Before we show how to adjust the conservativeness of a classifier, let us examine
a parameter present in many off-the-shelf machine learning algorithms for training
a classifier — the cost ratio (cr), which is defined as follows.
cr :=
cost of misclassifying a positive instance
cost of misclassifying a negative instance
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The cr parameter provides a means of adjusting the relative misclassification penal-
ties placed on training instances of different classes. In particular, the larger cr
is, the more conservative the resulting classifier is in classifying an instance as
negative. Given this observation, we can naturally define the conservativeness of
an anaphoricity classifier as follows. We say that classifier A is more conservative
than classifier B in determining an NP as non-anaphoric if A is trained with a
higher cost ratio than B.
Now, to achieve global optimization, we can simply tune cr to optimize for
coreference performance on held-out data.
It should be easy to see that the locally-optimized approach to anaphoricity
determination is a special case of the global one. Unlike the global approach in
which the conservativeness parameter is tuned based on labeled data, the local ap-
proach uses “default” parameter values. For most learning algorithms that provide
the option of adjusting the cost ratio, the default value of cr is one.
Finally, note that any learning algorithm that provides cr as a training param-
eter can be used to train our globally-optimized anaphoricity classifier. We will
use RIPPER for this purpose.
4.7 Putting Everything Together
Given the extensions we have proposed thus far, a number of design decisions have
to be made in order to integrate them into our coreference systems. Specifically:
• In Section 4.1, we saw three clustering algorithms, namely closest-first clus-
tering, best-first clustering, and aggressive-merge clustering. Which cluster-
ing algorithm should we use?
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• In Section 4.2, we saw three training instance creation methods by McCarthy
and Lehnert, Aone and Bennett, and Soon et al. In addition, we proposed a
parametric family of instance creation methods based on a generalization of
Soon et al.’s method. Which of these methods should we use?
• In Section 4.3, we proposed an algorithm for pruning the learned coreference
ruleset so that clustering performance is explicitly maximized. Although we
hypothesized that rule pruning would boost coreference performance, this
may not be the case in practice. Should we incorporate rule pruning or not?
• In Section 4.4, we mentioned two learning algorithms, the RIPPER rule-
learning algorithm and the C4.5 decision tree induction system. Which
learner should we use?
• In Section 4.5, we suggested a large-scale expansion in the number and so-
phistication of the features available to the learning algorithm for training
a coreference classifier. The expanded feature set can potentially increase
performance because of the availability of additional knowledge. However,
performance may deteriorate if irrelevant features were present (see Blum and
Langley (1997)). The question then is: should we learn from our expanded
feature set (possibly with feature selection to discard irrelevant features), or
should we resort to one of the previously proposed feature sets?
• In Section 4.6, we proposed a supervised approach to anaphoricity determi-
nation that explicitly optimizes for coreference performance. Anaphoricity
determination is expected to help improve system performance. But like
rule pruning, this may not be the case in practice. Should we incorporate
anaphoricity determination or not?
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TuneCorefParams(T , S, Λ)
Input: A training corpus T , a scoring function S, and a parametric coreference
system Λ
Algorithm:
Randomly divide T into two disjoint sets A and B such that A is twice as large
as B in terms of the number of documents.
foreach possible coreference parameter setting λ ∈ Λ do
Train the underlying coreference and anaphoricity classifiers on A given λ.
Score(λ) := score of the resulting coreference system on B according to S.
λ∗ := arg maxλ∈Λ Score(λ)
Output: λ∗
Figure 4.4: The TuneCorefParams Algorithm
We can approach all of these questions simultaneously by viewing each of them
as a distinct parameter to our coreference system. Our goal would then be to find
a parameter setting that can yield good coreference system performance.
Now, recall that one of our criticisms of existing learning-based coreference
systems is their reliance on ad-hoc design decisions. To avoid ad-hoc decision
making as much as possible, we desire an automatic parameter computation pro-
cess. This suggests a corpus-based approach, in which the parameters are tuned so
that coreference system performance is maximized on held-out development data.
Our parameter tuning algorithm, TuneCorefParams, is shown in Figure 4.4.
TuneCorefParams takes as input a training corpus T , a coreference scoring func-
tion S, and a parametric coreference system Λ (with one parameter corresponding
to each of the above questions). The algorithm first randomly divides the docu-
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ments in T into two sets A and B, using 2
3
of the documents for training purposes
(A) and reserving the rest for development (B). Then it exhaustively enumer-
ates all possible parameter settings. Specifically, for each parameter setting λ,
TuneCorefParams trains the underlying coreference and anaphoricity classifiers
on A given λ and evaluates the resulting system on B. Finally, the parameter set-
ting λ∗ that yields the best performance on B according to S is returned (ties are
broken by giving preference to systems with higher precision), and the coreference
system defined by λ∗ is selected for evaluation on unseen data.
TuneCorefParams exhibits a number of potential advantages of our approach
to building a learning-based coreference system over existing approaches:
• The model parameters are computed automatically, thus avoiding potentially
ad-hoc design decisions.
• The model parameters can be re-computed for each new coreference data set
as long as labeled training data is available. This allows us to easily configure
and optimize the coreference system for a particular corpus.
• The algorithm ensures that the parameters of the coreference system are op-
timized with respect to the given coreference scoring function. Furthermore,
parameterizing the algorithm with the scoring function allows us to optimize
our coreference system with respect to any coreference scoring function.
Note, however, that since TuneCorefParams performs an exhaustive search
for the optimal parameter setting, we have to ensure that the search space is
finite. This implies that we need to constrain each dimension of the search space
to be finite. Below we show how these constraints are imposed (if necessary) by
considering each dimension in turn.
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Clustering algorithm. Since we are considering only three clustering algo-
rithms (closest-first, best-first, and aggressive-merge), this dimension is finite with-
out imposing extra constraints.
Training instance creation. In this dimension, we are considering the training
instance creation methods proposed by McCarthy and Lehnert, Aone and Bennett,
and our parametric Soon-n method. To ensure that this dimension is finite, we
only consider integral values of n within the range [1, 5].
Rule pruning. This dimension is finite without imposing extra constraints, since
we are only considering whether rule pruning should be incorporated or not. Nev-
ertheless, two points deserve mentioning. First, as mentioned before, we only
consider applying rule pruning to RIPPER classifiers but not decision tree classi-
fiers. Second, we reuse the training corpus for pruning purposes, due to the paucity
of labeled training data for some of our coreference data sets, as we will see in the
next chapter.
Learning algorithm. This dimension is finite without imposing extra con-
straints, since we are only deciding between RIPPER and C4.5.
Feature set. As mentioned above, the learning algorithm can be trained using
either our expanded feature set (possibly with feature selection to discard irrelevant
features) or one of the previously proposed feature sets. Preliminary experiments
with forward selection and backward elimination (Kohavi and John, 1997) indicate
that feature selection is computationally very expensive and yet is not effective in
improving system performance. Ruling out the possibility of performing feature
selection, we are basically left with two (and hence a finite number of) choices.
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Table 4.2: Feature set for the Soon coreference system
Feature Type Feature
Lexical soon str
Grammatical pronoun 1, pronoun 2, definite 2, demonstrative 2,
number, gender, both proper nouns, appositive
Semantic wnclass, alias
Positional sentnum
Now, the question is which of the previously proposed feature sets should be con-
sidered in addition to our expanded feature set. Given that the Soon et al. system
achieves reasonably good performance on the MUC data sets, we will use their
feature set, which consists of 12 surface-level features. In fact, these 12 features
(shown in Table 4.2) are a subset of our 57 features.
Anaphoricity determination. In this case, we are considering the cr-para-
meterized anaphoricity determination models. To ensure that this dimension is
finite, we will only consider integral values of cr within the range [1, 10]. Prelim-
inary experiments with all of our data sets indicate that this range is sufficiently
large to cover the optimal value.
Computing the size of the search space. So far we have discussed how we
constrain each dimension in the search space to be finite. These constraints are
summarized in Table 4.3, where each parenthesized number in the first column
indicates the size of the corresponding dimension. Given these constraints, we can
easily count the number of distinct coreference system configurations in our (finite)
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Table 4.3: Constraints on the allowable values of each parameter to the coreference
system
Coreference System Parameter Allowable Values
Clustering algorithm (3) closest-first; best-first; aggressive-merge
Training instance creation
method (7)
McCarthy and Lehnert; Aone and Bennett;
Soon-n with n = 1, . . ., 5
Rule pruning (2) with or without rule pruning
Learning algorithm (2) RIPPER; C4.5
Feature set (2) the Soon feature set, our expanded feature set
Anaphoricity determination
(11)
training anaphoricity classifiers with cr = 1,
. . ., 10; no anaphoricity determination
search space. Specifically, since we only apply rule pruning to the coreference
classifiers trained with RIPPER, we have 3 × 7 × 2 × 2 × 11 systems with
RIPPER classifiers and 3 × 7 × 2 × 11 systems with decision tree classifiers. This
yields a total of 1386 distinct coreference systems. The finite parameter search
space guarantees that TuneCorefParams will terminate.
4.8 Chapter Summary
In this chapter, we proposed a set of extensions to the standard machine learning
framework for coreference resolution, with the goal of improving existing machine
learning approaches to the problem. We began our discussion with four extra-
linguistic extensions involving the clustering algorithm, the training instance se-
lection method, the learning algorithm, and the optimization of the automatically
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acquired coreference ruleset. Then we examined two linguistic extensions, one in-
volving anaphoricity determination and the other a large-scale expansion in the
number and sophistication of features available to the learning algorithm. Finally,
we presented an algorithm for integrating these extensions into our coreference
system. The next chapter will be devoted to evaluating our coreference system.
CHAPTER 5
EVALUATION
The fact that one system was correct 50 percent of the time while an-
other was correct only 40 percent of the time says nothing about the
long-term viability of either approach. — Allen (1995)
In the previous chapter, we proposed a set of extensions to the standard machine
learning framework for coreference resolution. When attempting to integrate all
of these extensions into our coreference system, we noted that a design decision
has to be made for each such extension. To automate the decision making process,
and to ensure that design decisions are made collectively and not independently of
each other, we proposed an algorithm in which coreference resolution is viewed as a
parameter search problem. Specifically, each extension corresponds to a parameter
of the coreference system, and the goal then is to search for a set of parameters
that yields the best-performing coreference system on held-out data.
This chapter is devoted to evaluating the viability of the above approach to
building a learning-based coreference resolution system. Sections 5.1 and 5.2 in-
troduce the coreference corpora and the scoring program that we will use in our
evaluation, respectively. Section 5.3 explains the steps we take to pre-process the
documents in the coreference corpora. Finally, we present evaluation results in
Section 5.4.
5.1 Coreference Corpora
In our evaluation, we employ two standard coreference corpora, MUC and ACE.
Both corpora are named after the conferences for which they were created. MUC
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(Message Understanding Conference) is a series of DARPA-sponsored conferences
held to foster the development of information extraction technologies1, whereas
ACE (Automatic Content Extraction) is a NIST-sponsored program aiming to de-
velop technologies to automatically extract and characterize meaning from natural
language data.2 In both MUC and ACE, coreference resolution is identified as a
key information extraction task. To facilitate the evaluation of coreference sys-
tems, corpora made up of a set of articles manually annotated with coreference
chains were created. The MUC corpus consists of the MUC-6 (MUC-6, 1995)
and MUC-7 (MUC-7, 1998) data sets. The ACE corpus, on the other hand, is
composed of three data sets made up of three different news sources: Broadcast
News (BNEWS), Newspaper (NPAPER), and Newswire (NWIRE). Each of these
five data sets is in turn comprised of a set of “dry run” texts primarily used for
training and development as well as a set of “formal evaluation” texts for testing
purposes.
Statistics collected from the five data sets are shown in Table 5.1. The first two
concern the size of a data set as measured by the number of texts and the number
of tokens, respectively. The third one is the number of NPs that are involved in a
coreference relationship (i.e., the number of non-singletons) based on the annotated
data. The last one is the minimum number of coreference links that need to be
discovered by a coreference system in order to generate the correct NP partition
for the text under consideration.3 We also collect the same set of statistics from
1See http://www.itl.nist.gov/iaui/894.02/related projects/muc for
details on MUC.
2See http://www.itl.nist.gov/iad/894.01/tests/ace for details on the
ACE research program.
3For instance, the minimum number of coreference links needed to put n NPs
in the same coreference equivalence class is n-1. We are interested in the minimum
number of links because this is what our coreference scoring program is concerned
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Table 5.1: Statistics of the MUC and ACE data sets.
MUC ACE
MUC-6 MUC-7 BNEWS NPAPER NWIRE
Number of texts 60 50 267 93 159
Training 30 30 216 76 130
Testing 30 20 51 17 29
Number of tokens 29188 28043 85827 90188 106216
Training 13919 16700 67470 71944 85688
Testing 15199 11343 18357 18174 20528
Number of markables 4232 4297 9316 10674 10076
Training 2141 2569 7291 8749 8183
Testing 2091 1728 2025 1925 1893
Number of coref links 3169 3179 7153 8781 7987
Training 1592 1887 5596 7221 6505
Testing 1577 1292 1557 1560 1482
the training and testing portions of each data set.
Although both the MUC and ACE corpora are standard corpora used in corefer-
ence evaluation, ACE appears to be a better choice from an evaluation perspective.
As we can see from the table, the ACE data sets are larger than the MUC data
sets in terms of both the number of texts and the number of tokens. Perhaps more
importantly, ACE provides much more labeled data for training: a substantially
larger number of positive instances can be generated from the training texts due
to the presence of a large number of coreference links. Furthermore, ACE is more
with, as we will see in Section 5.2.
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“diverse” than its MUC counterpart with respect to the type of news sources: while
the MUC data sets are composed exclusively of newswire articles, ACE consists of
articles drawn from broadcast news and newspapers in addition to newswire, as
mentioned above.
Given that coreference is a fairly complex linguistic phenomenon, it is not sur-
prising that humans may disagree on what constitutes a coreference relationship
between two noun phrases. To standardize the notion of which pair of NPs should
be marked up as co-referring, both MUC and ACE have their own set of guidelines.
Not only do the human annotators use these guidelines when marking up corefer-
ence chains, the MUC and ACE participants are expected to follow them. Note
that we do not have to worry about the specifics of these guidelines: since these
guidelines are used to create the annotated corpora from which our coreference
rules are learned, they should in principle be automatically reflected in the rules.
5.2 Evaluation Metric
Both MUC and ACE have their own scoring program for evaluating the output of a
coreference system. Throughout this chapter, however, we will evaluate the system
using the model-theoretic MUC scoring program (Vilain et al., 1995) for both the
MUC and ACE data sets. This is primarily because (1) our evaluation framework
is set up to perform MUC-style evaluation and (2) a considerable amount of engi-
neering effort is needed to transform the input assumed by the MUC scorer to that
assumed by the ACE scorer. We are not particularly concerned about not using
the ACE scoring program when evaluating the system on the ACE corpus, in part
because we would not be able to directly compare our results with other published
ACE results such as McCallum and Wellner (2003) and Luo et al. (2004) even if
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we used the ACE scorer. Specifically, these ACE coreference systems rely on the
pre-extracted NP markables provided by the ACE organizers. On the other hand,
our system extracts the markables from the input texts automatically, since it is
set up to perform MUC-style evaluation, as mentioned above.
The MUC scoring program reports system performance in terms of three met-
rics commonly used in the information retrieval community: recall, precision, and
F-measure. Intuitively, to compute recall and precision for a given a linguistic task,
we compare a set of linguistic “objects” we want our system to identify (A) with
a set of objects that the system actually identifies (B). Assuming that C is the
intersection of A and B, recall is equal to |C|
|A|
(i.e., the fraction of the objects in
A identified by the system), and precision is equal to |C|
|B|
(i.e., the fraction of the
objects in B that are correctly identified). Hence, recall and precision can infor-
mally be viewed as a measure of task coverage and task accuracy, respectively. For
evaluation purposes, recall and precision are usually combined into a single metric
known as F-measure:
F-measure =
(β2 + 1)× recall× precision
recall + β2 × precision
,
where β is a free parameter that allows the evaluator to adjust the relative impor-
tance of recall and precision. Following standard practice, we set β to one in our
experiments, placing equal weight on recall and precision.
For coreference resolution, it seems natural to define the linguistic “objects”
we want to identify to be the coreference links. Nevertheless, the MUC scoring
program does not attempt to compare the coreference links in the key partition
(the correct partition of the NPs) with those in the response partition (the partition
generated by a coreference system). Rather, the program compares the clusters
(or equivalence classes) as defined by the links in the two partitions. In other
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words, the scoring program abstracts away from which coreference links are used
to generate a cluster in a given partition.4
Computing recall. To define recall based on cluster comparison rather than
link comparison, we will make use of the following notations.
• Si is the i-th cluster in the key partition S.
• R1, R2, . . ., Rm is the set of clusters in the response partition R.
• p(Si) is a partition of Si relative to the response. It should be easy to see
that if all the objects in Si are in the same cluster in the response partition,
then |p(Si)| = 1; on the other hand, if the objects in Si are in |Si| different
clusters in the response partition, then |p(Si)| = |Si|.
• c(Si) is the minimal number of correct links needed to create Si. It should
be clear that c(Si) = |Si| - 1.
• m(Si) is the number of missing links in the response relative to the key set
Si. It should be clear that m(Si) = |p(Si)| - 1.
Using the above notations, we can define recall as follows:
recall =
∑
i c(Si)−m(Si)∑
i c(Si)
(5.1)
=
∑
i(|Si| − 1)− (|p(Si)| − 1)∑
i |Si| − 1
(5.2)
=
∑
i |Si| − |p(Si)|∑
i |Si| − 1
(5.3)
4To see the difference between comparing links and comparing clusters, simply
take note of the fact that there are numerous ways to create a cluster consisting
of n objects. For instance, discovering any n-1 links among the objects will do.
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Computing precision. Precision can be similarly computed by reversing the
role of the key partition and the response partition in the definition of recall.
More specifically, we will make use of the following notations in defining precision.
• Ri is the i-th cluster in the response partition R.
• S1, S2, . . ., Sn is the set of clusters in the key partition S.
• p(Ri) is a partition of Ri relative to the key. It should be easy to see that if
all the objects in Ri are in the same cluster in the key partition, then |p(Ri)|
= 1; on the other hand, if the objects in Ri are in |Ri| different clusters in
the key partition, then |p(Ri)| = |Ri|.
• c(Ri) is the minimal number of correct links needed to create Ri. It should
be clear that c(Ri) = |Ri| - 1.
• m(Ri) is the number of missing links in the key relative to the response set
Ri. It should be clear that m(Ri) = |p(Ri)| - 1.
Using the above notations, we can define precision as follows:
precision =
∑
i c(Ri)−m(Ri)∑
i c(Ri)
(5.4)
=
∑
i(|Ri| − 1)− (|p(Ri)| − 1)∑
i |Ri| − 1
(5.5)
=
∑
i |Ri| − |p(Ri)|∑
i |Ri| − 1
(5.6)
Now that we know how to compute recall and precision for a given document,
we can extend the method to compute recall and precision for a given collection
of documents.
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Computing overall recall. Assume that Ski is the i-th cluster in the key par-
tition Sk for document Dock. By (5.3), we have
recall(Dock) =
∑
i |S
k
i | − |p(S
k
i )|∑
i |S
k
i | − 1
(5.7)
Now, we can define the recall fraction for a collection of documents, Coll, as
follows:
recall(Coll) =
∑
Dock∈Coll
∑
i |S
k
i | − |p(S
k
i )|∑
Dock∈Coll
∑
i |S
k
i | − 1
(5.8)
Comparing (5.7) and (5.8), we can see that the numerator of recall(Coll) is com-
puted by summing the numerators of the recall fractions of the documents in Coll.
Similarly, its denominator is computed by summing the denominators of the recall
fractions of the documents in Coll.
Computing overall precision. Overall precision can be similarly computed.
Assume that Rki is the i-th cluster in the response partition R
k for document
Dock. By (5.6), we have
precision(Dock) =
∑
i |R
k
i | − |p(R
k
i )|∑
i |R
k
i | − 1
(5.9)
Now, we can define the precision fraction for a collection of documents, Coll,
as follows:
precision(Coll) =
∑
Dock∈Coll
∑
i |R
k
i | − |p(R
k
i )|∑
Dock∈Coll
∑
i |R
k
i | − 1
(5.10)
Comparing (5.9) and (5.10), we can see that the numerator of precision(Coll) is
computed by summing the numerators of the precision fractions of the documents
in Coll. Similarly, its denominator is computed by summing the denominators of
the precision fractions of the documents in Coll.
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Computing overall F-measure. The F-measure achieved by a coreference sys-
tem on Coll is simply the balanced harmonic mean of overall recall and precision.
Note that this scoring method essentially places more importance on documents
with a larger number of coreference links than those with a smaller number of
links.
Potential problems with the MUC scoring program. Note from the above
discussion that the MUC scoring program rewards the correctly identified coref-
erence links by increasing recall and penalizes the spuriously identified ones by
decreasing precision. However, the scorer does not directly reward successful identi-
fication of non-coreference relationships, and has been criticized for its asymmetric
treatment of coreference and non-coreference (Bagga and Baldwin, 1998). Despite
its potential weakness, using the MUC scoring program for evaluation purposes
facilitates performance comparison between our system and existing systems.
5.3 Data Pre-processing
When we discussed the GenericResolve algorithm in Chapter 2, we pointed out
that identification of discourse entities is the first step taken in virtually all existing
anaphora and coreference resolution systems. Indeed, it is the main task in pre-
processing an input text to be analyzed by a coreference system. In principle, we
can either use a partial parser to extract the base, non-recursive noun phrases from
a text, or a full parser to recover all noun phrases from the corresponding parse
trees. In practice, neither of them is entirely satisfactory. Considering only base
noun phrases in coreference analysis may severely limit the recall of the coreference
system, since many coreference relationships are formed with higher-level NPs that
129
are structurally more complicated than base NPs. On the other hand, although
using all NPs extracted from parse trees can potentially avoid the aforementioned
problem with recall, this method creates another problem: different NPs may be
textually realized by the same underlying NP. To see what this means, let us
consider the following sentence.
King George VI of Great Britain, the husband of Queen Elizabeth, died
at the age of 56.
It should be clear that although the three NPs King George VI, King George
VI of Great Britain, and King George VI of Great Britain, the husband of Queen
Elizabeth would appear as distinct NPs in the parse tree of this sentence, they are
textually realized by the same underlying NP. Hence, if we use all three NPs in
our coreference analysis, the system can potentially create “repetitive” coreference
links, thus damaging its precision.
In an attempt to address both of the problems mentioned above, we employ
the procedure ExtractMarkables shown in Figure 5.1 to extract NP markables
from a text. The basic idea behind ExtractMarkables is to augment the set of
discourse entities extracted by a base NP finder with the help of a named entity
finder. Specifically, the algorithm uses a variable ExtractedNPs to store the set of
discourse entities extracted from the given text thus far. The variable is initialized
to the set of base NPs extracted from the given text via an in-house base noun
phrase finder (Cardie and Pierce, 1998). Then, each base NP is compared to a
set of named entities extracted from the text by a statistical named entity finder
(Bikel et al., 1999). If the base NP partially overlaps with a named entity, then it
is expanded so that its text span subsumes that of the named entity. On the other
hand, if its text span already subsumes that of a named entity, the named entity
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ExtractMarkables(D)
Input: A document D
Algorithm:
ExtractedNPs := the set of NPs extracted from D by a base NP finder
NEs := the set of named entities extracted from D by a named entity finder
foreach noun phrase np in ExtractedNPs do
if np partially overlaps with a named entity ne in NEs
Expand np so that its text span subsumes that of ne.
else if there exists an ne in NEs such that ne is a proper substring of np
Add ne to ExtractedNPs.
endfor
Add to ExtractedNPs all named entities in NEs that do not overlap with any
element in ExtractedNPs.
Add to ExtractedNPs all nested nouns (including possessive pronouns) within a
base NP that is not a named entity.
Optionally prune the elements in ExtractedNPs according to corpus-specific
annotation guidelines.
Output: ExtractedNPs
Figure 5.1: The ExtractMarkables Algorithm
is added to ExtractedNPs. After that, all the named entities that do not overlap
with any of the elements in ExtractedNPs are added to ExtractedNPs. Finally,
the algorithm adds all nested nouns or NPs within a base NP that is not a named
entity. Roughly speaking, there are two types of nested nouns or NPs. The first
type includes possessive noun phrases (e.g., my neighbor in the noun phrase my
neighbor’s dog) and possessive pronouns. The second type includes modifiers to
head nouns or NPs (e.g., wage in the noun phrase wage reductions).
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At the end of the algorithm, there is an optional step for pruning the markables
based on corpus-specific annotation guidelines. For the MUC-6 data set, NPs that
lie outside the text delimited by the TXT, HL, DD, and DATELINE tags as well
as those that appear within a table are discarded.5 For the MUC-7 data set, NPs
that lie outside the text delimited by the SLUG, DATE, NWORDS, PREAMBLE,
TEXT, and TRAILER tags are discarded.6 For the ACE data sets, preliminary
experiments with the training data indicate that it is more beneficial to discard
nested NPs that are common nouns.
To ensure that ExtractMarkables is a reasonably effective procedure for ex-
tracting markables from a text, we conduct the All One Cluster experiment on
the training texts of each of the five data sets. In All One Cluster, we generate
for each training text a dummy partition in which all NPs are put into the same
cluster and use the MUC scoring program to compute the overall recall score.
This experiment is useful in that it establishes an upper bound on recall for any
coreference system using this set of NPs for analysis.7 In other words, the re-
call score provides an indirect indication of how well the NP extraction procedure
works. The recall scores for the five data sets are 93.8 (MUC-6), 90.2 (MUC-7),
96.7 (BNEWS), 96.0 (NPAPER), and 88.5 (NWIRE). These results suggest that
ExtractMarkables is a fairly effective procedure for extracting markables for a
coreference system.
5See the MUC-6 coreference task definition (http://www.cs.nyu.edu/cs/
faculty/grishman/COtask21.book 1.html) for a more detailed description of
which part of a text a system is expected to annotate.
6See the MUC-7 coreference task definition (http://www.itl.nist.gov/iaui/
894.02/related projects/muc/proceedings/co task.html) for a more detailed
description of which part of a text a system is expected to annotate.
7Note that the upper bound on recall is 100% if and only if the set of NPs
identified by the coreference system is a superset of the set of NPs involved in
some coreference relationship according to the answer key.
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5.4 Results
After the markables have been identified from a text using ExtractMarkables,
we can present them to the coreference system for analysis. In this section, we will
evaluate our coreference system on the MUC and ACE data sets using the MUC
scoring program. Below we will first describe and evaluate a set of baseline coref-
erence algorithms. The first four are previously proposed by Cardie and Wagstaff
(1999) and the last one is our duplication of the Soon et al. (2001) system.
5.4.1 Baseline Systems
Baseline 1: All One Cluster. Recall from the preceding section that the All
One Cluster baseline naively assumes that all NPs presented to the coreference
system for analysis are coreferent. In other words, this baseline system always
creates a dummy partition in which all NPs are in the same cluster for each text
it processes. As mentioned before, All One Cluster establishes an upper bound
on recall for a coreference system using the given set of NPs for analysis. Results
using this baseline for each of the five data sets are shown in row 1 of Tables 5.2-
5.6, where performance is reported in terms of recall, precision, and F-measure.
As we can see, All One Cluster establishes an F-measure of 49.2 (MUC-6), 48.9
(MUC-7), 40.2 (BNEWS), 43.6 (NPAPER), and 31.8 (NWIRE).
Baseline 2: Any Word Match. The choice of our second baseline, Any Word
Match, is motivated by the observation that two NPs that share a common word
are more likely to be coreferent than those that do not. Specifically, Any Word
Match posits a coreference relationship between any two NPs that have a word
in common. Results using this baseline are shown in row 2 of Tables 5.2-5.6. As
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Table 5.2: Results for the MUC-6 data set. Boldface indicates the best results.
System Recall Precision F-measure
1 All One Cluster 93.8 33.4 49.2
2 Any Word Match 62.7 45.1 52.5
3 Head Noun Match 58.8 53.9 56.2
4 Exact String Match 46.1 73.4 56.6
5 Duplicated Soon 61.8 70.1 65.7
6 Our System 75.8 61.4 67.9
7 Pronouns only 24.9 67.3 36.3
8 Proper Nouns only 36.9 82.8 51.1
9 Common Nouns only 30.7 47.5 37.3
we can see, Any Word Match achieves an F-measure of 52.5 (MUC-6), 49.2
(MUC-7), 46.3 (BNEWS), 47.2 (NPAPER), and 36.4 (NWIRE). Since, unlike All
One Cluster, this baseline does not blindly put all NPs into the same cluster, we
see gains in precision accompanied by loss in recall.
Baseline 3: Head Noun Match. Our third baseline, Head Noun Match,
tightens the constraint imposed by Any Word Match on when two NPs can be
coreferent. Specifically, Head Noun Match marks two NPs as coreferent if and
only if their head nouns match. It should be easy to see that any two NPs that
are marked as coreferent by Head Noun Match are also considered coreferent
according to the Any Word Match criterion. Consequently, we hypothesized
that recall would drop in comparison to Baseline 2. Results using this baseline are
shown in row 3 of Tables 5.2-5.6. As we can see, Head Noun Match achieves
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Table 5.3: Results for the MUC-7 data set. Boldface indicates the best results.
System Recall Precision F-measure
1 All One Cluster 90.7 33.5 48.9
2 Any Word Match 58.4 42.5 49.2
3 Head Noun Match 54.8 53.7 54.3
4 Exact String Match 40.7 72.4 52.1
5 Duplicated Soon 55.2 68.3 61.1
6 Our System 64.2 60.2 62.1
7 Pronouns only 11.2 54.4 18.6
8 Proper Nouns only 28.3 75.7 41.2
9 Common Nouns only 28.6 52.3 37.0
Table 5.4: Results for the BNEWS data set. Boldface indicates the best results.
System Recall Precision F-measure
1 All One Cluster 93.8 25.6 40.2
2 Any Word Match 57.6. 38.7 46.3
3 Head Noun Match 52.8 39.9 45.4
4 Exact String Match 45.9 52.3 48.9
5 Duplicated Soon 53.7 47.6 50.5
6 Our System 63.1 67.8 65.4
7 Pronouns only 35.8 68.6 47.0
8 Proper Nouns only 39.0 68.8 49.8
9 Common Nouns only 7.1 63.2 12.7
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Table 5.5: Results for the NPAPER data set. Boldface indicates the best results
System Recall Precision F-measure
1 All One Cluster 95.3 28.3 43.6
2 Any Word Match 59.4 39.2 47.2
3 Head Noun Match 56.7 41.2 47.7
4 Exact String Match 47.6 57.1 51.9
5 Duplicated Soon 63.3 56.7 59.8
6 Our System 73.5 63.3 68.0
7 Pronouns only 50.1 63.0 55.8
8 Proper Nouns only 48.8 67.9 56.8
9 Common Nouns only 9.4 49.3 15.7
Table 5.6: Results for the NWIRE data set. Boldface indicates the best results
System Recall Precision F-measure
1 All One Cluster 85.3 19.6 31.8
2 Any Word Match 52.2 27.9 36.4
3 Head Noun Match 47.3 30.9 37.4
4 Exact String Match 38.9 42.8 40.8
5 Duplicated Soon 49.3 41.1 44.8
6 Our System 53.1 60.6 56.6
7 Pronouns only 24.0 59.3 34.1
8 Proper Nouns only 37.6 66.8 48.1
9 Common Nouns only 7.0 48.6 12.3
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an F-measure of 56.2 (MUC-6), 54.3 (MUC-7), 45.4 (BNEWS), 47.7 (NPAPER),
and 37.4 (NWIRE). These results are consistent with our hypothesis: recall drops
in all five data sets.
Baseline 4: Exact String Match. Our fourth baseline, Exact String Match,
further strengthens the constraint imposed by Head Noun Match on when two
NPs can be coreferent. Specifically, Exact String Match marks two NPs as
coreferent if and only if the strings denoting the two NPs are identical. Since
this coreference constraint is more stringent than those in Head Noun Match
and Any Word Match, we hypothesized that recall would drop in comparison
to these baselines. Results using Exact String Match are shown in row 4 of
Tables 5.2-5.6. As we can see, performing exact string match enables us to achieve
an F-measure of 56.6 (MUC-6), 52.1 (MUC-7), 48.9 (BNEWS), 51.9 (NPAPER),
and 40.8 (NWIRE). Again, these results are consistent with our hypothesis: recall
drops in all five data sets.
Baseline 5: Duplicated Soon. The choice of our last baseline, Duplicated
Soon, is motivated by the fact that the Soon et al. (2001) system is the first
learning-based coreference engine that achieves performance comparable to the
best MUC coreference systems. Duplicated Soon attempts to duplicate both the
approach and the knowledge sources employed in Soon et al. (2001). A detailed
description of the Soon et al. system can be found in Section 3.3.2. Basically, their
system can be viewed as an instantiation of our parametric approach to coreference,
employing a decision tree learner that has access to 12 surface-level features and
the closest-first clustering algorithm to coordinate the coreference decisions made
by the coreference classifier.
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Table 5.7: Performance of the original Soon system and our Duplicated Soon
baseline on the MUC data sets
MUC-6 MUC-7
System Variation Recall Precision F Recall Precision F
Original Soon et al. 58.6 67.3 62.6 56.1 65.5 60.4
Duplicated Soon 61.8 70.1 65.7 55.2 68.3 61.1
Results using the Duplicated Soon baseline are shown in row 5 of Tables
5.2-5.6. As we can see, this baseline achieves an F-measure of 67.9 (MUC-6), 61.1
(MUC-7), 50.5 (BNEWS), 59.8 (NPAPER), and 44.8 (NWIRE). This translates
to an improvement of 9% in F-measure for the MUC data sets. Somewhat surpris-
ingly, the performance improvement is less substantial for the ACE data sets (in
particular for BNEWS and NWIRE) despite the availability of a larger amount of
training data provided by ACE. This implies that either the test cases in the ACE
data are harder to resolve or the Soon approach is unable to exploit the poten-
tial benefits from having additional training data. Interestingly, while the MUC
results suggest that Duplicated Soon is a high-precision/low-recall system, the
ACE results seem to characterize the system as having low precision/high recall.
To ensure that our re-implementation of the Soon et al. system is a reasonable
duplication, we compare our results with those that Soon et al. (2001) reported.
For both data sets, our results are at least as strong as the original Soon results (see
Table 5.7). The primary reason for improvements over the original Soon system
for the MUC-6 data set appears to be our higher upper bound on recall (93.8%
vs. 89.9%), due to better identification of NPs. For MUC-7, our improvement
stems from increases in precision, presumably due to more accurate feature value
138
computation. Overall, these results indicate that our Soon re-implementation is a
reasonable duplication of Soon et al.’s original system.
Comparison with the MUC coreference systems. To get a more concrete
idea of how “strong” these baselines are, we compare the performance of our base-
lines with that of the MUC coreference systems. Figures 5.2 and 5.3 show the
performance of these systems (sorted by F-measure scores) on the MUC-6 and
MUC-7 test data. As we can see, there are seven participating systems in both
MUCs.8 For each data set, our five baselines strictly outperform two MUC sys-
tems. In particular, our Duplicated Soon baseline outperforms all of the MUC
systems on the MUC-6 test data and achieves performance comparable to the best
system on the MUC-7 test data. These results provide suggestive evidence that
our baseline systems are reasonably strong.
5.4.2 Our Coreference System
Recall from Section 4.7 that our parameter computation algorithm, TuneCoref-
Params, relies on held-out data to compute the parameters of our parametric
coreference system. To ensure a fair comparison between our approach and other
baselines, we do not rely on additional labeled data for parameter tuning in the
former. Instead, as discussed in Section 4.7, TuneCorefParams uses 2
3
of the
available training texts for learning coreference and anaphoricity classifiers and
reserving the rest for development.9
8It should be noted that all of the MUC coreference systems are knowledge-
based, with the exception of University of Massachusetts’ coreference engine.
9In all of our experiments, we simply use the first 2
3
of the texts in the training
corpus for acquiring coreference and anaphoricity classifiers. In particular, we do
not perform any cross-validation.
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Figure 5.2: F-measure scores of the MUC coreference systems and our baselines
on the MUC-6 test data
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Figure 5.3: F-measure scores of the MUC coreference system and our baselines on
the MUC-7 test data
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Table 5.8: Coreference system configurations that achieve the best performance on
held-out development data
Data set C I R L F A
MUC-6 aggressive Soon-2 yes RIPPER expanded cr=6
MUC-7 aggressive Soon-1 no C4.5 expanded cr=6
BNEWS aggressive M&L no C4.5 expanded cr=8
NPAPER aggressive M&L no C4.5 expanded cr=3
NWIRE aggressive M&L no C4.5 expanded cr=4
The best coreference system configurations determined by this method are
shown in Table 5.8, where each row represents the best configuration learned for
the associated data set. Recall that under our parameterization, each coreference
system is represented as a 6-tuple comprising a clustering algorithm (C), a training
instance creation method (I), a decision of whether to apply rule pruning (R), a
learning algorithm (L), a coreference feature set (F ), and a cost ratio specifying
how to train an anaphoricity classifier (A). Now, two points deserve mentioning.
• Our empirically-determined coreference systems are quite different from Soon
et al.’s system. First, all of them make use of aggressive-merge clustering
as opposed to Soon et al.’s closest-first clustering. Second, the consistent
preference for the expanded feature set over the Soon feature set provides
indirect evidence that incorporating additional knowledge can improve sys-
tem performance. Finally, anaphoricity determination appears to be a useful
component to all of the best-performing systems, although the cost ratio
employed differs among the systems.
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• The best configurations for the three ACE data sets are basically the same
except for the cost ratio used to train the anaphoricity classifier. In particu-
lar, all of them are constructed by acquiring a decision tree classifier on the
training instances created via McCarthy and Lehnert’s method, where each
instance is represented by our expanded feature set. The major difference
between the best ACE systems and the best MUC systems lies in the training
instance creation scheme employed: while the ACE systems favor the Mc-
Carthy and Lehnert method (in which training instances are created from
all distinct NP pairs in a training text), the MUC systems prefer the Soon-n
method with small values of n. This contrasts with the general belief that
learning from highly skewed data sets is always a problem for coreference
systems. It is possible that preserving information in the training instances
is more crucial than reducing data skewness for the ACE systems, whereas
the reverse is true for the MUC systems. Table 5.9 provides further details
on the size and skewness of the data sets on which the coreference classifiers
underlying the best-performing systems are trained.
Results on the test data. Now that we have the best coreference system con-
figurations, we can evaluate them on the test data. Results of our coreference
systems are shown in row 6 of Tables 5.2-5.6. As we can see, our system outper-
forms the best baseline — Duplicated Soon— on all five data sets, achieving an
F-measure of 67.9 (MUC-6), 62.1 (MUC-7), 65.4 (BNEWS), 68.0 (NPAPER), and
56.6 (NWIRE).10 Performance improvements (in terms of F-measure) are partic-
10An earlier version of our system (see Ng and Cardie (2002c)) achieves even
better MUC results (F-measure of 70.4 and 63.4 for the MUC-6 and MUC-7 data
sets, respectively) than those reported here. As described in that paper, the better
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Table 5.9: The size and skewness of the data sets on which the classifiers underlying
the best-performing coreference systems are trained
Data set Number of training insts Number of positive insts % positives
MUC-6 26588 6343 23.86
MUC-7 22599 4271 18.90
BNEWS 1046763 22948 2.19
NPAPER 2290609 46491 2.03
NWIRE 1729881 14504 0.84
ularly pronounced on the ACE data sets: F-measure increases by approximately
15%, 8%, and 12% for the BNEWS, NPAPER, and NWIRE data sets, respectively,
as opposed to only 1-2% on the MUC data sets.
There are two plausible reasons for the relatively small performance improve-
ment over Duplicated Soon for the two MUC data sets. First, the Soon system
configuration (i.e., a decision tree learner with 12 features and the closest-first algo-
rithm) may simply work well on the MUC data. Hence, the observed benefit from
empirically determining the best system configuration using our approach may be
marginal. Second, the amount of labeled data available for training in MUC (see
Table 5.1) may be inadequate for our approach to work well. Recall that, unlike
results are obtained by training the coreference classifier on a set of features manu-
ally selected from our expanded feature set. We have considered using this feature
set in our current work, but are concerned by the fact that a fair amount of user dis-
cretion was employed to discard features used to induce low-precision rules during
the manual feature selection process. As mentioned in Section 4.7, we attempted
to automate the feature selection process by employing a forward selection algo-
rithm and a backward elimination algorithm, but the process is computationally
very expensive and yet is not effective in improving system performance. Hence,
we neither employ the manually selected features nor perform automatic feature
selection in our current work.
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Soon et al., our system relies on the labeled data not only for training coreference
classifiers but also for parameter computation. Therefore, the reduced amount of
labeled data used for training coreference classifiers (in comparison to Soon) may
adversely affect classifier performance, and the small amount of labeled data we
set aside for development in MUC may be insufficient for determining a good set
of parameters.
Perhaps more importantly, Duplicated Soon performs fairly poorly on the
ACE data sets, as mentioned previously. This offers indirect evidence for the claim
that the Soon system configuration may not be universally good. (Note that the
Soon approach is originally developed for and has only been tested on the MUC
data sets.) On the other hand, our approach seems to work quite well across
the data sets, although it is clear that there is substantial room for improvements.
The parameterization employed by TuneCorefParamsmay be responsible for the
superior performance of our approach: it may have allowed us to better capture
the specificities of each data set as well as the complex interactions among different
components of the coreference system.
User-defined objective function and system selection criterion. It is in-
teresting to note that in the MUC-6, MUC-7, and NPAPER data sets, our coref-
erence system achieves higher recall than precision — a characteristic that dis-
tinguishes itself from all of the MUC coreference engines, in which precision is
always higher than recall. The high recall levels achieved on these data sets can be
attributed in part to the use of the aggressive-merge clustering algorithm, which,
as discussed previously, encourages more merging than other clustering algorithms
such as best-first and closest-first.
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In applications where precision is critical, these empirically determined “high-
recall” systems may be less preferable to their precision-oriented counterparts.
However, this is by no means a limitation of our approach. If we desire high-
precision systems, we can simply alter the objective function employed by Tune-
CorefParams (which is currently F-measure with β set to one) to put extra
emphasis on precision. To see how this can be done, re-consider the definition of
F-measure:
F-measure =
(β2 + 1)× recall× precision
recall + β2 × precision
,
where β is a free parameter to the function. As mentioned previously, β allows us
to adjust the relative importance of recall and precision: decreasing (increasing)
β places more (less) weight on precision than recall. In general, our approach
is flexible enough to allow users to define their (application-dependent) objective
function employed by TuneCorefParams and accommodate their preferences in
the system selection criterion.
Performance on specific NP types. The performance of the system on dif-
ferent NP types including pronouns, proper nouns, and common nouns is shown in
rows 7-9 of Tables 5.2-5.6.11 We obtain the numbers for a given NP type (say pro-
nouns) by having the system attempt to resolve only the pronouns in the test texts.
So the system response will contain only coreference chains generated by resolving
the pronouns. However, the answer key that we provide the scoring program for
computing these numbers is always the one that contains coreference chains for all
types of NPs.
11Here, we treat an NP as a common noun if it is neither a pronoun nor a proper
noun.
146
In accordance with our intuition, the results of our system also show that
among the different NP types, proper noun resolution achieves the highest preci-
sion, whereas common noun resolution achieves the lowest (see rows 7-9 of Tables
5.2-5.6). This trend is more pronounced for the MUC data sets than for the ACE
data sets. Nevertheless, care should be taken in interpreting these results, since
the precision scores achieved by a system are dependent in part on the underlying
clustering algorithm employed. For instance, had the system employed a precision-
oriented clustering algorithm (e.g., best-first clustering), the precision scores might
have increased.
5.5 Chapter Summary
In this chapter, we evaluated our machine learning approach to coreference res-
olution on five standard data sets derived from the MUC and ACE coreference
corpora. Our experiments demonstrated the consistently superior performance of
our approach to the best existing learning-based coreference system — the Soon et
al. system — and provided reasonably convincing evidence that our ultimate goal
— improving machine learning approaches to coreference resolution — has been
accomplished.
CHAPTER 6
PERFORMANCE ANALYSIS
We cannot trust the results of a quantitative evaluation without doing
a considerable amount of qualitative analyses and we should perform
our qualitative analyses on those components that make a significant
contribution to the quantitative results; we need to be able to measure
the effect of various factors. — Walker (1989)
In the previous chapter, we showed that our coreference systems outperform
Duplicated Soon, our re-implementation of the best existing learning-based
coreference system, on five standard coreference data sets. In particular, they
offer reasonably convincing evidence that our goal — improving existing machine
learning approaches to coreference resolution — has been accomplished. To better
understand the strengths and weaknesses of our approach to coreference resolution,
we will analyze its performance in this chapter.
6.1 Feature and Classifier Analyses
We will first focus on linguistic issues pertaining to coreference resolution and
anaphoricity determination in our analysis. Specifically, we examine in this sec-
tion what rules and features are important to coreference resolution and anaphoric-
ity determination, with the goal of gaining additional insights into the linguistic
aspects of these problems.
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+ 740 100 IF WORD_OVERLAP = C . 
+ 103 12 IF WNCLASS = C PRO_RESOLVE = C ANTE_MED >= 0.0645 . 
+ 7 0 IF WNCLASS = C CONSTRAINTS = NA SENTNUM <= 1 ANTE_MED >= 0.0555  
   SUBJECT_1 = Y ANTE_MED <= 0.0909 . 
+ 21 8 IF WNCLASS = C SENTNUM <= 2 BOTH_PROPER_NOUNS = NA NUMBER = C     
   BOTH_SUBJECTS = C ANA_MED <= -0.1 . 
+ 13 0 IF WNCLASS = C CONSTRAINTS = NA SENTNUM <= 1 APPOSITIVE = C . 
+ 11 1 IF WNCLASS = C CONSTRAINTS = NA SENTNUM <= 1 ANTE_MED >= 0.5  
   ANIMACY = C . 
+ 36 10 IF WNCLASS = C PROPER_NOUN = C BOTH_PROPER_NOUNS = C  
   NUMBER = C . 
+ 14 6 IF WNCLASS = C CONSTRAINTS = NA PARANUM <= 1 PARANUM <= 0  
   GRAMROLE_2 = gen BOTH_SUBJECTS = NA . 
+ 7 0 IF WNCLASS = C CONSTRAINTS = NA PRONOUN_2 = Y ANTE_MED >= 0.6 . 
+ 13 6 IF WNCLASS = C BOTH_PROPER_NOUNS = NA SENTNUM <= 3 SUBCLASS = C  
   AGREEMENT = C DEFINITE_2 = Y ANA_MED <= 0.1818 GRAMROLE_1 = null . 
+ 20 13 IF WNCLASS = C PROPER_NOUN = C NUMBER = C SENTNUM <= 3  
   BOTH_PRONOUNS = NA AGREEMENT = C SUBJECT_2 = Y ANTE_MED <= -1 . 
+ 8 0 IF WNCLASS = C BOTH_PROPER_NOUNS = NA NUMBER = C SENTNUM <= 3  
   BOTH_DEFINITES = NA ANTE_MED <= -0.25 ANTE_MED >= -0.3333 . 
- 24731 597 IF . 
. 
 
Figure 6.1: Best-performing classifier for the MUC-6 development data
6.1.1 Analyzing Coreference Rules and Features
Coreference rules. To get an idea of the rules that are useful for coreference
resolution, we show the coreference classifiers underlying the best-performing coref-
erence systems on the MUC-6 and NPAPER development data in Figures 6.1 and
6.2. As we can see, the MUC-6 classifier is a propositional ruleset, whereas the
NPAPER classifier is a decision tree.1
In the MUC-6 classifier, each rule induced by RIPPER is composed of the clas-
sification value (+ [coreferent] or − [not coreferent]) and a condition (the
conjunction of attribute-value pairs after if) specifying when the rule is applica-
ble. In addition, the two integers immediately following the classification value
indicate the number of training instances correctly and incorrectly covered by the
1Note that we only show the top five levels of the decision tree, since the whole
tree prints on more than 50 pages.
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PN_STR = C: 
|   SUBCLASS = I: + (8549.0/765.8) 
|   SUBCLASS = C: 
|   |   SUBJECT_1 = Y: + (3.0/1.1) 
|   |   SUBJECT_1 = N: 
|   |   |   SUBJECT_2 = Y: + (2.0/1.0) 
|   |   |   SUBJECT_2 = N: - (18.0/3.7) 
PN_STR = I: 
|   PRO_EQUIV = C: 
|   |   WORD_OVERLAP = C: 
|   |   |   BOTH_SUBJECTS = NA: - (721.0/50.2) 
|   |   |   BOTH_SUBJECTS = I: - (5.0/1.2) 
|   |   |   BOTH_SUBJECTS = C: 
|   |   |   |   AGREEMENT = NA: + (9.0/1.3) 
|   |   |   |   AGREEMENT = I: - (0.0) 
|   |   |   |   AGREEMENT = C: - (37.0/9.3) 
|   |   WORD_OVERLAP = I: 
|   |   |   ANIMACY = I: + (0.0) 
|   |   |   ANIMACY = NA: 
|   |   |   |   PARANUM <= 0 : + (33.0/11.4) 
|   |   |   |   PARANUM > 0 : - (465.0/29.1) 
|   |   |   ANIMACY = C: 
|   |   |   |   BOTH_PRONOUNS = I: + (0.0) 
|   |   |   |   BOTH_PRONOUNS = C: 
|   |   |   |   BOTH_PRONOUNS = NA: 
|   |   |   |   |    
|   PRO_EQUIV = I: 
|   |   ALIAS = C: 
|   |   |   BOTH_PROPER_NOUNS = I: - (53.0/1.4) 
|   |   |   BOTH_PROPER_NOUNS = C: 
|   |   |   |   ANTE_MED <= -0.5294 : 
|   |   |   |   ANTE_MED > -0.5294 : 
|   |   |   |   |    
|   |   |   BOTH_PROPER_NOUNS = NA: 
|   |   |   |   ANTE_MED <= 0.8 : - (17.0/1.3) 
|   |   |   |   ANTE_MED > 0.8 : + (21.0/2.5) 
|   |   ALIAS = I: 
|   |   |   WORDS_STR = C: 
|   |   |   |   NUMBER = NA: - (0.0) 
|   |   |   |   NUMBER = I: 
|   |   |   |   NUMBER = C: 
|   |   |   |   |    
|   |   |   WORDS_STR = I: 
|   |   |   |   ANTE_MED <= 0.7894 : 
|   |   |   |   ANTE_MED > 0.7894 : 
|   |   |   |   |    
 
 
 
 
Figure 6.2: Top portion of the best-performing decision tree classifier for the NPA-
PER development data
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rule, respectively, and are used to compute the confidence associated with the
classification of a test instance.
As an example, the first rule says that two NPs are coreferent if they have a
content word in common. Out of the 840 training instance this rule covers, 100
of them are erroneous. Intuitively, this rule is too general as far as positing coref-
erence relationships are concerned, and hence it should not be surprising to see
that the number of exceptions is fairly large. Nevertheless, from a machine learn-
ing perspective, this rule achieves a fairly high accuracy rate (88%). In general,
RIPPER may induce a rule with an error rate as high as 50%.
Overall, the induced rules in this ruleset are linguistically intuitive. In partic-
ular, no “Incompatible” feature value appears in any of the positive rules.
Coreference rules can also be read off a decision tree in a fairly straightforward
manner. As mentioned before, each path from the root to a leaf corresponds to a
coreference rule. For instance, the topmost rule in the NPAPER classifier posits
two NPs as coreferent if both are proper nouns and are the same string, but do not
have an ancestor-descendent relationship according to WordNet. The two num-
bers in parentheses following a classification value indicate the number of training
instances covered by the node and the number of erroneously covered instances,
respectively.2 Our clustering algorithms use these two numbers to compute the
confidence associated with the class value assigned to a test instance.
Coreference features. The coreference classifiers show how the given features
can be combined into propositional rules for determining whether two NPs are
2More precisely, the second number is the upper limit of the n% confidence
interval of the number of errors made on the set of training instances covered by
the corresponding leaf node. See Quinlan (1993) for details.
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coreferent. From a linguistic point of view, it would also be informative to see
how good a given feature is with respect to distinguishing coreferent and non-
coreferent NPs. One way to measure the discriminating power of a feature is via
its information gain.
Before defining information gain, we need to understand the notion of the
entropy of a set of instances S. Given a set of possible class values C for an
instance in S,
Entropy(S) := −
∑
c∈C p(c)log2p(c).
It is easy to show that
0 ≤ Entropy(S) ≤ log2|C|.
In particular,
Entropy(S) =


0 if all instances in S have the same class value
log2|C| if
|S|
|C|
of the instances in S have class c for each c ∈ C
.
Hence, entropy can be viewed as a measure of the (im)purity of a set of instances
S with respect to the class values of the instances. Now, we can define the gain of
a set S and a feature f as follows:
Gain(S, f) = Entropy(S) −
∑
v∈V alues(f)
|Sv|
|S|
Entropy(Sv),
where V alues(f) is the set of possible values of f and Sv is the subset of S for
which f has value v. In other words, Gain(S, f) is the difference between the
entropy of S and the expected value of the entropy after S is partitioned by f .
So, if Gain(S, f) is large, then knowledge of the value of f is useful for reducing
the entropy of S (i.e., f is informative with respect to distinguishing instances
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of different classes). In fact, the Gain measure is used by the ID3 decision tree
learner (Quinlan, 1986) for selecting which feature to branch on at each step of its
iterative induction process.
Hence, we can get a better idea of the relative discriminating power of the
coreference features by computing their gain values. Rows 1-10 of Tables 6.1 and
6.2 show the ten features with the largest gain value for four of our data sets,
based on the training sets on which the best-performing coreference systems are
obtained. (Note that we only consider nominal features in our computation for the
sake of simplicity.) For reference, we have also included the entropy of the original
data in row 11.
According to Table 6.1, the four most informative features (as measured
by information gain) for both MUC data sets — word overlap, soon str,
soon str nonpro, and words str — are all lexical features. The next two
on the list are words substr (lexical) and wnclass (semantic). Further down
the list we see two more lexical features: pn substr and pn str. So seven of
the ten features on both lists are lexical in nature. One plausible reason for the
large number of high-ranking lexical features is that these features can be computed
with better accuracies than the other types of features (e.g., syntactic and semantic
features). Hence, it is too premature to jump to the conclusion that lexical features
are necessarily more informative than other types of features in the coreference
feature set.
Table 6.2 shows the most informative features for the BNEWS and NPAPER
feature sets. Note from row 11 that the original entropies of these two data sets
are much lower than those of the MUC data sets owing to the highly skewed
class distributions in the former: the ACE training instances are created with
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Table 6.1: The ten nominal features with the largest information gain in the coref-
erence feature set as measured on the MUC-6 and MUC-7 training data
MUC-6 MUC-7
Feature Gain Feature Gain
1 word overlap 0.5579 word overlap 0.5008
2 soon str 0.5459 soon str 0.4962
3 soon str nonpro 0.5370 soon str nonpro 0.4909
4 words str 0.5309 words str 0.4878
5 words substr 0.5231 wnclass 0.4818
6 wnclass 0.5218 words substr 0.4683
7 alias 0.5188 agreement 0.4635
8 pn substr 0.5153 pn str 0.4629
9 pn str 0.5095 pn substr 0.4565
10 constraints 0.4937 pro resolve 0.4561
11 (Original entropy) (0.7926) (Original entropy) (0.6994)
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Table 6.2: The ten nominal features with the largest information gain in the coref-
erence feature set as measured on the BNEWS and NPAPER training data
BNEWS NPAPER
Feature Gain Feature Gain
1 wnclass 0.0321 wnclass 0.0330
2 agreement 0.0259 agreement 0.0258
3 constraints 0.0189 soon str 0.0243
4 soon str 0.0182 word overlap 0.0203
5 both pronouns 0.0165 soon str nonpro 0.0202
6 pro equiv 0.0165 words str 0.0195
7 gender 0.0136 pn substr 0.0189
8 word overlap 0.0115 words substr 0.0187
9 pn substr 0.0101 pn str 0.0180
10 words substr 0.0098 alias 0.0158
11 (Original entropy) (0.1521) (Original entropy) (0.1431)
McCarthy and Lehnert’s method, whereas the MUC ones are created via Soon-1
and Soon-2. Unlike the MUC results in Table 6.1, the top two features on the
list include a semantic feature (wnclass) and a syntactic feature (agreement).
Nevertheless, a fair number of lexical features such as soon str, word overlap,
and pn substr still appear in both lists.
Test accuracy of the coreference classifiers. Although we are primarily in-
terested in the F-measure score achieved by a coreference system, it would be
informative to compute the (instance-level) accuracy of the coreference classifier
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Table 6.3: Test accuracy of the coreference classifier underlying the best-performing
MUC-6 system and the effect of clustering
Accuracy on Accuracy on Overall
Clustering positive instances negative instances accuracy
1 before 0.3415 (3583/10493) 0.9959 (596771/599225) 0.9846
2 after 0.8084 (8483/10493) 0.9625 (576732/599225) 0.9598
Table 6.4: Test accuracy of the coreference classifier underlying the best-performing
MUC-7 system and the effect of clustering
Accuracy on Accuracy on Overall
Clustering positive instances negative instances accuracy
1 before 0.4527 (1616/3570) 0.9922 (337772/340424) 0.9866
2 after 0.5569 (1988/3570) 0.9860 (335664/340424) 0.9816
from a machine learning perspective. Row 1 of Tables 6.3-6.7 reports the over-
all accuracy of the classifier underlying the best-performing coreference system on
the test data, as well as its accuracies measured on just the positive and negative
instances. As we can see, the accuracy rates on the positive instances range from
0.30 to 0.55, whereas those on the negative instances are always larger than 0.99.
It should not be surprising to see the substantially higher accuracy rates on the
negative instances: the fact that the negatives significantly outnumber the posi-
tives in the training sets causes the resulting classifiers to be biased in assigning a
test instance the majority class label. For the same reason, the overall accuracy
rates are very high (> 0.98).
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Table 6.5: Test accuracy of the coreference classifier underlying the best-performing
BNEWS system and the effect of clustering
Accuracy on Accuracy on Overall
Clustering positive instances negative instances accuracy
1 before 0.3023 (2232/7383) 0.9958 (454298/456230) 0.9847
2 after 0.5578 (4118/7383) 0.9726 (443742/456230) 0.9660
Table 6.6: Test accuracy of the coreference classifier underlying the best-performing
NPAPER system and the effect of clustering
Accuracy on Accuracy on Overall
Clustering positive instances negative instances accuracy
1 before 0.3989 (5897/14785) 0.9934 (888719/894581) 0.9838
2 after 0.8239 (12181/14785) 0.9099 (813952/894581) 0.9085
Table 6.7: Test accuracy of the coreference classifier underlying the best-performing
NWIRE system and the effect of clustering
Accuracy on Accuracy on Overall
Clustering positive instances negative instances accuracy
1 before 0.3008 (2370/7879) 0.9982 (912529/914164) 0.9923
2 after 0.6203 (4887/7879) 0.9886 (903723/914164) 0.9854
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Effect of clustering. Note that the accuracy rates reported in row 1 of Ta-
bles 6.3-6.7 are computed based on classification decisions that do not necessarily
satisfy the transitivity constraint inherent in the coreference relation. To study the
extent to which the classification decisions are altered by the clustering algorithm
in the course of producing a partition, we measure the instance-level accuracy on
the same test data after the aggressive-merge clustering algorithm is applied to
coordinate these decisions. Results are shown in row 2 of Tables 6.3-6.7. Not
surprisingly, the aggressive merging nature of the clustering algorithm causes the
accuracy on the positive instances to rise dramatically (by 0.1-0.46). However, such
increase is accomplished at the expense of the accuracy on the negative instances.
This ultimately causes overall accuracy to deteriorate, as seen in the rightmost
column of these tables.
6.1.2 Analyzing Anaphoricity Rules and Features
Anaphoricity rules. As with coreference resolution, we examine the anaphoric-
ity classifiers to get an idea of what rules are important to anaphoricity determi-
nation. Statistics of the data sets on which the anaphoricity classifiers are trained
are given in Table 6.8, and three of the resulting anaphoricity classifiers (one for
each of MUC-7, BNEWS, and NPAPER) are shown in Figures 6.3-6.5. Note that
these are the classifiers employed in the best-performing coreference systems and
are therefore trained with different cost ratios (six for MUC-7, eight for BNEWS,
and three for NPAPER). Because of the higher penalty placed on misclassified
positive instances, it is now possible for RIPPER to induce rules with an error
rate of larger than 50%. (See rule 6 in the MUC-7 classifier for an example.) De-
spite the difference in the cost ratio used to train these classifiers, we can see that
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Table 6.8: Statistics of the data sets on which the anaphoricity classifiers are
trained
Data set Number of training insts Number of positive insts % positives
MUC-6 1035 1900 0.3526
MUC-7 1040 2421 0.3005
BNEWS 3242 9759 0.2494
NPAPER 4704 9772 0.3250
NWIRE 3201 12285 0.2067
+ 675 425 IF HEAD_MATCH = Y . 
+ 35 6 IF PRONOUN = NOMINATIVE . 
+ 3 0 IF DEFINITE = Y SUBCLASS = Y FIRST_PARA = Y . 
+ 19 10 IF DEFINITE = Y SUBCLASS = Y THE_SING_N = Y . 
+ 24 2 IF ALIAS = Y BARE_SINGULAR = Y . 
+ 28 47 IF APPOSITIVE = Y . 
+ 11 0 IF BARE_SINGULAR = N PRONOUN = POSSESSIVE . 
+ 11 4 IF EMBEDDED = N PRONOUN = ACCUSATIVE . 
- 1927 234 IF . 
. 
 
Figure 6.3: Anaphoricity classifier trained on the MUC-7 data (cr = 6)
the features str match, head match, pronoun, and bare singular are used
extensively in all of them.
Anaphoricity features. To better understand which features are useful in dis-
tinguishing anaphoric and non-anaphoric NPs, we can compute the gain value for
each of the anaphoricity features. Rows 1-10 of Tables 6.9 and 6.10 show the ten
features with the largest gain value for four of our data sets, based on the training
sets on which the best-performing coreference systems are obtained. As before,
the entropy of the original data is given in row 11.
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+ 1014 183 IF HEAD_MATCH = Y PROPER_NOUN = Y . 
+ 429 70 IF HEAD_MATCH = Y PRONOUN = NOMINATIVE . 
+ 306 56 IF STR_MATCH = Y EMBEDDED = Y . 
+ 501 949 IF STR_MATCH = Y BARE_SINGULAR = N . 
+ 129 95 IF PRONOUN = NOMINATIVE . 
+ 603 3569 IF ARTICLE = DEFINITE BARE_SINGULAR = N . 
- 4837 260 IF . 
. 
 
Figure 6.4: Anaphoricity classifier trained on the BNEWS data (cr = 8)
+ 1616 45 IF STR_MATCH = Y PROPER_NOUN = Y FIRST_SENT = N . 
+ 638 89 IF STR_MATCH = Y EMBEDDED = Y . 
+ 527 39 IF HEAD_MATCH = Y PRONOUN = NOMINATIVE . 
+ 263 193 IF HEAD_MATCH = Y PROPER_NOUN = Y FIRST_SENT = N . 
+ 300 378 IF HEAD_MATCH = Y THE_NE = Y . 
+ 60 2 IF STR_MATCH = Y PRONOUN = ACCUSATIVE . 
+ 124 39 IF PRONOUN = NOMINATIVE . 
+ 155 155 IF APPOSITIVE = Y . 
+ 72 134 IF STR_MATCH = Y PRONOUN = UNKNOWN . 
+ 62 67 IF ARTICLE = DEFINITE BARE_SINGULAR = N UPPERCASE = Y . 
+ 51 11 IF PRONOUN = ACCUSATIVE . 
+ 17 9 IF THE_NE = Y SUBCLASS = Y THE_ADJ_N = N THE_N = N  
   THE_SING_N = Y . 
+ 21 40 IF SUBCLASS = Y DEFINITE = Y THE_N = Y . 
+ 14 24 IF HEAD_MATCH = Y STR_MATCH = Y BARE_PLURAL = Y  
   ARTICLE = DEFINITE . 
- 8547 784 IF . 
. 
 
Figure 6.5: Anaphoricity classifier trained on the NPAPER data (cr = 3)
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Table 6.9: The ten features with the largest information gain in the anaphoricity
feature set as measured on the MUC-6 and MUC-7 training data
MUC-6 MUC-7
Feature Gain Feature Gain
1 head match 0.2332 head match 0.1522
2 str match 0.2114 str match 0.1327
3 pronoun 0.0576 pronoun 0.0826
4 article 0.0522 bare singular 0.0267
5 uppercase 0.0396 article 0.0241
6 bare singular 0.0336 bare plural 0.0168
7 proper noun 0.0263 uppercase 0.0160
8 header 0.0251 the n 0.0156
9 bare plural 0.0158 the sing n 0.0142
10 quantified 0.0151 number 0.0106
11 (Original entropy) (0.9364) (Original entropy) (0.8819)
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Table 6.10: The ten features with the largest information gain in the anaphoricity
feature set as measured on the BNEWS and NPAPER training data
BNEWS NPAPER
Feature Gain Feature Gain
1 str match 0.1503 str match 0.2276
2 head match 0.1494 head match 0.2183
3 pronoun 0.1293 pronoun 0.1129
4 article 0.0534 proper noun 0.0612
5 proper noun 0.0422 article 0.0652
6 bare singular 0.0421 uppercase 0.0486
7 uppercase 0.0317 bare plural 0.0429
8 embedded 0.0262 bare singular 0.0390
9 bare plural 0.0178 embedded 0.0302
10 quantified 0.0156 number 0.0282
11 (Original entropy) (0.8102) (Original entropy) (0.9097)
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Not surprisingly, the three most informative features for these data sets —
head match, str match, and pronoun — also appear frequently in the
anaphoricity classifiers (see Figures 6.3-6.5). The high discriminating power of
head match and str match is a probable consequence of the fact that an NP
is likely to be anaphoric if there is a lexically similar noun phrase preceding it in
the associated text. The informativeness of pronoun can also be expected: most
pronominal NPs are anaphoric.
Other highly ranked features include article, bare singular, bare plural,
proper noun, and uppercase. In particular, the informativeness of the first
four of these indicates that the (in)definiteness of an NP is an important factor in
determining its anaphoricity, which is consistent with our linguistic intuition.
Effect of the cost ratio on coreference performance. It would be interesting
to examine the effect of cr on the performance of the coreference system. Figures
6.6 and 6.7 show the recall, precision, and F-measure curves produced by increasing
cr from one to ten for the BNEWS and NPAPER development data sets.
As cr increases, recall rises and precision drops. This should not be surprising,
since (1) increasing cr causes fewer anaphoric NPs to be misclassified and allows
the coreference system to find a correct antecedent for some of them, and (2)
decreasing cr causes more truly non-anaphoric NPs to be correctly classified and
prevents the coreference system from resolving them.
Furthermore, the figures illustrate why a locally-optimized approach is less
appealing than a globally-optimized one: in both graphs, F-measure reaches the
minimum at cr = 1 (which corresponds to using the local approach). As can be
seen, the poor F-measure is a result of the dramatic loss in recall. This implies
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Figure 6.6: Effect of cr on the performance of the coreference system for the
BNEWS development data
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Figure 6.7: Effect of cr on the performance of the coreference system for the
NPAPER development data
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that many NPs are misclassified as non-anaphoric at this cr level.
Effect of cr on the accuracy of the anaphoricity classifiers. In Figures 6.6
and 6.7, we see that recall rises and precision drops as cr increases. We attribute
the rise in recall to the increase in the accuracy of the underlying anaphoricity
classifier on the positive instances; similarly, we attribute the drop in precision
to the degradation in the accuracy of the classifier on the negative instances. To
empirically validate our hypothesis, we show how the accuracies on the positive
and negative anaphoricity instances as well as overall accuracy respond to changes
in cr for the BNEWS and NPAPER development data sets in Figures 6.8 and
6.9. Comparing Figures 6.6 and 6.8, we see that the results are consistent with
our hypothesis. Specifically, (1) the accuracy of the anaphoricity classifier on the
positive instances is positively correlated with the recall of the coreference system,
and (2) the accuracy of the classifier on the negative instances is also positively
correlated with the precision of the coreference system. We can draw the same
conclusions on the NPAPER development data by comparing Figures 6.7 and 6.9.
Test accuracy of the anaphoricity classifiers. Although we are primarily
interested in the effect of anaphoricity determination on coreference resolution, it
would also be informative to examine the accuracy of the anaphoricity classifiers
on the test data. Table 6.11 shows the test accuracy of the anaphoricity classifier
underlying the best-performing coreference system for each of our five data sets.
As we can see, the accuracy rates on the positive (negative) instances are higher
(lower) for the MUC-6, MUC-7, and BNEWS data sets in comparison to the
NPAPER and NWIRE data sets. This can be attributed in part to the fact that
the cost ratio used to train these classifiers are higher (6-8 as opposed to 3-4).
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Figure 6.8: Effect of cr on the accuracy of the anaphoricity classifier for the
BNEWS development data
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Figure 6.9: Effect of cr on the accuracy of the anaphoricity classifier for the NPA-
PER development data
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Table 6.11: Test accuracy of the anaphoricity classifiers underlying the best-
performing coreference systems
Accuracy on Accuracy on Overall
Data set cr positive instances negative instances accuracy
MUC-6 6 0.9051 (1373/1517) 0.6603 (1971/2985) 0.7428
MUC-7 6 0.8353 (776/929) 0.7359 (1864/2533) 0.7626
BNEWS 8 0.9032 (1307/1447) 0.5034 (2135/4241) 0.6051
NPAPER 3 0.8095 (1147/1417) 0.8516 (3046/3577) 0.8396
NWIRE 4 0.7441 (1012/1360) 0.8789 (4225/1360) 0.8492
Overall, there does not seem to be a universally good value of cr.
6.2 Sensitivity to Parameter Changes
Recall from Section 5.4 that we attribute the superior performance of our approach
over existing approaches to the underlying parameterization, which presumably
yields a search space containing high-performing systems. In this section, we want
to get an idea of which values in the parameterization are essential to building a
high-performing coreference system. Our investigation will proceed as follows.
6.2.1 Experimental Setup
Recall that a coreference system is represented as a 6-tuple in the space Λ compris-
ing a clustering algorithm (C), a training instance creation method (I), a decision
of whether to apply rule pruning (R), a learning algorithm (L), a coreference
feature set (F ), and a cost ratio specifying how to train an anaphoricity classi-
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fier (A). Assume that we are given some training data D, and that the best-
performing coreference system determined by TuneCorefParams based on D is
λ∗ = < c,i,r,l,f ,a >, where c ∈ C, i ∈ I, r ∈ R, l ∈ L, f ∈ F , and a ∈ A. Now,
we perform the following steps for each element e of λ∗.
1. Remove any coreference system λ ∈ Λ such that e is an element of λ.
2. RunTuneCorefParams to re-tune the parameters of the coreference system
given the reduced search space.
3. Evaluate the resulting coreference system on the test data and compare the
result with that obtained using λ∗.
Our assumption underlying this set of experiments is that if excluding e from
the search space causes system performance to deteriorate, then e is probably
crucial to constructing a high-performing coreference system for the data set under
consideration.3
6.2.2 Results and Discussion
In this subsection, we investigate the performance impact of removing each e from
λ∗ for each of our five coreference data sets.
Clustering algorithm. As seen in Section 5.4, all of the best-performing coref-
erence systems make use of the aggressive-merge clustering algorithm. Hence, we
will simply remove aggressive-merge from the set of clustering algorithms consid-
3Naturally, we expect the performance of the resulting system to deteriorate in
comparison to λ∗ because TuneCorefParams now considers a smaller number of
coreference systems in the search space.
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Table 6.12: Effect of perturbing each parameter value in the best-performing sys-
tem for the MUC-6 test data. Row 1 shows the best-performing system; rows 2-7
show the re-trained systems with the perturbed parameter italized.
F-measure C I R L F A
1 67.9 aggressive Soon-2 yes RIPPER expanded cr=6
2 65.6 single-link Soon-1 no C4.5 expanded cr=6
3 66.4 aggressive Soon-4 no RIPPER expanded cr=4
4 67.9 aggressive Soon-2 no RIPPER Soon cr=6
5 67.8 aggressive Soon-2 no C4.5 expanded cr=2
6 67.9 aggressive Soon-2 no RIPPER Soon cr=6
7 67.4 aggressive Soon-2 yes RIPPER expanded none
ered by TuneCorefParams and then re-tune the parameters of the coreference
model on the same held-out data as before.
The re-tuned parameters and the F-measure scores achieved by the resulting
coreference systems for the five test sets are shown in row 2 of Tables 6.12-6.16.
For convenience, we have also included the best system configurations and the
corresponding F-measure scores that we saw in Section 5.4 in row 1 of these ta-
bles. In comparison to the corresponding results in row 1, we see that F-measure
drops precipitously by 2.5 (MUC-6), 1.1 (MUC-7), 5.1 (BNEWS), 4.4 (NPAPER),
and 4.5 (NWIRE). These results suggest that aggressive-merge has contributed
considerably to the overall performance of our best-performing systems.
Examining the re-tuned parameters, we see that there is no clear preference
between using best-first and closest-first as the underlying clustering algorithm:
the MUC systems favor the former, whereas the ACE systems always choose the
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Table 6.13: Effect of perturbing each parameter value in the best-performing sys-
tem for the MUC-7 test data. Row 1 shows the best-performing system; rows 2-7
show the re-trained systems with the perturbed parameter italized.
F-measure C I R L F A
1 62.1 aggressive Soon-1 no C4.5 expanded cr=6
2 61.0 single-link Soon-1 no C4.5 expanded cr=6
3 63.4 aggressive Soon-2 no C4.5 expanded cr=6
4 – – – – – – –
5 62.3 aggressive Soon-1 no RIPPER expanded cr=6
6 62.3 aggressive Soon-4 no RIPPER Soon cr=6
7 61.1 aggressive Soon-1 no C4.5 expanded none
Table 6.14: Effect of perturbing each parameter value in the best-performing sys-
tem for the BNEWS test data. Row 1 shows the best-performing system; rows 2-7
show the re-trained systems with the perturbed parameter italized.
F-measure C I R L F A
1 65.4 aggressive M&L no C4.5 expanded cr=8
2 60.3 best-first M&L no C4.5 expanded cr=8
3 63.9 aggressive Soon-1 no C4.5 expanded cr=5
4 – – – – – – –
5 59.9 aggressive M&L no RIPPER expanded none
6 61.9 aggressive Soon-5 no C4.5 Soon cr=5
7 65.3 aggressive M&L no C4.5 expanded none
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Table 6.15: Effect of perturbing each parameter value in the best-performing sys-
tem for the NPAPER test data. Row 1 shows the best-performing system; rows
2-7 show the re-trained systems with the perturbed parameter italized.
F-measure C I R L F A
1 68.0 aggressive M&L no C4.5 expanded cr=3
2 63.6 best-first Soon-3 no C4.5 expanded cr=3
3 65.7 aggressive Soon-3 no C4.5 expanded cr=2
4 – – – – – – –
5 65.3 aggressive Soon-1 no RIPPER expanded cr=3
6 64.0 aggressive Soon-1 no C4.5 Soon cr=2
7 67.2 aggressive M&L no C4.5 expanded none
Table 6.16: Effect of perturbing each parameter value in the best-performing sys-
tem for the NWIRE test data. Row 1 shows the best-performing system; rows 2-7
show the re-trained systems with the perturbed parameter italized.
F-measure C I R L F A
1 56.6 aggressive M&L no C4.5 expanded cr=4
2 52.1 best-first M&L no C4.5 expanded cr=2
3 52.8 aggressive Soon-1 yes RIPPER expanded cr=3
4 – – – – – – –
5 52.8 aggressive Soon-1 yes RIPPER expanded cr=3
6 51.2 aggressive Soon-5 no RIPPER Soon cr=2
7 53.5 aggressive M&L no RIPPER expanded none
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latter. In addition, while the re-tuning process yields different values of I, L, and
A, the expanded feature set is always the preferred choice.
Training instance selection method. Now we consider removing the training
instance creation methods that appear in the best parameter settings. Results are
shown in row 3 of Tables 6.12-6.16. In comparison to the corresponding results in
row 1, we see that F-measure drops by 1.5 (MUC-6), 1.5 (BNEWS), 2.3 (NPA-
PER), and 3.8 (NWIRE). Interestingly, F-measure rises by 1.3 for the MUC-7
data set; the unexpected performance gains can potentially be attributed to the
presence of an insufficient amount of data for parameter tuning: the development
data is too small to enable the determination of a good set of parameters.
For the remaining four data sets, we can see that the drop is less precipitous
than when the clustering algorithm is altered (compare rows 2 and 3). This may
be due to the fact that we have a family of instance creation methods that behave
similarly to each other. In other words, even if we disallow the use of a particular
training instance creation method, the re-tuning process may be able to replace it
with a similar method from the remaining choices.
Rule pruning. As we can see from row 1 of Tables 6.12-6.16, only the best-
performing system for the MUC-6 data set makes use of rule pruning. Hence,
for the remaining four data sets, the best systems chosen by TuneCorefParams
before and after removing the rule pruning option would be identical.
Now, focusing on the MUC-6 data set, we can see from rows 1 and 4 of Tables
6.12-6.16 that F-measure remains the same even if TuneCorefParams is not
given the rule pruning option. Indeed, the “no rule pruning” system achieves this
F-measure score with the Soon feature set. Therefore, we can conclude that neither
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rule pruning nor the expanded feature set is needed to achieve an F-measure of
67.9 on the MUC-6 test data.
Learning algorithm. From row 1 of Tables 6.12-6.16, we can see that while the
best-performing MUC-6 system uses RIPPER to train the underlying coreference
classifier, C4.5 is the preferred learner for the remaining data sets. Given this, we
force TuneCorefParams to use C4.5 when re-tuning the parameters for MUC-6.
Similarly, RIPPER will be used for the remaining data sets during the re-tuning
process.
Results are shown in row 5 of Tables 6.12-6.16. In comparison to the corre-
sponding results in row 1, we see that the performance changes for the MUC data
sets are fairly mild: F-measure drops by 0.1 for the MUC-6 data set and increases
by 0.2 for the MUC-7 data set. On the other hand, we observe dramatic perfor-
mance degradation in all ACE data sets: F-measure drops by 5.5, 2.7, and 3.8 for
BNEWS, NPAPER, and NWIRE, respectively. These results seem to suggest that
the choice of the learning algorithm is more of an issue for ACE than for MUC.
Nevertheless, the consistently good performance achieved by employing C4.5 on
all of these data sets makes it a better learner than RIPPER for machine learning
for coreference resolution.
Feature set. Recall from row 1 of Tables 6.12-6.16 that the best-performing
system for all five data sets rely on the expanded feature set. So now we simply
force TuneCorefParams to use the Soon feature set during parameter re-tuning.
The performance of the resulting systems are shown in row 6 of Tables 6.12-
6.16. In comparison to the corresponding results in row 1, we see that F-measure
remains the same for the MUC-6 data set and even rises by 1.2 for the MUC-7 data
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set. On the other hand, performance drops precipitously for the ACE data sets:
F-measure decreases by 3.5, 4.0, and 5.4 for BNEWS, NPAPER, and NWIRE,
respectively. These results provide empirical evidence that while the Soon feature
set contains sufficient knowledge for the coreference system to achieve reasonably
good performance on the MUC data sets, it fails to do so for the ACE data sets.
Anaphoricity determination. Results in row 1 of Tables 6.12-6.16 show that
the best-performing coreference system for all five data sets rely on anaphoricity
determination (although different values of cr are used). Unlike the other experi-
ments in this subsection, in this case we simply deny the coreference system access
to anaphoricity information. This would allow us to get an idea of the extent to
which the anaphoricity determination component contributes to the overall system
performance.
Results are shown in row 7 of Tables 6.12-6.16. In comparison to the corre-
sponding results in row 1, F-measure drops by 0.5 (MUC-6), 1.0 (MUC-7), 0.1
(BNEWS), 0.8 (NPAPER), and 3.1 (NWIRE). Overall, adding anaphoricity de-
termination yields a modest gain in performance.
6.2.3 Summary of Results
Summarizing the results in this section, we reach the following conclusions:
• The aggressive-merge clustering algorithm is always employed in the best-
performing coreference systems.
• McCarthy and Lehnert’s training instance creation method is essential to
achieving good performance on the ACE data sets, whereas the Soon-1 and
Soon-2 methods yield better-performing systems on the MUC data sets.
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• Rule pruning does not appear to be a crucial parameter to TuneCoref-
Params as far as improving a coreference system is concerned.
• The robustness of C4.5 with respect to producing high-performing corefer-
ence systems makes it a better learning algorithm than RIPPER for learning-
based coreference systems.
• The strong preference for the expanded feature set over the Soon feature
set among the best-performing systems provides empirical evidence for the
claim that incorporating additional knowledge (in the form of features) can
improve the performance of a learning-based coreference system.
• Using automatically computed anaphoricity information to filter non-ana-
phoric NPs produces a modest gain in coreference performance.
6.3 Effect of Greedy Parameter Search
Because TuneCorefParams performs an exhaustive search in the parameter
space, we are relieved of any search issues that we would have to deal with oth-
erwise in order to make the most out of our approach to coreference resolution.
However, as the parameter space becomes large (e.g., by increasing the size of an
existing dimension or by increasing the dimensionality of the space), it may be too
computationally expensive to perform an exhaustive search.
Hence, from a practical point of view, it would be informative to see if our
approach could achieve a similar level of performance by employing a greedy search
instead of an exhaustive search. In this section, we will study the trade-offs between
performance and efficiency by comparing the results obtained via an exhaustive
search and a greedy search in our coreference parameter space. Below we will first
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describe our local search algorithm and then analyze the results obtained via this
greedy approach.
6.3.1 The Greedy Search Algorithm
Our greedy search algorithm, GreedyParamSearch, is shown in Figure 6.10.
GreedyParamSearch takes as input a training corpus T , a coreference scoring
function S, a parametric family of coreference systems Λ, and a coreference system
configuration λ ∈ Λ that serves as a starting point in our greedy search. Like other
greedy search algorithms, GreedyParamSearch attempts to make the best local
move from the current position in each iteration, and terminates when the best
move fails to improve performance.
There are two implementation issues we have to consider. First, we need to
define what a local move is in our search space. This notion is made precise
by the algorithm Neighbors (also shown in Figure 6.10), which computes the
set of neighbors of a given coreference system configuration. Basically, α ∈ Λ is
considered a neighbor of λ if and only if the corresponding vectors differ by at
most one element (recall that each parameter setting is a 6-tuple).
Second, to determine the “best” move, we need a method for scoring a corefer-
ence system configuration. GreedyParamSearch does this in exactly the same
way as TuneCorefParams. Specifically, the algorithm first divides the available
documents in T into two sets, A and B. Given a coreference system configuration,
the algorithm trains the underlying coreference and anaphoricity classifiers on A
and then scores the resulting system on B according to the scoring function S.
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GreedyParamSearch(T , S, Λ, λs)
Input: A training corpus T , a scoring function S, a parametric coreference
system Λ, and a coreference system configuration λs ∈ Λ
Algorithm:
Randomly divide T into two disjoint sets A and B such that A is twice as large
as B in terms of the number of documents.
λcurr := λs
Train the underlying coreference and anaphoricity classifiers on A given λcurr.
Score(λcurr) := score of the resulting coreference system on B according to S.
do
BestScore := Score(λcurr)
λbest := λcurr
foreach possible coreference parameter setting λnew ∈ Neighbors(λcurr,Λ) do
Train the underlying coreference and anaphoricity classifiers on A given λnew.
Score(λnew) := score of the resulting coreference system on B according to S.
λ∗ := arg maxλ∈Neighbors(λnew ,Λ) Score(λ)
λcurr := λ
∗
while Score(λ∗) > BestScore
Output: λbest
Neighbors(α, Λ)
Input: A coreference system configuration α, and a parametric coreference
system Λ
Algorithm:
N := ∅.
foreach possible coreference parameter setting λ ∈ Λ do
if α differs from λ along at most one dimension do
N := N
⋃
{λ}
endif
Output: N
Figure 6.10: The GreedyParamSearch Algorithm
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6.3.2 Performance and Efficiency
We can now use GreedyParamSearch to greedily search for the best-performing
coreference system on held-out data and apply the resulting system on our test
data. In order to compare the performance of GreedyParamSearch with Tune-
CorefParams, we ensure that the conditions under which the two algorithms
operate are identical. Specifically, GreedyParamSearch is given the same input
parameters (i.e., T , S, and Λ) as TuneCorefParams, and the training corpus T
is divided into a training sub-corpus (A) and a development sub-corpus (B) in the
same way in both algorithms. As a starting point for the local search, we employ
a coreference system configuration that has shown to perform reasonably well on
the MUC data sets — the Soon et al. coreference system configuration.
Performance of greedy search. The best parameter setting found byGreedy-
ParamSearch and the F-measure score achieved by the resulting system on the
test data for each of the five data sets are shown in row 2 of Tables 6.17-6.21.
For convenience, we have also included the best system configurations found by
TuneCorefParams in row 1 of these tables. Comparing rows 1 and 2, we see that
GreedyParamSearch finds the global maximum for the MUC-7 and BNEWS
data sets. On the other hand, only a local maximum is reached for the remain-
ing data sets: in comparison to the corresponding results in row 1, we see that
F-measure drops slightly by 0.3 for the MUC-6 data set and dramatically by 4.0
and 5.4 for the NPAPER and NWIRE data sets, respectively.
It would be informative to start the greedy search from a different system
configuration and see if we can get better (or worse) results. Comparing rows 1
and 2 of Tables 6.20 and 6.21 again, we conjecture that the poor results obtained
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Table 6.17: Effect of greedy search on system performance for the MUC-6 test
data. The F-measure score in row 1 is achieved by the best-performing system
obtained via an exhaustive search. The scores in rows 2 and 3 are achieved by
the best-performing systems obtained via a greedy search with different starting
points.
F-measure C I R L F A
1 67.9 aggressive Soon-2 yes RIPPER expanded cr=6
2 67.6 aggressive Soon-2 no C4.5 expanded cr=6
3 67.6 aggressive Soon-2 no C4.5 expanded cr=6
Table 6.18: Effect of greedy search on system performance for the MUC-7 test
data. The F-measure score in row 1 is achieved by the best-performing system
obtained via an exhaustive search. The scores in rows 2 and 3 are achieved by
the best-performing systems obtained via a greedy search with different starting
points.
F-measure C I R L F A
1 62.1 aggressive Soon-1 no C4.5 expanded cr=6
2 62.1 aggressive Soon-1 no C4.5 expanded cr=6
3 62.1 aggressive Soon-1 no C4.5 expanded cr=6
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Table 6.19: Effect of greedy search on system performance for the BNEWS test
data. The F-measure score in row 1 is achieved by the best-performing system
obtained via an exhaustive search. The scores in rows 2 and 3 are achieved by
the best-performing systems obtained via a greedy search with different starting
points.
F-measure C I R L F A
1 65.4 aggressive M&L no C4.5 expanded cr=8
2 65.4 aggressive M&L no C4.5 expanded cr=8
3 65.4 aggressive M&L no C4.5 expanded cr=8
Table 6.20: Effect of greedy search on system performance for the NPAPER test
data. The F-measure score in row 1 is achieved by the best-performing system
obtained via an exhaustive search. The scores in rows 2 and 3 are achieved by
the best-performing systems obtained via a greedy search with different starting
points.
F-measure C I R L F A
1 68.0 aggressive M&L no C4.5 expanded cr=3
2 64.0 aggressive Soon-1 no C4.5 Soon cr=2
3 63.2 single-link Soon-1 no C4.5 expanded cr=3
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Table 6.21: Effect of greedy search on system performance for the NWIRE test
data. The F-measure score in row 1 is achieved by the best-performing system
obtained via an exhaustive search. The scores in rows 2 and 3 are achieved by
the best-performing systems obtained via a greedy search with different starting
points.
F-measure C I R L F A
1 56.6 aggressive M&L no C4.5 expanded cr=4
2 51.2 aggressive Soon-5 no RIPPER Soon cr=2
3 56.6 aggressive M&L no C4.5 expanded cr=4
via GreedyParamSearch may be attributable to the algorithm’s inability to
move to a configuration that employs the expanded feature set. Hence, in our
second round of experiments, we give the algorithm an arguably better starting
point — the Soon system configuration with the Soon feature set replaced with
the expanded feature set. As before, the experiments are run under the same
conditions in both the previous and current rounds.
Results are shown in row 3 of Tables 6.17-6.21. Here, we see that a global
maximum is achieved for the NWIRE data set in addition to the MUC-7 and
BNEWS data sets. In comparison to the corresponding results in row 2, we see that
the algorithm reaches the same maximum as before for the MUC-6 data set. On the
other hand, a different local maximum that yields even worse results is achieved for
the NPAPER data set. Overall, these results are consistent with our intuition that
we may end up at different critical points with different parameter initializations.
Perhaps more importantly, GreedyParamSearch can yield coreference systems
that perform substantially worse than those obtained via TuneCorefParams.
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Table 6.22: The sequence of local moves made by the greedy search algorithm,
with parameters initialized to Soon et al.’s system configuration
MUC-6 MUC-7 BNEWS NPAPER NWIRE
1 expanded expanded M&L aggressive aggressive
2 cr=6 cr=6 aggressive cr=2 cr=2
3 aggressive aggressive expanded – RIPPER
4 Soon-2 – cr=8 – Soon-5
Efficiency of greedy search. Recall that our primary goal in this section is to
study the trade-offs between performance and efficiency by searching the parameter
space (1) exhaustively and (2) greedily. Hence, an important question to ask at
this point is: how many iterations does GreedyParamSearch take to reach the
critical points?
We can answer this question by examining Tables 6.22 and 6.23, which show
the steps GreedyParamSearch takes to reach a (local) maximum from our two
starting points for the five data sets. Specifically, row i of each table shows which
move was taken at the i-th iteration of the greedy search. For both of our start-
ing points, GreedyParamSearch converges in at most four iterations for all of
the data sets. Hence, despite its inferior performance to TuneCorefParams,
the fast convergence of GreedyParamSearch makes it a viable alternative to
TuneCorefParams when it is infeasible to search the parameter space exhaus-
tively.
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Table 6.23: The sequence of local moves made by the greedy search algorithm,
with parameters initialized to Soon et al.’s system configuration except that the
expanded feature set is used
MUC-6 MUC-7 BNEWS NPAPER NWIRE
1 cr=6 cr=6 M&L cr=3 M&L
2 aggressive aggressive aggressive – aggressive
3 Soon-2 – cr=8 – cr=4
6.4 Qualitative Error Analysis
Although our coreference systems performed well compared to existing systems, it
is clear from the results that there is substantial room for improvement. In this
section, we analyze the errors made by our coreference systems, with the goal of
identifying new avenues for performance improvements.
Our qualitative error analysis is based on a collection of 25 test texts contributed
equally by our five data sets (i.e., five texts chosen randomly from each data set).
Since coreference performance is measured in terms of recall and precision, we
divide the major sources of errors into three groups: (1) errors that affect both
recall and precision; (2) errors that affect only precision; and (3) errors that affect
only recall.
6.4.1 General Problems Affecting Recall and Precision
Errors in markable recognition. Remember that the maximum recall that can
be achieved by a coreference system is limited by how well markables are extracted
from the texts. Although our markable extraction algorithm has worked reasonably
well (see Section 5.3), our error analysis indicates that a fairly large number of
183
markables are still missed. Worse still, many coreference relationships between the
missing markables and the extracted ones can be recovered in a straightforward
manner (e.g., by simple string matching facilities). Hence, we expect system recall
to improve simply by improving the recall of the markable extraction algorithm.
On the other hand, erroneously extracted markables have caused system pre-
cision to drop. For instance, head SEC was (erroneously) extracted as a markable
from the phrase Washington to head SEC. The markable was then (erroneously)
merged with other NPs with the word head via the word overlap rule (see the
first rule in Figure 6.1). Hence, we expect system precision to improve simply by
improving the precision of the markable extraction algorithm.
Errors in feature value computation. Although errors in feature value com-
putation is in general a problem for learning-based coreference systems, our analysis
reveals that, for our five evaluation data sets, many recall and precision errors can
be avoided by more accurate recognition of alias (in particular acronyms), appos-
itives, and predicate nominal constructions. Hence, it is worth the effort of trying
to improve accuracy in computing these features.
Similarly, errors in resolving pronouns and pronominal references have caused
both system recall and precision to drop. In other words, while antecedents were
found for non-anaphoric pronouns, many anaphoric pronouns remained unresolved.
Moreover, the heuristics employed by our in-house pronoun resolution algorithm
have proved insufficient for performing accurate pronoun resolution. The algo-
rithm is especially weak in resolving pronouns in quoted speech, locative anaphors
(e.g., here, there), demonstratives (e.g., this, these), and pronouns such as we that
are used to refer to organizations (e.g., IBM) and locations (e.g., Europe). One
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plausible way to improve the accuracy of pronoun resolution is to design a set
of features specifically for acquiring pronoun resolution heuristics from annotated
data instead of relying on the knowledge-based resolver.
6.4.2 Problems Affecting Precision
Induction of over-simplistic coreference rules. Over-simplistic coreference
rules are rules that are too “lax” in positing two NPs as coreferent. As an example,
consider again the best-performing coreference classifier for the MUC-6 data set
(see Figure 6.1). The first rule in this classifier posits a coreference relationship
between two NPs that have a content word in common. Note that this coreference
constraint is too lax not only from an intuitive point of view but also from an
empirical point of view: the rule is responsible for many erroneous mergings of NP
clusters. Over-simplistic rules are likely to be induced when (1) high-recall, low-
precision features are available to the learner (e.g., word overlap, soon str)
and (2) there is an insufficient number of negative training instances needed to in-
duce high-precision rules (e.g., when Soon-1 or Soon-2 is used for creating training
instances).
At first sight, it seems that this problem can simply be addressed either by
removing high-recall, low-precision features from the feature set, or by using Mc-
Carthy and Lehnert’s training creation method. Nevertheless, neither solution is
particularly satisfactory for the following reasons. First, the removal of high-recall,
low-precision features may adversely affect the recall and ultimately the overall
performance of the system. Second, if the parameter tuning algorithm prefers
Soon-1/Soon-2 over M&L, then the training data created by M&L is probably too
skewed for the coreference classifier to perform well.
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Instead, we propose the following solutions to the problem. Linguistically
speaking, we can split a high-recall, low-precision feature into primitive features
that are expected to be more precision-oriented than the original feature. For
instance, we can split word overlap into two primitive features, one restricts
the application of word overlap to head nouns and the other to prenominal
modifiers. The reason is that word overlap between head nouns is intuitively a
more reliable coreference indicator than word overlap between prenominal mod-
ifiers. Extra-linguistically speaking, we suggest devising a new training instance
creation method in which we retain the set of positive instances created by Soon-
1/Soon-2 but generate additional negative instances by adopting Soon-3’s negative
instance creation method, for example.
Aggressive NP merging. The aggressive-merge clustering algorithm encour-
aged many erroneous mergings of NPs. Many of these errors can be avoided by
using precision-oriented clustering algorithms such as best-first and closest-first.
However, the results in Tables 6.12-6.16 indicate that these two clustering algo-
rithms have not performed as well as those employing aggressive-merge (in terms
of F-measure). Because of the consistent preference for aggressive-merge by the
best-performing systems, we suggest a precision-enhancing variant of aggressive-
merge that adopts a more stringent merging criterion. Basically, for each npj, we
still merge with each preceding coreferent NP, npi, as in aggressive-merge, but im-
pose the additional check that each NP in the same cluster as npj is compatible
with each NP in the same cluster as npi before merging. We can then define two
NPs to be compatible if the probability that they are coreferent is greater than δ,
for instance. This compatibility check is first applied to a closest-first clustering
186
algorithm in Cardie and Wagstaff’s (1999) coreference system.
6.4.3 Problems Affecting Recall
Lack of an inference mechanism. Although the coreference feature set has
a number of lexical features for performing string matching of varying degrees of
sophistication, our coreference systems currently have a very limited capability
for detecting co-referring NPs that are lexically dissimilar. Our analysis reveals
that the recall of our systems is severely limited by their inability to detect these
coreference relationships. Hence, to boost recall, the system must be equipped
with the ability to perform the following kinds of inference.
• Detection of synonyms or near-synonyms (e.g., the airline and the carrier).
Such detection becomes complicated for polysemous words such as carrier,
in which case the sense of the word might have to be disambiguated first.
Our subclass feature attempts to detect synonyms and near-synonyms with
the help of WordNet in a context-independent manner (i.e., all senses of a
word are taken into account during the detection). However, the feature
does not appear to be useful to the learner, probably because of its context-
independent nature.
• Detection of equivalent time expressions (e.g., 1995 and last year). Although
our systems have employed a date normalizer to assist with the identification
of equivalent time expressions, some of them remain undetected because of
errors in the normalization process.
• Detection of subclass/part-whole coreference relationships (e.g., spy satellites
and remote-sensing instruments). Clearly, this has to be done in a context-
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dependent manner, since not all remote-sensing instruments are spy satellites,
for instance. Although the subclass feature is responsible for detecting sub-
class relationships, it is not particularly useful to the learner, again probably
because subclass operates in a context-independent manner.
• Resolution of definite descriptions to proper nouns (e.g., SGI and the com-
puter workstation maker). Again, this has to be done in a context-dependent
manner, since SGI is not the only computer workstation maker, for instance.
Currently, our systems do not have a feature specifically designed to detect
this kind of coreference relationship.
• Inference based on world knowledge (e.g., China and Beijing). Without ac-
cess to world knowledge, a coreference system is unlikely to be able to detect
this kind of coreference relationships. Currently, some world knowledge is
provided by WordNet via the subclass feature (a WordNet path exists that
establishes Beijing as the capital of China, for instance). Unfortunately, as
mentioned above, this feature does not appear to be useful to the learner.
Lack of corpus-specific features. As mentioned before, different coreference
corpora may be annotated using different guidelines. For instance, unlike MUC,
ACE considers a country and the people living in the country to be coreferent (e.g.,
Britain and British). Although a learning-based coreference system can in principle
acquire these corpus-specific constraints for annotated data, our analysis shows
that a number of co-referring country/people pairs are missed by our systems.
Hence, incorporating corpus-specific features may increase system recall.
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6.5 Chapter Summary
To better understand the strengths and weaknesses of our approach to coreference
resolution, we focused on four different issues in our analysis of its performance
in this chapter. First, we examined the features and the learned rules that are
important to coreference resolution and anaphoricity determination. Second, we
empirically determined which parameter values in our best-performing coreference
systems are crucial to their superior performance. Third, we examined how sys-
tem performance would change if we employed a greedy search rather than an
exhaustive search for the best system configuration in the parameter search space.
Lastly, we conducted a qualitative analysis of the errors made by our systems and
suggested how further performance improvements could be obtained.
CHAPTER 7
CONCLUSION
The area [anaphora and coreference resolution] is difficult but not in-
tractable ... All we have to do is work more and hope for slow, but
steady progress. We just have to be patient! — Mitkov (2001)
In this dissertation, we have described the design, implementation, and evalu-
ation of a new approach to coreference resolution that improves existing machine
learning approaches to the problem. This chapter summarizes the contributions
of our research, discusses our recent work on weakly supervised approaches to
coreference resolution, and outlines possible future directions based on our work.
7.1 Summary of Contributions
The contribution of our research is five-fold.
A best-performing coreference resolution system. We presented a corefer-
ence system that outperforms the best existing learning-based coreference engine
— the Soon et al. system — on five standard coreference data sets. Importantly,
our superior performance is achieved without relying on additional labeled data,
allowing us to conclude that our approach has made more effective use of the
available training data than the Soon et al. system.
Linguistic extensions to existing machine learning approaches to coref-
erence resolution. We proposed two types of linguistic modifications.
• Large-scale expansion in the number and sophistication of coref-
erence knowledge sources. In contrast to existing learning-based coref-
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erence systems, which rely on a fairly small set of surface-level features, we
investigated a large-scale expansion in the number and sophistication of the
features available to the learning algorithm. Our expanded feature set has
played a crucial role in achieving good performance on the ACE data sets.
• A new corpus-based approach to anaphoricity determination. We
presented a new supervised approach to identifying anaphoric and non-ana-
phoric noun phrases and showed how such anaphoricity information can be
used to improve learning-based coreference systems. Incorporating anaphoric-
ity information into the coreference system yields modest performance gains.
Perhaps more importantly, such gains are achieved without the use of ad-
ditional training data: both the anaphoricity classifiers and the coreference
classifiers are trained on the same data.
Extra-linguistic modifications to existing learning approaches to coref-
erence resolution. We proposed two types of extra-linguistic modifications.
• Error-driven rule pruning. To more tightly tie the classification- and
clustering-level coreference decisions, we proposed an error-driven rule prun-
ing algorithm that optimizes the coreference classifier with respect to the
clustering-level coreference scoring function.
• Augmenting existing system components with alternative imple-
mentations. We generalized the standard machine learning approach by
only requiring the specification of a set of learning algorithms, clustering algo-
rithms, and training instance creation methods that are potentially useful for
building a high-performing coreference engine at the time of system construc-
tion. In particular, augmenting existing system components with alternative
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implementations has enabled us to delay the decisions of which learning al-
gorithm, clustering algorithm, and training instance creation method to use
until training time. This makes it possible to base such design decisions on
the data set on which the coreference system is trained, thus allowing the
system better capture the specificities of the data set.
A data-driven approach to system selection. Selecting the best coreference
system configuration is non-trivial, since it has to take into account the interac-
tions among the system components. We tackled this problem via a corpus-based
approach, in which we employed an exhaustive search for the system that achieves
the best performance on held-out data among all possible configurations.
The significance of this approach is three-fold. First, we showed that texts
annotated with coreference information can be used not only for training classifiers
but also for system selection. Second, we demonstrated how system performance
can be optimized with respect to the given coreference scoring function, which is
consistently ignored by existing approaches during system development. Lastly, we
showed how to globally optimize a coreference system, unlike existing approaches in
which the interactions among different components were seldom taken into account
when design decisions were made.
Extensive performance analysis. We presented a detailed analysis of the per-
formance of our approach, focusing on four different issues in our analysis. First,
we analyzed the learned coreference and anaphoricity rules as well as the features
that are important to these two tasks. Second, we empirically determined which
parameter values in our best-performing coreference systems are crucial to their
superior performance. Third, we examined how system performance would change
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if we employed a greedy search rather than an exhaustive search for the best system
configuration in the parameter search space. Finally, we conducted a qualitative
analysis of the errors made by our systems and suggested how further performance
improvements could be obtained.
7.2 Weakly Supervised Learning for Coreference Resolu-
tion
Recall that our approach currently uses 2
3
of the available training documents for
acquiring coreference classifiers and reserves the rest for tuning system parameters.
Hence, given a fixed set of annotated documents, we will have more data for
parameter tuning if we can reduce a learner’s reliance on labeled data for classifier
training.
Recently, a number of weakly supervised learning techniques have been devel-
oped, with the goal of reducing a learning algorithm’s reliance on labeled data
while maintaining a high level of accuracy. Given the observation that unlabeled
data is inexpensive to obtain, these weakly supervised learning algorithms train a
classifier on a small amount of labeled data and attempt to bootstrap the resulting
classifier on a large amount of unlabeled data. In this section, we describe existing
work as well as our related work on weakly supervised approaches to coreference
resolution.
7.2.1 Previous Work
Mu¨ller et al. (2002) have applied a popular bootstrapping algorithm — co-training
(Blum and Mitchell, 1998) — to the task of resolving anaphoric references in
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German. This subsection first gives an overview of the co-training algorithm and
then summarizes Mu¨ller et al.’s results.
The co-training algorithm trains two classifiers that can help augment each
other’s labeled data using two separate, but redundant views (or disjoint feature
subsets) of the data. Initially, each classifier is trained using one view of the
data and predicts the labels for all instances in the data pool, which consists of a
randomly chosen subset of the unlabeled data. Each then independently selects
its most confident predictions from the pool and adds the corresponding instances
with their predicted labels to the labeled data. The number of instances to be
added to the labeled data by each classifier at each iteration is limited by a pre-
specified growth size to ensure that only the instances that have a high probability
of being assigned the correct label are incorporated. The data pool is refilled with
instances drawn from the unlabeled data and the process is repeated for several
iterations.
Though the algorithm is conceptually simple, its theoretical guarantees come
with two fairly strong assumptions on the views. First, each view must be sufficient
for learning the concept. Second, the views must be conditionally independent of
each other given the class label.1
Finding a pair of views that satisfies both of these conditions is a non-trivial
problem for coreference resolution: neither can views be drawn from the left-hand
and right-hand context as in part-of-speech tagging, nor can they be derived from
features inside and outside the phrase under consideration as in named entity
classification (Collins and Singer, 1999).
1Abney (2002) argues that the conditional independence assumption is remark-
ably strong and is rarely satisfied in real data sets, showing that a weaker inde-
pendence assumption suffices.
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Consequently, when applying co-training to resolving anaphoric references in
German, Mu¨ller et al. propose a greedy algorithm for splitting the available features
heuristically. They find that co-training shows no performance improvements for
any type of German anaphor except pronouns over a baseline classifier trained on a
small set of labeled data. They then conclude that co-training might only be useful
for improving resolution performance on certain types of anaphora. However, they
do not provide any analysis of why the task does not benefit from unlabeled data.
In particular, the extent to which the two underlying assumptions on the views
are satisfied is not known.
7.2.2 Our Related Work
As mentioned above, we have recently examined several issues in applying weakly
supervised methods to coreference resolution (Ng and Cardie, 2003a,b). This sub-
section gives a summary of our related work and major findings.
Applying co-training with different view pairs. Mu¨ller et al.’s unsuccessful
attempt in applying co-training to anaphora resolution may be attributed to the
fact that the underlying view pair generated by their greedy method violates the
sufficiency and/or conditional independence assumptions. As a result, we explore
two additional heuristic methods for view factorization. The first method randomly
divides the available features into two sets. The second splits the features according
to the feature type, with the lexico-syntactic features forming one view and the
remaining features forming the other.
Results on the MUC-6 and MUC-7 data sets indicate that co-training can
improve coreference performance by as much as 5-10% in F-measure in comparison
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to a baseline classifier trained on a small set of labeled data. However, consistent
with the observations made by Nigam and Ghani (2000) and Pierce and Cardie
(2001), we find that co-training is sensitive not only to the views employed, but
to other input parameters such as the pool size, the growth size, and the number
of iterations to run the algorithm as well. The lack of a principled method for
determining these parameters in a weakly supervised setting where labeled data is
scarce remains a serious disadvantage for co-training.
Investigating single-view algorithms as an alternative to co-training.
Given the difficulty of view factorization for coreference resolution, we investigate
single-view algorithms, which do not require view factorization, as an alternative to
co-training for bootstrapping classifiers. In particular, we compare the performance
of co-training with two commonly used single-view weakly supervised learners —
self-training with bagging (Banko and Brill, 2001) and Expectation-Maximization
(Nigam et al., 2000) — on the coreference task.
In self-training with bagging, we first employ bagging (Breiman, 1996) to train a
committee of classifiers using the labeled data. Specifically, each classifier is trained
on a bootstrap sample created by randomly sampling instances with replacement
from the labeled data until the size of the bootstrap sample is equal to that of the
labeled data. Then each member of the committee (or bag) predicts the labels of
all unlabeled data. The algorithm selects an unlabeled instance for adding to the
labeled data if and only if all bags agree upon its label. This ensures that only
the unlabeled instances that have a high probability of being assigned the correct
label will be incorporated into the labeled set. The above steps are repeated until
all unlabeled data is labeled or a fixed point is reached.
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Expectation-Maximization (EM) is first used as a single-view weakly supervised
classification algorithm by Nigam et al. (2000). Like the classic unsupervised EM
algorithm (Dempster et al., 1977), weakly supervised EM assumes a parametric
model of data generation. The labels of the unlabeled data are treated as missing
data. The goal is to find a model such that the posterior probability of its pa-
rameters is locally maximized given both the labeled data and the unlabeled data.
Initially, the algorithm estimates the model parameters by training a probabilistic
classifier on the labeled instances. Then, the E-step and the M-step are repeated
for several iterations. In the E-step, all unlabeled data is probabilistically labeled
by the classifier. In the M-step, the parameters of the generative model are re-
estimated using both the initially labeled data and the probabilistically labeled
data to obtain a maximum a posteriori hypothesis.
In comparison to co-training, self-training with bagging achieves substantially
superior performance and is less sensitive to its input parameters. EM, on the
other hand, fails to boost performance, and we attribute this phenomenon to the
presence of redundant features in the underlying generative model. Consequently,
we propose a wrapper-based feature selection method (Kohavi and John, 1997)
for EM that results in performance improvements comparable to that observed
with self-training. Overall, our results suggest that single-view weakly supervised
learning algorithms are a viable alternative to co-training for coreference resolution
where a natural feature split into separate, redundant views is not available.
Designing a single-view, multi-learner bootstrapping algorithm for coref-
erence resolution. In addition to examining existing single-view weakly super-
vised learners such as self-training with bagging and EM, as described above, we
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also develop a new single-view bootstrapping algorithm for coreference resolution.
Motivated by the work of Goldman and Zhou (2000) and Steedman et al. (2003b),
our bootstrapping algorithm uses two different learning algorithms, namely Naive
Bayes (see Mitchell (1997), Chapter 6) and a decision list learner based on that
described in Collins and Singer (1999), to train two classifiers on the same set of
features (i.e., the full feature set). At each bootstrapping iteration, each classifier
labels and scores all instances in the data pool. The highest scored instances la-
beled by one classifier are added to the training data of the other classifier and
vice versa. Since the two classifiers are trained on the same view, it is important
to maintain a separate training set for each classifier: this reduces the probability
that the two classifiers converge to the same hypothesis at an early stage and hence
implicitly increases the ability to bootstrap. The entire data pool is replenished
with instances drawn from the unlabeled data after each iteration, and the process
is repeated. Results on the MUC-6 and MUC-7 data sets indicate that our single-
view, multi-learner bootstrapping algorithm can improve coreference performance
by as much as 12-16% in F-measure in comparison to a baseline classifier trained
on a small set of labeled data.
Developing a new method for ranking unlabeled instances. Although our
single-view, multi-learner algorithm is fairly successful in bootstrapping coreference
classifiers, we observe that the F-measure of the coreference system ultimately de-
creases as bootstrapping progresses. If the drop were caused by the degradation in
the quality of the bootstrapped data, then a more “conservative” instance selec-
tion method than that employed by co-training would help alleviate this problem.
Our hypothesis is that selection methods that are based solely on the confidence
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assigned to an instance by a single classifier may be too liberal. In particular, these
methods allow the addition of instances with opposing labels to the labeled data;
this can potentially result in increased incompatibility between the classifiers.
Consequently, we develop a new procedure for ranking instances in the data
pool to be fed back into the bootstrapping loop as labeled data. The bootstrapping
algorithm then selects the highest ranked instances to add to the labeled data in
each iteration. The method favors instances whose label is agreed upon by both
classifiers. (Preference 1). However, incorporating instances that are confidently
labeled by both classifiers may reduce the probability of acquiring new information
from the data. Hence, the method imposes an additional preference for instances
that are confidently labeled by one but not both. (Preference 2). If none of the
instances receives the same label from the classifiers, the method resorts to the
“rank-by-confidence” method employed by standard co-training (Preference 3).
More formally, define a binary classifier as a function that maps an instance to
a value that indicates the probability that it is labeled as positive. Now, let µ be a
function that rounds a number to its nearest integer. Given two binary classifiers
C1 and C2 and instances i1 and i2, the ranking method shown in Figure 7.1 uses
the three preferences described above to impose a partial ordering on the given
instances for incorporation into C2’s labeled data. The method similarly ranks
instances to be added to C1’s labeled data, with the roles of C1 and C2 reversed.
Cao et al. (2003) and Steedman et al. (2003a) have also independently in-
vestigated instance selection methods for co-training and verified the usefulness
of ranking unlabeled instances using both classifiers involved in the bootstrap-
ping loop. Interestingly (and incidentally), Preference 2 forms the backbone of
Cao et al.’s uncertainty reduction algorithm, where the highest ranking unlabeled
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i1 > i2 if any of the following is true:
[µ(C1(i1)) = µ(C2(i1))] ∧ [µ(C1(i2)) 6= µ(C2(i2))]
[µ(C1(i1)) = µ(C2(i1))] ∧ [µ(C1(i2)) = µ(C2(i2))] ∧ [|C1(i1)−C2(i1)| > |C1(i2)−C2(i2)|]
[µ(C1(i1)) 6= µ(C2(i1))] ∧ [µ(C1(i2)) 6= µ(C2(i2))] ∧ [max(C1(i1), 1 − C1(i1)) >
max(C1(i2), 1− C1(i2))]
Figure 7.1: The ranking method that a binary classifier C1 uses to impose a partial
ordering on the instances to be selected and added to the training set of binary
classifier C2. i1 and i2 are arbitrary instances, and µ is a function that rounds a
number to its closest integer.
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instances are those that are most confidently labeled by one classifier and least
confidently labeled by the other. Preference 2 is also similar to Steedman et al.’s
Sint-n selection method, which selects an instance if it belongs to the intersection
of the set of the n percent highest scoring instances of one classifier and the set
of the n percent lowest scoring instances of the other. Nevertheless, to our knowl-
edge, no previous work has examined a ranking method that combines the three
preferences described above.
We compare the F-measure learning curves generated by our ranking method
and the “rank-by-confidence” method employed in standard co-training for the
MUC-6 and MUC-7 coreference data sets. Overall, the results are consistent with
our intuition regarding the two methods. In the rank-by-confidence method, F-
measure deteriorates in the course of bootstrapping as expected. On the other
hand, our ranking method does not exhibit this performance trend.
7.3 Future Directions
There are numerous avenues for extending the current work, depending on whether
one is primarily interested in making a linguistic or machine learning contribution
to research in coreference resolution.
7.3.1 Potential Linguistic Extensions
Bootstrapping coreference knowledge. As discussed before, our coreference
system lacks an inference mechanism for resolving lexically dissimilar NPs, in part
owing to its lack of access to world knowledge as well as semantic knowledge for
performing context-dependent word sense disambiguation and discourse analysis.
Although it is important to identify new knowledge sources like these, the process
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can sometimes be difficult, especially if the desired knowledge is too sophisticated
to compute accurately. Perhaps a more appealing way to increase the knowledge of
a coreference system is to have it discover new knowledge automatically by itself.
Harabagiu et al. (2001) present an algorithm for bootstrapping existing knowl-
edge to improve the resolution of common nouns using the WordNet semantic
knowledge base. The basic idea is to take advantage of the transitivity property
inherent in the coreference relation. Given two common nouns C1 and C2, and
two coreferent NPs A and B, knowing that C1 is coreferent with A and and C2 is
coreferent with B allows the system to infer that C1 is coreferent with C2. Thus,
new semantic consistency information can be discovered from the WordNet paths
between C1 and C2.
Nevertheless, the problem of bootstrapping knowledge for coreference resolution
is currently under-investigated. Given the initial success of Harabagiu et al.’s
method in improving system recall, it seems that the problem warrants further
investigation.
Adapting the system to handling spoken dialogues. So far we have only
applied our system to resolving references in narrative texts. It would be interesting
to investigate how well the system works on spoken dialogues. The presence of
disfluencies and the abundance of references with non-NP antecedents in spoken
dialogues not only distinguish them from written texts but also make the resolution
process apparently more difficult.
There has been fairly little work on anaphora and coreference resolution for spo-
ken dialogues. Most notably, Byron (2002) adopts a knowledge-based approach to
resolving pronoun references in ten problem-solving dialogues from the TRAINS93
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corpus (Heeman and Allen, 1995), achieving a reasonably good accuracy of 72%.
However, this accuracy rate is achieved with two fairly strict assumptions. First,
the resolution algorithm is assumed to have access to domain-specific semantic
knowledge, which makes it difficult to port the system to new domains. Restricting
the system’s access to domain-independent resources, accuracy drops precipitously
to 53%. Second, the reported accuracy is measured on anaphoric pronouns only. In
other words, Bryon makes the practically unrealistic assumption that her system
has access to perfect anaphoricity information.
More recently, Strube and Mu¨ller (2003) have adopted a machine learning ap-
proach to the problem. Their system achieves an F-measure of 47% in an evaluation
on 20 Switchboard dialogues, subject to the strong assumption that the feature
values are computed without any errors.
Overall, anaphora resolution for spoken dialogues is an under-investigated prob-
lem. It would therefore be interesting to see how to extend our system to handle
pronoun references in spoken dialogues.
7.3.2 Potential Extra-Linguistic Extensions
Specializing coreference classifiers. The list of extensions to the standard
machine learning framework that we proposed in this dissertation is by no means
exhaustive. Other modifications are possible. For instance, we mentioned in Sec-
tion 1.2 that coreference strategies often differ depending on the type of NP we are
dealing with. This suggests that we may be able to improve system performance
by training a separate coreference classifier for each type of NP: doing so may allow
the learning algorithm to better capture the linguistic properties of each NP type.
Contrary to our expectation, however, preliminary experiments with the MUC
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data sets indicate that training three separate classifiers (for pronouns, proper
NPs, and common NPs) causes the F-measure of the coreference system to drop
in comparison to training a single classifier. A closer examination of the results
reveals the reason: some of the coreference rules induced in the single-classifier case
are applicable to more than one NP type, but these rules are not always present
in the corresponding NP-type-specific classifiers. This can be attributed in part
to the smaller number of training instances used to acquire each NP-type-specific
classifier in comparison to the single-classifier case: the reduction in the number of
training instances causes certain linguistic patterns to occur too infrequently for
the learning algorithm to account for.
One line of future work would be to examine whether the same conclusion
can be drawn for the ACE data sets. It is possible that the coreference system
may actually benefit from training multiple classifiers for ACE because of the
availability of a larger amount of training data than MUC. Also, it would be
worth investigating whether there are other ways of learning specialized coreference
classifiers and combining their decisions.
Learning probabilistic relational models of coreference. One potential
drawback of recasting coreference as a classification task, as we have seen, is that
we can no longer enforce the transitivity constraint inherent in the coreference
relation. This means that it is possible for a coreference system to determine that
A is coreferent with B, and B with C, but that A and C are not coreferent.
Probabilistic relational models such as Relational Markov Networks (Taskar
et al., 2002) have been developed to address this problem. These are undirected
graphical models that allow classification decisions to be made in dependent re-
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lation to each other by integrating information from individual entities as well as
relations between them. Recently, McCallum and Wellner (2003) have developed a
relational model specifically for proper noun coreference. The model is constructed
as follows. First, we create a node for each entity in a text, connecting two nodes
by an edge if we allow any form of dependency between them. Then, for each
pair of nodes xi, xj in the graph, we create an additional node yi,j connected to xi
and xj by an edge. These yi,j are binary-valued random variables used to indicate
whether the NPs corresponding to xi and xj are coreferent. Next, we can define
feature functions that are potentially useful for determining whether a pair of en-
tities are coreferent or not over xi, xj and yi,j. For instance, one feature function
might have value 1 if and only if both NPs have the same gender and number
and are coreferent with each other. These feature functions are combined into a
probabilistic model having the following exponential form:
P (y | x) :=
1
Z(x)
exp
(∑
i,j,l
λl fl(xi, xj, yi,j)
)
,
where Z(x) is a normalization function, λl is a feature-weight parameter, and
fl(xi, xj, yi,j) is a feature function associated with the parameter λl. After training
the model parameters (i.e., the λ’s) to maximize the likelihood of the given (la-
beled) data, we can apply the model to a new text to find the highest probability
coreference solution, y∗ := arg maxy P (y | x), using standard inference procedures
for relational models. It should be clear that the resulting solution does not make
pairwise coreference decisions independently of each other. According to McCal-
lum and Wellner (2003), results obtained via this model on proper noun coreference
are promising. An interesting line of future work, then, would be to investigate if
the model would work equally well on the full coreference task.
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