We consider the problem of the global convergence of gradient-based optimization algorithms for interstitial high-dose-rate (HDR) brachytherapy dose optimization using variance-based objectives. Possible local minima could lead to only sub-optimal solutions. We perform a configuration space analysis using a representative set of the entire non-dominated solution space. A set of three prostate implants is used in this study. We compare the results obtained by conjugate gradient algorithms, two variable metric algorithms and fast-simulated annealing. For the variable metric algorithm BFGS from numerical recipes, large fluctuations are observed. The limited memory L-BFGS algorithm and the conjugate gradient algorithm FRPR are globally convergent. Local minima or degenerate states are not observed. We study the possibility of obtaining a representative set of non-dominated solutions using optimal solution rearrangement and a warm start mechanism.
Introduction
Dose optimization in interstitial high-dose-rate (HDR) brachytherapy has to consider many objectives which are in conflict, such as coverage of the planning target volume (PTV) with a specified dose and protection of surrounding tissue and organs at risk (OAR). The objectives are combined into a single objective function f Tot formed by a weighted sum of the individual objective functions. The optimal value f * i for the ith objective found by an optimization algorithm depends on the weights (importance factors) used and may not be the best possible result. This is because the mapping from importance to objective space is complex, especially for three or more objectives. In cases where the solution is not satisfactory, the treatment planner is required to repeat the optimization with a different set of importance factors. One method is to increase the importance factors of the objectives for which the solution does not provide a satisfactory result. In practice, only a very small number of combinations can be tested and with this approach the treatment planner cannot gain all the information about the range of possible values and the degree of competition, which is required to select the best solution.
In order to get the best possible result and avoiding trial-and-error methods, we proposed a gradient-based multiobjective optimization algorithm. This algorithm in comparison to stochastic-simulated annealing algorithms provides a representative set of 100 solutions in only a few minutes. Decision making tools based on goal attainment provide the necessary information to select the best possible solution (Milickovic et al 2002) .
According to the Kuhn-Tucker theorem (Miettinen 1999) , gradient-based algorithms converge to the global optimum if convex objective functions are used. For variances, and in general for quadratic convex objective functions f (x) of the form f (x) = (Ax − d)
T (Ax − d), it is known that a weighted sum optimization method converges to the global Pareto front (Deasy 1997) . A is a constant matrix and d is a constant vector of the prescribed dose values within the PTV or on its surface. In the presence of OARs, local minima may exist in which the algorithm is trapped. For convex objective functions, if some criteria are satisfied then global convergence of gradient-based optimization algorithms can be proved. To what extent dose limits for the OARs can influence the global convergence is not known.
In HDR brachytherapy the methods used can be deterministic gradient-based (Milickovic et al 2002) , stochastic optimization such as simulated annealing (Lessard and Pouliot 2001) and multiobjective evolutionary algorithms (Lahanas et al 2003) . The objective functions can be described by the same parametric function. A parameter α specifies the type of objective function (Milickovic et al 2002) . For α = 1, Lessard and Pouliot (2001) using a simulated annealing algorithm with a temperature close to zero showed that the final solution depends on the starting parameter values. In previous work, Milickovic et al (2002) proposed a gradient-based optimization algorithm with variances that corresponds to the set of objectives with α = 2. It is therefore interesting to see whether gradient-based optimization algorithms can be used if OARs are included in the optimization and then if sub-optimal solutions can be obtained due to trapping at a local minimum without the treatment planner knowing that this happens. Kneschaurek et al (1999) stated that 'it is impossible for the user of the variance minimization program to predict if the solution found is optimal, because the detected minimum depends on the starting value of the gradient search'.
In the work on intensity modulated beam radiotherapy (IMRT) by Rowbottom and Webb (2002) , a configuration space analysis was used to study the presence of local minima for various objective functions used for the dose optimization: local minima were observed. For HDR brachytherapy no study is known which considered the presence of local minima and their influence when gradient-based optimization algorithms are used.
We present numerical tests searching for local minima and/or degenerate states for three prostate implants. We study the global convergence of three gradient-based optimization algorithms.
Using a matrix representation for the objectives and the derivatives, we have found that it is possible to significantly reduce the time for multiobjective optimization by using second-order dose kernel matrices. With this approach it is possible to increase the number of sampling points to a few thousand without any significant increase of the optimization time.
Methods

Multiobjective optimization
Dose optimization in HDR brachytherapy considers the simultaneous optimization of many competing objectives and is therefore a true multiobjective optimization problem. Thus, we must find a set of values of a decision variable vector x, which optimizes a set of M objective functions f i (x), k = 1, 2, . . . , M. For each objective a corresponding weight or importance factor w i is used that is a measure of its importance. For a given set of importance factors, an optimization algorithm is applied using a linear weighted sum
For a given set of importance factors, the optimization provides a set of optimal values f * i (x). We map from importance space into objective space.
In contrast with fully ordered scalar search spaces, the concept of optimality needs to be defined for a multiobjective optimization problem. A solution x 1 dominates a solution x 2 if the following two conditions are true.
(1) x 1 is no worse than x 2 for all objectives, i.e. f j (
(2) x 1 is strictly better than x 2 for at least one objective, i.e. f j (x 1 ) < f j (x 2 ) for at least one j ∈ {1, 2, . . . , M}.
We assume, without any loss of generality, that this is a minimization problem. We can say, for example, that x 1 is non-dominated by x 2 or that x 1 is non-inferior to x 2 or x 2 is dominated by x 1 . Among a set of solutions P, the non-dominated sets of solutions P * are those that are not dominated by any other member of the set P. When the set P * is the entire feasible search space, it is then called the global Pareto optimal set. If there exists no solution in the neighbourhood of x for every member x of a set P * , then the solutions of P * form a local Pareto optimal set. The image of the Pareto optimal set is called the Pareto front.
The importance vector w = (w 1 , w 2 , . . . , w M ) is called a normalized importance vector if M j =1 w j = 1, w j 0, ∀j . Any non-normalized set of importance factors can be reduced to a normalized set by dividing each factor by the sum of all factors. The optimization results will not be modified by this scaling.
Uniformly distributed importance factors are produced where each importance factor of every objective takes one of the following values: [l/k, l = 0, 1, . . . , k] , where k is the sampling parameter. For M objectives and a sampling parameter k, we have 
Deterministic gradient-based algorithms
Dose optimization algorithms in HDR brachytherapy require the inclusion of constraints for the dwell weights as the result of the optimization includes a large number of negative, and thus virtual non-physical dwell times. A correction method for the negative weights has been applied in several treatment-planning systems, such as Nucletron PLATO, with a resulting reduction in the quality of the optimization results. We use a simple technique to solve this problem by replacing the decision variables, the dwell weights x * k with the parameters x k = (x * k ) 1/2 . Using this mapping technique we avoid non-feasible solutions (Milickovic et al 2002) . We consider constraint-free gradient-based algorithms that are based on line search. The special class of gradient-based optimization algorithms trust region based optimization algorithms is not considered in this study. We consider only three algorithms: the conjugate gradient-based Fletcher-Reeves-Polak-Ribiere algorithm (FRPR), the quasiNewton Broyden-Fletcher-Goldberg-Shanno algorithm (BFGS) (Press et al 1992) and the limited memory BFGS algorithm (L-BFGS) by Liu and Nocedal (1989) For iteration k = 0 until stopping criterion is satisfied
At each iteration a line search procedure is used to determine the step size for the optimizer of the objective function in a chosen direction. The line search algorithm (which would be better called ray search) can be exact. That is, the optimal step size is found for the given direction. In other words, find the minimum of f along the ray x k + αp k , α 0. In a soft line search only an approximate step size is determined. L-BFGS uses a backtracking line search. For convergence the step size has to be chosen such that a sufficient decrease criterion is satisfied, which depends on the local gradient and function value and is specified in L-BFGS by the Wolfe conditions (Liu and Nocedal 1989) .
The difference between BFGS and L-BFGS is the method for the inverse Hessian update. BFGS requires O(N 2 ) operations for the update whereas L-BFGS requires only 4mN operations to calculate the descent direction indirectly from the m last values of s k = x k+1 − x k and y k = ∇f (x k+1 ) − ∇f (x k ). A value of m = 5 is recommended. The required memory is 2mN + O(N) whereas BFGS requires N 2 /2 for the matrix H k (Liu and Nocedal 1989) . The FRPR method determines the descent direction initially from the gradient p 0 = −∇f (x 0 ) and then from the current gradient and the previous descent direction p k+1 = −∇f (x k+1 ) + β k p k , where β k is determined by the Polak-Ribiere formula (Press et al 1992) .
The gradient-based optimization algorithms require the derivatives of the objective function with respect to the decision variables, which in our case are the square root of the dwell times. FRPR is required to use exact line search algorithms whereas for BFGS soft line search algorithms are recommended.
Each of the algorithms uses a different stopping criterion specified by the parameters ε 1 , ε 2 and ε 3 .
FRPR:
where
is the optimal solution at the kth iteration. We have found that optimization with ε 1 = ε 2 = 10 −4 and ε 3 = 10 −6 produces comparable results.
Dose calculation
The dose d i (x) at the ith sampling point is calculated by
jd ij , where x 2 j is the dwell time of the jth source dwell position andd ij is the kernel value for the ith dose calculation point and jth source dwell position. N d is the number of source dwell positions. Dose calculation look-up tables (LUT) of the dose kernel valuesd ij were calculated and stored in a preprocessing step. The dose distribution around a cylindrical source is not isotropic, due to the attenuation of the photons in the active source material, the encapsulation material and the source drive cable. Due to the cylindrical rotational symmetry the dose rate in a uniform isotropic medium is a function of only r and θ . The orientation of each source is determined from the catheter geometry, and a dwell position vector is calculated at each source, parallel to the cylindrical source axis and in opposite direction to the source drive cable. We used dosimetric kernels obtained by Monte Carlo simulation (Angelopoulos et al 1992 , Sakelliou et al 1992 , Karaiskos et al 1998 , 1999 .
Objective functions used in HDR brachytherapy
The aim of HDR brachytherapy dose optimization is to cover the PTV with at least some dose value, and to protect the OARs and the surrounding normal tissue with dose values above some specific level. Therefore, the objectives that are used have a common characteristic in that they penalize dose values above or below some dose value limits. The difference between the objective functions is how the violation is penalized and what dose normalization is applied. For variance-based objective functions, dose values above a critical dose value are penalized quadratically, for Lessard-Pouliot objectives linearly (Lessard et al 2001) and for DVH-based objectives (Lahanas et al 2003) independent of the dose value. These objectives can be expressed by the objective functions
where α is a parameter and N is the number of sampling points. For α = 2 we obtain the quadratic type of objectives, for α = 1 the Lessard-Pouliot objectives and for α = 0 the DVH-based objectives. Milickovic et al (2002) have shown results using gradient-based optimization algorithms for objectives that correspond to the case α = 2. The objectives are such that the isodose of the optimal dose distribution of the prescription dose coincides with the PTV surface. The dose values are normalized using the average dose on the PTV surface. This dose value D ref is set to be equal to the prescribed dose. With this approach, the use of an additional objective for the surrounding normal tissue (NT) is not necessary. For this, the dose variance f S of the sampling points (dose points) uniformly distributed on the PTV surface should be as small as possible. The avoidance of excessively high dose values inside the PTV is controlled by the dose distribution variance f V inside the PTV. Normalized variances are used.
where m S and m V are the average dose values on the PTV surface and within the PTV respectively, and N S , N V the corresponding numbers of sampling points. The objective space of (f S , f V ) is convex and gradient-based algorithms converge to the global Pareto front. If OARs are to be considered, then an additional objective is included for each OAR.
where N OAR i is the number of sampling points in the OAR and D OAR c is the corresponding critical dose as a fraction of the prescription dose or reference dose which was chosen to be the average dose on the PTV surface. The derivatives are as follows:
where the following relations are used:
are the dose rates at the ith sampling point on the PTV surface, within the PTV and within an OAR, respectively. x 2 l is the dwell time of the lth source dwell position.
OAR il are the dose kernels for the ith sampling point and the lth source dwell position for the sampling points on the PTV surface, within the PTV and in the OAR respectively.
Optimization of the calculation of the objectives and derivatives using dose kernel look-up tables
The number of operations for the calculation of the objective functions and the derivatives for N S sampling points is of the order of Lahanas and Baltas (2002) we presented a method which for the calculation of the objectives and derivatives requires
The main idea is to consider for the objective f S the look-up tabled 
For the objective f V the corresponding matricesK V and D V are required. D S and D V can be calculated once in a preprocessing step which requires only 1-2 s.
Equations ( 
Global convergence and configuration space analysis
Global convergence for an optimization algorithm describes the property that the result is independent of the initial value. For Newton-like algorithms, a convergence to a local minimum requires that the initial start point is not too far from the optimal solution. Global convergence does not guarantee that the solution is global optimal, i.e. a global minimum is obtained. Therefore, we compare the optimization results using the gradient-based algorithms with results obtained by a stochastic algorithm such as simulated annealing which in principle can escape from local minima and it is statistically proved that it asymptotically converges to the global minimum if a defined annealing schema and a visiting probability distribution are used.
We use a technique known as configuration space analysis (Solla et al 1986) to study the global convergence of gradient-based optimization algorithms in HDR brachytherapy. The individual single objective functions were determined by running the gradient-based optimization algorithms 200 times with different starting dwell position weights. The result of the 200 optimization runs were stored and the statistical properties such as the average, minimum and maximum value, and the one standard deviation (SD) value were calculated for each objective. This calculation was repeated depending on the number of source dwell positions and number of objectives for 84 different sets of importance factors. A representative set of the Pareto front was sampled in order to see whether local minima exist for some combinations of importance factors. 
Reoptimization
Reoptimization is understood literally as starting from the optimal solution of one problem to find an optimal solution for the next problem in the sequence. The multiobjective optimization using deterministic gradient-based algorithms can be seen as an application of the algorithm many times based on a sequence of importance factors sets. One method to obtain a representative sample of solutions faster could be the use of the result of a previous optimization as the starting point for the optimization with another set of importance factors w * which is close to w (see figure 1) . With this approach it should be possible to reduce the number of the iterations required if the solutions are also close in objective space.
The optimization paths for the algorithms L-BFGS, BFGS and FRPR are shown in the two-dimensional projection on the f S -f V objective space and f S -f Urethra in figure 2. Close to the starting point the high gradients in the objective space initially move the searcher with large steps closer to the global optimal point. The gradients close to the optimal point start to decrease and the optimization steps also decrease. A large time is spent finally in moving the searcher asymptotically closer to the global optimal point. L-BFGS moves more straightforward towards the optimal point, while FRPR performs from time to time large jumps. The method which produces sets of uniformly or randomly distributed importance factors has been modified using a rearrangement of the order of the importance factors such that a spatial proximity of consecutive sets in importance factors space is obtained. This method has been used to test whether there are trapping regions, i.e. sets of initial dwell weights for a given set of importance factors where the solution using the gradient-based algorithm is perhaps confined. The rearrangement is shown in figure 3(a) for randomly distributed importance factors and in figure 3(b) for uniformly distributed importance factors. Even for the initial uniformly distributed importance factors we have a reduction of the Euclidean distance in importance space from 0.35 ± 0.26 to 0.24 ± 0.037 units.
Results
A set of three clinical implants has been used in this study. The characteristic properties of the prostate implants are shown in table 1. The objective values have been obtained from 500 sampling points uniformly distributed inside the PTV and 300 points inside each OAR. The sampling points are quasi-randomly distributed. Sampling points inside the catheters were excluded in order to avoid large fluctuations of the dose variances. For the sampling points on the PTV surface we used the points uniformly distributed on the triangulated PTV surface with a surface density of 3 points cm −2 (Lahanas et al 2000) . The distribution of the number of optimization iterations (excluding the function evaluations used by the line search algorithms) is shown in figure 5 . For some combinations of importance factors, BFGS converges prematurely while FRPR requires the largest number of iterations. These are solutions with a very small volume importance factor. The number of iterations depends on the initial value of the dwell weights. The difference in number of required iterations can be explained by the fact that the optimization path is very complex, especially in the final stages of the optimization.
Configuration space analysis using BFGS, FRPR and L-BFGS
The large fluctuations for solutions with small w S or w V for BFGS are due to the soft line search algorithm that sometimes fails and the optimization stops after very few iterations. FRPR requires a significantly smaller number of iterations to approach the global minimum than BFGS and L-BFGS but the optimization time is larger due to the exact line search method used, based on Brent's method (Press et al 1992) of bracketing a minimum using three points via a parabolic fit and using derivatives.
Comparison of L-BFGS with fast-simulated annealing
We compare the optimization results for the three implants obtained with L-BFGS with fastsimulated annealing FSA (Szu and Hartley 1987) . L-BFGS was running with an accuracy of ε 3 = 10 −8
. For the prostate case 1 of table 1 three objectives have been used (f S , f V and f Urethra ). For the urethra the critical dose was set to 0.9 times the reference dose. The three projections (f S , f V ), (f S , f Urethra ) and (f V , f Urethra ) for 91 solutions obtained by L-BFGS and FSA are shown in figure 6. For FSA 100 000 iterations were used and the optimization time was 830 s with a 933 MHz Intel Pentium III PC. The optimization time for L-BFGS was 3 s.
The six two-dimensional projections of the four-dimensional Pareto set for the prostate case 2 are shown in figure 7 . A critical dose value of 1.25D ref and 0.75D ref for the urethra and the rectum, respectively, was used. For FSA 250 000 iterations were used to obtain a high accuracy result which required 4.6 h for the 84 solutions. The optimization time for L-BFGS was 23 s. The six two-dimensional projections of the four-dimensional Pareto set are shown in figure  8 for the prostate case 3. For FSA, 450 000 iterations were used to obtain a high accuracy result which required 17 h. A critical dose value of 1.25D ref and 0.75D ref for the urethra and the rectum respectively was used. The optimization time for L-BFGS was 54 s.
Comparison of FRPR results obtained with warm-and cold-start
We compare the results using L-BFGS obtained by the cold-start and warm-start methods using the prostate case 2. A representative set of 84 solutions obtained with different importance factors is used. In the cold-start method each solution is obtained by using, as initial values, the same set of dwell times. In the warm-start method only the first solution is initialized by setting all dwell times equal to 1, whereas for all other solutions the result of the previous optimization is used as initial values for the dwell times. The distribution in the objective space of the 84 solutions with the two methods is shown with ε 3 = 10 −6 in figure 9. The optimization times for the cold-and warm-start methods were 24.35 s and 7.40 s, respectively. The resulting coverage of the PTV with the reference dose and the percentage of the urethra with a dose larger than the critical dose are shown in figure 10(a) and (b), respectively. The number of iterations is included for both methods (see figure 10(c) ).
Mapping from parameter to objective space
If the optimization starting point is very close on the boundary of the feasible space, then the accuracy of the gradient-based optimization algorithm deteriorates. In order to estimate the probability of producing randomly starting points close to the feasible space, we have produced 10 5 sets of randomly distributed dwell times and calculated the individual objective functions. The scaling invariance of the objective functions allows us to limit the individual dwell times in the interval [0, 1] . Figure 11 (a) shows a map from 10 5 points for prostate case 3. The mapping from parameter space to objective space is non-uniform. The density of points in objective space decreases rapidly towards the borders of the feasible space which is obtained by L-BFGS.
Especially for f S and f Urethra it is unlikely that a random set of dwell times will produce a solution close to the global Pareto front. We have estimated the probability P to obtain a solution in the interval (f S ± 0.003, f Urethra ± 0.003) by using a two-dimensional normal distribution for the distribution of the random solutions in the objective space. The fit unfolded as a one-dimensional distribution is shown in figure 11(b) . Using the objective values of the Pareto set found by L-BFGS we found that their production probability with random dwell times is between 10 −13 and 10 
Discussion and conclusions
Gradient-based optimization algorithms are very efficient algorithms. Their main disadvantage is that they can be trapped in local minima. We performed a configuration space analysis using variance-based objectives. We used a representative set of three prostate HDR brachytherapy implants with increasing number of source dwell positions. Using a simple mapping technique that avoids non-feasible solutions with negative dwell weights, we were able to use standard constraint-free gradient-based optimization algorithms.
The gradient-based optimization algorithms applied with the variance-based objectives produce global optimal solutions with exceptions observed using the numerical recipes BFGS code where strong fluctuations are observed if small importance factors w S and w V are used. For the other two algorithms the optimization results do not depend on the starting point of the gradient search. The total objective function is determined with accuracy proportional to the tolerance value set for the optimization. For the surface and volume variance this is expected due to the convex objective space but not if objectives for the OARs with dose limits have to be considered. The main problem could be that the feasible space from the combination of the objective functions for the OARs could produce a nonconvex feasible space. Tests performed with other dose limits did not show any failure for L-BFGS and FRPR. Up to 100 000 optimization runs were used for these tests using around 100 different sets of importance factors. Even if this does not exclude the presence of local minima, we think that they practically are negligible. The comparison with a lengthy fast-simulated annealing algorithm reproduced the Pareto sets produced by L-BFGS and FRPR with a high accuracy. We conclude therefore that the results are very likely globally optimal. We have to consider that even a failure is not too dramatic as the algorithms are used for multiobjective optimization where an order of 100 solutions is obtained and even if one of the solutions is local optimal due to trapping other solutions close around could be used. L-BFGS produces global optimal solutions at least by a factor 100 faster than FSA.
Convergence studies performed in IMRT considered only the total objective function and not the individual objective values. Only the weighted objective function is visible by the optimization algorithm and it is possible that various combinations of the single objective values produce the same weighted sum. Our analysis for HDR brachytherapy, using prostate as an example, has not observed such degenerate states. Such states could exist for test implants cases such as rectangular planning target volumes with an exact geometrical symmetry that for real clinical cases do not exist (Kneschaurek et al 1999) .
The L-BFGS algorithm was found to be more than three and six times faster than BFGS and FRPR, respectively. This is due to the smaller number of iterations that are required for L-BFGS to converge and the reduced number of operations required for the update of the approximate inverse Hessian matrix. The ratio of the number of operations between BFGS and L-BFGS is approximately N The failure of the numerical recipes BFGS algorithm could be due to numerical problems of the line search algorithm and also probably due to large condition numbers of the approximation of the inverse Hessian matrix which for L-BFGS could be less problematic due to the periodic reinitialization.
For the surface and volume variance we used a method to calculate the objectives and derivatives that is independent of the number of sampling points. This method allows us to increase the number of sampling points in the PTV up to a few thousand, thus improving the accuracy without any loss of optimization speed. The speed-up is also significant for implants with a small number of source dwell positions, where the term N We have tested an optimal restart method in order to obtain more efficiently a representative set of non-dominated solutions. Our analysis showed that for solutions with small surface and volume importance factor the accuracy of the obtained solutions is reduced. It seems that the gradient-based optimization algorithms tested have problems if the starting point is close to the boundary of the feasible space.
The warm-start method could be used for the rapid initialization of solutions used in inverse planning using evolutionary multiobjective optimization algorithms, even if the accuracy of some of the obtained solutions is small.
A patent including the dose optimization speed-up method using second-order dose kernel matrices and inequalities has been applied for.
