We have recently introduced a method of variation of boundaries for the solution of diffraction problems. This method, which is based on a theorem of analyticity of the electromagnetic field with respect to variations of the interfaces, has been successfully applied in problems of diffraction of light by perfectly conducting gratings. In this paper we continue our investigation of diffraction problems. Using our previous results on analytic dependence with respect to the grating groove-depth, we present a new numerical algorithm which applies to dielectric gratings. We also incorporate Pade approximation in our numerics. This addition enlarges the domain of applicability of our methods, and it results in computer codes which can predict more accurately the response of diffraction gratings in the resonance region. In many cases, results are obtained which are several orders of magnitude more accurate than those given by other methods available at present, such as the integral or differential formalisms.
Introduction
We have recently introduced a method of variation of boundaries for the solution of diffraction problems [5] . This method, which is based on a theorem of analyticity of the electromagnetic field with respect to variations of the interfaces, has been successfully applied in problems of diffraction of light by perfectly conducting gratings [6] . In this paper we continue our investigation of diffraction problems. Using our previous results on analytic dependence with respect to the grating groove-depth, we present a new numerical algorithm which applies to dielectric gratings. We also incorporate Pade approximation in our numerics. This addition enlarges the domain of applicability of our methods, and it results in computer codes which can predict more accurately the response of diffraction gratings in the resonance region. In many cases, results are obtained which are several orders of magnitude more accurate than those given by other methods available at present, such as the integral or differential formalisms.
For several decades perturbation methods have been considered inadequate for the treatment of problems of wave scattering by gratings, and only few of the many discussions in this area have been based on perturbative techniques. Low order perturbative approaches include those of Rayleigh [23] and, much more recently, Wait [27] , while, for higher order methods, the literature seems to reduce to the work of Meecham [19] . Low order methods are only appropriate for very shallow gratings and, in particular, they cannot be applied to gratings in the resonance region (i.e., gratings whose height to period ratio is comparable to the wavelength to period ratio) [17, 24] . The approach of Meecham, on the other hand, produces the solution as a Neumann series whose n-th term is given by an n-fold convolution of the Green's function. This method, which has not been implemented numerically, was thought to be mathematically incorrect [25] , and dismissed. Attention then focused on integral, differential and modal methods (see [22, 11, 14] ).
Uretsky [25, p. 411] objected to
Meecham's approach, and conjectured that the electromagnetic fields for a grating do not continue analytically to the fields for a flat interface. Uretsky's conjecture was based on a certain integral expression related to the fields which appears to become meaningless as the groove depth takes complex values. As we have said, however, the fields are analytic functions of the grating groove depth [5] . Furthermore, simple algebraic recursive formulae can be given which permit one to calculate in closed form the diffractive amplitudes to arbitrary order in the groove depth, without recourse to calculation of iterated integrals. An algorithm based on the analyticity properties of the fields can, therefore, be devised. A final complication arises as the calculated power series for the diffracted amplitudes converge for relatively shallow gratings only. This difficulty, which is not to be confused with restrictions to shallow gratings that are inherent in low order methods, can be circumvented as we shall show below (see also [6] ). Thus, efficient algorithms based on perturbation theory can be obtained. In fact, higher order perturbation methods can also be applied to three dimensional biperiodic gratings, and some preliminary experiments indicate that they can exhibit a very good performance in this problem in which other methods have had limited success. Indeed, for sinusoidal biperiodic gratings, and for a given height to period ratio, our methods yield results with the same order or even better accuracy than in the corresponding singly periodic sinusoidal case. A complete discussion of our approach in a doubly periodic setting will be presented elsewhere. This paper is organized as follows. Section 2 contains a description of theoretical and numerical aspects of our method; the basic recursive relations for dielectric gratings are given in §2.3. In §3 we present a variety of numerical applications, including examples for several types of grating profiles and for wavelengths of light ranging from microwaves to ultraviolet, and we compare our results with experimental data. Finally, a discussion of the analytic structure of the electromagnetic field and some remarks on the connections between the methods of Pade approximation and enhanced convergence as they apply to our problem are presented in §4. Enhanced convergence is an alternative summation mechanism that we introduced in [6] . It uses conformal transformations to produce a rearrangement of the singularities of the fields in the complex plane which is favorable for the summation of a truncated series. It is argued that, provided certain numerical difficulties can be overcome, the performance of our algorithms could be further improved by a combination of these summation methods.
Analytic dependence, recursive formulae and numerics
In this section we introduce the basic elements of our algorithm. In §2.1 we set our notation, and in §2.2 we review our results on the analyticity properties of the electromagnetic field with respect to variations of the grating profile. In §2.3 we derive recursive formulae for the coefficients of the power series expansion of the diffractive amplitudes. The algebra in this derivation is somewhat involved, but it results in formulae that are easy to implement numerically. In §2.4 we indicate how the power series can be used to extract the values of the efficiencies.
Preliminaries
Let us consider a periodic function / of period d, and the grating profile y = /,(*) = 6f(x), which separates the regions y > fs(x) and y < fs(x) (6 is a real number). These regions are assumed to be filled by materials of dielectric constants e + and c" respectively. The permeability of the dielectrics is assumed to equal //o, the permeability of vacuum. Assume the grating is illuminated by either a TE or TM polarized incident beam In either case of polarization, one of the fields E or H remains parallel to the grooves, and is, therefore, determined by a single scalar quantity u = u(x, y, 6) (equal to the transverse component 3. Given 6o € R the functions u^ are analytic with respect to x, y and 6 for 6 close to So and y close to the curve y = 6of(x) (notice that this implies, in particular, that the functions u + and u~ can be extended analytically across the interface).
From points 1) and 3) above, it follows that the functions u* can be expanded in series in powers of 6 We now rewrite the right hand sides of (11) and (12) so as to display the coefficient of each particular mode. The right hand side of (11) YrZ-nF {-iP) n C n , r e^
Now, it can be checked inductively that
In other words, in the last term of (13), the sum over q can be restricted to -kF < q < kF and therefore the sum in r reduces to a sum for -nF <r< nF. Thus, (11) is equivalent to
A similar calculation permits us to transform equation ( 
Numerical implementation
Formulae (16) and (17) allow us to calculate recursively the Taylor coefficients d% r . Note that, for given integers n and r, only some of the coefficients dj£ 9 (k < n) are involved in the computation of d* r . Indeed, to compute d* r we only need d* w for k < n and for -fcF, r-(nk)F) <q< min(kF, r + (n-k)F).
Thus, generation of the coefficients d% r should be restricted to those which will eventually contribute to the calculation of the diffractive efficiencies to some prescribed order. In order to obtain further reductions in the computation time, one can also truncate the sums by setting d^q = 0 for modes q larger than a certain mode go-We refer to [6] for details.
There remains the problem of extracting the values of the Rayleigh coefficients from their Taylor expansions. To do this we use Pade approximation. In our previous paper [6] we used a different summation method, which we called enhanced convergence. This method permitted us to deal with many practical situations, but it is apparent now that better performance results from use of Pade approximants. In §4 we discuss the relations between Pade approximation and the method of enhanced convergence. 
Numerical results and comparison with experimental data
We present a number of applications, some of which have repeatedly been considered in the literature, to demonstrate the accuracy and wide applicability of our algorithms. We begin with two perfectly conducting gratings, and then we tabulate some results for a dielectric grating with real dielectric constant. Finally, comparisons with some experimental data for lossy metallic gratings and for wavelengths ranging from microwaves to ultraviolet are given.
In Tables la and lb Tables 2a and 2b Table  2a and of 60 seconds for Table 2b . In Table 3 In what follows we present efficiency curves that correspond to configurations for which experimental data is available in the literature. For simplicity, we have used examples which have been reported in the review article [18] . 
In this figure, a circle (V) represents a zero of the denominator, which is a singularity of the approximant provided it is not crossed out by a corresponding zero ('x') in the numerator. We see that no singularities occur on the real axis, as expected from our theoretical discussion. Indeed, Given a function B(6) and a complex number #o, the method of enhanced convergence uses conformal transformations to produce an arrangement of the singularities of B and the point #o> so that a truncated Taylor series can be used to calculate B(6Q). For example, we know from the theory in §2.1 (see also Figure 5 ) that the electromagnetic field, and therefore, the Rayleigh coefficients B^(6) y are analytic functions of 6 in a neighborhood of the real axis in the complex 6-plane. The width of this neighborhood is not necessarily uniform along the real axis, as suggested by our representation C in Figure 6 In [6] we used the transformation to map the elongated region L in Figure 6 , which consists of the intersection of two discs, onto the right-half f-plane. The parameters a and A in Figure 6 control the distribution of singularities of the composite functions B r (g-\t)). (21) These parameters can be chosen in such a way that the composite series about f = 1 converges at the value of f that corresponds to any given real value of 6. Indeed, given any 6 € It, taking A large enough we will have 6 € L. Then, taking a small enough we will have ICC, and, therefore, the composite maps (21) will be analytic in a circle about £ = 1 that contains g(6). The optimal value of the parameters, however, should be chosen so as to obtain the fastest convergence for the series of (21) . If the complex numbers 6j denote singularities of the functions B r (6), then A and a should minimize, for any given 5, the expression max (22) see [7] . A pair of optimal parameters A and a can be obtained, without any knowledge of the set of singularities of B r , simply by seeking parameters that yield the fastest numerical convergence. In [6] we observed that the convergence rates are rather insensitive to changes in the parameter A y provided A is large enough, say A = 9. In contrast, the convergence rates were observed to be very sensitive even to small changes in the parameter a. In [6] we chose a = .13, as we observed that best convergence rates were obtained for a = .13 ± .01. On the other hand, we can calculate the optimal value of a simply by minimizing the expression (22) , where Sj are the poles shown in Figure 5 . It is not hard to see that only the 14 poles which appear on the right hand plane need to be considered. In Figure 7 we show plots of j^pv^u for j = 1,..., 14 as functions of a for 6 = 0.1 (which corresponds to a height to period ratio of h/d = 0.4, see (20) ). We see that expression (22) is minimized at about a = .123, in agreement with our previous estimates. This agreement constitutes an important consistency check in our theory.
0.25
As we have said above, enhanced convergence can be used in combination with Pade approximants. Indeed, we have shown [7] that the relative arrangement of the singularities of an analytic function is closely related to the numerical conditioning of the corresponding Pade approximation. A conformal change of variables on a function B(6) can lead to a dramatic improvement in the conditioning of the corresponding Pade problem. And, interestingly, conformal maps which are optimal in the context of enhanced convergence, also lead to optimal conditioning in Pade approximation. Since the main numerical weakness of Pade approximation is its ill conditioning, it is reasonable to expect that its use in conjunction with enhanced convergence would lead to improvement in the calculation of the diffraction efficiencies. A great deal of improvement has been obtained, as a matter of fact, by using this idea in some simple approximation problems [7] . However, there is a requisite that needs to be met: one needs to use accurate values of the series of the composite functions.
Composition of the corresponding series will not do, as such operation results in a loss of significant digits which degrades the numerics and yields no substantial improvement in the calculated values. Thus, important progress would be made if an appropriate conformal mapping g, together with an adequate method for the calculation of the derivatives of the composite functions (21) were found.
