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Abstract Analytical upscaled models that can describe the depletion of dense nonaqueous phase liquids
(DNAPLs) and the associated mass discharge are a practical alternative to computationally demanding and
data-intensive multiphase numerical simulators. A major shortcoming of most existing upscaled models is
that they cannot reproduce the nonmonotonic, multistage efﬂuent concentrations often observed in experi-
ments and numerical simulations. Upscaled models that can produce multistage concentrations either
require calibration, which increases the cost of applying them in the ﬁeld, or use dual-domain conceptual
models that may not apply for spatially complex source zones. In this study, a new upscaled model is pre-
sented that can describe the nonmonotonic, multistage average concentrations emanating from complex
DNAPL source zones. This is achieved by explicitly considering the temporal evolution of three source zone
parameters, namely source zone projected area, the average of local-scale DNAPL saturations, and the aver-
age of local-scale aqueous relative permeability, without using empirical parameters. The model is eval-
uated for two real and twelve hypothetical centimeter-scale complex source zones. The proposed model
captures the temporal variations in concentrations better than an empirical model and a dual-domain gan-
glia-to-pool ratio model. The results provide evidence that efﬂuent concentrations downgradient of DNAPL
source zones are controlled by the evolution of the aforementioned macroscopic parameters. This knowl-
edge can be useful for the interpretation of ﬁeld observations of efﬂuent concentrations downstream of
DNAPL source zones, and for the development of predictive upscaled models. Advances in DNAPL charac-
terization techniques are needed to quantify these macroscopic parameters that can be used to guide
DNAPL remediation efforts.
1. Introduction
The longevity of dense nonaqueous phase liquid (DNAPL) source zones and the associated mass discharge
depend on complex and interdependent multiphase processes occurring at the local scale, and are strongly
inﬂuenced by ﬁne-scale soil heterogeneity [Kueper et al., 1989; Gerhard and Kueper, 2003b]. Multiphase
numerical models can be used to predict these processes, but they require detailed knowledge of soil heter-
ogeneity and DNAPL release conditions [Grant and Gerhard, 2007; Kokkinaki et al., 2013a]. Furthermore, the
computational cost of such models is prohibitive for application to large-scale systems. These difﬁculties
have motivated the search for simpler, upscaled models that capture the average response downgradient
of DNAPL source zones, and that require a small set of parameters that can be measured in the ﬁeld.
Upscaled models (sometimes referred to as macroscopic, effective, or ﬁeld-scale models) are based on con-
ceptualizing a multidimensional, possibly heterogeneous, domain as a one-dimensional homogeneous
domain. Unlike discretized numerical models that require knowledge of soil properties for every numerical
block at the local, representative elementary volume (REV) scale, upscaled models are simple analytical
expressions solved at the much larger domain scale, and parameterized with domain-averaged parameters
that control the total mass discharge. Such upscaled models can be used to calculate the average efﬂuent
concentration for an entire control plane perpendicular to the mean groundwater ﬂow, located downgra-
dient from the DNAPL source zone, and from that, the expected longevity of the source zone. These
domain-averaged analytical upscaled models are different from numerical models that solve the ﬂow and
transport equations in coarsely discretized domains using effective (sometime also called upscaled) varia-
bles for each grid block of the domain, and that are speciﬁc to the discretization chosen. Domain-averaged
analytical models involve no discretization and describe the domain as a whole, irrespective of its size.
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In order to develop analytical upscaled models (hereafter upscaled models), research efforts have focused
on identifying relationships to describe the aggregate effect of the temporally and spatially complex DNAPL
source zones on total mass discharge. Several studies have proposed that power law relationships can be
used to link the efﬂuent concentrations to the DNAPL mass remaining in the system [Zhu and Sykes, 2004;
Falta et al., 2005a, 2005b]:
CLðtÞ
C0
5
MðtÞ
M0
 C
(1)
where CL is the ﬂux-averaged concentration at a control plane at a distance L from the source zone at time
t, C0 is the ﬂux-averaged concentration at the control plane that corresponds to the initial DNAPL mass M0,
M(t) is the DNAPL mass remaining at time t, and C is an empirically determined or calibrated constant.
Another type of model that has been used to upscale DNAPL dissolution is the equilibrium streamtube
method, which is based on a Lagrangian description of travel times and DNAPL saturations. The streamtube
method relates concentration reductions to a source depletion term, SD [Jawitz et al., 2003, 2005; Basu et al.,
2008b]:
CLðtÞ
fcCeq
512SDðtÞ (2)
where Ceq is the DNAPL solubility, and fc5C0=Ceq. The term SD is the cumulative distribution function of the
reactive travel time s, which is a joint statistical distribution of organic saturation and time. Being a statistical
distribution, SD is parameterized by the mean, llns , and the standard deviation, rlns, of the log-transformed
reactive travel time. The values of these parameters can be obtained by partitioning and nonpartitioning
tracer tests conducted in the DNAPL region.
A third type of upscaled models is based on combining the one-dimensional advection-dominated trans-
port equation with an upscaled effective mass transfer coefﬁcient, keff. In contrast to local mass transfer
coefﬁcients [e.g., Saba and Illangasekare, 2000; Nambi and Powers, 2003], keff incorporates the domain-
averaged effects of system size, soil heterogeneity, ﬂow bypassing, and dilution. keff-type models (also called
effective Damk€ohler number models) calculate efﬂuent concentrations using the analytical solution of the
advection-dissolution transport equation at steady state [Parker and Park, 2004]:
CðLÞ
Ceq
512exp 2
keff L
q
 
(3)
where q is the average Darcy velocity of an equivalent one-dimensional, uniform ﬂow ﬁeld. The term keff is
the controlling parameter of equation (3), capturing the average behavior of the spatially and temporally
variable source zone architecture. Typically, keff is related to DNAPL and system properties through a power
law model with one or more constant coefﬁcients b [Parker and Park, 2004; Christ et al., 2006; Saenton and
Illangasekare, 2007].
The underlying hypothesis of all three types of upscaled models described above is that the attributes of a
source zone that control the changes in efﬂuent concentrations with time are captured by the constant
coefﬁcients C, rlns, and b. Calibration of these coefﬁcients has been successfully used to ﬁt concentrations
downstream of simulated DNAPL source zones, and has shown that they are related to the source zone
architecture. In the case of the streamtube model, this relation to the source zone architecture is explicit in
the deﬁnition of the reactive travel time, rather than empirical. These source zone-related coefﬁcients con-
trol the decrease rate of the smooth, monotonically decreasing exponential functions that all three models
produce.
However, source zone architectures that are complex, such as those encountered in heterogeneous aqui-
fers, often result in nonsmooth efﬂuent concentrations proﬁles with multiple stages and with slopes that
abruptly increase and decrease in time as the source is being depleted (e.g., Figure 1). This is likely a result
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of considerable changes in the
source zone architecture as disso-
lution progresses [Parker and
Park, 2004; Basu et al., 2008a;
Christ et al., 2010]. This behavior
has been observed in the ﬁeld
[Brusseau et al., 2007], in labora-
tory experiments [Suchomel and
Pennell, 2006; Zhang et al., 2008;
DiFilippo et al., 2010], and in
numerical simulations [Parker
and Park, 2004; Falta et al., 2005b;
Christ et al., 2006, 2010; Lemke
and Abriola, 2006; Fure et al.,
2006; Basu et al., 2008b]. Under-
standing the underlying causes
of this complex evolution of
efﬂuent concentrations is crucial,
because it determines the overall
source zone longevity, and, thus,
may complicate remediation
efforts if not properly accounted for [SERDP, 2006]. In addition, concentration reductions are important as
performance metrics for risk-based management of DNAPL sites [Rao et al., 2002; ITRC, 2004, 2010]. Knowl-
edge of the factors and DNAPL architectures that lead to such reductions can also help evaluate the condi-
tions under which partial source removal is beneﬁcial, and improve our overall ability to predict the
outcome of remediation [U.S. EPA, 2003; SERDP, 2006].
Such complex multistage concentration proﬁles cannot be captured by the three types of upscaled models
described previously. Applying such models for source zones that exhibit multistage concentration proﬁles
will inevitably under or overpredict concentrations for parts of the source zone lifetime, as the smooth pre-
dicted concentration proﬁle cannot match the entire breakthrough curve (Figure 1). Calibrating the coefﬁ-
cients continually can be used to provide better ﬁts, but it does not improve the ability of the model to
explain or to predict the observed behavior. To predict multistage concentrations without calibration,
upscaled models need to include parameters that control the temporal changes in source zone architecture.
Two different approaches have been proposed in the literature to achieve this, both based on the keff-type
upscaled model (equation (3)).
The ﬁrst approach is based on conceptualizing DNAPL source zones as dual-domain systems. By assigning a
different exponent b for each domain, two-stage mass discharge can be reproduced. Christ et al. [2010] pre-
sented the ﬁrst formal dual-domain upscaled model, by extending the Christ et al. [2006] ganglia-to-pool
(GTP) model that was for ganglia-dominated sources. In the dual-domain GTP model, each of the two-
domains (ganglia dominated and pool dominated) is associated with a mass reduction term, and a different,
but constant, exponent b. The onset of the second stage of concentrations is related to the complete deple-
tion of ganglia and the predominance of DNAPL pools.
The second approach that has been used to predict multistage concentrations is based on relating efﬂuent
concentrations to transient variables directly linked to source zone characteristics, which are updated as
they change in time. Saenton and Illangasekare [2007] conducted a numerical study where they developed
a power law correlation between keff and the second spatial moment of the DNAPL distribution. By consid-
ering transient spatial attributes of the source zone, they explicitly accounted for changes in the source
zone architecture over time. Such changes can be both nonmonotonic and multistaged, in contrast to the
exponentiated mass reduction term of Christ et al. [2010], which is a smooth, monotonically decreasing
function.
In this paper, a new approach is presented which is based on a process-based conceptualization of keff. The
process-based (PB) upscaled model is compared to the Christ et al. [2010] and the Saenton and Illangasekare
[2007] upscaled models, and the models are evaluated for their ability to reproduce nonmonotonic,
Figure 1. Idealized schematic of concentrations exhibiting a two-stage behavior, charac-
teristic of source zones with complex architectures. Black lines show the implications of
using power law models to ﬁt early (dashed line) and late (solid line) time data.
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multistage concentrations result-
ing from the dissolution of a
range of complex centimeter-
scale DNAPL source zones. Mod-
els of the power law type and
streamtube models are not eval-
uated in detail here because they
cannot produce multistage con-
centrations. For the evaluation of
the upscaled models, DNAPL
source zones are generated from
a ﬁnely discretized multiphase
numerical model using a thermo-
dynamic dissolution model for
local-scale DNAPL dissolution,
which explicitly considers
DNAPL-water interfacial areas
and that was validated in previ-
ous work [Kokkinaki et al., 2013a,
2013b]. Here the evaluation of the upscaled models is performed using two source zones based on experi-
ments from Zhang et al. [2007, 2008], and 12 additional hypothetical source zones created by changing key
system conditions of these experiments. The proposed PB model is shown to effectively reproduce the non-
monotonic, multistage concentrations emanating from all DNAPL source zones, despite their signiﬁcantly
different source zone architectures.
2. Methods
2.1. Systems Investigated
The DNAPL dissolution experiments of Zhang et al. [2007, 2008] (Experiments 1 and 2) were conducted in
two three-dimensional ﬂow cells (21 3 8.8 3 8.5 cm3), each packed with a different spatially correlated ran-
dom permeability ﬁeld (Figure 2). 22.5 mL of the single-species DNAPL 1,3,5-triﬂuorobenzene were released
on the surface of each experimental cell and were allowed to equilibrate, resulting in an irregularly distrib-
uted source zone, that was subsequently ﬂushed with water at a velocity of 1 m/d until the DNAPL was
completely dissolved.
The DNAPL source zones of the two experiments were characterized by high-saturation pools with a com-
plex architecture that caused signiﬁcant ﬂow bypassing and sharp changes in the source zone spatial distri-
bution. This resulted in average efﬂuent concentrations that exhibited a multistage, nonmonotonic
behavior for both DNAPL source zones (Figure 3). Previous efforts to capture this complex mass discharge
with upscaled dissolution models showed that models that do not consider the temporal evolution of the
source zone architecture, including the equilibrium streamtube model of Jawitz et al. [2005], could not
match experimental observations [Zhang et al., 2008]. Because of their complexity, the two source zones of
these experiments were used as the ﬁrst two test cases for the evaluation of the upscaled models discussed
in the present study.
In addition to the DNAPL experiments of Zhang et al. [2007, 2008], 12 hypothetical cases of DNAPL dissolu-
tion were simulated with the discretized numerical model by varying system conditions (DNAPL amount,
hydraulic gradient, soil type deﬁnition and point of injection), in order to produce a wider range of source
zone architectures. The same centimeter -scale domain of the original experiments was used in all numeri-
cal simulations. The advantage of using centimeter-scale domains for this evaluation is that the numerical
model can be ﬁnely discretized such that each grid block corresponds to the representative elementary vol-
ume (REV), where local-scale variables can be appropriately deﬁned. This ensures that the numerical results
are representative of the physical systems and can, therefore, provide an appropriate validation data set for
the evaluation of the upscaled models. The use of centimeter-scale domains in this evaluation does not
impact the generality of our conclusions, as all upscaled models discussed (equations 1–3) describe
Figure 2. Schematic of the domain evaluated in all simulations. The soil type deﬁnition
shown corresponds to Experiment 1 of Zhang et al. [2008]. Soil type deﬁnition, DNAPL
amount, hydraulic gradient, and point of injection were varied for the hypothetical
source zones.
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domain-averaged quantities using one analytical equation which refers to the domain as a whole and that
can be applied to domains beyond the centimeter scale.
2.2. Discretized Numerical Model
Finely discretized multiphase numerical simulations consider all relevant physical processes at the grid scale
and use local (as opposed to effective or upscaled) mass transfer coefﬁcients to simulate DNAPL dissolution.
These simulations also explicitly consider the detailed source zone architecture, as well as its impact on the
aqueous ﬂow ﬁeld. Provided that the discretization is close enough to the representative elementary vol-
ume (REV) of the simulated physical system, predictions by such discretized numerical models can provide
appropriate validation data sets for the evaluation of upscaled models.
The numerical model used for this purpose in this study is COMPSIM, a three-dimensional, multicomponent,
ﬁnite differences model that simulates multiphase ﬂow and advective-dispersive transport in groundwater
[Sleep and Sykes, 1993a, 1993b]. COMPSIM has been used in the literature to simulate groundwater contamina-
tion and remediation of organic compounds [McClure and Sleep, 1996; Sleep et al., 2000; O’Carroll and Sleep,
2007, 2009]. To simulate DNAPL inﬁltration, COMPSIM allows the use of inﬁltration models of varying complex-
ity, from simple Brooks-Corey to the complex hysteretic constitutive relationships of Gerhard and Kueper
[2003a, 2003c]. The latter relationships have been shown to result in more realistic DNAPL source zone archi-
tectures in heterogeneous domains [Gerhard and Kueper, 2003b], and for this reason they were utilized in the
present study. A source/sink term is used to simulate kinetic mass transfer between phases. For mass transfer
between the DNAPL and the aqueous phase, COMPSIM allows the use of a range of models, including a ther-
modynamic model and a number of empirical Sherwood-Gilland models. In this study, the thermodynamic
model was utilized because, unlike empirical dissolution models, it is able to predict local dissolution rates for
source zones of complex architecture without calibration [Kokkinaki et al., 2013a, 2013b].
Figure 3. (a and b) DNAPL saturations at the end of the inﬁltration period and (c and d) normalized ﬂux-averaged efﬂuent concentrations
predicted by COMPSIM and experimentally measured for (left) Experiment 1 and (right) Experiment 2.
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In order to create the validation data set for the 14 DNAPL source zones and their associated concentration pro-
ﬁles, COMPSIM was used to predict the initial source zone architecture by simulating DNAPL inﬁltration in the
heterogeneous domains, and the efﬂuent concentrations by simulating DNAPL dissolution during the ﬂushing
period. For the two real experiments, the numerical data predicted by COMPSIM were used in place of experi-
mental data because they provided a more detailed data set at later times of the experiments, and because
they have been previously shown to represent well the observed concentrations and source zone architecture
[Kokkinaki et al., 2013a]. For these simulations, the modeled permeability ﬁelds exactly matched the soil packing
of the experimental ﬂow cells, and soil properties were obtained from previous studies where the sands used
were independently characterized [Schroth et al., 1996; Dobson et al., 2006; Zhang et al., 2008]. For the hypotheti-
cal simulations, attributes of the original experiments were varied to produce different source zone architectures.
In all cases, the discretization of the domain (0.253 0.253 (0.21–0.31) cm3) was at the REV scale.
2.3. Upscaled Models
The upscaled models evaluated in this study belong to the category of the keff models (equation (3)), which is
based on simplifying the governing equations for advective-dispersive transport and DNAPL dissolution in the
three-dimensional space, to a simpler, one-dimensional upscaled equation. This simpliﬁcation becomes possi-
ble under the following assumptions [Parker and Park, 2004; Christ et al., 2006]: (1) a one-dimensional uniform
ﬂow ﬁeld with velocity q can reasonably approximate the ﬂow ﬁeld of the heterogeneous, three-dimensional
system, (2) molecular diffusion and dispersion are negligible, (3) nonreactive conditions, (4) quasi-steady state
dissolution kinetics, and (5) an effective, upscaled mass transfer rate ðkeff Þ can describe the cumulative mass
transfer from the DNAPL source zone. Under these assumptions, ﬂux-averaged concentrations, C , at a distance
x from the source are given by [Parker and Park, 2004; Christ et al., 2006]:
q
dCðxÞ
dx
 
5keff Ceq2CðxÞ
 
(4)
Equation (4) can be analytically solved for a type I boundary condition at the upstream end of the domain
ðCð0Þ50Þ, and initial concentration of zero. Evaluated at distance L from the source zone, it results in equa-
tion (3). The term keff captures the integrated behavior of the spatially and temporally variable source zone
architecture, and controls the temporal variations in the concentration proﬁles. The models that have been
proposed to describe keff employ a power law function that can be generally expressed as:
keff ðtÞ5k00 Mb1SZ;1 Mb2SZ;2  :::5k00  KSZðtÞ (5)
The terms MSZ;i represent source zone metrics related to the DNAPL mass, system properties or source zone
architecture, and bi are ﬁtting coefﬁcients. The chosen metrics vary among different studies, and the coefﬁ-
cients depend on the speciﬁc source zones used for calibration of the models. The combined effect of these
source zone metrics is represented here by the term KSZðtÞ, which encompasses the temporal changes in
keff. The constant k00 represents the initial effective mass transfer rate, and its value is inﬂuenced by the
extent of dilution, the scale of the system, and the size of the source zone. A practical way to obtain k00 is to
use the observed initial concentration, C0 [Christ et al., 2006]. Combining equations (3) and (5) for t5 0, and
if KSZ is deﬁned such that KSZð0Þ51, k00 is given by [Christ et al., 2006]:
k0052
q
L
ln 12
C0
Ceq
 
(6)
Substituting equations (5) and (6) into equation (3) gives:
CLðtÞ
Ceq
512 12
C0
Ceq
 KSZðtÞ
(7)
Equation (7) can be further simpliﬁed if the effective Damk€ohler number keff L=q is low [Parker and Park,
2004], or equivalently, if the initial concentration C0 is low. In this case, equation (7) converges to:
Water Resources Research 10.1002/2013WR014663
KOKKINAKI ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 3192
CLðtÞ
Ceq
 C0
Ceq
 
 KSZðtÞ (8)
For both equations (7) and (8), the term KSZ is critical because it represents the source zone characteristics
that control changes in the efﬂuent concentrations with time. Next, three different approaches are dis-
cussed for calculating KSZ representing three upscaled models that can produce multistaged efﬂuent
concentrations.
2.3.1. Dual-Domain GTP Model (DDGTP)
The dual-domain GTP model of Christ et al. [2010] is based on the commonly used description of keff as a
function of the DNAPL mass remaining in the system [Parker and Park, 2004; Christ et al., 2006],
keff5k
0
0  MðtÞM0
 b
(9)
such that KSZ is given by equation (10):
KSZðtÞ5 MðtÞM0
 b
(10)
Different values of the constant exponent b represent source zones of different characteristics. Christ et al.
[2010] combined this approach with a dual-domain model that can reproduce two-stage concentration pro-
ﬁles. The source zone is conceptualized as the combination of a ganglia-dominated and a pool-dominated
region, each being represented by a different b exponent. Employing equations (7) and (10) for each of the
two-domains and summing the two terms gives the dual-domain GTP model (DDGTP) of Christ et al. [2010]:
CLðtÞ
Ceq
522 12
12f px
 
C0
Ceq
 ! 12PFðtÞð Þ MðtÞ=M0ð Þ
12PF0ð Þ
 1:5 12PF0PF0
 20:26
2 12
f px C0
Ceq
  PFðtÞ MðtÞ=M0ð Þ
PF0
 0:5
(11)
where f px is the proportion of mass ﬂux attributable to pool dissolution and PF is the pool fraction of the
source zone. The ﬁrst term corresponds to dissolution from the ganglia-dominated part of the source zone,
for which the exponent is given by an empirical relationship, and is a function of the initial pool fraction,
PF0 [Christ et al., 2006]. The second term of equation (11) corresponds to the dissolution from the pool-
dominated region, for which a constant exponent equal to 0.5 is assumed. The contribution of each of the
two terms is determined by the value of PF, which is assumed to increase as ganglia dissolve, until it reaches
unity and pools dominate the source zone. An empirical relationship is used to calculate the increase of PF
as a function of mass reduction [Christ et al., 2010]:
PFðtÞ5
12 12PF0ð Þ 12 MðtÞ12PF0ð ÞM0
  5:662:6ð Þ !
;
if
MðtÞ
M0
 
 12PF0ð Þ
1;
otherwise
8>>>>>><
>>>>>>:
(12)
The fundamental hypothesis of the DDGTP model is that the abrupt change in concentrations (second
stage) is caused by the transition from a mixed, but ganglia-dominated source zone to a source zone com-
prising of DNAPL pools. The signal from the ganglia initially dominates that from pools, producing high ini-
tial efﬂuent concentrations and low concentration reductions at the control plane (ﬁrst stage). When mass
reduction is equal to the initial ganglia fraction, GF0512PF0 (i.e., all ganglia are depleted), concentrations
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drop to the second stage. As such, the value of GF0 is critical for the Christ et al. [2010] model, as it singularly
determines the time for the beginning of the second stage of concentrations. The initial concentration of
the second stage is determined by f px .
Christ et al. [2010] showed that the dual-domain model is a reasonable approximation for hypothetical
source zones created by combining a slow continuous DNAPL release and emplaced DNAPL pools. This
architecture allows a clear transition from ganglia-to-pool dominance, as the DNAPL pools dissolve much
slower than the ganglia. However, based on the DDGTP model, a second stage of concentrations would not
occur in systems that were pool dominated initially. Also, the DDGTP model cannot produce efﬂuent con-
centrations that exhibit more complex behavior, i.e., more than two-stages, or increasing concentrations.
Overall, although the DDGTP model is unique because it only requires initial source zone characteristics to
predict efﬂuent concentrations (i.e., it is predictive), its applicability to more complex source zones needs to
be further tested.
2.3.2. Empirical Spatial Moments Model (ESM)
Saenton and Illangasekare [2007] developed a model for upscaled mass transfer based on the hypothesis
that the upscaled keff adheres to the same power law relationship that has been extensively used for local-
scale mass transfer rates (i.e., Sherwood-Gilland models). Saenton and Illangasekare [2007] proposed that keff
is correlated with the aquifer heterogeneity and the DNAPL architecture. Using a Monte Carlo analysis in
two-dimensional domains, keff was given by the following empirical correlation:
keff ðtÞ5k0 11r2lnk
 1:783
11
Dy
ky
 2:35 MII;yðtÞ
MII;y
 !4:157
(13)
where k0 is the local mass transfer coefﬁcient, r2lnk is the variance of the log normally distributed intrinsic
permeability, Dy is the vertical dimension of the upscaled domain, ky is the vertical correlation length, and
MII;y is the second spatial moment of the NAPL saturations in the vertical direction, which is normalized by
its maximum value at the beginning of dissolution MII;y
 
.
The original ESM model requires information on soil heterogeneity, as well as the value of k0. While soil het-
erogeneity parameters may be known for a given domain, k0 is typically deﬁned at the local scale, and it
can vary considerably throughout the source zone. The uncertainty associated with the value of k0 can be
easily circumvented as follows: for a given domain, all constant parameters of equation (13) can be lumped
into a single constant, corresponding to k00 of equation (6), which can be determined by the initial concen-
tration as previously described. Then, combining equations (5) and (13), the ESM model for KSZ is obtained:
KSZðtÞ5
MII;yðtÞ
MII;y
 !b
;whereb54:157 (14)
The main attribute of the Saenton and Illangasekare [2007] model is that MII;y is updated as the source zone
is changing with time. In this way, changes in the source zone architecture are explicitly considered, and
nonmonotonic changes in KSZ are possible, unlike with equation (11). However, a shortcoming of the ESM
model is that it is a regression-based model and includes the empirical coefﬁcient b, which needs to be cali-
brated for every different system the model is applied to. Here the ESM model (equation (14)) was eval-
uated using both the original and a calibrated coefﬁcient b.
2.3.3. Process-Based (PB) Model
The third model evaluated is a new upscaled model that is based on identifying the physical processes that
control concentration variations, and incorporating the relative temporal changes of metrics related to
these processes in the upscaled mass transfer coefﬁcient, keff. This approach leads to a process-based (PB)
upscaled model. Kokkinaki et al. [2013a] showed that the factors controlling the efﬂuent concentrations are
the source zone extent and DNAPL dissolution kinetics. Based on this, the following representation of KSZ is
used here:
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KSZðtÞ5 Ayz;tAyz;0
 

kwr;t
kwr;0
 

SN;t
SN;0
 
(15)
Ayz;t represents the projection of the source zone onto a control plane transverse to the ﬂow direction, nor-
malized by the total area of the control plane. This normalized area is the percentage of the control plane
that is directly downgradient of the DNAPL source zone and captures the effect of dilution on efﬂuent con-
centrations as the source zone is shrinking. In principle, Ayz;t represents the cross-sectional extent of the
source zone as a percentage of the control plane and is similar to the parameter f px used in Christ et al.
[2010], and the fc term used in the streamtube model of Jawitz et al. [2005]. As Ayz;t decreases with time rela-
tive to its initial value Ayz;0 due to dissolution, it results in an increase in the contribution of DNAPL-free
water in the efﬂuent, and a corresponding decrease in ﬂux-averaged efﬂuent concentrations.
kwr;t and SN;t represent the average of local water relative permeabilities and DNAPL saturations within the
source zone, respectively, at a given time t. Water relative permeability and DNAPL saturation represent the
well-established effects of velocity and interfacial area on the local mass transfer rates. Increases in relative
permeability result in higher velocities and higher mass transfer rates, and to more ﬂow through the source
zone. Conversely, decreasing interfacial areas result in lower mass transfer rates. To incorporate these effects
in the PB upscaled model, it is assumed that the source zone-averaged values of relative permeability and
organic saturation capture the total effect of the critical local changes in mass transfer. Local water relative
permeabilities are calculated by the Brooks-Corey model and arithmetic averages of the local values are cal-
culated using numerical blocks with SN > 5%. This threshold was set based on previous observations for
the Zhang et al. [2008] simulated experiments showing that organic saturations lower than 5% did not con-
tribute signiﬁcantly to mass ﬂux compared to higher saturation pools [Kokkinaki et al., 2013a]. It is recog-
nized that this threshold may vary depending on the source zone architecture and the numerical
discretization of the model. Physically speaking, this imposed condition implies that local saturations lower
than this threshold would produce a weaker signal than that of pools and would, therefore, not affect the
average efﬂuent concentrations measured at monitoring wells.
All three variables are normalized with their initial values, so that they represent changes relative to the ini-
tially evaluated condition of the source zone, corresponding to the time C0 is measured. Similarly to the
ESM model, all three parameters of the PB model need to be updated as the source zone is changing with
time, such that changes in the source zone architecture are explicitly considered. In this study, two PB
model variants are evaluated: Process-based model 1 (PB1) using equation (7), and Process-based model 2
(PB2) using equation (8). The PB models are compared to the ESM and the DDGTP model using the Zhang
et al. [2008] experiments, and then the PB and DDGTP models are evaluated using an extended suite of
hypothetical source zones. For all upscaled models, input parameters that require source zone information
are calculated from the discretized numerical model results.
3. Results
3.1. Validation of the PB Upscaled Model
3.1.1. Experimental Effluent Concentrations and Discretized Numerical Model Performance
Figures 3a and 3b show the initial DNAPL spatial distribution for Experiments 1 and 2 of Zhang et al.
[2008], as predicted by the numerical simulation with COMPSIM. Both experiments featured a complex
DNAPL distribution that resulted in abrupt changes in the extent of the source zone. These abrupt
changes led to nonsmooth changes in the ﬂow dynamics of the system and produced multistage behav-
ior in the efﬂuent concentration proﬁles, similar to that observed in other experimental studies [Powers
et al., 1998; Nambi and Powers, 2000; DiFilippo et al., 2010]. As shown in Figures 3c and 3d, the break-
through curves of both experiments are nontypical in that they do not exhibit the characteristic slow ini-
tial decrease associated with DNAPL pools, even though both experiments were pool dominated. Instead,
concentrations increase at early times, and exhibit variably decreasing rates thereafter. Analysis of this
complex behavior at the local scale in a previous study indicated that the increases in concentrations
were a result of decreasing DNAPL saturations and increasing aqueous phase relative permeabilities,
which in turn result in faster mass transfer [Kokkinaki et al., 2013a]. This mechanism was also found to
inﬂuence subsequent ﬂuctuations in concentrations, to a degree depending on the changes of the
DNAPL spatial extent.
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Complex source zone architectures are also likely to result in mass transfer limitations, i.e., concentrations
lower than solubility, at the local scale. Such limitations are associated with low velocities or low interfacial
areas and will also affect the cumulative mass discharge observed at downgradient locations. This was the
case for Experiments 1 and 2, as numerical simulations assuming equilibrium dissolution overpredicted the
observed efﬂuent concentrations [Kokkinaki et al., 2013a]. In contrast, concentrations were effectively cap-
tured when local dissolution was modeled using a thermodynamic dissolution model that explicitly
accounts for the local effects of velocities and DNAPL-water interfacial areas [Grant and Gerhard, 2007; Kok-
kinaki et al., 2013a]. Predictions given by this model are shown in Figures 3c and 3d. Signiﬁcant advantages
of using the thermodynamic dissolution model for the numerical simulations in this study are that it has
been validated, and that it only requires knowledge of soil properties and DNAPL distribution to capture
mass transfer limitations. As such, it can be used to give reliable estimates of efﬂuent concentrations for
hypothetical domains and arbitrarily complex source zones, without neglecting the possible impacts of
mass transfer limitations. Therefore, the results of the comprehensive discretized REV-scale numerical model
used in this study provide an appropriate validation data set for the evaluation of the upscaled models.
The multistage concentration proﬁles of the two experiments provide characteristic examples of source
zones that cannot be described by simple exponentially decreasing functions, like those of power law
upscaled models. Power law models, because of their conceptual simplicity, have been incorporated in sev-
eral screening tools often used by practitioners, like BIOSCREEN and REMCHLOR [U.S. EPA, 1996; Falta et al.,
2008; NRC, 2004]. It has also been suggested that power law models can be further simpliﬁed by assuming
that the exponent is equal to 1 [Falta et al., 2005a; Newell et al., 2006; McGuire et al., 2006; Fure et al., 2006;
Falta et al., 2008]. Figure 4 shows the concentration reduction—mass reduction curves for Experiments 1
and 2. Concentration reductions (black lines) become negative at ﬁrst, and, then, they exhibit a similar vari-
ability in slopes as the normalized concentrations. For comparison purposes, power law functions are also
shown for three different exponents. It can be readily seen, that no single value can reproduce the observed
variability, while the negative concentration reductions would not be captured, even if the exponent was
varied. Moreover, if the exponent was calibrated to a subset of the concentration data, using the calibrated
value to predict future concentrations would not have captured the observed changes in concentrations.
These changes in concentrations are associated with the changing source zone architecture, which is fur-
ther explored in the next section.
3.1.2. Source Zone Architecture Metrics
The spatial characteristics of the two source zones were evaluated in time, in order to explore potential cor-
relations with ﬂux-averaged efﬂuent concentrations. The ﬁrst metric evaluated was the ganglia fraction
(GF). The GF is the well-known ganglia-to-pool ratio expressed in a percentage form, and deﬁned as
GF5GTP=ð11GTPÞ. The GTP is calculated here on a volume basis, similar to previous studies [Christ et al.,
2006; Lemke and Abriola, 2006]:
GTP5
X
SN8SN < SN;thresX
SN8SN  SN;thres
(16)
The maximum residual organic saturation for the soil types used in the experiments is used here as the
upper threshold saturation for the calculation of GF ðSN;thres50:15Þ, consistent with previous studies [Christ
et al., 2006]. The GTP has been previously linked to the behavior of ﬂux-averaged efﬂuent concentrations
[Lemke and Abriola, 2006; Suchomel and Pennell, 2006; Christ et al., 2006, 2010] and has been proposed as an
important metric for DNAPL remediation in regulatory guidance [ITRC, 2005; SERDP, 2006].
Figures 5a and 5b illustrate the GF with time for Experiments 1 and 2, respectively. Experiment 1 had more
ganglia than Experiment 2, and both source zones exhibited a GF < 0:75 until late times, such that both
source zones can be characterized as pool dominated, following the deﬁnition of Christ et al. [2010]. Previ-
ous studies have suggested that the evolution of GF in time may be linked with concentration ﬂuctuations
[DiFilippo and Brusseau, 2011]. Here, for both experiments, GF remains relatively constant until later times. It
is also noteworthy that for both experiments the GF increases as dissolution progresses, a behavior likely to
be encountered in pool-dominated source zones, as opposed to source zones with higher initial GF [e.g.,
Suchomel and Pennell, 2006; Christ et al., 2006].
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Figures 5c and 5d show the sec-
ond spatial moments (MII) of the
source zone with time in each of
the x, y, and z directions. The spa-
tial moments are decreasing in
time as the source zone is shrink-
ing due to dissolution, with the
longitudinal and vertical spread
decreasing the fastest. Here both
experiments show a rather
steady decrease in MII, without
major ﬂuctuations in slope. Also
related to the source zone spread
is the term Ayz, which is shown in
Figures 5e and 5f. Ayz is equal to
the proportion of the control
plane directly downgradient of
DNAPLs. Similar to MII;z , Ayz is
decreasing with time, due to the
reduction of the source zone size
with dissolution. The changes in
the reduction rate of Ayz reﬂect
the complex distribution of the
DNAPL source zone. Slow drops
indicate the prevalence of source
zone areas where the DNAPL lon-
gitudinal extent was thicker, and,
therefore, took longer to dissolve,
and conversely, fast drops corre-
spond to areas with a smaller
amount of DNAPL that dissolved
quickly. While the evolution of
Ayz is similar to that of MII, the
spatial moments show smoother
temporal changes as they repre-
sent weighted averages of satu-
rations. This difference has
important implications for the performance of the ESM and PB models, as discussed later in this section.
3.1.3. Upscaled Predictions of the Zhang et al. [2008] Experiments
The upscaled models are used next to calculate the efﬂuent concentrations of the two Zhang et al. [2008]
experiments. Input parameters for the upscaled models are calculated from the ﬁne-scale numerical simula-
tion with COMPSIM. Figure 6 shows predictions from the numerical simulation together with the predictions
of ﬁve upscaled models: the DDGTP model, the original ESM model, a calibrated ESM model, the PB1 model,
and the PB2 model.
The DDGTPmodel did not capture the trends in concentrations for either experiment. Although it predicted a
multistage behavior for Experiment 1, the second stage started at a very lowmass reduction. This is because the
DDGTPmodel assumes that the second stage begins at amass reduction equal to the initial GF, which was0.04
and0.01 for Experiment 1 and 2, respectively (Figures 5a and 5b). For the second stage, the DDGTPmodel did
notmatch the rate of decrease in concentrations. Overall, the DDGTPmodel overpredicted concentrations for
Experiment 1 and underpredicted concentrations for Experiment 2, and did not capture the changes in slope for
either of the two experiments. The above results illustrate twomajor limitations of the DDGTP conceptual model:
First, based on the deﬁnition of the GF, all parts of the source zone are treated equally, i.e., ganglia at the dissolu-
tion front are considered equal to ganglia at inaccessible areas within the source zone. As such, the value of the
Figure 4. Concentration reduction (Rc) versus mass reduction (Rm) curves for (a) Experi-
ment 1 and (b) Experiment 2.
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initial GF is inﬂuenced by the pres-
ence of ganglia that may not affect
mass discharge signiﬁcantly. Sec-
ond, all pools are assumed to
behave similarly, since the same
exponent of 0.5 is used regardless
of the pool characteristics. Overall,
both exponents used by the
DDGTPmodel to represent each
domain are based on empirical
observations from a limited set of
numerically generated source
zones andmay not be representa-
tive for source zones of more com-
plex characteristics.
The ESM model resulted in a rea-
sonable ﬁt for Experiment 1
when the exponent b was cali-
brated (b5 0.7). The good agree-
ment at early times was ensured
by the modiﬁcation of the Saen-
ton and Illangasekare [2007]
model, such that the constant
terms of equation (13) were cal-
culated from C0. Temporal
changes in the second spatial
moment of DNAPL saturations
MII;z , the only variable parameter
of the ESM model, were reﬂected
in the slope change at 58% mass
reduction for Experiment 1. How-
ever, for Experiment 2, the cali-
brated ESM model (b5 0.2) did
not predict either the increases in
concentrations, or the changes in
slopes. Inspection of Figure 5d shows that this is the result of the smooth decrease in MII;z , despite the com-
plex distribution of the source zone. As previously noted, spatial moments are weighted averages and, as
such, they tend to smooth out effects of local changes. For both experiments, the original exponent
b5 4.157 predicted a near-zero concentration at a 40% mass reduction. This illustrates the importance of
calibrating the parameters of empirical models for every different source zone. This additional calibration
step, although it may provide better ﬁts, limits the practical utility of the ESM model for upscaling.
Unlike the DDGTP and ESM models, both the PB1 and the PB2 models captured all important features of
the two breakthrough curves. To help interpret model results shown in Figure 6, changes in the PB model
parameter values are illustrated in Figure 7. For Experiment 1, the change in slope of efﬂuent concentrations
at 58% mass removal (120 pore volumes) was predicted by the PB models. This change is concomitant with
the decrease in the slope of the Ayz curve (Figure 5e) and the sharp increase in average aqueous phase rela-
tive permeability kw;rel (Figure 7a). The product kw;rel  SN shows milder changes with time, due to the
decrease in average saturations, and reﬂects the combined effect of the increasing mass transfer due to
increasing ﬂow through the source zone, and the decreasing mass transfer due to lower interfacial areas as
dissolution progresses. The signiﬁcance of the term kw;rel  SN is more apparent for Experiment 2, where it
led to the increases in predicted concentrations, consistent with the experimental observations (Figure 7b).
For Experiment 2, although the PB models overpredicted the magnitude of concentrations, the timing of
the slope changes is consistent with the numerical simulation and the experimental data.
Figure 5. Source zone architecture metrics for (left column) Experiment 1 and (right col-
umn) Experiment 2. (a and b) Percentage of DNAPL volume present as ganglia or pools,
(c and d) second spatial moment of organic saturation in each direction, and (e and f)
projection of the source zone on the control plane.
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Overall, the PB models describe
the concentrations for the two
DNAPL source zones well, captur-
ing their nonmonotonic, multi-
stage behavior, as well as the
timing and extent of changes in
concentrations. The average
goodness of ﬁt for the PB models
compared to the alternative
upscaled models is better, as
indicated by the lower root mean
square error (RMSE) values. Com-
paring the two PB models, both
PB1 (equation (7)) and PB2 (equa-
tion (8)) resulted in similar con-
centrations, due to the low initial
concentrations of the two experi-
ments which results in equation
(7) to converge to equation (8).
Source zones where this condi-
tion does not hold are evaluated
next to better delineate the dif-
ferences between the two PB
upscaled models.
3.2. Extended Evaluation of the
PB Upscaled Models
To further investigate whether
the variations in the three param-
eters, Ayz, kw;rel , and SN of the PB
upscaled models are responsible
for multistage changes in con-
centrations, and a series of addi-
tional hypothetical simulations
were conducted to obtain a
wider range of source zone archi-
tectures. Models PB1 and PB2
were compared to the DDGTP
model. Since our objective in this
evaluation is to identify the source zone characteristics that explain concentration variations without having
to calibrate empirical parameters, the ESM model was not included in this evaluation. For the comparison,
12 different cases (A through L) were considered, each different from the Zhang et al. [2008] experiments in
a single attribute. A summary of the 12 cases is given in Table 1. Results for Cases A through F are presented
in Figure 8 and discussed below, and results and discussion for Cases G through L are provided in the sup-
porting information. The agreement between the upscaled models and the numerical model is evaluated
using root mean square errors (RMSEs) for the average goodness of ﬁt, as well as visual observation for the
match in the critical features of concentration proﬁles like the timing of changes in slope.
Cases A and B evaluated the upscaled models for different ﬂow and mass transfer dynamics, as affected by
the hydraulic gradient. Experiment 1 was simulated with a 50% lower hydraulic gradient (Case A) and a
50% higher hydraulic gradient (Case B). This resulted in an average Darcy velocity of 0.5 and 1.5 m/d,
respectively. This change did not have an impact on the initial source zone architecture, as it was only
implemented during the ﬂushing period of the experiments. However, since velocity is positively correlated
with local mass transfer coefﬁcients [Pfannkuch, 1984; Powers et al., 1994], higher velocities result in faster
Figure 6. Efﬂuent concentrations predicted by the numerical simulation and the
upscaled models for (a) Experiment 1 and (b) Experiment 2. Numbers in parentheses indi-
cate root mean square errors (RMSEs).
Water Resources Research 10.1002/2013WR014663
KOKKINAKI ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 3199
mass transfer, higher efﬂuent
concentrations, and faster mass
depletion. At the same time,
higher velocities result in smaller
retention times and potentially
mass transfer limitations. These
effects are taken into account by
the numerical simulations, shown
as gray circles in Figure 8. In con-
trast, upscaled models only con-
sider upscaled, domain-averaged
source zone characteristics.
Ideally, these upscaled character-
istics should implicitly include
the effects of local-scale phe-
nomena (e.g., mass transfer limi-
tations) so that the respective
upscaled models can capture the
average efﬂuent concentrations.
For both cases A and B, the
DDGTP model predicted a two-
stage concentration proﬁle similar
to that of Experiment 1, since the
initial source zone architecture
(and the GF0) did not change (Fig-
ures 8a and 8b), and concentra-
tion changes were not captured
in either of the two cases. Both PB
models better matched the
decrease in concentrations for
Case A with similar RMSEs, slightly
underestimating concentrations
at high mass reductions. Note
that concentrations in Figure 8
are normalized with the initial
concentration, such that the
smaller the initial concentration (e.g., Case A), the smaller the actual error. For Case B, only model PB2
matched the concentrations well, resulting in the lowest RMSE. Model PB1 predicted the timing of the major
changes in slope correctly, but overpredicted the concentrations and resulted in an RMSE similar to that of
the DDGTP model. This is contrary to what was expected: PB2 is an approximation of PB1 and should, there-
fore, fail when keff L=q (i.e., for higher initial concentrations). The good match given by PB2 indicates that the
relative changes in the projected area, relative permeability, and saturation have a direct proportional impact
on efﬂuent concentrations, rather than on the effective mass transfer coefﬁcient. This suggests that the pro-
portional conceptual model of PB2 better represents the upscaled DNAPL systems, and that the good ﬁt of
PB1 in previous cases is due to the convergence of the two mathematical expressions for low C0.
Case C evaluates the upscaled models for a simulation where more pronounced mass transfer limitations,
i.e., lower local mass transfer rates, were imposed on the system. For this purpose, instead of using the ther-
modynamic dissolution model to perform the numerical simulation of Experiment 1, the empirical
Sherwood-Gilland correlation of Powers et al. [1994] was used. The Powers et al. [1994] correlation was devel-
oped using column data of styrene dissolution and has been previously shown to underestimate concentra-
tions when applied to the more complex source zone of the Zhang et al. [2008] experiments [Kokkinaki
et al., 2013b]. Although the use of the Powers et al. [1994] correlation does not represent the actual experi-
mental conditions, this hypothetical case is used here to demonstrate that the parameters of the proposed
Figure 7. Source zone parameters used in the upscaled PB model for (a) Experiment 1
and (b) Experiment 2.
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PB upscaled model implicitly take into account potential
mass transfer limitations. As such, the PB model can be
applied for source zones with or without mass transfer limi-
tations without any modiﬁcation. As Figure 8c shows, the
PB models captured the lower concentrations and the
changes in slope with mass removal for the whole duration
of the simulation, resulting in both the lowest RMSEs, and
better capturing the timing and extent of concentration
changes than the DDGTP model. The DDGTP model pre-
dicted an early drop in concentrations and overestimated
concentrations at later times, similarly to cases A and B. This
was expected, as the initial source zone architecture was
the same for all three cases.
Case D evaluates the upscaled models for the situation
where mass transfer is impeded by limited contact between
the DNAPL and ﬂowing groundwater. To generate the source zone architecture that resulted in this effect,
the soil type deﬁnition of Experiment 1 was modiﬁed such that part of the DNAPL inﬁltrated within a high-
permeability lense surrounded by less permeable soil. When only the trapped DNAPL pool remained (at
85% mass reduction), the numerical model predicted concentrations at near-zero values. The upscaled
DDGTP model did not predict the sharp decrease in concentrations when the trapped DNAPL remained. In
contrast, the PB models matched the sharp decrease in concentrations, because the average relative perme-
ability decreased to close to zero values when the trapped DNAPL pool remained, producing low concentra-
tions even though DNAPL was still present in the system. In addition, the PB models closely captured the
subtle changes in curvature of concentrations at all times, while the DDGTP model did not predict the
Table 1. Summary of Hypothetical Cases Used to
Evaluate the PB and DDGTP Models
Case Varied Attribute
Variations in Mass Transfer Dynamics
A 50% lower hydraulic gradient
B 50% higher hydraulic gradient
C Local mass transfer rate
D Source zone accessibility
Variations in SZ Architecture
E 50% less DNAPL (Experiment 1)
F 50% less DNAPL (Experiment 2)
G Complex, pool dominated
H Complex, pool dominated
I Complex, pool dominated
J Homogeneous, sand 20/30
K Homogeneous with lense, sand 20/30
L Homogeneous with lense, sand 30/40
Figure 8. Predicted ﬂux-weighted concentrations as a function of mass removal for cases A–F, for numerical simulations (circles) and upscaled models (lines). Concentrations are normal-
ized with the initial concentration C0, which is given in parenthesis on the y axis for each case. Numbers shown in the legend indicate root mean square errors (RMSEs).
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change in slope of the concentrations at earlier times and overpredicted the concentrations for most of the
simulation, resulting in the highest RMSE.
Cases A-D were similar in terms of the temporal evolution of ganglia fractions, which were less than 10%
and only exceeded 20% near complete depletion of the DNAPL. Additional simulations (Cases E-L) were
conducted to evaluate the ability of the upscaled models to predict concentrations for source zones with a
more diverse distribution of saturations.
Cases E and F correspond to Experiments 1 and 2, respectively, with 50% less DNAPL injected
(11.3 mL). This resulted in smaller source zones, more ﬂow bypassing and dilution, higher ganglia frac-
tions, and less complex and extensive DNAPL pools. These changes were reﬂected in earlier and milder
concentration reductions compared to the real experiments. In both cases, the PB models captured
the concentrations and the respective changes in slopes equally well, with similar RMSEs that were
lower than those of the DDGTP model. The DDGTP model predicted a clear multistage concentration
for case E, due to the higher initial ganglia fraction, however, it still predicted an earlier decrease in
concentrations for both cases E and F, and, therefore, underpredicted the concentrations at low mass
reductions.
Cases G through L are presented in the supporting information. These cases evaluated source zones archi-
tectures that were entirely different from these of Experiments 1 and 2, with a wider range of distributions
and ganglia fractions. These different DNAPL distributions resulted in signiﬁcantly different concentrations
proﬁles (Figure S1, supporting information). In all six cases, model PB2 captured the variations in concentra-
tions better than the PB1 and the DDGTP models in terms the average goodness of ﬁt. An exception is Case
I, where the average error (RMSE) of the PB models was higher than that of the DDGTP model; notably, the
PB models better matched the timing of concentration changes and the overall shape of the concentration
proﬁle.
Overall, the PB models successfully captured the number and timing of the different stages for all
source zones evaluated, conﬁrming that the three PB upscaled parameters had a direct inﬂuence on
the average efﬂuent concentrations. Model PB1 overpredicted the concentrations in cases H, J, and K,
which had higher initial concentrations, while in cases with low initial concentrations it gave similar
results to PB2. This suggests that a simple proportional conceptual model (equation (8)) better repre-
sents the evaluated upscaled DNAPL systems than the one-dimensional effective mass transfer model
(equations (3), (4), and (7)). Finally, the DDGTP model did not accurately predict the concentration ﬂuc-
tuations in any of the cases considered here, as all source zones evaluated were pool dominated ini-
tially and, therefore, did not adhere to the dual-domain hypothesis. The performance of the DDGTP
model did not improve when the actual changes in PF with time were considered instead of using
equation (12).
These results indicate that multistage mass discharge from DNAPL source zones may not be related to tran-
sitions from ganglia-dominated to pool-dominated source zones, but rather to changes in the overall source
zone extent, and in the average ﬂow dynamics within the DNAPL source zone, represented by changes in
the average water relative permeability and organic saturation. The importance of these three macroscopic
parameters included in the PB models is consistent with previous studies indicating that heterogeneity in
the DNAPL saturation and velocity distribution is linked to abrupt reductions in concentrations [Rao and
Jawitz, 2003]. The results presented here provide a better physical understanding of this link and suggest
that conditions under which the commonly used power law models are not representative would be often
encountered in complex source zones. This information is important to consider when utilizing existing
screening models for DNAPL remediation. Most importantly, these ﬁndings can be useful in the develop-
ment of new nonempirical predictive upscaled models that are more reliable and better suited for imple-
mentation within ﬂexible, integrated DNAPL site strategies suggested by current regulatory guidance
[SERDP, 2006; ITRC, 2011].
4. Conclusions
DNAPL source zones often have complex architectures that are difﬁcult to characterize in detail in the ﬁeld.
While numerous studies have shown that the dissolution, and thereby the remediation potential, of DNAPL
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source zones is sensitive to this architecture, it is unclear to date which spatial characteristics are most
important. Such knowledge would be invaluable in the ﬁeld, where application of detailed multiphase
numerical models is not feasible. The objective of this work was to identify macroscopic characteristics of
DNAPL source zones that control average efﬂuent concentrations and to develop an upscaled model
describing the relationship between these source zone characteristics and efﬂuent concentrations as both
evolve in time. Speciﬁc focus was given on efﬂuent concentration proﬁles that exhibit complex, multistage,
nonmonotonic behavior.
Our analysis considers three macroscopic characteristics of the DNAPL source zone: (a) the projected area
of the source zone on a downgradient control plane, (b) the average of local-scale aqueous phase relative
permeabilities in the source zone, and (c) the average of local-scale DNAPL saturations in the source
zone. These three macroscopic parameters represent the cumulative effects of the physical processes
affecting downgradient concentrations, namely efﬂuent dilution and local dissolution kinetics. Using ﬁne-
scale numerical modeling data for both real and hypothetical centimeter-scale source zones with com-
plex architectures as a validation data set, it was found that a simple proportional relationship between
efﬂuent concentrations and the product of the three macroscopic parameters successfully described the
behavior of all sixteen source zones evaluated. This indicates that the three transient parameters of the
PB model are sufﬁcient for describing the temporal evolution of efﬂuent concentrations. This proposed
process-based model (PB model) better matched the concentration proﬁles of the cases evaluated than
an empirical power law upscaled model (ESM model) and a dual-domain ganglia-to-pool ratio model
(DDGTP model).
These ﬁndings provide a quantitative explanation for the nonmonotonic, multistage concentration proﬁles
often observed for complex DNAPL source zones. The proposed relationship between average efﬂuent con-
centrations and the source zone macroscopic characteristics can be used to associate observed temporal
changes in concentrations with the temporal evolution of the source zone characteristics, such as for exam-
ple, a decrease in the cross-sectional area of the source zone. Knowledge of such information can lead to
better management of remediation operations, by identifying which parameters are important to reassess
through the course of remediation and when to do so, and could be applied at sites implementing the cur-
rent guidance for integrated DNAPL site strategies.
Currently, the three macroscopic parameters of the PB model, namely the projection of the source
zone on the control plane and the averages of local DNAPL saturations and water relative permeabil-
ities, are difﬁcult to measure in the ﬁeld. However, with advances in source zone characterization tech-
niques, such ﬁeld measurements may become feasible in the near future [e.g., Annable et al., 1998;
Jawitz et al., 2003; Li and Abriola, 2009] and may be easier to obtain than more detailed spatial metrics
such as the ganglia-to-pool ratio. Also, further model reduction may be possible, due to the relation-
ship between local DNAPL saturations and relative permeabilities. Our results suggest that developing
methods to measure or estimate the proposed source zone parameters can be useful for evaluating
the potential for signiﬁcant concentration reductions and the overall longevity of DNAPL source
zones.
In conclusion, our analysis of a number of source zone architectures indicates that the temporal evolution
of concentrations emanating from complex DNAPL source zones will often not follow the simple
exponential-like decrease with mass reduction that is assumed in current state-of-practice screening mod-
els. These empirical models, in addition to not capturing complex dissolution behavior, are case speciﬁc,
requiring calibration of nonphysical parameters for each site at which they are applied. Relationships with
parameters directly related to physical characteristics of the source zone like the relationship proposed in
this work improve our understanding of how observed reductions in concentrations can be related to
changes in source zone DNAPL architecture, information that is important for risk reduction performance
evaluation. Improvements in characterization techniques for measuring the proposed macroscopic parame-
ters in the ﬁeld, combined with methods to predict their temporal evolution would lead to the develop-
ment of reliable predictive screening for DNAPL site remediation. In those cases where the relative
importance of estimating the proposed macroscopic parameters in light of need and availability of resour-
ces for obtaining other ﬁeld data is low, the proposed relationship can be useful in the interpretation of
concentration data from monitoring wells.
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