Abstract. We prove sharp stability estimates for the Truncated Laplace Transform and Truncated Fourier Transform. The argument combines an approach recently introduced by Alaifari, Pierce and the second author for the truncated Hilbert transform with classical results of Bertero, Grünbaum, Landau, Pollak and Slepian. In particular, we prove there is a universal constant c > 0 such that for all f ∈ L 2 (R) with compact support in
1. Introduction 1.1. Introduction. Given a compact operator T : H → H on a Hilbert space H, compactness implies that the inversion problem, i.e. reconstructing x from y in T x = y is ill-posed: small changes in y may lead to arbitrarily large changes in x. The simplest example is perhaps that of integral operators on L 2 (R) where integration acts as a smoothing process and makes inversion of the operator difficult. Of particular importance is the Hilbert transform (Hf )(x) = 1 π p.v.
R f (y) x − y dy, which satisfies Hf L 2 (R) = f L 2 (R) . However, in practice, measurements have to be taken from a compact interval and this motivates the definition of the truncated Hilbert transform: using χ I to denote the characteristic function on an interval I ⊂ R, the truncated Hilbert transform H T : L 2 (I) → L 2 (J) on the intervals I, J ⊂ R is given by
Whenever the intervals I and J are disjoint, the singularity of the kernel never comes into play and the operator is highly smoothing: indeed, if I and J are disjoint, the operator becomes severely ill-posed and the singular values decay exponentially fast. The inversion problem is ill-behaved even on finite-dimensional subspaces: every subspace V ⊂ L 2 (I) contains some 0 = f ∈ V with
for some c 1 , c 2 > 0 depending only on I, J. This strong form of ill-posedness makes it very easy to construct bad examples: take any finite orthonormal set {φ 1 , φ 2 , . . . , φ n } ⊂ L 2 (I), By linearity, we have for any scalar a 1 , . . . , a n that
which is a simple quadratic form. Finding the eigenvector corresponding to the smallest eigenvalue of the Gramian G = ( H T φ i , H T φ j ) n i,j=1 produces a suitable linear combination of {φ 1 , φ 2 , . . . , φ n } for which H T f L 2 (J) ≪ f L 2 (I) . The strong degree of ill-posedness guarantees that the smallest eigenvalue decays exponentially in n independently of the orthonormal basis. Recently, Alaifari, Pierce and the second author [2] showed that it is nonetheless possible to guarantee some control by proving a new type of stability estimate for the Hilbert transform: for disjoint intervals I, J ⊂ R
where the constants c 1 , c 2 depend only on the intervals I, J. This estimate guarantees that the only way for Hf to be substantially smaller than f is the presence of oscillations. If one reconstructs data f from measurements g (the equation being H T f = g), then a small error f + h yields
The stability estimate implies that one can guarantee to distinguish f from f + h when h has few oscillations. The only existing result in this direction is [2] for the Hilbert transform.
Main results
The purpose of our paper is to combine the argument developed by Alaifari, Pierce and the second author [2] 
, then this is due to the presence of oscillations. 1 2
The result is sharp up to constants: if c 2 is chosen sufficiently small, then for every c 1 > 0 there is an infinite orthonormal sequence of functions for which the inequality fails. The proof proceeds similarly as in [2] with a crucial ingredient for Laplace transforms coming from a a 1985 paper of Bertero & Grünbaum [5] .
is very different in structure. We seek a lower bound on
if f is supported far away from the origin, then the exponentially decaying kernel will induce rapid decay even if no oscillations are present (additional oscillations can, of course, further decrease the size of L * a,b f L 2 [a,b] ). Any lower bound will therefore have to incorporate where the function is localized and the natural framework for this are weighted estimates. 
The result is again sharp in the sense that there are counterexamples for every c 1 > 0 if the constant c 2 is smaller than some fixed positive constant depending on a, b.
where, as usual, F denotes the Fourier transform
The Fourier transform of a compactly supported function is analytic and cannot vanish on an open set. Since it does not vanish on any open set, this yields
The expression can certainly be small because f can have all its L 2 −mass far away from the origin: however, if f has its L 2 −mass far away from the origin, f oscillates on [−1, 1]. We give a quantitative description of this phenomenon.
We are not aware of any such results in the literature, however, the result is certainly close in spirit to the question to which degree simultaneous localization in space and frequency is possible.
An example is Nazarov's quantitative form [14] of the Amrein-Berthier theorem [3] (see also [4] ): for any S, Σ ⊂ R with finite measure and any f ∈ L 2 (R) it is not possible for f to be too strongly localized in S and f to be too strongly
The proof of Theorem 3 makes use of prolate spheroidal wave functions introduced by Landau, Pollak and Slepian [8, 9, 16, 17, 18] . They appear naturally in the Landau-Pollak uncertainty principle [9] which states that if supp( f ) ⊂ [−1, 1] and
where π is the projection onto a (4 ⌊T ⌋+ 1)−dimensional subspace spanned by the first elements of a particular universal orthonormal basis (φ n ) n∈N (these are the prolate spheroidal wave functions).
Outline of the paper. §3 gives a high-level overview of the argument and provides two easy inequalities for real functions that will be used in the proofs. §4 explains the underlying machinery specially required to prove Theorem 1 and gives the full proof. A very similar argument allows to prove Theorem 2 and we describe the necessary modifications in §5. §6 gives a proof of Theorem 3. c 1 , . . . , c 5 are positive constants, ∼ denotes equivalence up to constants.
3. Outline of the arguments 3.1. The overarching structure. The proofs (also for the result in [2] ) have the same underlying structure: we use a T * T argument and the fact that there is a differential operator D whose eigenfunctions coincide with the eigenfunctions of T * T . This allows us to exploit the structure of the differential operator to analyze the decomposition of a generic function into the orthonormal basis of singular functions. More precisely: we are interested in establishing lower bounds for an injective operator between two Hilbert spaces T : H 1 → H 2 . In all these cases, we assume that (1) we control the decay of the eigenvalues of T * T from below, (2) there is a differential operator D : H 1 → H 1 with the same eigenfunctions as T * T (3) and we can control the growth of eigenvalues λ n of D. Let us denote the L 2 −normalized eigenfunctions of D (which are also eigenfunctions of T * T ) by (u n ) ∞ n=1 . They form an orthonormal basis of L 2 in all situations that are of interest to us. Furthermore, we will use the spectral theorem
and explicit information on the growth of the eigenvalues λ n . We can furthermore, using integration by parts and the structure of D, control the action of D in the Sobolev space H
The useful insight is that this implies that the eigenfunction (u n ) ∞ n=1 explore the phase space in a way that is analogous to classical eigenfunctions of the Laplacian: low-energy eigenfunctions have small derivatives. In particular, if Df is small, then at least some of the projections | f, u n | have to be big for n somewhat small. Conversely, functions whose L 2 −energy is mostly concentrated on high-frequency eigenfunctions (u n ) n≥N have | Df, f | large. The next Lemma makes this precise.
Lemma 1 (Low oscillation implies low frequency). If
Proof. Both inequalities have the same scaling under the multiplication with scalars f → λf , so we can assume w.
However, we also clearly have that
As a consequence
We may not know the eigenfunctions (u n ) ∞ n=1 but we can ensure that for any function f half of its L 2 −mass of the expansion will be contained in the subspace
The second step of the argument invokes decay of the eigenvalues µ n of T * T via
and combining this with the previous argument to obtain
Sharpness of results. It is not difficult to see that these types of arguments are actually sharp (up to constant) if f = u n . This will immediately imply sharpness of our results: if constants in the statement are chosen too small, then the inequality will fail for (u n ) n≥N for some N sufficiently large. While this is not our main focus, there is quite a bit of additional research on precise asymptotics of the constants and how they depend on the intervals (see [10] 
Proof. Let us assume f (x 0 ) = 0 for some x 0 ∈ [a, b]. Then, for every x ∈ [a, b], using CauchySchwarz
If f does not change sign, then we cannot bound low-regularity terms like f L 2 by high-regularity terms like f x L 2 [a,b] . However, there is also no cancellation in the integral operator and arguments specifically taylored to the integral operators will admit easy lower bounds in terms of the L 1 −norm. The next inequality shows that the lower bounds we obtain in the Theorems are much smaller than the L 1 −norm so that we may treat both cases at the same time. 
Proof. Squaring both sides of the desired inequality and using
shows that the desired statement is implied by the stronger inequality
The inequality is invariant under multiplication with scalars f → cf , which allows us to assume
Let us now take J ⊂ [a, b] to be the largest possible interval such that f assumes the value 1 on the boundary of J and the value 1/2 on the other boundary point. If no such interval exists, then the original inequality trivially holds with
Suppose now that J exists. Clearly,
and argue that among all functions on the interval J assuming the values 1 and 1/2 on the boundary, the linear function yields the smallest value for f x L 2 (J) . The existence of a minimizing function is obvious because of compactness. The minimizer g has to satisfy the Euler-Lagrange equation, which simplifies to g xx = 0. This implies
Altogether, we have
However, for every choice of a, b, c 2 > 0 such that a < b, the function h : R + → R + given by
is uniformly bounded away from 0 with a lower bound that only depends on a, b, c 2 . This allows us to pick c 1 in such a way that
independently of the length of the interval J. This gives the result.
4. Proof of Theorem 1
and thus
4.2.
The differential operator. The next ingredient, due to Bertero & Grünbaum [5] , is crucial: they discovered that L * a,b L a,b commutes with the differential operator
The proof is an explicit computation starting with
Integration by parts yields that
A second integration by parts gives that
Summarizing, we have just shown that
which we can also write as
A simple computation shows that
and thus, by linearity,
Using this commutation property in combination with some additional considerations regarding multiplicity (to ensure there are no degeneracies), one can obtain the following result.
This means we can now restrict ourselves to an analysis of the differential operator
where we switched the sign to make it positive-definite. We note that the basic bound λ n ∼ n 2 on the eigenvalues that follows immediately from standard spectral theory.
Lemma 5 (Standard estimate, cf. [10] ). There exists c 1 > 0 depending on a, b such that the eigenvalues of
4.3. Proof of Theorem 1.
Proof. The proof combines the various ingredients. We assume w.
Integration by part gives, for differentiable f ,
We distinguish two cases: (1) f has a root in [a, b] or (2) f has no roots in [a, b] . We start with the first case. Then Lemma 2 implies
At the same time, since the eigenfunctions form a basis, we may also write
Altogether, we have, using the lower bound λ n ≥ c 3 n 2 that
As a consequence, we can use Lemma 1 to deduce that the Littlewood-Paley projection onto low frequencies contains a positive fraction of the
The argument can now be concluded as follows: it is known that the eigenvalues of L * a,b L a,b decay exponentially (for estimates, see [10, 13] ) and we have also just established that a positive proportion of the L 2 −mass lies at suitably small frequencies. We write
is the associated sequence of eigenfunctions. We bound
It is well-known (see e.g. [10] ) that the singular values decay exponentially
where the constants c 1 , c 2 only depend on the interval. This yields
It remains to consider the second case. In that case, f cannot change sign. We assume w.l.o.g. that it is always positive and bound
However, here Lemma 3 immediately yields that for every c 2 > 0 and all a < b there exists a c 1 (depending only on a, b, c 2 ) such that for all differentiable f :
It is not difficult to check that all the steps are sharp up to constants for f = u n and this guarantees the sharpness of our Theorem up to constants.
Proof of Theorem 2
and its eigenfunctions (u n ) ∞ n=1 now correspond to a weighted fourth-order differential operator.
then the eigenfunctions of D t are also given by (u n ) ∞ n=1 . The argument is very similar to before, the crucial ingredient is the commutation relation
which reduces, after several integration by parts, tô
Proof of Theorem 2.
Proof. The overall structure mirrors that of Theorem 2, it suffices to record the differences. We proceed as before and normalize to f L 2 = 1. Using integration by parts, we can bound
The direct spectral analysis of the operatorD t seems trickier, however, we can usê
to conclude thatD t has the same eigenvalues as D t , where D t is the differential operator from the proof of Theorem 1. In particular, λ n ≥ c 4 n 2 for some c 4 > 0. Therefore
. Using the argument from the proof of Lemma 1 in conjunction with
we can conclude the existence of a constant 0 < c 5 < ∞ depending only on c 4 such that
The argument now follows from the exponential decay of the singular values (see [10] ) and the elementary inequality (a
6. Proof of Theorem 3 6.1. The Differential Operator. Consider the self-adjoint operator F T :
The crucial ingredient, which the monograph of Osipov, Rokhlin & Xiao [15] ascribes to Landau & Pollak [8, 9] and Slepian & Pollak [16] , is that the eigenfunctions of F T coincide with the eigenfunctions of a differential operator. It is classical that the eigenvalues of the differential operator grow asymptotically as λ n ∼ n 2 , in particular, we have λ n ≥ c 3 n 2 for some c 3 > 0.
