Given a frame for a subspace W of a Hilbert space H , we consider all possible families of oblique dual frame vectors on an appropriately chosen subspace V. In place of the standard description, which involves computing the pseudoinverse of the frame operator, we develop an alternative characterization which in some cases can be computationally more efficient. We first treat the case of a general frame on an arbitrary Hilbert space, and then specialize the results to shift-invariant frames with multiple generators. In particular, we present explicit versions of our general conditions for the case of shift-invariant spaces with a single generator. The theory is also adapted to the standard frame setting in which the original and dual frames are defined on the same space.
INTRODUCTION
Frames are generalizations of bases which lead to redundant signal expansions [1] [2] [3] [4] . A frame for a Hilbert space is a set of not necessarily linearly independent vectors that has the property that each vector in the space can be expanded in terms of these vectors. Frames were first introduced by Duffin and Schaeffer [1] in the context of nonharmonic Fourier series, and play an important role in the theory of nonuniform sampling [1, 2, 5, 6] . Recent interest in frames has been motivated in part by their utility in analyzing wavelet expansions [7, 8] , and by their robustness properties [3, [8] [9] [10] [11] [12] [13] .
Frame-like expansions have been developed and used in a wide range of disciplines. Many connections between frame theory and various signal processing techniques have been recently discovered and developed. For example, the theory of frames has been used to study and design oversampled filter banks [14] [15] [16] [17] and error correction codes [18] . Wavelet families have been used in quantum mechanics and many other areas of theoretical physics [8, 19] .
One of the prime applications of frames is that they lead to expansions of vectors (or signals) in the underlying Hilbert space in terms of the frame elements. Specifically, if H is a separable Hilbert space and { f k } ∞ k=1 is a frame for H , then any f in H can be expressed as
for some dual frame {g k } ∞ k=1 for H . In order to use this representation in practice, we need to be able to calculate the coefficients f , g k . A popular choice of {g k } ∞ k=1 is the minimal-norm dual frame, that is, the canonical dual frame. However, computing the minimal-norm dual is highly nontrivial in general. Another issue is that the frame { f k } ∞ k=1 might have a certain structure which is not shared by the minimal-norm dual. This complication appears, for example, if { f k } ∞ k=1 is a wavelet frame: there are cases where the canonical dual of a wavelet frame does not have the wavelet structure (cf. [8] ). One way to circumvent these types of problems is to search for more general choices of duals. Usually, one requires additional constraints on the choice of
has a shift-invariant structure, it is natural to require that {g k } ∞ k=1 also share this structure.
More recently, the traditional concept of frames has been broadened to include frames on subspaces. Oblique frame decompositions, which were suggested in [10, 20] and further developed in [21] [22] [23] , allow for frame expansions in which (1) is restricted to signals f in a given closed subspace X of H . The vectors { f k } ∞ k=1 and {g k } ∞ k=1 are still required to be frames, but only for subspaces of H ; { f k } ∞ k=1 forms a frame for X and {g k } ∞ k=1 constitutes a frame for a possibly different subspace S such that H = X⊕S ⊥ , where S ⊥ denotes the orthogonal complement of S in H . By choosing S = X = H , we recover the conventional dual frames; however, oblique dual frames allow for more freedom in the design since the analysis space S is not restricted to be equal to the synthesis space X as in traditional frame expansions. A further ∞ k=1 for a subspace X, a complete characterization of all possible oblique dual frames on a subspace S has been obtained in [22, 24] . This characterization involves computing the pseudoinverse of the frame operator TT * , where T is the preframe operator associated with the frame { f k } ∞ k=1 . In many cases, computing this pseudoinverse is computationally demanding. An interesting question therefore is whether there is an alternative characterization for all oblique duals which does not necessarily involve the pseudoinverse of TT * . Our main result, derived in Section 3, shows that the oblique dual frames can be characterized in an alternative way in which the pseudoinverse of TT * is replaced by the pseudoinverse of HT * , where H is an appropriately chosen operator. The advantage of this characterization is that there is freedom in choosing the operator H so that it can be tailored such that the pseudoinverse of HT * is easier to compute than the pseudoinverse of TT * . Concrete examples demonstrating this computational advantage have recently been explored in [25] [26] [27] in the context of Gabor expansions.
An important class of frames in signal processing applications are shift-invariant frames, which are generated by translates of a set of generators [6] . The advantage of these frames is that the corresponding frame expansion can be implemented using linear time-invariant (LTI) filters. In Section 4, we specialize our results to the case of shiftinvariant frames. As we show, while the classical frame representation may involve ideal filters which cannot be implemented in practice, by using the proposed alternative representation, the ideal filters can often be replaced by non ideal realizable filters. Furthermore, our general conditions take a particular simple form in the case of a shift-invariant space generated by a single function.
Before proceeding to the detailed development, in the next section, we summarize the required mathematical preliminaries.
DEFINITIONS AND BASIC RESULTS
We now introduce some definitions and results that will be used throughout the paper.
Given a transformation T, we denote by N (T) and R(T) the null space and range space of T, respectively. The MoorePenrose pseudoinverse of T is written as T † and the adjoint is denoted by T * . The inner product between vectors x, y ∈ H is denoted by x, y , and is linear in the first argument. We use R and Z to denote the reals and integers, respectively. The complex conjugate of a complex function f (x) is denoted by f (x). 
Thus,
is the orthogonal projection onto W , which we denote by P W . On the other hand, any projection P (i.e., a bounded linear operator on H for which P 2 = P) leads to a decomposition of H ; in fact, as proved in, for example, [28, Proposition 38.4] ,
That is, there is a one-to-one correspondence between decompositions of H and projections on H . Thus, our results in this paper obtained via the splitting assumption H = W ⊕ V ⊥ could as well be formulated starting with a projection.
For f ∈ L 1 (R), we denote the Fourier transform by
As usual, the Fourier transform is extended to a unitary operator on L 2 (R). For a sequence c = {c k } ∈ 2 , we define the discrete-time Fourier transform as the 1-periodic function in L 2 (0, 1) given by
The discrete-time convolution
The continuous-time convolution between two functions φ, φ 1 ∈ L 2 (R) is given by
A set of vectors { f k } ∞ k=1 forms a Bessel sequence for a Hilbert space H if there exists a constant B < ∞ such that 
for all x ∈ H [3] . The preframe operator associated with a Bessel sequence
and its adjoint is given by
The assumption H = W ⊕ V ⊥ will play a crucial role throughout the paper. Lemma 1, proved by Tang (see [29, Theorem 2.3] ), deals with this condition, and relies on the concept of the angle between two subspaces. The angle from V to W is defined as the unique number
Lemma 1. Given closed subspaces V, W of a separable Hilbert space H , the following are equivalent:
More information on the condition H = W ⊕ V ⊥ in general Hilbert spaces can be found in [22] .
CHARACTERIZATION OF DUALS

Oblique dual frames
be a frame for a closed subspace W ⊆ H , and let {g k } ∞ k=1 be a frame for a closed subspace V ⊆ H such that
The terminology oblique dual frame originates from the relation of these frames with oblique projections, as incorporated in the following lemma [22] .
Then the following are equivalent. 
to an oblique dual on V by constructing the sequence
. This interpretation is illustrated in Figure 1 . Denoting by T the preframe operator of the frame
, it was shown in [22, 24] that the oblique dual frames
where
∈ V is a Bessel sequence. The characterization (14) involves computing the pseudoinverse of TT * which can be computationally demanding. An interesting question therefore is whether there is an alternative characterization for the duals which does not involve the pseudoinverse of TT * . Our main result, Theorem 1, shows that the oblique dual frames can be characterized in an alternative way in which the pseudoinverse (TT * ) † is replaced by (HT * ) † , where H is an appropriately chosen operator. The advantage of this characterization is that there is freedom in choosing the operator H so that it can be tailored such that (HT * ) † is easier to compute than (TT * ) † . Furthermore, in this representation, the infinite sum is no longer required.
In Section 4, we specialize the results to the case of shiftinvariant frames which are important in signal processing applications since frame expansions involving shift-invariant frames can be implemented using LTI filters.
Lemma 4. Let H 1 , H 2 be separable Hilbert spaces, and let
(iv) The operator
is independent of the choice of the bounded operator U : 
For the proof, see the appendix. We note that Lemma 4(iii) provides an explicit method for computing the oblique projection E VW ⊥ ; it is especially convenient if we choose H 1 = 2 , in which case Y * U becomes an operator on 2 .
Oblique dual families
We now present our main result, which provides an alternative characterization of all oblique duals.
be a frame for a subspace W ⊆ H with preframe operator T, and let V be a closed subspace such that
on V are precisely the families
is a frame sequence with preframe operator H,
where B : 2 → H is any bounded operator with R(B) = V, S is a closed subspace of 2 such that 2 = R(T * ) ⊕ S, and
is the canonical orthonormal basis for 2 . Note that from Lemma 4(iv), it follows that the families defined by (19) differ only in the choice of S.
Proof. The proof of the theorem relies on the following lemma.
Lemma 5 (see [22]). Let
be a frame for W , and let V be a closed subspace such that
be the canonical orthonormal basis for 2 . The oblique dual frames
By Lemmas 4 and 5, we can characterize the oblique dual frames on V along W ⊥ as all families of the form
where H : 2 → H is a bounded operator with closed range,
∈ H a frame sequence. By inserting this expression for H in (20), we get
From Lemma 4(iii), we can write E VW ⊥ as
Substituting (22) into (18), we have that
with S = N (H), thus completing the proof.
In the special case in which W = H , Theorem 1 implies that the classical dual frames of { f k } ∞ k=1 are the families
is a frame sequence, satisfying that N (H) ⊕ R(T * ) = 2 . This should be compared with the known characterization [31] 
is a subspace of 2 ; the more redundant the frame is, the "smaller" R(T * ) is, that is, the larger the kernel of H is forced to be.
In [25] [26] [27] , it is shown that using the characterization (24) in a finite-dimensional setting can lead to Gabor expansions that are computationally much more efficient than conventional Gabor expansions. Furthermore, by proper choice of H, one can improve the condition number of HT * . Specifically, consider the case in which we are given the Gabor expansion of a finite-length signal, and the goal is to reconstruct the signal from these samples. 
where L is the length of the signal and a and b are the shifts along the time and frequency axes, respectively, then the matrix HT * is invertible for any choice of σ 2 . Because of the limited spread of h [k] , the matrix HT * can be computed very efficiently, resulting in an efficient method for reconstructing the signal from its Gabor coefficients.
One more advantage of the approach is that for large values of σ 1 , the matrix TT * can be poorly conditioned. By appropriately selecting the spread σ 2 of h[k], it is possible to improve the condition number of HT * , leading to a more stable reconstruction algorithm.
Minimal-norm duals
We now use the representation of Theorem 1 to develop alternative forms of the minimal-norm oblique duals.
Given a bounded operator B with R(B) = V, the minimal-norm oblique dual vectors of { f k } ∞ k=1 on V along W , that is, the oblique dual vectors leading to coefficients with minimal 2 norm, can be written as [10, 20] 
The representation (26) follows from Theorem 1 if we choose (19) reduces to (26) . Alternatively, it was shown in [22] that the minimal-norm oblique duals can be expressed as
This characterization also follows from Theorem 1, with H = T. More generally, we can obtain this characterization by choosing H as an arbitrary operator with N (H) = N (T), as incorporated in the following theorem. 
is a frame sequence with preframe operator H, satisfying that N (H) = N (T). Alternatively,
where B is a bounded operator with R(B) = V and {δ k } ∞ k=1 is the canonical orthonormal basis for 2 .
Proof. The proof of the theorem follows from the fact that if T : H 1 → H 2 is a bounded operator with closed range, then the operator
is independent of the choice of the bounded operator U :
, it then follows that the pseudoinverse (UT * ) † is a well-defined bounded operator. Because U is bounded with N (U) = N (T), it can be expressed as U = XT for a bounded operator X :
⊥ . In particular, we can choose
From Lemma 3, it then follows that
Therefore,
thus completing the proof.
If V = W , then the vectors g k defined by Theorem 2 are the conventional minimal-norm dual frame vectors. Thus, Theorem 2 provides an alternative method for computing the conventional dual frame vectors, which are typically given by
By using Theorem 2, we may choose B so that (T * B) † is easier to compute than (T * T) † ; alternatively, we may choose H such that (HT * ) † can be evaluated more efficiently than (TT * ) † .
FRAME SEQUENCES IN SHIFT-INVARIANT SPACES
We now consider frames of translates in shift-invariant spaces. The importance of this class of frames stems from the fact that the corresponding frame expansions can be implemented using LTI filters. 
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Shift-invariant frames
A shift-invariant frame with multiple generators is a frame { f k j } k∈Z, j∈J of the form
where J is an index set, φ j ∈ L 2 (R) and we define the translation operator acting on functions in
The corresponding space
is said to be shift-invariant. A shift-invariant frame expansion of the form f =
N−1 j=0
k∈Z f , h k j φ k j , where h k j = T k h j and φ k j = T k φ j , can be implemented using a bank of LTI filters, as depicted in Figure 2 . To see this, we first note that for fixed j, the coefficients
can be expressed as samples at x = k of a convolution integral
where g(x) = h j (−x). Thus, the sequence c k j can be viewed as samples at x = k of the output of an LTI filter with impulse response h j (−x), with f (x) as its input. Next, we note that the sum k∈Z c k j φ j (x − k) can be expressed as a convolution
where p(x) is the modulated impulse train
Shift-invariant duals
Having defined shift-invariant frames, our goal now is to obtain shift-invariant oblique dual frames via Theorem 1.
We further denote by T and H the preframe operators of the sequences {T k φ j } k∈Z, j∈J and {T k h j } k∈Z, j∈J , respectively. Throughout the section, we make the following assumptions:
Note that if {T k φ j } k∈Z, j∈J is a frame sequence, then these conditions can be formulated entirely in terms of the operators T and H via 
is a shift-invariant oblique dual frame of {T k φ j } k∈Z, j∈J on V,
Proof. We first show that
Indeed, for any f ∈ H , 
Substituting (44) into (46), we have that
where P is an orthogonal projection onto 
Single generator
An important special case of a shift-invariant frame is a frame of the form {T k φ} k∈Z , with a single generator φ. These frames are especially easy to analyze. In particular, as the following proposition shows, one can immediately characterize the generators that create a frame for their closed linear span ({T k φ} k∈Z cannot be a frame for all of L 2 (R), cf. [32] ).
Proposition 1 (see [4, 33]). Let
φ ∈ L 2 (R), Φ e 2πiω = k∈Z φ (ω + k) 2 , N (Φ) = ω : Φ e 2πiω = 0 .(50)
Then {T k φ} k∈Z is a frame sequence with bounds A, B if and only if
It turns out that for single-generated systems, the conditions L 2 (R) = W ⊕ V ⊥ and 2 = R(T * ) ⊕ N (H) of the previous section are also easy to verify. Suppose that {T k φ} k∈Z and {T k h} k∈Z are frame sequences, and let
The following proposition, proved in [22] , provides an easily verifiable condition on the generators φ and h such that 
We now show that the second condition 2 
Thus, only the first condition needs to be verified, which can be done in a straightforward way by using Proposition 2. Proof. It was shown in [22, Lemma 4.7] that the range of the adjoint of the preframe operator associated to any singlegenerated shift-invariant frame is
Applying this result to the preframe operator H, it follows that
We now show that if we identify N (Φ), N (Ψ) with subsets of [0, 1] 
We first show that Combining our results leads to the following characterization of all oblique duals in the single-generated shiftinvariant case.
and let
Suppose that {T k φ} k∈Z is a frame sequence so that
for some A > 0. Then, the sequence
is a shift-invariant oblique dual frame of {T k φ} k∈Z on V, with 
LTI representation of minimal-norm duals
We now develop an LTI representation of the minimal-norm duals of a single-generated shift-invariant frame. We have seen in Theorem 2 that the minimal-norm oblique duals can be characterized as g k = B(T * B) † δ k , where B : 2 → H is a bounded operator with range V such that
Suppose now that we let T be the preframe operator of a shift-invariant frame {T k φ} k∈Z for W and choose B as the preframe operator of a shift-invariant frame {T k b} k∈Z . Proposition 2 provides necessary and sufficient conditions onb(ω) such that H = W ⊕ V ⊥ . Given a generator b(x) satisfying these conditions, we now show how to implement the operator B(T * B) † using LTI filters. Figure 3 , where
, Φ e 2πiω = 0, 
Indeed,
It then follows that h k are the samples at the points x = k of the function f (x) whose Fourier transform is given bŷ
Thus, (T * B) † is equivalent to filtering the input sequence with the filter A(e j2πω ). To conclude the proof, we note that if
, which is equivalent to modulating the sequence g k by an impulse train, and filtering the modulated sequence with a filter with impulse response b(x).
Lemma 6 can be used to develop an efficient method for reconstructing a signal g(x) in W from coefficients c = T * g. Specifically, the reconstruction is obtained as g = B(T * B) † c which is the output of the block diagram in Figure 3 with the sequence c as its input. Now, the kth coefficient c k can be written as (68) and thus can be obtained by filtering the input signal g(x) with a filter with impulse response f (−x) and frequency responsef (ω), and then sampling the output at x = k.
The advantage of this reconstruction is that given the samples c, we have freedom in choosing the filterb(ω) so that it can be tailored such that the filtersb(ω) and A(e 2πiω ) are easy to implement.
Note that if the signal g(x) does not lie in the space W spanned by the signals { f (x − k)}, then the output
Figure 3: Filter-based implementation of the oblique dual frame vectors.
of the block diagram of Figure 3 will be equal to P W g(x). This follows immediately from the fact that B(T * B)
A similar idea was first introduced in [34] in the context of consistent sampling. In that setting, it was suggested to choose a filterb(ω) that spans a space V, different from the sampling space W , that is easy to implement, and then use a discrete-time correction filter in order to compensate for the mismatch between the sampling filter and the reconstruction filter. Here we use a similar idea where the essential difference is that in the scheme of Figure 3 , the overall reconstruction is equivalent to an orthogonal projection onto the reconstruction space, while the scheme of [34] is equivalent to an oblique projection.
CONCLUSION
We have obtained a complete characterization of the oblique dual frames associated with a frame for a subspace of a Hilbert space. Compared to the use of the classical dual frame, this leads to considerable freedom in the design. In [25, 26] , we demonstrated that these results can lead to much more efficient representations in the case of finitedimensional spaces; we believe that the results presented here will lead to similar gains in the general case. As an important special case, we considered frame expansions in shiftinvariant spaces. For the case of a single generator, our general conditions take a particular simple form. 
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Special Issue on Transforming Signal Processing Applications into Parallel Implementations Call for Papers
There is an increasing need to develop efficient "systemlevel" models, methods, and tools to support designers to quickly transform signal processing application specification to heterogeneous hardware and software architectures such as arrays of DSPs, heterogeneous platforms involving microprocessors, DSPs and FPGAs, and other evolving multiprocessor SoC architectures. Typically, the design process involves aspects of application and architecture modeling as well as transformations to translate the application models to architecture models for subsequent performance analysis and design space exploration. Accurate predictions are indispensable because next generation signal processing applications, for example, audio, video, and array signal processing impose high throughput, real-time and energy constraints that can no longer be served by a single DSP.
There are a number of key issues in transforming application models into parallel implementations that are not addressed in current approaches. These are engineering the application specification, transforming application specification, or representation of the architecture specification as well as communication models such as data transfer and synchronization primitives in both models.
The purpose of this call for papers is to address approaches that include application transformations in the performance, analysis, and design space exploration efforts when taking signal processing applications to concurrent and parallel implementations. The Guest Editors are soliciting contributions in joint application and architecture space exploration that outperform the current architecture-only design space exploration methods and tools.
Topics of interest for this special issue include but are not limited to:
• modeling applications in terms of (abstract) control-dataflow graph, dataflow graph, and process network models of computation (MoC) • transforming application models or algorithmic engineering • transforming application MoCs to architecture MoCs • joint application and architecture space exploration 
Call for Papers
It is broadly acknowledged that the development of enabling technologies for new forms of interactive multimedia services requires a targeted confluence of knowledge, semantics, and low-level media processing. The convergence of these areas is key to many applications including interactive TV, networked medical imaging, vision-based surveillance and multimedia visualization, navigation, search, and retrieval. The latter is a crucial application since the exponential growth of audiovisual data, along with the critical lack of tools to record the data in a well-structured form, is rendering useless vast portions of available content. To overcome this problem, there is need for technology that is able to produce accurate levels of abstraction in order to annotate and retrieve content using queries that are natural to humans. Such technology will help narrow the gap between low-level features or content descriptors that can be computed automatically, and the richness and subjectivity of semantics in user queries and high-level human interpretations of audiovisual media. This special issue focuses on truly integrative research targeting of what can be disparate disciplines including image processing, knowledge engineering, information retrieval, semantic, analysis, and artificial intelligence. High-quality and novel contributions addressing theoretical and practical aspects are solicited. Specifically, the following topics are of interest:
• Semantics-based multimedia analysis • Context-based multimedia mining • Intelligent exploitation of user relevance feedback • Knowledge acquisition from multimedia contents • Semantics based interaction with multimedia • Integration of multimedia processing and Semantic Web technologies to enable automatic content sharing, processing, and interpretation • Content, user, and network aware media engineering • Multimodal techniques, high-dimensionality reduction, and low level feature fusion
Special Issue on
Super-resolution Enhancement of Digital Video
Call for Papers
When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide fieldof-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view. In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term "optical SR" to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as "detector SR." Note that some methods may seek to perform both optical and detector SR.
Detector SR algorithms generally process a set of lowresolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.
With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:
• Detector and optical SR algorithms for video 
In recent years, increased demand for fast Internet access and new multimedia services, the development of new and feasible signal processing techniques associated with faster and low-cost digital signal processors, as well as the deregulation of the telecommunications market have placed major emphasis on the value of investigating hostile media, such as powerline (PL) channels for high-rate data transmissions.
Nowadays, some companies are offering powerline communications (PLC) modems with mean and peak bit-rates around 100 Mbps and 200 Mbps, respectively. However, advanced broadband powerline communications (BPLC) modems will surpass this performance. For accomplishing it, some special schemes or solutions for coping with the following issues should be addressed: (i) considerable differences between powerline network topologies; (ii) hostile properties of PL channels, such as attenuation proportional to high frequencies and long distances, high-power impulse noise occurrences, time-varying behavior, and strong inter-symbol interference (ISI) effects; (iv) electromagnetic compatibility with other well-established communication systems working in the same spectrum, (v) climatic conditions in different parts of the world; (vii) reliability and QoS guarantee for video and voice transmissions; and (vi) different demands and needs from developed, developing, and poor countries.
These issues can lead to exciting research frontiers with very promising results if signal processing, digital communication, and computational intelligence techniques are effectively and efficiently combined.
The goal of this special issue is to introduce signal processing, digital communication, and computational intelligence tools either individually or in combined form for advancing reliable and powerful future generations of powerline communication solutions that can be suited with for applications in developed, developing, and poor countries.
Topics of interest include (but are not limited to)
• Multicarrier, spread spectrum, and single carrier techniques • Channel modeling 
