A technique, permitting automatic finding coarse grained parallelism in algorithms presented with arbitrary nested loops, is presented. The technique is based on finding affine space partition mappings. The main advantage of this technique is that it allows us to form constraints for finding mappings directly in a linear form while known techniques result in building non-linear constraints which should next be linearized. After finding affine space partition mappings, well-known code generation approaches can be applied to expose algorithm parallelism. It is shown how this technique can be applied for parallelizing computational geometry algorithms by means of two examples.
Introduction
Many of the applications of computational geometry require real-time speeds. To achieve the required performance, parallel computers and distributed systems can be applied.
Usually, parallel algorithms in computational geometry are developed manually [4] , [8] , [12] . Such a way requires carrying out research, and consequently high skills, much time, and high costs.
Another way is applying techniques that may automatically find parallelism in sequential algorithms. Most computation in real applications are contained in loops. Hence, most techniques of automatic detecting parallelism deal with loops.
In this paper, we consider automatic finding paallelism for a coarse grained multicomputer, which comprised of a set of p processors with local memory per processor and an arbitrary communication network (or shared memory).
Coarse-grained parallelism is employed by creating a thread on each of the processors, executing in parallel for a period of time with occasional synchronization. This paper presents a technique permitting us to find communication-free parallelism for arbitrary nested loops and next illustrates how it can be applied for detecting coarse grained parallelism in computational geometry algorithms. A basic idea of the technique assumes that the operations of a loop are divided into partitions, such that dependent operations are placed in the same partition. A partitioning is described by an affine mapping for each loop instruction.
An m-dimensional affine partition mapping for statement s in a loop is an mdimensional affine expression c i C
, which maps an instance of statement s, indexed by its iteration vector i , to an m-dimensional vector. After finding affine mappings, well-known techniques for generating parallel code can be applied, for example, [3] , [5] , [19] .
Backgrounds
To detect parallelism in loops, we need to know dependences among the loop iterations. We refer to a particular execution of a statement for a certain iteration of the loops, that surround this statement, as an operation.
Two operations are dependent if both access the same memory location and if at least one access is a write.
There are three types of data dependence: flow, anti, and output dependence. A statement S2 is flow dependent on statement S1 if a variable is first defined in statement S1 and later used in statement S2. A statement S2 is anti dependent on statement S1 if a variable is first used in statement S1 and later defined in statement S2. A statement S2 is output dependent on S1 if a variable is first defined in statement S1 and later redefined in statement S2.
Our algorithm requires an exact representation of the dependences, and consequently an exact dependence analysis.
A dependence analysis is exact if for any affine dependence it detects a dependence if and only if one exists [18] .
Our algorithm is based on the dependence analysis proposed by Pugh and Wonnacott [17] . That analysis permits us to extract exact dependence information for any single structured procedure in which the expressions in the subscripts, loop bounds, and conditionals are affine functions of the loop indices and loopindependent variables, and the loop steps are known constants. Dependences are presented with dependence relations. A dependence relation is a mapping from one iteration space to another, and is represented by a set of linear constraints on variables that stand for the values of the loop indices at the source and destination of the dependence and the values of the symbolic constants. A dependence relation is a tuple relation. An integer k-tuple is a point in k Z . A tuple relation is a mapping from tuples to tuples.
The basic merits of the dependence analysis proposed by Pugh and Wonnacott are as follows: i) it is exact; ii) it is valid for both perfectly and imperfectly nested loops; iii) it permits value-based dependences to be calculated.
A dependence between iterations I and J , which are the dependence source and destination, respectively, is value-based if: I is executed before J ; I and J refer to a memory location M, and at least one of these references is a write; the memory location M is not written between iteration I and iteration J .
The dependence analysis by Pugh and Wonnacott is implemented in Petit, a research tool for doing dependence analysis and program transformations. To carry out dependence analysis manually, the Omega calculator can be applied [14] .
Finding communication-free parallelism
Our technique finds communication-free parallelism in algorithms presented with arbitrary nested loops that meet the requirements of the dependence analysis by Pugh and Wonnacott.
In this section, we consider the following task. Given a loop originating a set of dependences presented with the dependence relations Given the dependence relations, we should firstly form the reduced dependence graph [7] , that is, a directed graph G=(V, E), where the vertices are the statements and the edges represent the dependence relations.
Definition 3.1 Strongly connected graph is a directed graph that has a path from each vertex to every other vertex.
Definition 3.2 Given a directed graph G=(V, E), a subgraph S=(V', E'
) is a strongly connected component(SCC) if S is strongly connected, and for all vertices u such that u ∈V and u∉ V' there is no vertex v ∈V' for which (u, v) ∈E.
The graph in Figure 1 below has two strongly connected components given by {S1, S2} and {S3}, respectively. be represented in the following form (1) and (2) , apply one of well-known techniques [3] , [5] , [19] for generating parallel code. 4. Generate code to execute the SCCs in topological order.
The algorithm described finds communication-free parallelism for each SCC in the reduced dependence graph of a loop.
Examples
Let us illustrate the technique presented by means of the two following examples from computational geometry. Analyzing these dependences, we conclude that there exist the following three SCCs, represented with statements s1, s2, and s3, respectively. There exist the selfdependences originated with each statement in the loop, that is, we cannot execute all loop iterations in parallel.
We seek space partition mappings for s1, s2, and s3 of the forms i C C 
which we simplify to the following form
The resulting constraint is as follows
The solution to this constraint is
Applying The affine partitioning framework, considered in many papers, for example, [6] , [7] , [9] , [10] , [11] , [15] , [16] , [17] , unifies a large number of previously proposed loop transformations. It is the most powerful framework for loop parallelization today allowing us to parallelize loops with arbitrary nested loops.
Work [17] is most closely related to ours. In contrast to that work and other known approaches, our technique permit us to form constraints for finding affine space partition mappings for arbitrary nested loops directly in a linear form without the necessity of applying the Farkas lemma [17] to linearize the constraint, and, hence, it is less time-consuming than that of work [17] and other known approaches.
Conclusion
This paper describes a technique to detect coarse grained parallelism in algorithms presented with arbitrary nested loops which comprise most computations in many computational geometry applications. This technique can be easily implemented by means of academic public available software, for example, Omega project (ftp://ftp.cs.umd.edu/pub/omega) which includes all necessary tools: finding the dependence relations, solving linear systems of equalities, and code generation.
Other public available software (see, for example http: //www.irisa.fr/cosi/ALPHA/welcome.html) can be also used to generate parallel code in accordance with our approach.
Applying the technique presented may permit us to shorten the time of building parallel algorithms as well as to transform existing sequential computational geometry applications into parallel ones.
