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Abstract
We propose a quasi-Monte Carlo algorithm for pricing knock-out and knock-in barrier op-
tions under the Heston (1993) stochastic volatility model. This is done by modifying the LT
method from Imai and Tan (2006) for the Heston model such that the first uniform variable
does not influence the stochastic volatility path and then conditionally modifying its marginals
to fulfill the barrier condition(s). We show that this method is unbiased and never does worse
than the unconditional algorithm. In addition, the conditioning is combined with a root finding
method to also force positive payouts. The effectiveness of this method is shown by extensive
numerical results.
1 Introduction
It is well known that the quasi-Monte Carlo method in combination with a good path construc-
tion method, like the LT method from Imai and Tan [9], can be a helpful tool in option pricing,
see, e.g., [4, 11]. The integrand functions usually take the form max( f ,0) and a good path
construction will somehow align the discontinuity in the derivative along the axes. However, as
soon as other discontinuities, in the form of barrier conditions, are introduced, the performance
of the quasi-Monte Carlo method degrades as a lot of sample paths might not contribute to
the estimator anymore and are basically waisted, see [12] for an illustration and an alternative
solution. This is also the case for the Monte Carlo method for which in [6] a conditional sam-
pling method has been introduced to alleviate this problem. A conditional sampling scheme
will make certain all sample paths will adhere to the barrier condition and weights their contri-
bution by the likelihood of its occurrence.
In previous work [1] we have introduced a conditional sampling method to deal with barrier
conditions in the Black–Scholes setting that can be used in combination with a good path
construction method like the LT method. In that paper we have shown that such a scheme
always performs better than the unconditional method. Here we consider the more realistic
Heston model [8], which has a stochastic volatility component, and derive an algorithm to do
conditional sampling on barrier conditions under this model. We focus solely on the LT path
construction which enables us to construct a good path construction for the payoff; excluding
the maximum and barrier conditions which are handled by a root finding method (optional) and
the conditional sampling proposed in this paper.
1
2 The LT method for Heston under log prices
Assume a Heston world [8] in which the risk-neutral dynamics of the asset are given by
dS(t) = rS(t)dt+
√
V (t)S(t)dW 1(t),
dV (t) = (θ −V (t))κdt+σ
√
V (t)dW 2(t),
dW 1(t)dW 2(t) = ρdt,
where S(t) denotes the price of the asset at time t, r is the risk-free interest rate, κ is the mean-
reversion parameter of the volatility process, θ is the long run average price variance and σ is
the volatility of the volatility. We assume the Feller condition 2κθ ≥ σ2 such that the process
V (t) is strictly positive. The parameter ρ controls the correlation between the log-returns and
the volatility. A useful observation is that one can write
W 1(t) = ρW 2(t)+
√
1−ρ2W 3(t),
where W 2(t) and W 3(t) are independent Brownian motions. This corresponds to the Cholesky
decomposition of the correlation structure. When resorting to Monte Carlo techniques for pric-
ing options under this model, asset paths need to be discretized. For simplicity we assume that
time is discretized using m equidistant time steps ∆t = T/m, but all results can be extended to
the more general case. The notations Sˆk and Vˆk will be used for Sˆ(k∆t) and Vˆ (k∆t), respectively.
We use the Euler–Maruyama scheme [10] to discretize the asset paths in log-space (see also [5,
Sect. 6.5] w.r.t. transformations of variables) and sample the independent Brownian motions
W 2 and W 3 by using independent standard normal variables Z1 and Z2; for k = 0, . . . ,m−1,
log Sˆk+1 = log Sˆk +
(
r− Vˆk
2
)
∆t+
√
Vˆk
√
∆t
(
ρZ1k+1+
√
1−ρ2Z2k+1
)
, (1)
Vˆk+1 = Vˆk +(θ −Vˆk)κ∆t+σ
√
Vˆk
√
∆tZ1k+1. (2)
For our method it is important that Vˆ is sampled solely from Z1 and to switch to log-space.
This will be explained in the next sections.
Write Z = (Z11 ,Z
2
1 ,Z
1
2 ,Z
2
2 , . . . ,Z
2
m)
′ ∈ R2m, where the prime is used to denote the transpose
of a vector. Then Z has multivariate standard normal distribution. Assuming a European option
payoff represented as
max( f (Z),0)
one usually simulates the function f (Z) by mapping a uniform variate u in the unit cube to
Z by applying the inverse cumulative distribution function Φ−1. We will call this method
the standard Monte Carlo method (MC). When using quasi-Monte Carlo (QMC), the uniform
variates are replaced by a low-discrepancy point set. Our conditional sampling scheme will use
the influence of the first uniform variable u1 to try and force the barrier conditions to be met.
For this we will employ the LT method. First, the uniformly sampled variate u is mapped to
a standard normal variate z as in the MC method. The function f (Z) is then sampled using
the transformation Z = Qz for a carefully chosen orthogonal matrix Q. This means that in (1)
and (2) we take, for k = 0, . . . ,m−1,
Z1k+1 =
2m
∑
n=1
q2k+1,nzn and Z2k+1 =
2m
∑
n=1
q2k+2,nzn,
2
where qi, j denotes the element from the matrix Q at row i and column j. We remark that, for
ease of notation, we will write f (Z), f (z), f (u) or f (Sˆ1, . . . , Sˆm) to denote the function f from
above in terms of normal variates Z or z, uniform variates u or just the discretized stock path
Sˆ1, . . . , Sˆm.
In what follows the notation Q•k denotes the kth column of Q and Qk• denotes the kth row.
The LT method [9] chooses the matrix Q according to the following optimization problem:
maximize
Q•k∈R2m
variance contribution of f due to kth dimension
subject to ‖Q•k‖= 1,
〈Q∗• j,Q•k〉= 0, j = 1, . . . ,k−1,
where Q∗• j denotes the columns of Q that have already been optimized in the previous itera-
tions. The algorithm is carried out iteratively for k = 1,2, . . . ,2m so that in the kth optimiza-
tion step the objective function ensures that, given columns Q∗• j, j = 1, . . . ,k− 1 which have
already been determined in the previous iterations, the variance contribution due to the kth di-
mension is maximized while the constraints ensure orthogonality. Being able to express the
variance contribution for each component analytically for general payoff functions f can be
quite complicated. Therefore, Imai and Tan [9] propose to approximate the objective function
by linearizing it using a first-order Taylor expansion for z = zˆ+∆z,
f (z)≈ f (zˆ)+
2m
∑
k=1
∂ f
∂ zk
∣∣∣∣
z=zˆ
∆zk.
Using this expansion, the variance contributed due to the kth component is(
∂ f
∂ zk
∣∣∣∣
z=zˆ
)2
.
The expansion points are chosen as zˆk = (1, . . . ,1,0, . . . ,0), the vector with k−1 leading ones.
Different expansion points will lead to different transformation matrices; this particular choice
allows for an efficient construction. The optimization problem becomes
maximize
Q•k∈R2m
(
∂ f
∂ zk
∣∣∣∣
z=zˆk
)2
(3)
subject to ‖Q•k‖= 1,
〈Q∗• j,Q•k〉= 0, j = 1, . . . ,k−1.
The original Imai and Tan paper [9] considers a European call option to illustrate the com-
putational advantage of the LT method under the Heston model. In their paper the stochastic
volatility is described in [9, Sect. 4.2] and we will revisit their method in Section 4. For ease
of illustration we also consider the payoff function inside the max-function to be that of a
European call option
f (z) = Sˆm−K
where K is the strike price. For notational ease, we introduce the following functions:
f 1k =
√
∆t
2
√
Vˆk
(
ρZ1k+1+
√
1−ρ2Z2k+1
)
− ∆t
2
,
3
f 2k =
√
Vˆk
√
∆t,
f 3k = 1−κ∆t+
σ
√
∆t
2
√
Vˆk
Z1k+1,
f 4k = σ
√
Vˆk
√
∆t.
Note that all the above functions f i depend on Z . Similar to [9], to find the partial derivatives
∂ Sˆm/∂ zi needed for the optimization algorithm, we obtain the recursive relations (with initial
conditions ∂ log Sˆ0/∂ zi = 0 and ∂Vˆ0/∂ zi = 0)
∂ log Sˆk+1
∂ zi
=
∂ log Sˆk
∂ zi
+
∂Vˆk
∂ zi
f 1k +
(
ρq2k+1,i+
√
1−ρ2q2k+2,i
)
f 2k , (4)
∂Vˆk+1
∂ zi
=
∂Vˆk
∂ zi
f 3k +q2k+1,i f
4
k , (5)
where k goes from 0 to m−1. The chain rule is used to obtain
∂ Sˆm
∂ zi
= Sˆm
∂ log Sˆm
∂ zi
.
We will use the following lemma to calculate the transformation matrix.
Lemma 1. The recursion
Fk+1 = akFk +bkqk,
Gk+1 = ckGk +dkqk + ekFk,
with initial values F0 = G0 = 0 can be written at index k+1 as a linear combination of the q`,
`= 0, . . . ,k, as follows
Fk+1 =
k
∑`
=0
q` b`
k
∏
j=`+1
a j,
Gk+1 =
k
∑`
=0
q`
(
d`
k
∏
j=`+1
c j +b`
k
∑
t=`+1
et
k
∏
v=t+1
cv
t−1
∏
v=`+1
av
)
.
Proof. The formula for Fk+1 follows immediately by induction. For the expansion of Gk+1 we
first rewrite this formula in a more explicit recursive form
Gk+1 =
k
∑`
=0
q`d`
k
∏
j=`+1
c j +
k−1
∑`
=0
q`b`
k
∑
t=`+1
et
k
∏
v=t+1
cv
t−1
∏
v=`+1
av
=
k
∑`
=0
q`d`
k
∏
j=`+1
c j +
k
∑
t=1
et
k
∏
v=t+1
cv
(
t−1
∑`
=0
q`b`
t−1
∏
v=`+1
av
)
.
The part in-between the braces equals Ft and the proof now follows by induction on k.
A similar result is obtained if the second recursion is replaced by Gk+1 = ckGk + dkqk +
d′kq
′
k + ekFk. Furthermore the coefficients in the expansion for q` and q
′
` can cheaply be calcu-
lated recursively. Using this lemma, we can make the log-LT construction for the Heston model
explicit in the following lemma.
4
Proposition 1. The column vector Q•k that solves the optimization problem (3) for a call option
under the Heston model is given by Q•k =±v/‖v‖ where
v2`+1 = Sˆm f 2` ρ+ Sˆm f
4
`
m−1
∑
t=`+1
f 1t
t−1
∏
v=`+1
f 3v ,
v2`+2 = Sˆm f 2`
√
1−ρ2,
for `= 0, . . . ,m−1.
Proof. By [9, Theorem 1] the solution to the optimization problem (3) is given by
Q•k =± v‖v‖ ,
where v is determined from
Q′•kv =
∂ Sˆm
∂ zk
= Sˆm
∂ log Sˆm
∂ zk
.
With the help of Lemma 1 we find from (4) and (5)
∂ log Sˆm
∂ zk
=
m−1
∑`
=0
q2`+1,k
(
ρ f 2` + f
4
`
m−1
∑
t=`+1
f 1t
t−1
∏
v=`+1
f 3v
)
+
m−1
∑`
=0
q2`+2,k
√
1−ρ2 f 2` ,
from which the result now follows.
Note that since Sˆm and all functions f i depend on Z , the vector v changes in each iteration
step of (3) as the reference point zˆ is changed.
This construction can also be used for a put option with payoff
f (z) = K− Sˆm.
In case of an arithmetic Asian option, the payoff is given by
f (z) =
1
m
m
∑
j=1
Sˆ j−K.
In that case the optimization problem (3) contains the sum of partial derivatives
∂ f
∂ zk
∣∣∣∣
z=zˆk
=
1
m
m
∑
j=1
∂ Sˆ j
∂ zk
∣∣∣∣∣
z=zˆk
.
It is thus straightforward to use the results for the call option in Proposition 1 to construct the
transformation matrix for the arithmetic Asian option.
Crucial to our conditional sampling algorithm is that we modify the LT construction by
forcing all odd elements in the first column of Q to zero, i.e., q2k+1,1 = 0 for k = 0, . . . ,m−1.
This removes the influence of z1 to Z1k and thus Vˆk for all k. The LT algorithm then finds
the orthogonal matrix Q which solves the optimization problem under this extra constraint
(which fixes m elements of the 4m2). In the next section we will show this leads to an elegant
conditional sampling scheme.
5
Lemma 2. Under the condition that q2`+1,1 = 0 for `= 0, . . . ,m−1 we have that the elements
q2`+2,1 all have the same sign.
Proof. From Proposition 1, for k = 1, we find that q2`+2,1 is proportional to v2`+2, i.e.,
v2`+2 = Sˆm
√
Vˆ`
√
∆t
√
1−ρ2,
which is always positive, and q2`+1,1 = v2`+1 = 0. Following Proposition 1 we now take
±v/‖v‖ from which the result follows.
3 Conditional sampling on log-LT
For expository reasons assume for now an up-&-out option with barrier B,
g(Sˆ1, . . . , Sˆm) = max
(
f (Sˆ1, . . . , Sˆm),0
)
I
{
max
k
Sˆk < B
}
. (6)
The condition at time tk+1 that the asset stays below the barrier can then be written, for k =
0, . . . ,m−1, as
log Sˆk+1 = log Sˆk +
(
r− Vˆk
2
)
∆t+
√
Vˆk
√
∆t
(
ρZ1k+1+
√
1−ρ2Z2k+1
)
= logS0+ r(k+1)∆t−∆t
k
∑`
=0
Vˆ 2`
2
+
k
∑`
=0
√
Vˆ`
√
∆t
2m
∑
n=2
(
ρq2`+1,n+
√
1−ρ2 q2`+2,n
)
zn
+ z1
√
∆t
√
1−ρ2
k
∑`
=0
√
Vˆ` q2`+2,1
< logB,
where we have used q2`+1,1 = 0. For notational ease we define the function
Γk(B,z2:2m) =
logB/S0− r(k+1)∆t+∆t∑k`=0 Vˆ 2` /2√
∆t
√
1−ρ2∑k`=0
√
Vˆ` q2`+2,1
−
∑k`=0
√
Vˆ`
√
∆t∑2mn=2
(
ρq2`+1,n+
√
1−ρ2 q2`+2,n
)
zn
√
∆t
√
1−ρ2∑k`=0
√
Vˆ` q2`+2,1
. (7)
Here the notation z2:2m is used to indicate the dependency on z2, . . . ,z2m, but not z1. Note that
Γk depends on all other market parameters as well, but this dependency is supressed not to
clutter the formulas. Because of the assumption that q2k+1,1 = 0 for all k, Vˆ can be sampled
independently of z1. This means the barrier condition can be written as a single condition on
z1, i.e.,
z1 <min
k
Γk(B,z2:2m) if all q2`+2,1 > 0,
6
Type all q2`+2,1 > 0
U&O (B) z1 <minkΓk(B,z2:2m)
D&O (B) z1 >maxkΓk(B,z2:2m)
U&I (B) z1 >minkΓk(B,z2:2m)
D&I (B) z1 <maxkΓk(B,z2:2m)
U&O + D&O (B1 > B2) z1 ∈ (maxkΓk(B2,z2:2m),minkΓk(B1,z2:2m))
U&O + D&I (B1 > B2) z1 <min{maxkΓk(B2,z2:2m),minkΓk(B1,z2:2m)}
Type all q2`+2,1 < 0
U&O (B) z1 >maxkΓk(B,z2:2m)
D&O (B) z1 <minkΓk(B,z2:2m)
U&I (B) z1 <maxkΓk(B,z2:2m)
D&I (B) z1 >minkΓk(B,z2:2m)
U&O + D&O (B1 > B2) z1 ∈ (maxkΓk(B1,z2:2m),minkΓk(B2,z2:2m))
U&O + D&I (B1 > B2) z1 >max{maxkΓk(B1,z2:2m),minkΓk(B2,z2:2m)}
Table 1: The barrier constraints on z1 for different types of barriers: up-&-out (U&O), down-&-out (D&O),
up-&-in (U&I), down-&-in (D&I) and some combinations.
and
z1 >max
k
Γk(B,z2:2m) if all q2`+2,1 < 0.
The condition on z1 was here derived for an up-&-out option for ease of exposition. The
modifications for more complex barriers can easily be obtained from here. Table 1 gives an
overview of the conditions on z1 for the basic barrier types and shows that these conditions can
easily be combined for more complex types.
We now show the main results on our conditional sampling scheme. Again, for expository
reasons, specialized for the case of the up-&-out option from above. This result can easily be
modified for other payout structures in the same spirit as the results in Table 1. The following
theorem holds for both the Monte Carlo method as for a randomly shifted quasi-Monte Carlo
rule.
Theorem 1. For the up-&-out option (6) and assuming that we fixed q2`+2,1 > 0 for ` =
0, . . . ,m−1 (see Lemma 2) the approximation based on sampling
gˆ(z1, . . . ,zm) =Φ
(
min
k
Γk(B,z2:2m)
)
max( f (zˆ1,z2, . . . ,zm),0)
where, using the relation z1 =Φ−1(u1),
zˆ1 =Φ−1
(
u1 min
k
Γk(B,z2:2m)
)
, (8)
is unbiased. Furthermore, if we denote the respective unconditional method by
g(z1, . . . ,zm) = max
(
f (Sˆ1, . . . , Sˆm),0
)
I
{
max
k
Sˆk < B
}
,
7
where the Sˆ1, . . . , Sˆm are obtained directly from z1,. . . ,zm without using (8), then, when using
the Monte Carlo method or a randomly shifted quasi-Monte Carlo method, the conditional
sampling has reduced variance, i.e., Var[gˆ] ≤ Var[g]. Furthermore the inequality is strict if
P[maxk Sˆk ≥ B]> 0 and E[g]> 0, i.e., if there is any chance of knock-out and positive payoff.
Proof. The proof can be constructed similar to [1, Theorem 3, 4 & 5] from our previous work.
The previous result shows that the proposed conditional algorithm can never do worse than
its unconditional variant. Furthermore, the more chance there is on a knock-out the more effect
the conditional algorithm will have. This can be observed in the examples in Section 5.
Remark. The conditional sampling was applied to z1 (or, equivalently, to u1) to keep the asset
from knocking out (or in). Taking it one step further one could try to add an additional bound
on z1, keeping z2:2m constant, in order to force a strictly positive payout. This is more involved
than the barrier condition however as for more complicated payoffs than calls and puts there
might not exist analytical formulae such as in Table 1 to condition z1. It is interesting to
note that for calls and puts the same formulas can be used as in Table 1, only now restricting
the Γk functions to Γm(K,z2:2m). Adding this constraint to the existing barrier conditions is
straightforward. Root finding methods can be employed for more complex payout structures.
See our previous work [1] for a detailed analysis of root finding for Asian options.
4 The original LT method for Heston
We mentioned previously that it is essential for our method to switch to log prices. To illustrate
the problem, we introduce the LT method for the Heston model as in [9] and we derive also an
explicit form of the orthogonal matrix Q (cf. Proposition 1). However, the conditional sam-
pling scheme from the previous section is not applicable. The Euler–Maruyama discretizations
for S(t) and V (t) are given by
Sˆk+1 = Sˆk + rSˆk∆t+
√
VˆkSˆk
√
∆t
(
ρZ1k+1+
√
1−ρ2Z2k+1
)
,
Vˆk+1 = Vˆk +(θ −Vˆk)κ∆t+σ
√
Vˆk
√
∆tZ1k+1,
compare with (1) and (2). For ease of notation, we introduce the following functions:
f 1k = 1+ r∆t+
√
Vˆk
√
∆t
(
ρZ1k+1+
√
1−ρ2Z2k+1
)
,
f 2k =
Sˆk
√
∆t
2
√
Vˆk
(
ρZ1k+1+
√
1−ρ2Z2k+1
)
,
f 3k = Sˆk
√
Vˆk
√
∆t,
f 4k = 1−κ∆t+
σ
√
∆t
2
√
Vˆk
Z1k+1,
f 5k = σ
√
Vˆk
√
∆t.
8
Note that all the above functions f i depend on Z . The recursion relations for the partial deriva-
tives become
∂ Sˆk+1
∂ zi
=
∂ Sˆk
∂ zi
f 1k +
∂Vˆk
∂ zi
f 2k +q2k+1,iρ f
3
k +q2k+2,i
√
1−ρ2 f 3k ,
∂Vˆk+1
∂ zi
=
∂Vˆk
∂ zi
f 4k +q2k+1,i f
5
k ,
for k = 0, . . . ,m−1, and initial conditions ∂ Sˆ0/∂ zi = 0 and ∂Vˆ0/∂ zi = 0. With this notation we
obtain the LT construction for the Heston model in explicit form.
Proposition 2. The column vector v = Q•k that maximizes the optimization problem (3) for a
call option under the Heston model is given by Q•k =±v/‖v‖ where
v2`+1 = f 3` ρ
m−1
∏
j=`+1
f 1j + f
5
`
m−1
∑
t=`+1
f 2t
m−1
∏
v=t+1
f 1v
t−1
∏
v=`+1
f 4v ,
v2`+2 = f 3`
√
1−ρ2
m−1
∏
j=`+1
f 1j ,
for `= 0, . . . ,m−1.
Proof. The proof is similar to Proposition 1, again making use of Lemma 1.
To show the advantage for conditional sampling of the log-LT method (as explained in
Sections 2 and 3) over this version we consider again the up-&-out option with payoff
g(Sˆ1, . . . , Sˆm) = max
(
f (Sˆ1, . . . , Sˆm),0
)
I
{
max
k
Sˆk < B
}
.
The barrier condition at an arbitrary time step tk+1 takes the following form:
Sˆk+1 = Sˆk
(
1+ r∆t+
√
Vˆk
√
∆t
(
ρZ1k+1+
√
1−ρ2Z2k+1
))
= S0
k
∏`
=0
(
1+ r∆t+
√
Vˆ`
√
∆t
2m
∑
n=1
(
ρq2`+1,n+
√
1−ρ2q2`+2,n
)
zn
)
< B.
Trying to condition on z1, as we did in the log-LT model (assuming again q2`+1,1 = 0), leads to
the following condition:
k
∏`
=0
(
A`+
√
Vˆ`
√
∆t
√
1−ρ2q2`+2,1z1
)
<
B
S0
where
A` = 1+ r∆t+
√
Vˆ`
√
∆t
2m
∑
n=2
(
ρq2`+1,n+
√
1−ρ2q2`+2,n
)
zn.
To satisfy the condition on z1, a k+ 1-th order polynomial must be solved in order to find
the regions where the above condition holds. To find the global condition, one has to solve
polynomials of degrees 1 to m, and then find the overlapping regions where all conditions hold.
This quickly becomes impractical and we therefore use the log-LT method which does not have
this drawback.
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Figure 1: Up-&-out call convergence plots for two options with different parameters. The fixed parameters
are r = 0% and κ = 1. The different choices for (V0 = θ = σ ,ρ,S0,K,B) are denoted above the figures.
5 Examples
Up-&-out call and put Consider the up-&-out call and put options with payoffs
Pc(Sˆ1, . . . , Sˆm) = max
(
Sˆm−K,0
)
I
{
max
k
Sˆk < B
}
,
Pp(Sˆ1, . . . , Sˆm) = max
(
K− Sˆm,0
)
I
{
max
k
Sˆk < B
}
.
The fixed model parameters are r = 0% and κ = 1. Furthermore, time is discretized using m =
250 steps and thus our stochastic dimension is 500. The results for this example are calculated
using a lattice sequence (with generating vector exod8 base2 m13 from [13] constructed
using the algorithm in [2]). The improvements of the standard deviations w.r.t. the Monte
Carlo method for different choices of ρ , S0, V0 = θ = σ , K and B are shown in Table 2. The
results for the call and put option seem to be consistent over all choices of parameters: the new
conditional scheme (denoted by QMC+LT+CS) improves significantly on the unconditional
LT method (denoted by QMC+LT). Note that the QMC+LT method uses the construction
of Proposition 2. Adding root finding (denoted by QMC+LT+CS+RF), to force a positive
payout, further dramatically improves the results. The improvement of the QMC+LT+CS
method for the put option is even larger than that for the call option. This difference should
not come as a surprise: when using conditional sampling on a knock-out option, z1 is modified
such that the asset does not hit the barrier. In case of an up-&-out call option, the asset paths
are essentially pushed down in order to achieve this. The payout of the call option however is
an increasing function of Sˆm, so that pushing the asset paths down has the side-effect of also
pushing a lot of paths out of the money. For the put option the reverse is true: the payout is
a decreasing function of Sˆm, meaning that pushing the paths down will result in more paths
ending up in the money. Root finding can be used to control this off-setting effect in case of
the call option, this effect is clearly visible in Table 2. These numerical results are illustrated in
terms of N in Figure 1 for two parameter choices for the call option.
Up-&-in call Consider an up-&-in call option with payoff
P(Sˆ1, . . . , Sˆm) = max
(
Sˆm−K,0
)
I
{
max
k
Sˆk > B
}
.
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(V0 = θ = σ ,ρ,S0,K,B) QMC+LT+CS+RF QMC+LT+CS QMC+LT Value
Call
(0.2,−0.5,90,80,100) 405% 148% 98% 0.09
(0.2,−0.5,100,100,120) 502% 173% 90% 0.09
(0.2,−0.5,110,100,150) 463% 231% 117% 1.25
(0.2,0.5,90,80,100) 474% 120% 124% 0.08
(0.2,0.5,100,100,125) 446% 130% 99% 0.16
(0.2,0.5,110,100,140) 454% 166% 136% 0.56
(0.3,−0.5,90,80,100) 623% 160% 82% 0.05
(0.3,−0.5,100,100,120) 590% 160% 144% 0.06
(0.3,−0.5,110,100,150) 429% 246% 141% 0.77
(0.3,0.5,90,80,100) 360% 191% 106% 0.05
(0.3,0.5,100,100,125) 353% 141% 81% 0.10
(0.3,0.5,110,100,140) 367% 142% 104% 0.34
Put
(0.2,−0.5,90,80,100) 367% 331% 184% 9.02
(0.2,−0.5,100,100,105) 279% 235% 126% 7.76
(0.2,−0.5,110,100,112) 298% 263% 123% 4.44
(0.2,0.5,90,80,100) 361% 376% 148% 6.05
(0.2,0.5,100,100,105) 326% 298% 131% 5.33
(0.2,0.5,110,100,112) 317% 325% 149% 2.98
(0.3,−0.5,90,80,100) 383% 348% 137% 10.3
(0.3,−0.5,100,100,105) 260% 243% 144% 8.65
(0.3,−0.5,110,100,112) 214% 187% 129% 5.38
(0.3,0.5,90,80,100) 380% 294% 160% 6.44
(0.3,0.5,100,100,105) 304% 272% 174% 5.57
(0.3,0.5,110,100,112) 305% 279% 124% 3.33
Table 2: Up-&-out call and put. The reported numbers are the standard deviations of the MC method divided
by those of the QMC+LT+CS+RF, QMC+LT+CS and QMC+LT methods. The MC method uses 30720
samples, while the QMC methods use 1024 samples and 30 independent shifts. The rightmost column
denotes the option value.
The fixed model parameters are r = 2%, κ = 1 and σ = 0.2. Again, m = 250. Here we use
the Sobol’ sequence with parameters from [7] and digital shifting [3]. The standard deviations
for different choices of ρ , S0, V0 = θ , K and B are shown in Table 3. The improvements of
the conditional scheme are extremely high for this case. Note the impact of the correlation on
the results: the improvement for ρ = 0.5 is even approximately twice that for ρ = −0.5. All
parameter choices indicate that conditional sampling on the barrier condition greatly improves
accuracy. Adding the additional condition of the payout itself (root finding) provides another
serious reduction in the standard deviation.
Up-&-out Asian Consider an up-&-out Asian option with payoff
P(Sˆ1, . . . , Sˆm) = max
(
1
m
m
∑
k=1
Sˆk−K,0
)
I
{
max
k
Sˆk < B
}
.
The fixed model parameters are r = 5%, κ = 1 and σ = 0.2. The number of time steps is fixed
at m= 250. We use the Sobol’ sequence as in the previous example and the results are shown in
Table 4. The results are once more very satisfactory with similar results as for the up-&-out call
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(V0 = θ ,ρ,S0,K,B) QMC+LT+CS+RF QMC+LT+CS QMC+LT Value
(0.1,−0.5,90,80,160) 2158% 1515% 242% 5.47
(0.1,−0.5,100,100,180) 2377% 1542% 240% 5.05
(0.1,−0.5,110,120,200) 2572% 1545% 250% 4.74
(0.1,0.5,90,80,160) 1557% 654% 341% 17.4
(0.1,0.5,100,100,180) 1564% 644% 354% 16.9
(0.1,0.5,110,120,200) 1556% 640% 373% 16.6
(0.15,−0.5,90,80,160) 2044% 1247% 366% 10.6
(0.15,−0.5,100,100,180) 2243% 1262% 420% 10.1
(0.15,−0.5,110,120,200) 2391% 1236% 349% 9.72
(0.15,0.5,90,80,160) 1570% 568% 421% 23.3
(0.15,0.5,100,100,180) 1622% 567% 418% 23.0
(0.15,0.5,110,120,200) 1649% 562% 366% 22.9
Table 3: Up-&-in call. The reported numbers are the standard deviations of the MC method divided by those
of the QMC+LT+CS+RF, QMC+LT+CS and QMC+LT methods. The MC method uses 30720 samples,
while the QMC+LT+CS+RF, QMC+LT+CS and QMC+LT methods use 1024 samples and 30 independent
shifts. The rightmost column denotes the option value.
and put options in Table 2. Figure 2 shows the convergence behaviour for two sets of parameter
choices. As before, a significant variance reduction can be seen for our conditional sampling
scheme and the root finding method further improves this result.
6 Conclusion and outlook
The conditional sampling scheme for the LT method introduced in [1] for the Black–Scholes
model has been extended to the Heston model. This was done by considering log prices and
making the sampling of the volatility process independent of z1. We also obtained explicit
constructions for the matrix Q of the LT method. The numerical results show that the method is
very effective in reducing variance and outperforms the LT method by a huge margin. We only
considered an Euler–Maruyama discretization scheme for the asset and volatility processes. It
might be interesting to see if the theory and results carry over when other simulation methods
are used, see [14] for an overview of other methods.
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(V0 = θ ,ρ,S0,K,B) QMC+LT+CS+RF QMC+LT+CS QMC+LT Value
(0.1,−0.5,90,80,120) 483% 329% 154% 1.70
(0.1,−0.5,100,100,140) 461% 245% 185% 0.77
(0.1,−0.5,110,120,160) 404% 189% 110% 0.30
(0.1,0.5,90,80,120) 392% 328% 144% 1.34
(0.1,0.5,100,100,140) 414% 252% 115% 0.53
(0.1,0.5,110,120,160) 502% 209% 133% 0.18
(0.15,−0.5,90,80,120) 463% 247% 143% 0.77
(0.15,−0.5,100,100,140) 425% 183% 125% 0.29
(0.15,−0.5,110,120,160) 389% 161% 93% 0.10
(0.15,0.5,90,80,120) 416% 257% 111% 0.61
(0.15,0.5,100,100,140) 486% 201% 119% 0.20
(0.15,0.5,110,120,160) 528% 171% 108% 0.05
Table 4: Up-&-out Asian call. The reported numbers are the standard deviations of the MC method divided
by those of the QMC+LT+CS+RF, QMC+LT+CS and QMC+LT methods. The MC method uses 30720
samples, while the QMC+LT+CS+RF, QMC+LT+CS and QMC+LT methods use 1024 samples and 30 in-
dependent shifts. The rightmost column denotes the option value.
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Figure 2: Up-&-out Asian call convergence plots for two options with different parameters. The fixed
parameters are r = 5%, κ = 1 and σ = 0.2. The different choices for (V0 = θ ,ρ,S0,K,B) are denoted above
the figures.
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