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Abstract
We show that for Bruhat intervals starting from the origin in Cox-
eter groups the conjecture of Lusztig and Dyer holds, that is, the R-
polynomials and the Kazhdan-Lusztig polynomials defined on [e, u] only
depend on the isomorphism type of [e, u]. To achieve this we use the
purely poset-theoretic notion of special matching. Our approach is essen-
tially a synthesis of the explicit formula for special matchings discovered
by Brenti and the general special matching machinery developed by Du
Cloux.
1 Introduction
A` l’heure actuelle la question pose´e inde´pendamment par Dyer [7] et Lusztig
de savoir si le polynoˆme de Kazhdan-Lusztig Pu,v de´fini sur un intervalle de
Bruhat [u, v] ne de´pend en fait que de la classe d’isomorphisme du poset [u, v],
reste un proble`me ouvert dans le cas ge´ne´ral (voir [8] pour toutes les de´finitions
concernant l’ordre de Bruhat et les polynoˆmes P et R associe´s a` un groupe
de Coxeter ). On peut reformuler le proble`me de la manie`re suivante : est-
ce que pour tout isomorphisme de posets ψ entre deux intervalles de Bruhat,
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ψ : [u, v]W → [u
′, v′]W ′ , ψ pre´serve les polynoˆmes de Kazhdan-Lusztig i.e.
∀x, y ∈ [u, v], Px,y = Pψ(x),ψ(y) (1.1)
Brenti [1] a traite´ le cas adihe´dral (i.e. le cas ou` le poset [u, v] ne contient
pas d’intervalle isomorphe au poset S3 vu comme groupe de Coxeter muni de
l’ordre de Bruhat). Nous montrons dans cet article que le cas particulier cor-
respondant a` u = u′ = e est vrai :
∀x, y ∈ [e, v], Px,y = Pψ(x),ψ(y) (1.2)
Des sous-cas de ce cas particulier ont de´ja e´te´ de´montre´s : la re´fe´rence [5]
traite le cas ou` W est tel que toutes les composantes connexes de son graphe de
Coxeter sont des arbres ou de type A˜n et [2] traite le cas ou`W etW
′ sont de type
An. On sait qu’il existe un algorithme permettant de calculer les polynoˆmes P
a` partir d’une famille de polynoˆmes plus e´le´mentaires, les polynoˆmes R (cf. par
exemple 2, the´ore`me 2.6.iv)) ; cet algorithme qui n’utilise que la structure de
poset des intervalles de Bruhat montre que (1.2) e´quivaut a`
∀x, y ∈ [e, v], Rx,y = Rψ(x),ψ(y) (1.3)
Pour montrer un re´sultat d’invariance par isomorphisme de posets, on cherche
tout naturellement a` de´finir de manie`re purement combinatoire les polynoˆmes
R ; ce qui a conduit Du Cloux et Brenti a` la notion de “couplage distingue´”, que
nous explicitons un peu plus loin. E´tant donne´ un ge´ne´rateur s, les ope´rateurs
de multiplication a` gauche et a` droite par s constituent des exemples fonda-
mentaux de couplages distingue´s ; nous les appelons des couplages distingue´s de
multiplication. Par un raisonnement commun a` [3, de´finition 6.5] et [2, corol-
laire 5.3], on montre que l’assertion (1.3) est implique´e par l’assertion suivante
portant les couplages distingue´s φ d’un intervalle partant de l’origine [e, v] (bien
connue lorsque φ est un couplage de multiplication):
∀x, y ∈ [e, v], tels que x⊳ φ(x), y ⊳ φ(y),{
Rφ(x),φ(y) = Rx,y
Rx,φ(y) = (q − 1)Rx,y + qRφ(x),y
(1.4)
C’est ce re´sultat que nous de´montrons dans cet article (corollaire 7.4).
L’ide´e de de´part de la de´monstration, de´ja contenue dans [2], est la suivante :
prenons (x, y) comme en (1.4), et s ∈ S dans l’ensemble de descente a` gauche
de y tel que φ commute avec avec la multiplication a` gauche par s. Alors la
formule (1.4) pour (x, y) se de´duit de formules (1.4) correspondant a` des (x′, y′)
avec l(y′) < l(y), ce qui permet de raisonner par re´currence sur la longueur
de y (proposition 3.5). Il n’est pas vrai en ge´ne´ral que tout y ∈ W admette
une telle re´duction (a` gauche ou a` droite). Mais ce sera vrai pour tout e´le´ment
“suffisamment grand”. Plus pre´cisement, disons que y est plein si [e, y] contient
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tous les e´le´ments dihe´draux de W (de´finition 3.1). Alors nous de´montrons in
fine que siW n’est pas dihe´dral, tout e´le´ment plein deW est re´ductible au sens
ci-dessus. Si w est non plein, il est prouve´ dans [5] que l’intervalle [e, w] est iso-
morphe a` un intervalle [e, w′] dans un autre groupe de Coxeter W ′ “plus petit”
en un sens convenable par un isomorphisme pre´servant les polynoˆmes R, avec
w′ plein, ce qui permet de faire une re´currence sur la taille du groupe de Coxeter.
Dans tous les raisonnements , les e´le´ments dihe´draux du groupe jouent un
roˆle essentiel. A` la section 2 nous montrons qu’un couplage est entie`rement car-
acte´rise´ par sa restriction aux e´le´ments dihe´draux de son domaine de de´finition,
et meˆme par sa restriction a` l’ensemble P des e´le´ments dihe´draux principaux
(the´ore`me 2.6). Re´ciproquement tout couplage φ de´fini sur P se prolonge de
manie`re unique en un couplage (encore note´ φ) dont le domaine est maximal ;
ce domaine uniquement de´fini est note´ dom(φ). De meˆme, a` la section 4 on
verra que la commutation d’un couplage avec l’ope´rateur de multiplication par
un ge´ne´rateur se lit sur P (proposition 4.1 ).
Pour que dom(φ) contienne un e´le´ment plein, il faut que la restriction de φ a`
chaque sous-groupe dihe´dral principal ne soit “pas trop e´loigne´e” d’un couplage
de multiplication : nous verrons a` la section 7 qu’il existe au plus un sous-groupe
dihe´dral principal D tel que la restriction de φ a` D ne soit pas un couplage de
multiplication, et que meˆme sur ce D φ doit encore partager avec les couplages
de multiplication certaines conditions de re´gularite´.
Sur le plan technique, une ide´e essentielle consiste a` mettre en e´vidence des
“obstructions” (e´le´ment minimaux du comple´mentaire de dom(φ)) chaque fois
que φ n’est pas un couplage de multiplication. Par exemple, si a = φ(e) et
x0 ∈ P est un e´le´ment minimal tel que φ(x0) 6= x0a, on peut exhiber des ob-
structions obtenues en inse´rant un caracte`re bien choisi dans une e´criture re´duite
de x0 (ceci est illustre´ par les propositions 6.3.1 et 6.4.2). Comme le domaine
dom(φ) est filtrant de´croissant, chaque nouvelle obstruction impose une diminu-
tion conse´quente de dom(φ), pour finalement empeˆcher dom(φ) de contenir un
e´le´ment plein lorsque φ est trop diffe´rent d’un couplage de multiplication, ce qui
permet de faire aboutir le raisonnement.
Il est remarquable que les seules obstructions dont nous ayons besoin pro-
viennent toutes de sous-groupes de rang 3 de W . A` la section 5 nous de´crivons
les obstructions en quelque sorte les plus simples que l’on puisse rencontrer et la
re´duction correspondante du domaine Q, qui apparait dans le cas dit “croise´”,
qui re`gle de´ja le cas des groupes de Coxeter simplement enlace´s (cf corollaire
7.2). La section 6, consacre´e au cas du rang 3, fournit des armes pour l’attaque
du cas ge´ne´ral (section 7). La de´couverte des obstructions en rang 3 a e´te´
largement guide´e par des calculs e´ffectue´s a` l’aide d’une version spe´cialise´e du
programme Coxeter [4].
Plan de la suite de l’article :
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§2. Re´sultats ge´ne´raux
§3. Formules de descente pour les polynoˆmes R
§4. Crite`res de re´gularite´
§5. Re´duction du domaine dans le cas croise´
§6. E´tude partielle du cas des groupes de rang 3
§7. Cas ge´ne´ral
2 Re´sultats ge´ne´raux
Soit (P,<) un poset. On e´crit x ⊳ y pour exprimer que x < y et qu’il
n’existe pas de z tel que x < z < y. On dit alors que x est un coatome de y ;
on note coat(y) l’ensemble des coatomes d’un e´le´ment y ∈ P . Tous les posets
conside´re´s ici seront gradue´s, i.e. munis d’une fonction l : P → N ve´rifiant
l(y) = l(x)+1 de`s que x⊳y (en fait, ne sont conside´re´s ici que des posets gradue´s
en ge´neral sans aucune autre restriction ou bien, dans le cadre d’un syste`me de
Coxeter (W,S), on regardera toujours W comme e´tant muni de sa structure de
poset gradue´ provenant de l’ordre de Bruhat et de la fonction longueur usuelle).
Soit φ : P → P une application. Nous dirons que φ est un couplage
distingue´ si les trois conditions suivantes sont ve´rifie´es:
(i) φ est involutive ( ∀u ∈ P, φ(φ(u)) = u )
(ii) ∀u ∈ P, u ⊳ φ(u) ou φ(u) ⊳ u
(iii) ∀u ∈ P, (u ⊳ φ(u))⇒ ( coat(φ(u)) = {u} ∪ {φ(v) ; v ⊳ u, v ⊳ φ(v)} ).
La condition (iii) est la plus significative, les autres ne font que poser le
cadre. Nous utiliserons l’abbre´vation
Z(φ, u) = {u} ∪ {φ(v) ; v ⊳ u, v ⊳ φ(v)}
Si la terminologie est due a` Brenti [2], le choix de la de´finition (parmi un
certain nombre qui sont e´quivalentes) vient plutoˆt de du Cloux [3]. Les parties
(i) et (ii) de la de´finitions sont communes a` [2] et a` [3] ; la partie (iii) par
contre n’est e´nonce´e explicitement ni dans [2] ni dans [3], mais il est facile de
voir qu’elle est e´quivalente aux versions donne´es dans chacun de ces articles.
Si l’on prend Q, une partie filtrante de´croissante de P (i.e.
ve´rifiant ∀(q, x) ∈ Q × P, (x ≤ q) ⇒ (x ∈ Q)), on peut relativiser cette notion
comme suit : on dit qu’un couple (Q, s) est un couplage ( distingue´ ) partiel si
Q ⊆ P est filtrante de´croissante, et s est une application Q→ Q telle que sa re-
striction constitue un couplage distingue´ du sous-poset Q. On note Q = dom(s).
Soit I(P ) l’ensemble des couplages partiels de P ; on a une relation d’ordre
≤I naturelle sur I(P ), a` savoir (Q1, s1)≤I(Q2, s2) ssi Q1 ⊆ Q2 et s2 e´tend s1.
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Nous appelons couplages maximaux les e´le´ments qui sont maximaux pour
≤I . On peut descendre d’un degre´ encore dans la relativite´ en introduisant
pour Q ⊆ P filtrante de´croissante la notion de couplage Q-maximal de P :
les couplages partiels s de P ayant cet e´pithe`te sont ceux ve´rifiant la condition
∀s′ e´tendant s, dom(s) ∩Q = dom(s′) ∩Q.
Si on suppose Q finie, toute chaine finie φ1, φ2, . . . φr avec chaque φi+1
e´tendant φi et ∀i,Dom(φi) ∩ Q ⊂ Dom(φi+1) ∩ Q (inclusion stricte) est ne´-
cessairement de cardinal ≤ |Q| et si cette chaine est de longueur maximale son
dernier e´le´ment est un couplage Q-maximal ; donc :
Remarque 2.1 Soit P un poset gradue´, Q une partie filtrante de´croissante
finie de P. Alors tout couplage partiel de P se prolonge en un couplage Q-
maximal.
Commencons par donner un re´sultat de “passage du local au global” :
The´ore`me 2.2 Soit P un poset gradue´ tel que {x ∈ P ; l(x) = k} soit fini
pour tout k. Si A est une partie filtrante de´croissante de P , alors tout couplage
partiel α de´fini sur A se prolonge en un couplage maximal sur P . Si de plus la
fonction coat est injective sur P \A, alors cette extension est unique.
Preuve : Existence.
Pour chaque k notons Bk = {x ∈ P ; l(x) ≤ k}. Par la remarque 2.1, α ad-
met une extension φ0 qui est B0-maximale. En ite´rant cette meˆme remarque 2.1,
on construit une suite (φn)n≥0 de couplages partiels de P tels que
∀n ≥ 1, φn e´tend φn−1, φn est Bn −maximale.
Une fois cette suite (φn) construite, de´finissons Q =
⋃
Dom(φn)n≥0, φ :
Q → Q par ∀x ∈ Q,φ(x) = φn(x) si x ∈ Dom(φn). Alors φ est bien de´finie et
est un couplage maximal e´tendant α, comme cherche´.
Unicite´ (dans le cas coat injective sur P \A).
Supposons par l’absurde que l’on ait deux couplages maximaux distincts µ1
et µ2 qui e´tendent α. Prenons alors w de longueur minimale tel que µ1 diffe`re
de µ2 en w, i.e. (quitte a` e´changer µ1 et µ2)
Cas 1 : w ∈ Dom(µ1), w ∈ Dom(µ2), µ1(w) 6= µ2(w), ou bien
Cas 2 : w ∈ Dom(µ1), w 6∈ Dom(µ2).
Conside´rons le cas 1. On a certainement w 6∈ A ; et comme µ1, µ2 sont
involutives, on doit avoir w⊳ µ1(w), w⊳ µ2(w), µ1(w) 6∈ A, µ2(w) 6∈ A. Alors
la condition (iii) de la de´finition d’un couplage maximal donne coat(µ1(w)) =
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coat(µ2(w)) puis µ1(w) = µ2(w) qui est exclu.
Passons au cas 2. De manie`re analogue au cas 1, on voit que w 6∈ A,w ⊳
µ1(w), µ1(w) 6∈ A. On a meˆme µ1(w) 6∈ Dom(µ2) (car Dom(µ2) est filtrante
de´croissante et w 6∈ Dom(µ2)). Conside´rons Q = Dom(µ2) ∪ {w;µ1(w)} et
φ : Q → Q de´finie par φ(x) = µ2(x) si x ∈ Dom(µ2) et φ(x) = µ1(x) si
x ∈ {w;µ1(w)}. Alors φ est un couplage partiel qui e´tend strictement µ2 ce qui
contredit la maximalite´ de ce dernier. Q. E. D.
Nous allons maintenant quitter le monde des posets ge´ne´raux et abstraits
pour nous restreindre jusqu’a` la fin de cet article au cas particulier ou P provient
d’un syste`me de Coxeter (W,S) de la manie`re suivante : P = W , la relation
d’ordre est l’ordre de Bruhat-Chevalley, la longueur est la fonction longueur
usuelle sur un groupe de Coxeter.
Dans ce cas particulier pre´cis, le the´ore`me 2.2 prend une forme plus fine.
E´tant donne´ un syste`me de Coxeter (W,S), on appelle sous-groupe dihe´dral
de W tout sous-groupe < s, t > ou` {s; t} est une paire d’e´le´ments de S. Un
e´le´ment w ∈ W est dit e´le´ment dihe´dral si il appartient a` un sous-groupe
dihe´dral, ou bien de manie`re e´quivalente, si w s’e´crit
w = sts . . .︸ ︷︷ ︸
m termes
pour un certain entier m et une certaine paire {s; t} ⊆ S. Comme les e´le´ments
dihe´draux apparaissent a` chaque instant dans ce travail, nous introduisons tout
de suite les notations suivantes : pour toute paire {s; t} ⊆ S on note
[s, t, n〉 = stst . . .︸ ︷︷ ︸
n termes
〈n, t, s] = . . . tsts︸ ︷︷ ︸
n termes
Mst = [s, t,mst〉 = 〈mst, t, s] si mst <∞.
Rappelons deux re´sultats de´montre´s ailleurs par Dyer et Waterhouse respec-
tivement :
Proposition 2.3 Soit (W,S) un systeme de Coxeter.
1) Pour w ∈ W , (w est dihe´dral)⇔ (|coat(w)| ≤ 2).
2) Si x et y dans W ve´rifient coat(x) = coat(y) = A et |A| ≥ 3, alors x = y.
Preuve : Consulter [7, proposition 7.25] pour la premie`re assertion et [9,
proposition7] pour la deuxie`me. Q. E. D.
Cette proposition fait pressentir l’importance des e´le´ments dihe´draux ; en
fait, nous devons encore introduire la notion d’e´le´ment dihe´dral principal:
si (Q,φ) est un couplage partiel avec Q 6= ∅, alors e ∈ Q et par la re`gle (iii),
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a = φ(e) est un e´le´ment de S. Nous appelons sous-groupes dihe´draux prin-
cipaux les Ps =< s, a > pour s ∈ S \{a} ; et les e´le´ments dihe´draux principaux
sont les e´le´ments de
P =
⋃
s∈S\{a}
Ps.
Commenc¸ons par pre´ciser l’action d’un couplage maximal sur un sous-groupe
dihe´dral :
Proposition 2.4 Soit (W,S) un syste`me de Coxeter, et c = (Q,φ) un cou-
plage maximal sur W , D un sous-groupe dihe´dral de W .
(i) Si D est principal, alors φ est de´fini sur tout D et D est stable par φ.
(ii) Si D est non principal, alors
∀w ∈ Q ∩D, on a w ⊳ φ(w), φ(w) 6∈ D.
Preuve : Soit s ∈ S \ {a} et m = m(a, s) (coefficient entier ou infini de la
matrice de Coxeter). Rappelons que Ps a un unique e´le´ment de longueur 0, un
ou pas d’e´le´ment de longueur m suivant que m est fini ou non, et deux e´le´ments
en longueur j pour 0 < j < m. Pour w ∈ Ps tel que 0 < l(w) < m, on notera w¯
l’unique e´le´ment de Ps de meˆme longueur que, mais diffe´rent de, w.
Montrons (i), c’est a` dire
∀w ∈ Ps, w ∈ Q,φ(w) ∈ Ps.
On raisonne par re´currence sur j = l(w). Si j = 0, on a w = e donc φ(w) = a
et le re´sultat est clair. Si j = 1, on a w = a (et alors φ(w) = e) ou bien w = s
(et alors Z(φ,w) = {a; s}, donc φ(w) ∈ {as; sa} ⊆ Ps).
Soit maintenant j ≥ 2. Supposons le re´sultat vrai pour les longueurs < j.
Soit w ∈ Ps tel que l(w) = j. Si φ(w)⊳w, on a certainement φ(w) ∈ Ps car Ps est
filtrante de´croissante. Sinon w⊳φ(w) (ou bien φ(w) n’est pas de´fini). En prenant
un coatome v de w, on a coat(w) = {v; v¯} car j ≥ 2, donc Z(φ,w) = {w}∪φ(B)
ou l’on a pose´ B = {z ∈ {v; v¯} ; z ⊳ φ(z)}.
Si B = {v; v¯} alors φ induirait une bijection {v; v¯} → {w; w¯} ce qui est exclu
car w ⊳ φ(w). Ainsi B 6= {v; v¯}.
Supposons B = ∅. Alors en posant u = φ(v) on a φ(v) = u⊳v, φ(v¯) = u¯⊳ v¯.
De plus, comme φ est un couplage distingue´ on doit avoir coat(φ(u)) = Z(φ, u)
c’est-a`-dire coat(v) = {u}∪ φ(B′) ou l’on a pose´ B′ = {z ∈ coat(u) ; z ⊳ φ(z)}.
Or coat(v) = {u; u¯}, donc u¯ ∈ φ(B′), donc φ(u¯) ∈ B′, donc l(φ(u¯)) = l(u) − 1
qui contredit u¯⊳ φ(u¯). Ainsi B 6= ∅.
Finalement |B| = 1 et par exemple B = {v}. Alors ne´cessairement φ(v) = w¯
donc Z(φ,w) = {w; w¯}. Par conse´quent φ(w) est de´fini et est dans Ps, par la
proposition 2.3. Ceci ache`ve la preuve par re´currence et montre (i).
Montrons maintenant (ii). Supposons par l’absurde que l’on ait w ∈ D tel
que β(w) ∈ D (cas 1) ou tel que β(w) ⊳ w (cas 2); on prend pour w un contre-
exemple de longueur minimale. Supposons que w est dans le cas 2. Alors β(w)
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est dans ce qu’on a appele´ le cas 1, ce qui contredit la minimalite´ de w. Ainsi
w est dans le cas 1, et pas dans le cas 2 : w ⊳ β(w), β(w) ∈ D. Remarquons
que w 6= e car φ(e) = a. Soit u un coatome de w ; alors par minimalite´ de
w, u ⊳ β(u), β(u) 6∈ D, donc β(u) ∈ Z(φ,w). Mais alors β(u) ⊳ β(w), β(u) 6∈
D, β(w) ∈ D ce qui est absurde. Q. E. D.
Proposition 2.5 Soit (W,S) un syste`me de Coxeter, β et γ deux couplages
maximaux sur W , et w ∈W . Supposons que l’on ait :
∀v ∈ [e, w] ∩ P, β(v) = γ(v)
Alors
∀w ∈W,β(w) = γ(w)
(ou bien β(w) et γ(w) sont tous deux non de´finis).
Preuve : Supposons que la proposition soit fausse ; prenons alors un
contre-exemple w de longueur minimale. En raisonnant comme a` la partie
“unicite´” du the´ore`me 2.2, on voit que ce contrexemple w ve´rifie ne´cessairement
β(w) 6= γ(w), w⊳β(w), w⊳γ(w), coat(β(w)) = coat(γ(w)). Par la proposition
2.3, ceci implique que β(w) et γ(w) sont deux e´le´ments d’un meˆme sous-groupe
dihe´dral D. Ce sous-groupe ne peut eˆtre principal puisque par hypothe`se β et
γ coincident sur P ∩ [e, w]. Mais alors 2.4.(ii) montre que β(w) 6∈ D ce qui est
absurde. Q. E. D.
En combinant les deux propositions pre´ce´dentes on obtient :
The´ore`me 2.6 Soit (W,S) un syste`me de Coxeter.
(i) Pour tout couplage maximal φ sur W , chaque sous-groupe dihe´dral principal
Ps est stable par φ, d’ou` un couplage induit φs sur Ps.
(ii) Re´ciproquement, pour toute famille (αs)s6=a avec chaque αs un couplage sur
Ps tel que αs(e) = a, on a un unique couplage maximal φ qui e´tend la re´union
des αs : ∀s, φ|Ps = αs.
Preuve : Le (i) n’est bien suˆr qu’une re´pe´tition de 2.4.(i).
Montrons maintenant le resultat d’extension unique. Tout d’abord, P =⋃
Ps est filtrant de´croissant, d‘ou` un couplage partiel α : P → P ; ceci nous
donne de´ja l’existence de φ par la partie “existence” du the´ore`me 2.2. L’unicite´
de´coule de la proposition 2.5. Q. E. D.
3 Formules de descente pour les polynoˆmes R
Comme annonce´ dans l’introduction, nous utilisons librement ici les pro-
prie´te´s e´le´mentaires des polynoˆmes R, nous re´ferant a` [8] pour toute explication
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supple´mentaire.
Pour s dans S on note Ls = {w ∈ W ; l(sw) > l(w)}. Les formules suiv-
antes qui donnent lieu a` une me´thode de calcul des polynoˆmes Ru,v sont bien
connues : pour x, y ∈ Ls, on a
Rsx,sy = Rx,y (3.1.1)
Rx,sy = (q − 1)Rx,y + qRsx,y (3.1.2)
L’ide´e est d’essayer de montrer que ces formules restent valables, mutatis
mutandis, lorsque l’on remplace s par un couplage distingue´ quelconque.
De´finition 3.1 Soit (W,S) un syste`me de Coxeter et w ∈W . On dit que w
est plein par rapport a` J ⊆ S si ∀s, t ∈ J, mst < ∞, Mst ≤ w. On dit que
w est plein s’il est plein par rapport a` S.
Lemme 3.2 Soit (W,S) un syste`me de Coxeter, J ⊆ S, w ∈ W plein par
rapport a` J . Alors il existe v ∈< J > plein par rapport a` J tel que v ≤ w.
Preuve : On sait que [e, w]∩ < J > a un plus grand e´le´ment v (cf. par
exemple [3, proposition 2.5]) ; montrons que v re´pond a` la question. On a cer-
tainement v ≤ w. De plus, si s et t sont deux e´le´ments distincts de J et µ = Mst
l’e´le´ment dihe´dral maximal associe´, on a µ ∈ [e, w]∩ < J > donc µ ≤ v. Ceci
e´tant vrai pour tous les s et t, v est plein par rapport a` < J >. Q. E. D.
Nous avons maintenant besoin des ensembles de descente a` gauche et a`
droite d’un e´le´ment w de W : ce sont respectivement {s ∈ S ; sw ⊳ w} et
{s ∈ S ; ws⊳ w}. On les note Dg(w) et Dd(w) dans la suite de cet article.
De´finition 3.3 Si s ∈ S et c = (Q,φ) est un couplage, on dit que s est
c-re´gulier (a` gauche) ou que c est s-re´gulier (en toute rigueur la notion de
re´gularite´ concerne le couple (s, c)) si
(i)Q est stable par (x 7→ sx),
et
(ii)∀x ∈ Q, φ(sx) = sφ(x).
Bien entendu, on a une de´finition analogue a` droite.
De´finition 3.4 Soit (W,S) un syste`me de Coxeter et c = (Q,φ) un couplage
maximal de W ; soit ω une orbite dans Q pour l’action de l’involution φ. Alors
ω peut s’e´crire ω = {m,M} avec m⊳M, φ(m) = M . L’orbite ω est dite pleine
si M est plein. On dit que ω est une orbite re´ductible a` gauche pour c si il
existe s re´gulier a` gauche dans l’ensemble de descente a` gauche de m. De meˆme,
ω est une orbite re´ductible a` droite pour c si il existe s re´gulier a` droite dans
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l’ensemble de descente a` droite de m. L’orbite ω est dite orbite re´ductible si
elle est re´ductible a` gauche ou a` droite. Enfin, c est un couplage re´ductible
si |S| ≤ 2 ou si toute orbite pleine est re´ductible.
On e´tend l’addition et la relation d’ordre usuelle sur N = {0; 1; 2; . . .} a`
N ∪ {∞} par x ≤ ∞ et x+∞ =∞ pour x ∈ N ∪ {∞}. Le re´sultat essentiel de
cet section s’e´nonce ainsi :
Proposition 3.5 Soit (W,S) un syste`me de Coxeter ayant la proprie´te´ suiv-
ante : pour tout syste`me de Coxeter (W ′, S) associe´ a` une matrice de Coxeter
M ′ ve´rifiant ∀s, t ∈ S, m′st ≤ mst, on a que tout couplage maximal de W
′
est re´ductible. Soit alors c = (Q,φ) un couplage distingue´ de W. De´finissons
l’ensemble Lφ = {w ∈ Q ; w ⊳ φ(w)}. Alors, pour (x, y) ∈ Lφ
2, on a
Rφ(x),φ(y) = Rx,y (3.5.1)
Rx,φ(y) = (q − 1)Rx,y + qRφ(x),y (3.5.2)
Preuve de la proposition. Tout d’abord, remarquons que quand |S| ≤ 2,
on a l’e´quivalence (u < v)⇔ (l(u) < l(v)), d’ou` on de´duit assez facilement que
Ru,v ne de´pend que de l(v) − l(u) (on peut par exemple de´finir une suite de
polynoˆmes (Li(q)) par L0 = 1, L1 = q, ∀n ≥ 2 Ln = (q − 1)Ln−1 + qLn−2
et montrer ∀u ≤ v,Ru,v = Ll(v)−l(u)(q) par re´currence sur la longueur de v en
utilisant 3.5.1 et 3.5.2). On obtient donc le re´sultat tre`s vite dans ce cas |S| ≤ 2.
Ensuite, on raisonne par re´currence sur y et sur la taille du groupe de Cox-
eter : formellement, l’ensemble S est fixe´ et on montre une proprie´te´ du couple
(M, y) en raisonnant par re´currence sur la quantite´ q(M, y) = l(y) + ||M ||, ou`
l’on pose ||M || =
∑
s,t∈Smst (a` priori le raisonnement par re´currence ne montre
le re´sultat que pour les couples (M, y) tels que q(M, y) soit fini ; mais il est facile
de voir que le raisonnement de re´duction au cas “φ(y) plein” que nous allons
exposer permet e´galement de de´duire le cas q(M, y) =∞ du cas q(M, y) fini).
On va montrer que l’on peut se ramener au cas w = φ(y) plein. En effet,
supposons w non plein et conside´rons la matrice de Coxeter M ′ de´finie par
m′st =la longueur du plus grand e´le´ment de [e, w]∩ < s, t > pour s, t ∈ S et le
syste`me de Coxeter (S,W ′) associe´ a` la matrice M ′. Par la proposition 3.5. de
[3], l’application (ou` les s1 . . . sr sont des mots re´duits)
ψ : [e, w] → W ′
{s1 . . . sr}W 7→ {s1 . . . sr}W ′
est bien de´finie, strictement croissante pour les ordres de Bruhat et ve´rifie
∀x ∈ [e, w], ∀s ∈ S, (xs ∈ [e, w])⇒ (ψ({xs}W ) = {ψ(x)s}W ′)
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De ceci on de´duit facilement que ψ re´alise un isomorphisme de posets gradue´s
de [e, w] sur [e, ψ(w)] et que
∀u, v ∈ [e, w], RWu,v = R
W ′
ψ(u),ψ(v)
(raisonner par re´currence sur la longueur de v en utilisant les formules
3.5.1. et 3.5.2). Par conse´quent, le proble`me sur [e, w] ⊆ W se transporte
comple`tement sur [e, ψ(w)] ⊆ W ′ dans lequel effectivement ψ(w) est plein.
Comme w est non plein on a ||M ′|| < ||M || donc q(M ′, ψ(y)) < q(M, y) d’ou` le
re´sultat par re´currence lorsque w est non plein.
A` partir de maintenant, on reste dans un groupe de Coxeter fixe´ dans lequel
φ(y) est plein ; en particulier ||M || < ∞. La re´currence sur q(M, y) se re´duit
alors simplement a` une re´currence sur la longueur de y.
Cas l(y) = 0 :
Dans ce cas y = e et toutes les Ru,v considere´s sont nuls sauf si x = e ou
φ(e) ; dans chacun de ces cas, on ve´rifie directement les formules 3.5.1 et 3.5.2.
Cas l(y) > 0 avec le re´sultat vrai pour les y′ de longueur < l(y) :
Graˆce aux e´galite´s bien connues Ru,u = 1 et Ru,v = q − 1 si u⊳ v, on peut
supposer x < y.
Supposons par exemple qu’il existe g re´gulier a` gauche dans l’ensemble de
descente a` gauche de y, le cas a` droite e´tant tout-a`-fait syme´trique.
Soit v = gy. Si m = l(v), on a donc l(y) = m+ 1, l(φ(y)) = m+ 2. Si p =
l(φ(v)), on a d’une part p− l(v) ∈ {−1, 1} et d’autre part p− l(gφ(v)) ∈ {−1, 1}
donc p = m+ 1, et finalement v ⊳ gv ⊳ φ(y), v ⊳ φ(v)⊳ φ(y).
Supposons d’abord gx ⊳ x. Alors, en posant w = gx, le raisonnement qui
vient d’eˆtre fait (avec x au lieu de y) donne w ⊳ gw ⊳ φ(x), w ⊳ φ(w) ⊳ φ(x).
Dans ce cas,
Rφ(x),φ(y) = Rgφ(w),gφ(v) = Rφ(w),φ(v)
= Rw,v (hypothe`se de re´currence)
= Rgw,gv = Rx,y.
et
Rx,φ(y) = Rgw,gφ(v) = Rw,φ(v)
= (q − 1)Rw,v + qRφ(w),v (hypothe`se de re´currence)
= (q − 1)Rgw,gv + qRgφ(w),gv = (q − 1)Rx,y + qRφ(x),y.
Traitons maintenant le cas x ⊳ gx. Alors, comme on a coat(φ(x)) = {x} ∪
{φ(z) ; z ⊳ x, z ⊳ φ(z)}, on voit que φ(gx) ne peut eˆtre un coatome de φ(x)
que si φ(gx) = x, i.e. si φ(x) = gx ; sinon on a φ(x) ⊳ φ(gx). On a alors deux
sous-cas :
11
x⊳ gx, φ(x) = gx,
x⊳ gx, φ(x) ⊳ φ(gx).
Dans le premier sous-cas, on a
Rφ(x),φ(y) = Rgx,gφ(v) = Rx,φ(v)
= (q − 1)Rx,v + qRφ(x),v (hypothe`se de re´currence)
= (q − 1)Rx,v + qRgx,v = Rx,gv = Rx,y.
et
Rx,φ(y) = Rx,gφ(v) = (q − 1)Rx,φ(v) + qRgx,φ(v) = (q − 1)Rx,φ(v) + qRφ(x),φ(v)
= (q − 1)((q − 1)Rx,v + qRφ(x),v) + qRx,v (hypothe`se de re´currence)
= (q − 1)((q − 1)Rx,v + qRgx,v) + qRgx,gv
= (q − 1)Rx,gv + qRgx,gv = (q − 1)Rx,y + qRφ(x),y.
Et pour finir, dans le deuxie`me sous-cas on a
Rφ(x),φ(y) = Rφ(x),φ(gv) = Rφ(x),gφ(v)
= (q − 1)Rφ(x),φ(v) + qRgφ(x),φ(v)
= (q− 1)Rx,v+ qRgx,v (hypothe`se de re´currence)
= Rx,gv = Rx,y.
et
Rx,φ(y) = Rx,φ(gv) = Rx,gφ(v)
= (q − 1)Rx,φ(v) + qRgx,φ(v)
= (q − 1){(q − 1)Rx,v + qRφ(x),v}+ q{(q − 1)Rgx,v + qRφ(gx),v}
= (q − 1){(q − 1)Rx,v + qRgx,v}+ (q − 1){(q − 1)Rφ(x),v + qRgφ(x),v}
= (q − 1)Rx,gv + qRφ(x),v
= (q − 1)Rx,y + qRφ(x),y. Q. E. D.
Notre but va consister maintenant a montrer que tous les couplages sont
re´ductibles.
De´finition 3.6 Soit (W,S) un syste`me de Coxeter et c = (Q,φ) un couplage
sur W. On dit que c est plein si Q contient un e´le´ment plein.
Remarquons qu’un couplage non plein est trivialement re´ductible. Ceci
e´liminera un bon nombre de cas dans ce qui va suivre.
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4 Crite`res de re´gularite´
Ces crite`res de re´gularite´ permettent non seulement de montrer qu’un cou-
plage est de´fini en certain points, mais en plus donnent une formule explicite
pour la valeur du couplage en ces points. Dans ce qui suit, “φ(x) = y ” sous-
entend “φ de´finie en x et φ(x) = y.”
Proposition 4.1 Soit (W,S) un syste`me de Coxeter, c = (Q,φ) un couplage
maximal sur W, a = φ(e). Soit w ∈ Q et s ∈ S. (on rappelle que pour s 6= a on
pose Ps =< s, a > et P =
⋃
s6=a Ps)
Si s 6= a, et ∀v ≤ w, (v ∈ Ps)⇒ (φ(sv) = sφ(v)), alors φ(sw) = sφ(w).
Si s = a, et ∀v ≤ w, (v ∈ P )⇒ (φ(sv) = sφ(v)), alors φ(sw) = sφ(w).
Bien entendu, on a une variante en faisant agir s a` droite.
Preuve : Nous nous contenterons de de´montrer la premie`re assertion, la
deuxie`me e´tant tout-a`-fait similaire.
Supposons u = φ(w) ⊳ w. Alors par hypothe`se de re´currence on a φ(su) =
sφ(u) = sw, donc l’assertion est vraie dans ce cas.
On raisonne par re´currence sur la longueur de w. Comme il arrive souvent,
le cas l(w) = 0 est trivial, de meˆme d’ailleurs que le cas w ∈ Ps. On prend donc
w 6∈ Ps. Conside´rons la formule :
F (w) : φ(sw) = sφ(w).
Comme φ et x 7→ sx sont des involutions, on a F (w) ⇔ F (sw) et F (w) ⇔
F (φ(w)). Par conse´quent, on peut supposer w ⊳ sw,w ⊳ φ(w). Supposons
y = φ(sw) ⊳ sw. Si l(sy) > l(y), comme (y ⊳ sw, w ⊳ sw) cela implique
y = w, donc φ(w) = sw et l’assertion est claire. Sinon on a y = sz avec
l(y) = l(z)+1, z⊳w. Par hypothe`se de re´currence on a F (z), donc F (sz) = F (y),
donc F (φ(y)) = F (sw), donc F (w). Supposons v = sφ(w) ⊳ φ(w). Alors on
a v = w (auquel cas on retrouve le cas φ(w) = sw ) ou bien il existe x ⊳ w
avec v = φ(x), x ⊳ φ(x). Alors par hypothe`se de re´currence on a F (x), donc
F (φ(x)) = F (v), donc F (w).
On peut donc supposer w 6∈ Ps, w ⊳ sw,w ⊳ φ(w), sw ⊳ φ(sw) (ou φ non
de´fini en sw) , φ(w) ⊳ sφ(w).
Si sφ(w) est dihe´dral, il existe un sous-groupe dihe´dral D tel que sφ(w) ∈ D.
Alors w ∈ D et φ(w) ∈ D. La proposition 2.4 montre alors que D est principal:
il existe t ∈ S \ {a} tel que D = Pt. Alors s ∈ Pt donc s = t et enfin w ∈ Ps qui
est exclu.
Donc sφ(w) est non dihe´dral.
Par la proposition 2.3, tout x ve´rifiant coat(x) = coat(sφ(w)) est en fait con-
fondu avec sφ(w). Ceci va nous permettre de montrer une e´galite´ d’e´le´ments
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via une e´galite´ d’ensembles de coatomes.
On est en droit d’e´crire (en utilisant l’hypothe`se de re´currence a` la quatrie`me
ligne , et sous re´serve d’existence pour le premier ensemble de coatomes)
coat(φ(sw)) = {sw} ∪ {φ(z) ; z ⊳ sw, z ⊳ φ(z)}
= {sw} ∪ {φ(z) ; (z = w ou z = su, u⊳ w, u ⊳ su), z ⊳ φ(z)}
= {sw;φ(w)} ∪ {φ(su) ; u⊳ w, u⊳ su, su⊳ φ(su)}
= {sw;φ(w)} ∪ {sφ(u) ; u⊳ w, u⊳ su, su⊳ sφ(u)}
et coat(sφ(w)) = {φ(w)} ∪ {sz ; z ⊳ φ(w), z ⊳ sz}
= {φ(w)} ∪ {sz ; (z = w ou z = φ(u), u⊳ w, u ⊳ φ(u)), z ⊳ sz}
= {sw;φ(w)} ∪ {sφ(u) ; u⊳ w, u⊳ φ(u), φ(u) ⊳ sφ(u)}
Pour conclure, il ne nous reste plus qu’a` montrer que
A = {u ; u⊳ w, u⊳ su, su⊳ sφ(u)} et
B = {u ; u⊳ w, u ⊳ φ(u), φ(u)⊳ sφ(u)}
sont confondus. Par syme´trie des roˆles de φ et x 7→ sx, il suffit de montrer
A ⊆ B.
Soit donc u ∈ A. Posons m = l(u) et x = φ(u). On a donc l(su) =
m + 1, l(sφ(u)) = m + 2. Comme on a a` la fois l(x) − l(u) ∈ {−1;+1} et
l(sφ(u))− l(x) ∈ {−1;+1}, ceci impose l(x) = m+ 1 donc u ∈ B. Q. E. D.
Si l’on se souvient de la proposition 2.6, la proposition 4.1 plus haut montre
que
Corollaire 4.2 Soit (W,S) un syste`me de Coxeter, c = (Q,φ) un couplage
maximal sur W, a = φ(e). Soit w ∈ Q et s ∈ S.
Si s 6= a, (φ est s− re´gulier a` gauche)⇔ (φ|Ps est s− re´gulier a` gauche)
Si s = a, (φ est s− re´gulier a` gauche)⇔ (φ|P est s− re´gulier a` gauche).
Avec bien e´videmment une variante a` droite.
The´ore`me 4.3 Soit (W,S) un syste`me de Coxeter, avec W muni d’une struc-
ture de poset gradue´ par l’ordre de Bruhat et la fonction longueur usuelle. Soit
c = (Q,φ) un couplage maximal sur W , a = φ(e), λ l’application W →W,x 7→
xa, X et Y deux parties de S telles que :
∀x ∈ X \ {a}, φ|Px = λ|Px
∀y ∈ Y \ {a}, φ|Py est a− re´gulier a` gauche.
Alors < X > (< Y > ∩Q) ⊆ Q et
∀x ∈< X >, ∀y ∈< Y > ∩Q, φ(xy) = xφ(y).
Bien entendu, on a un re´sultat analogue en e´changeant gauche et droite.
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Preuve du the´ore`me : On raisonne par re´currence sur la longueur de x
pour montrer que
∀x ∈< X >, H(x) : ∀y ∈< Y > ∩Q, φ(xy) = xφ(y).
Clairement H(e) est vraie. Supposons H(x
′
) vraie pour les x
′
de longueur
< l(x). Prenons x1 ∈ X tel que l’on puisse e´crire x = x1ξ avec ξ ⊳ x. Notons
w = ξy. Alors par hypothe`se de re´currence φ(w) = ξφ(y). On cherche a` montrer
φ(xy) = xφ(y), c’est-a`-dire φ(x1w) = x1φ(w). Pour cela, graˆce au the´ore`me 4.1,
il suffit de montrer :
∀v ∈ [e, w]∩Px1 , φ(x1v) = x1φ(v). (∗)
(ou` l’on pose par commodite´ Pa = P ). Prenons donc un v ve´rifiant v ∈
[e, w] ∩ Px1 .
Supposons x1 6= a. Alors par hypothe`se φ est confondue avec λ sur Px1 ,
donc φ(v) = va, φ(x1v) = x1va et (*) est clair.
Supposons x1 = a. Alors il existe t ∈ (X ∪ Y ) \ {a} tel que v ∈ Pt. Par
hypothe`se φ est a-re´gulie`re a` gauche sur Pt donc (∗) est vraie. Q. E. D.
Donnons pour finir un crite`re pratique de re´gularite´ :
Remarque 4.4 Soit φ un couplage de´fini sur un groupe de Coxeter dihe´dral
< x, y >. Pour j ≤ mxy notons
Yj = [y, x, j〉
Alors on a e´quivalence entre
(1) φ n′est pas x− re´gulier a` gauche
(2) ∃j ≤ mxy − 3, φ(Yj) = Yj+1, φ(xYj) 6= xYj+1(donc φ(xYj) = Yj+2).
Preuve : Notons Z = {z ∈< x, y > ; φ(xz) 6= xφ(z)}. Comme φ et t 7→ xt
sont des involutions, Z est stable par ces deux applications. Par conse´quent,
tout e´le´ment minimal z0 de Z, s’il existe, ve´rifie z0 ⊳ xz0 et z0 ⊳ φ(z0) (ce qui
implique (2) avec z0 = Yj), d’ou` le re´sultat. Q. E. D.
5 Re´duction du domaine dans le cas croise´
E´tant donne´ un couplage maximal (Q,φ) sur un groupe de Coxeter W , il
est facile de voir que pour chaque s ∈ S on a φ(s) ∈ {as; sa} (ou` a = φ(e)).
Lorsque la restriction de φ aux ge´ne´rateurs n’est ni une multiplication a` gauche
ni une multiplication a` droite, ou` de manie`re e´quivalente si il existe u, v ∈ S
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avec mau > 2, mav > 2, φ(u) = ua, φ(v) = av, on dit que φ est croise´. En fait,
nous allons montrer ici un re´sultat vrai en toute ge´ne´ralite´ (le the´ore`me 5.1)
mais qui ne nous sera utile que dans le cas croise´ (proposition 7.1).
Soit (W,S) un syste`me de Coxeter quelconque, et (Q,φ) un couplage maxi-
mal associe´ a` W , a = φ(e). Soit G et D les parties de S de´finies par
G = {g ∈ S ; φ(g) = ga}
D = {d ∈ S ; φ(d) = ad}
et < G > et < D > les sous-groupes paraboliques associe´s. Nous allons
de´montrer l’inclusion suivante :
The´ore`me 5.1 Q ⊆< G >< D >.
Preuve du the´ore`me. Supposons par l’absurde qu’il existe w dans
Q\ < G >< D >. On peut prendre w minimal ; alors ∀v < w, v ∈< G >< D >.
Remarquons d’abord que l’ensemble de descente a` gauche Dg(w) de w ne con-
tient que des e´l’ements qui ne sont pas dans G (sinon on peut e´crire w = gv
avec g ∈ G, v < w et alors v est dans < G >< D > donc w aussi: impossible),
et comme S = G ∪D, ces e´le´ments sont dans D \G. De meˆme, les e´lements de
l’emsemble de descente a` droite de w sont tous dans G \D : Dd(w) ⊆ G \D.
Soit w1 . . . wm une e´criture re´duite de w. On a donc w1 ∈ D\G, wm ∈ G\D.
Par la remarque pre´ce´dente, l’e´lement x deW represente´ par w1 . . . wm−1 ve´rifie
Dg(x) ∩ G = ∅. Comme x ∈< G >< D >, ceci impose x ∈< D >. Ainsi (en
utilisant la notion de support dans un groupe de Coxeter), on a ∀i ≤ m−1, wi ∈
D. De meˆme, ∀i ≥ 2, wi ∈ G. Ainsi, en renommant les wi,
w = db1 . . . brg, avec
 d ∈ D \G,∀i bi ∈ D ∩G,
g ∈ G \D

 (∗)
De plus, comme d’une partDg(w) ⊆ {d; b1; . . . ; br; g} et d’autre partDg(w) ⊆
D\G, on voit que Dg(w) = {d}, et de meˆme Dd(w) = {g}. Ainsi, toute e´criture
re´duite de w comporte les caracte`res g et d une et une seule fois.
Nous utilisons le re´sultat (facile) suivant (cf [3], corollaire de la proposition
2.6 ):
Remarque 5.2 Si q ∈ Q et a n’est pas dans le support de q, alors q ⊳ φ(q)
et si µ est un mot re´duit repre´sentant φ(q) dans W , on obtient une e´criture
re´duite de q en effac¸ant le caracte`re a de µ.
Dans ce qui suit, on utilise assez souvent l’ensemble I des e´le´ments de W
qui ont une unique e´criture re´duite; notamment, comme d ∈ D \G, g ∈ G \D,
les e´le´ments ag, da, gad et dag sont dans I. En fait, la seule proprie´te´ de I qui
nous inte´resse est la suivante :
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Si f ∈ I et mf est l’unique mot re´duit repre´sentant f ,
alors pour tout h ∈ W tel que f ⊳ h et tout mot re´duit mh
repre´sentant h, le mot mf est une sous-expression de mh.
Remarquons maintenant que
(1) Si dg 6= gd, dg 6∈ Q
(2) Dans tous les cas, dag 6∈ Q.
Pour montrer (1) et (2), on raisonne dans les deux cas par l’absurde : si
dg ∈ Q, la remarque 4.2. ci-dessus montre que dg ⊳ φ(dg), donc coat(φ(dg)) =
{dg; ad; ga}, or aucun e´le´ment deW n’a cet ensemble de coatomes (si coat(w) =
{dg; ad; ga}, comme dg ∈ I et dg ⊳ w on a w = xdg, dxg ou dgx, avec x un
caracte`re de S. Comme a ≥ w, x = a, mais alors ad et ga ne peuvent pas eˆtre
des coatomes de w les deux a` la fois), d’ou` (1). Montrons maintenant (2), et
supposons donc dag ∈ Q. Par le (1) et le fait que Q est filtrant a` gauche, on a
dg = gd. On a alors φ(da) ∈ {ada, dad}, φ(ag) ∈ {aga, gag}, φ(dg) = gad, donc
∀x ∈ coat(dag), φ(x) 6= dag. Ainsi dag ⊳ φ(dag) ; notons w = φ(dag). Alors,
comme dg ≤ dag et φ(dg) = gad, on a gad⊳ φ(dag); comme gad est dans I, si
m est un mot re´duit repre´sentant w, on a un caracte`re x tel que
m ∈ {xgad, gxad, gaxd, gadx}
Comme ag ⊳w, et ag ∈ I, la seule possiblite´ pour m a` la premie`re ligne est
m = xgad, x = a. De meˆme da ⊳ w donne m = gadx, x = a. Alors les mots
agad et gada sont confondus, ce qui est absurde, d’ou` (2).
Reprenant notre raisonnement de de´part, ces faits (1) et (2) donnent dg = gd,
et ∀i, bi 6= a (sinon dag ≤ w, ce qui est impossible car Q est filtrant a` gauche).
Par conse´quent a 6≤ w, donc par la remarque 5.2 ci-dessus w ⊳ φ(w), et si µ est
une e´criture re´duite de φ(w), µ♯ le mot obtenu en supprimant l’unique occur-
rence de a dans µ, on a w = µ♯ dans W . Donc µ contient les caracte`res a, d et
g une et une seule fois. Comme d ≤ w et w ⊳ φ(w), on a ad = φ(d) ≤ φ(w) et
de meˆme ga ≤ φ(w), donc le seul ordre d’apparition possible dans µ est g, a, d.
On voit alors que l’ordre d’apparition dans µ♯ est g, d ce qui est absurde. Q. E. D.
6 E´tude partielle du cas des groupes de rang 3.
Avant d’entrer dans le vif du sujet nous indiquons quelques outils qui seront
utilise´s implicitement sans plus d’explications par la suite. Les faits suivants sont
bien connus, pour w e´le´ment d’un groupe de Coxeter :
(1) E´tant donne´ deux e´critures re´duites de w, on peut passer de l’une a` l’autre
en utilisant uniquement des relations de tresses.
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(2) E´tant donne´ une e´criture quelconque de w, on peut aboutir a` une e´criture
re´duite en utilisant uniquement les relations de tresses et les relations s2 = e
pour s ∈ S.
Le (1) servira implicitement a` justifier chaque assertion du type “tel e´le´ment
w a une unique e´criture re´duite”; plus pre´cisement, en utilisant la notation I
de´finie au §4, on a pour tout mot re´duit m repre´sentant un e´le´ment w ∈ W ,
w ∈ I ssi aucune relation de tresse n’est utilisable sur m i.e. ssi m ne contient
pas de sous-mot dihe´dral correspondant a` un e´le´ment dihe´dral maximal. Tandis
que (2) sera implicitement utilise´ chaque fois qu’on aura besoin de savoir qu’un
mot est re´duit. Remarquons que les mots rencontre´s ne seront jamais bien com-
plexes (ils ne diffe`reront d’un mot dihe´dral que par au plus un caracte`re), ce qui
justifie que nous ne nous y attardions pas.
Dans toute cette section 6, on conside`re un syste`me de Coxeter (W,S) de
rang 3 : S = {a; b; b′} et (Q,φ) un couplage maximal sur W avec φ(e) = a.
6.1 Ge´ne´ralite´s en rang 3.
Proposition 6.1.1 Soit G =< a, b′ >< a, b >. Alors:
Si (mbb′ > 2 ou mab = ∞ ou mab′ = ∞), alors G ne contient pas
d’e´le´ment plein.
Si (mbb′ = 2, mab <∞, mab′ <∞), alors G a exactement deux e´le´ments
pleins, a` savoir
Γb′,a,b = 〈mab′ − 1, a, b′][b, a,mab − 1〉
et
Γ′b′,a,b = 〈mab′ − 1, a, b′]a[b, a,mab − 1〉.
Preuve : Rappelons que par de´finition de la ple´nitude, l’existence d’un
e´le´ment plein implique que tous les coefficients de la matrice de Coxeter sont
finis. Tout e´le´ment g de G s’e´crit xy avec x ∈< a, b′ >, y ∈< a, b >. En posant
ξ = min(x, xa) et η = min(y, ay) on voit que g s’e´crit ξεη avec ε ∈ {e; a}.
Comme ξ ⊳ ξa, on a j ≤ mab′ − 1 tel que ξ = 〈j, a, b
′]. De meˆme, on a
k ≤ mab − 1 tel que η = [a, b, k〉. Si g est plein, g ≥ Mab′ donc j = mab′ − 1 et
de meˆme k = mab − 1. D’ou` la proposition. Q. E. D.
Proposition 6.1.2 Supposons que mab′ ≥ 3 et que la restriction de φ a`
[e, ab′a] est confondue avec celle de x 7→ xa et que β n’est pas a-re´gulier a`
gauche. Par la remarque 4.4 il existe t minimal avec φ([b, a, t〉) = [b, a, t +
1〉, φ([a, b, t + 1〉) = [b, a, t + 2〉, t ≤ mab − 3. Alors ab′[b, a, t〉 est un e´le´ment
minimal de W \Q.
Preuve : Posons w = ab′[b, a, t〉. La proposition 4.1 donne:
∀x < [b, a, t〉, φ(b′x) = b′φ(x), φ(ab′x) = ab′φ(x).
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Notons C = coat([b, a, t〉) Remarquons que si t ≥ 2, |C| = 2 et φ abaisse un
des e´le´ments de C tout en rehaussant l’autre a` [a, b, t〉 ; alors que si t = 1 on a
C = {e}, φ(e) = a. Dans tous les cas, il y a un unique e´le´ment rehausse´ par φ
dans C et cet e´le´ment est envoye´ sur [a, b, t〉.
On a alors les calculs suivants:
coat(w) = {b′[b, a, t〉; [a, b, t+ 1〉} ∪ ab′C
φ(coat(w)) = {b′[b, a, t+ 1〉; [b, a, t+ 2〉} ∪ ab′φ(C)
Z(φ,w) = {w; b′[b, a, t+ 1〉; [b, a, t+ 2〉; ab′[a, b, t〉}
Supposons par l’absurde que w ∈ Q. Alors comme w 6∈ coat(φ(w)) (cf. deux-
ie`me ligne ci-dessus) on a ne´cessairement w⊳ φ(w) donc coat(φ(w)) = Z(φ,w).
Soit m un mot re´duit repre´sentant φ(w). Comme [b, a, t+ 2〉 ∈ I et b′ ≤ φ(w),
on obtient m en inse´rant le caracte`re b′ quelque part dans le mot [b, a, t + 2〉.
Maintenant, le fait b′[b, a, t+ 1〉 ⊳ φ(w) impose au b′ d’eˆtre avant le premier a
apparaissant dans [b, a, t+ 1〉, tandis que w ⊳ φ(w) empeˆche ce meˆme b′ d’eˆtre
de ce cote´, ce qui est une contradiction manifeste. Q. E. D.
Proposition 6.1.3 Supposons que mbb′ ≥ 3 et que la restriction de φ a`
[e, b′a] est confondue avec celle de x 7→ xa et que β n’est pas b-re´gulier a` gauche.
Par la remarque 4.4 il existe t minimal tel que φ([a, b, t〉) = [a, b, t+1〉, φ([b, a, t+
1〉) = [a, b, t+2〉, t ≤ mab−3. Alors bb
′[a, b, t〉 est un e´le´ment minimal de W \Q.
Preuve : Posons w = bb′[a, b, t〉. La proposition 4.1. donne:
∀x < [a, b, t〉, φ(b′x) = b′φ(x), φ(bb′x) = bb′φ(x).
Notons C = coat([a, b, t〉) = {[a, b, t − 1〉; [b, a, t − 1〉} (car t ≥ 2). Remar-
quons que φ abaisse un des e´le´ments de C et rehausse l’autre a` [b, a, t〉. On a
alors les calculs suivants:
coat(w) = {b′[a, b, t〉; [b, a, t+ 1〉} ∪ bb′C
φ(coat(w)) = {b′[a, b, t+ 1〉; [a, b, t+ 2〉} ∪ bb′φ(C)
Z(φ,w) = {w; b′[a, b, t+ 1〉; [a, b, t+ 2〉; bb′[b, a, t〉}
Supposons par l’absurde que w ∈ Q. Alors comme w 6∈ φ(coat(w)) (cf. deux-
ie`me ligne ci-dessus) on a ne´cessairement w⊳ φ(w) donc coat(φ(w)) = Z(φ,w).
Soit m un mot re´duit repre´sentant φ(w). Comme [a, b, t+ 2〉 ∈ I et b′ ≤ φ(w),
on obtient m en inse´rant le caracte`re b′ quelque part dans le mot [a, b, t + 2〉.
Maintenant, le fait w⊳φ(w) impose φ(w) = abb′[a, b, t〉 = abab′[b, a, t−1〉. C’est
incompatible avec b′[a, b, t+ 1〉⊳ φ(w). Q. E. D.
6.2 E´tude du cas croise´ en rang 3.
Dans cette section, on prend S = {a; b; b′}, mab ≥ 3, mab′ ≥ 3, et
φ(e) = a, φ(b) = ab, φ(b′) = b′a (cas “croise´”). On note β ( β
′
) la restric-
tion de φ a` < a, b > (respectivement < a, b′ >).
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❡ ❡ ❡b a b′
φ(e) = a
φ(b) = ba
φ(b′) = ab′
Figure 1 : Cas croise´
Par le the´ore`me 5. on a Q ⊆< a, b′ >< a, b >. Alors par la proposition 6.1.1,
Q ne pourra eˆtre plein que si mbb′ = 2,mab <∞,mab′ <∞ ce que l’on suppose
dans toute la suite de cette section 6.2. De plus, chaque fois que l’on trouve une
nouvelle obstruction x 6∈ Q avec x ≤ Γb′,a,b alors on peut en conclure que φ n’est
pas plein. C’est ce que l’on fait dans les trois premie`res propositions qui suivent.
Proposition 6.2.1 Supposons φ(ab′) = ab′a (c’est le cas par exemple si
mab′ = 3), et que β n’est pas a-re´gulier a` gauche. Par la remarque 4.4 il existe t
minimal avec φ([b, a, t〉) = [b, a, t+1〉, φ([a, b, t+1〉) = [b, a, t+2〉, t ≤ mab− 3.
Alors ab′[b, a, t〉 est un e´le´ment minimal de W \Q, donc φ n’est pas plein.
Preuve : C’est la proposition 6.1.2. Q. E. D.
Proposition 6.2.2 Supposons mab′ ≥ 4, φ(ab′) = b′ab′, φ(ab′a) = b′ab′a
(c’est le cas par exemple simab′ = 4) et que β n’est pas confondu avec l’application
x 7→ ax. Alors il existe t minimal avec φ([b, a, t〉) = [b, a, t + 1〉, t ≤ mab − 2.
Dans ces conditions, ab′[b, a, t〉 est un e´le´ment minimal de W \Q, donc φ n’est
pas plein.
Preuve : Posons w = ab′[b, a, t〉. On a, par des calculs analogues a` ceux
de la proposition 6.1.2 :
coat(w) = {b′[b, a, t〉; [a, b, t+ 1〉; ab′[a, b, t− 1〉; ab′[b, a, t− 1〉}
φ(coat(w)) = {b′[b, a, t+ 1〉;φ([a, b, t+ 1〉); b′ab′[a, b, t− 1〉; b′ab′[b, a, t− 1〉}
Z(φ,w) = {w; b′[b, a, t+ 1〉;φ([a, b, t+ 1〉); b′ab′[a, b, a, t− 1〉; b′ab′[b, a, t− 1〉}
On conclut ensuite en disant que si w ∈ Q, comme φ([a, b, t+1〉) est dans I,
que si m est un mot re´duit repre´sentant φ(w), alorsm se de´duit de φ([a, b, t+1〉)
en inse´rant un b′ quelque part. Mais alors on contredit b′ab′[b, a, t− 1〉 ≤ φ(w)
car ma,b′ ≥ 4. Q. E. D.
Proposition 6.2.3 Supposons ma,b′ ≥ 5, φ(ab
′) = b′ab′, φ(ab′a) = ab′ab′.
Alors ab′ba est un e´le´ment minimal de W \Q, donc φ n’est pas plein.
Preuve : Posons w = ab′ba. On a :
coat(w) = {b′ba; aba; ab′a; ab′b}
φ(b′ba) = b′φ(ba)
φ(ab′a) = ab′ab′ (hypothe`se)
φ(ab′b) = φ(ab′)b = b′ab′b
φ(coat(w)) = {b′φ(ba);φ(aba); ab′ab′; b′ab′b}
Si m est un mot re´duit repre´sentant φ(w), comme ab′ab′⊳ φ(w) on voit que
m s’obtient en inse´rant le caracte`re b dans un mot µ ∈ {b′ab′a; ab′ab′}. Comme
b′ab′b ∈ I on a φ(w) ∈ {b′ab′ba; b′ab′ab; ab′ab′b}. Comme w = ab′ba ∈ I on a
meˆme φ(w) = b′ab′ba.
Mais alors on contredit ab′ab′ ≤ φ(w) car ma,b′ ≥ 5. Q. E. D.
Proposition 6.2.4 Si φ est plein, alors β est a-re´gulier a` gauche et β
′
est
a-re´gulier a` droite.
Preuve : Lorsque l’on met bout a` bout les propositions 6.II.1, 6.II.2, et
6.II.3, on s’aperc¸oit qu’on a montre´ en particulier que si φ est plein, alors β est
a-re´gulier a` gauche. Par syme´trie, β
′
doit aussi eˆtre a-re´gulier a` droite. Q. E. D.
Proposition 6.2.5 Supposons que β est a-re´gulier a` gauche et que β
′
est
a-re´gulier a` droite; que β n’est pas confondu avec x 7→ ax et que β
′
n’est pas
confondu avec x 7→ xa. Il existe donc t et t′ minimaux tels que φ(〈t′, a, b′]) =
〈t′+1, a, b′] et φ([b, a, t〉) = [b, a, t+1〉. Dans ces conditions, 〈t′, a, b′][b, a, t〉 est
un e´le´ment minimal de W \Q, donc φ n’est pas plein.
Preuve : Posons w = 〈t′, a, b′][b, a, t〉 (remarquons que t, t′ ≥ 2). On a (en
ite´rant la proposition 4.1 pour les quatre dernie`res lignes)
coat(w) = {〈t′ − 1, a, b′][b, a, t〉; 〈t′ − 1, b′, a][b, a, t〉;
〈t′, a, b′][b, a, t− 1〉; 〈t′, a, b′][a, b, t− 1〉}
φ(〈t′ − 1, a, b′][b, a, t〉) = 〈t′ − 1, a, b′]φ([b, a, t〉) = 〈t′ − 1, a, b′][b, a, t+ 1〉,
φ(〈t′ − 1, b′, a][b, a, t〉) = 〈t′ − 1, b′, a]φ([b, a, t〉) = 〈t′ − 1, b′, a][b, a, t+ 1〉,
φ(〈t, a, b′][b, a, t− 1〉) = φ(〈t, a, b′])[b, a, t− 1〉 = 〈t′ + 1, a, b′][b, a, t− 1〉,
φ(〈t, a, b′][a, b, t− 1〉) = φ(〈t, a, b′])[a, b, t− 1〉 = 〈t′ + 1, a, b′][a, b, t− 1〉.
Supposons par l’absurde que w ∈ Q. Alors, vu l’e´numeration qu’on vient de
faire w n’est pas dans φ(w) donc w ⊳ φ(w). Comme w ∈ I, si m est un mot
re´duit repre´sentant φ(w), alors m s’obtient en inse´rant un certain caracte`re c
dans 〈t′, a, b′][b, a, t〉. Remarquons que t′ ≤ mab′ − 2 car φ(〈t, a, b′]) 6= 〈t, a, b′]a
et de meˆme t ≤ mab − 2. Alors, comme 〈t′ + 1, a, b′] ∈ I et [b, a, t+ 1〉 ∈ I, on
voit que le caracte`re c devrait eˆtre a` la fois au de´but et a` la fin de 〈t′, a, b′][b, a, t〉,
ce qui est absurde. Q. E. D.
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Proposition 6.2.6 Les deux propositions suivantes sont e´quivalentes :
(1) φ est plein.
(2)


β est re´gulier a` gauche, et ∀x ∈< a, b′ > β
′
(x) = xa
OU
β
′
est re´gulier a` droite, et ∀y ∈< a, b > β(y) = ay
Preuve : En combinant les propositions 6.2.4 et 6.2.5 on voit que (1)
implique (2). Re´ciproquement, par exemple dans la deuxie`me alternative de (2)
on a par le the´ore`me 4.3
∀x ∈< a, b′ >, ∀y ∈< a, b >, φ(xy) = φ(x)y
En particulier, on voit que Q contient l’e´le´ment Γb′,a,b (cf. proposition 6.1.1)
qui est plein. Q. E. D.
6.3 E´tude du cas non de´genere´ en rang 3.
Dans cette section, on suppose S = {a; b; b′},mab ≥ 3, mab′ ≥ 3 (cas
“non de´genere´”). Le cas croise´ venant d’eˆtre traite´ a` la section pre´ce´dente, on
suppose ici φ(b) = ba, φ(b′) = b′a. Comme pre´cedemment, le cas mbb′ > 2 est
plus simple.
❡ ❡ ❡b a b′
φ(e) = a
φ(b) = ba
φ(b′) = b′a
Figure 2 : Cas non de´genere´ non croise´
Proposition 6.3.1 Supposons que β n’est pas confondu avec x 7→ xa. Alors
il existe t minimal tel que φ(〈t, a, b]) = 〈t + 1, a, b] (avec mab ≥ t + 2). Soit
H = {w ∈ W ; l(w) = t+ 1, b′ ≤ w, 〈t, a, b] ≤ w, w 6= b′〈t, a, b]}, et Γ, Γ′ les
e´le´ments de´finis a` la proposition 6.1.1. Alors
(1) Si φ(ab′) = ab′a, alors ∀w ∈ H, w 6∈ Q.
(2) Si φ(ab′) 6= ab′a, alors abb′ 6∈ Q, ab′b 6∈ Q.
(3) L’ensemble Q ne contient pas d’e´le´ment plein, sauf dans le cas φ(ab′) =
ab′a, mbb′ = 2, t impair. Dans ce cas, les seuls (e´ventuels) e´le´ments pleins dans
Q sont Γ et Γ′.
Preuve : Montrons d’abord (1).
De´finissons un ensemble d’entiers T de la fac¸on suivante :
T =
{
[0, t− 1] si mbb′ > 2
{j ∈ [0, t− 2] ; j pair} si mbb′ = 2
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On a alors la description suivante de H : tout w ∈ H s’e´crit w = Cb′〈j, a, b],
(ou` C est l’unique mot tel que l’on ait l’e´galite´ de mots 〈t, a, b] = C〈j, a, b]) avec
j ∈ T . Soit v ∈ coat(w). Si v = 〈t, a, b], on a φ(v) = 〈t + 1, a, b] 6= w et sinon
φ(v) = va (par la proposition 2.5, en utilisant le couplage x 7→ xa ). Pour ces
derniers v , on a va 6= w (sinon wa serait un coatome de w, ce qui contredit
le fait que w ∈ I et que son dernier caracte`re n’est pas un a) donc φ(v) 6= w.
Ainsi w 6∈ φ(coat(w)), donc si w ∈ Q on doit avoir w ⊳ φ(w). Soit D le mot
obtenu en effac¸ant de C son dernier caracte`re. Les e´le´ments x1 = Db
′〈j, a, b] et
x2 = 〈t, a, b] sont des coatomes de w, et comme x1 ⊳ φ(x1)(= x1a), x2 ⊳ φ(x2),
si w ∈ Q, y = φ(w) ve´rifie :
Db′〈j + 1, b, a]⊳ y ; 〈t+ 1, a, b]⊳ y.
Remarquons que l’e´le´ment represente´ par m2 = 〈t + 1, a, b] est dans I, donc si
m est un mot re´duit repre´sentant y, alors on obtient m en rajoutant le caracte`re
b′ quelque part dans le mot m2 : m = Ub
′V et m2 = UV . L’e´le´ment φ(x1)
peut avoir plusieurs e´critures re´duites (quand mab′ = 3) mais parmi celles-ci
m1 = Db
′〈j + 1, b, a] est la seule contenant au plus un caracte`re b′. Dans
tous les cas, m1 doit donc eˆtre un sous-expression de m. On doit donc avoir
U ≥ u = D et V ≥ v = 〈j + 1, b, a]. De plus V 6= v (les derniers caracte`res
diffe`rent) et du fait des contraintes de longueur U = u et V = vb. Alors le
dernier caracte`re de U coincıide avec le premier caracte`re de V , donc m2 = UV
n’est pas re´duit, ce qui est absurde. Ceci ache`ve de montrer (1).
Montrons (2). Remarquons que les hypothe`ses impliquent que φ(ab′) =
b′ab′, mab′ ≥ 4. Soit w1 = abb′ ; on a (en utilisant la proposition 2.5. avec le
couplage x 7→ xa pour la dernie`re e´galite´ )
coat(abb′) = {ab; ab′; bb′}
φ(ab) ∈ {aba; bab}, φ(ab′) = b′ab′, φ(bb′) = bb′a.
Donc si w1 ∈ Q, on doit avoir w1 ⊳ φ(w1) et pour m1 mot re´duit repre´sentant
φ(w1) en inse´rant un caracte`re b quelque part dans le mot b
′ab′(∈ I). Alors
m1 a au exactement deux caracte`res dans {a; b}. C’est incompatible avec
φ(ab)⊳φ(w1). Donc abb
′ 6∈ Q. Le raisonnement montrant ab′b 6∈ Q est analogue.
Montrons maintenant (3). Supposons que l’on ait ζ ∈ Q plein.
Cas φ(ab′) = ab′a :
Soit p le premier caracte`re de 〈t, a, b]. (ainsi p = a si t est pair et p = b sinon)
et p¯ l’autre caracte`re. Pour u un pre´fixe de 〈t, a, b], on note u⋆ l’unique suffixe
de 〈t, a, b] tel que 〈t, a, b] = uu⋆. Commenc¸ons par faire la remarque suivante :
pour tout pre´fixe u de 〈t, a, b],
(R)
{
Si (mbb′ = 2, t est impair), alors (ub
′u⋆ 6∈ H)⇔ (u ∈ {e; b}).
Sinon, (ub′u⋆ 6∈ H)⇔ (u = e).
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Conside´rons une occurrence quelconque de b′ dans ζ, i.e. une e´criture
ζ = xb′y, avec l(ζ) = l(x) + 1 + l(y). On sait (cf. la proposition 2.5 de [5])
que [e, x]∩ < a, b > a un plus grand e´le´ment ξ. Soit ξ♯ l’unique e´le´ment de
< a, b > tel que l’on ait Mab = ξξ
♯, mab = l(ξ) + l(ξ
♯). Comme ζ est plein on a
ζ ≥Mab. Par la remarque suivant la proposition 2.5 de [5], on en de´duit y ≥ ξ
♯.
De´finissons un e´le´ment ξ′ de la manie`re suivante : si p ∈ Dg(ξ), on pose ξ′ = ξ
et sinon ξ < Mab donc ξ a une unique e´criture re´duite. Alors Dg(ξ) est re´duit
a` un singleton ξ1 (ou est vide si ξ = e) et on pose alors ξ
′ = ξ1ξ (et ξ
′ = e si
ξ = e). Posons aussi u = min(〈t, a, b], ξ′).
Remarquons que u est toujours un pre´fixe de 〈t, a, b]. Montrons maintenant
par disjonction ce cas que u⋆ ≤ ξ♯ : si 〈t, a, b] ≤ ξ′, on a u = 〈t, a, b] donc u⋆ = e.
Si ξ′ < 〈t, a, b] on a u = ξ′ donc l(u⋆) = t − l(u) = t − l(ξ′) ≤ t − l(ξ) + 1 ≤
mab − 1− l(ξ) = l(ξ
♯)− 1 donc u⋆ < ξ♯.
Finalement u ≤ ξ ≤ x, u⋆ ≤ ξ♯ ≤ y donc ub′u⋆ ≤ ζ et en particulier
ub′u⋆ 6∈ H .
Vu la remarque plus haut, ceci donne u ∈ {e; b}. Notons que u = e
correspond a` ξ ∈ {e; p¯} et que u = b correspond a` ξ ∈ {b; ab}. Distinguons
deux cas suivant que u = e pour toute occurrence de b′ dans ζ ou que l’on
puisse avoir u = b parfois. Dans le premier cas on a constamment u = e, i.e.
min(ξ′, 〈t, a, b]) = e donc ξ′ = e donc ξ ∈ {e; p¯}. En particulier ξ 6≥ p, donc
x 6≥ p : derrie`re une occurrence de b′ dans ζ on ne peut avoir de p. Comme ζ
est plein par rapport a` {p; b′}, ceci implique mp,b′ = 2. Or, comme p ∈ {a; b}
et ma,b′ ≥ 3, ceci implique p = b, c’est-a`-dire t impair. On a donc : mbb′ = 2, t
impair. Cette dernie`re assertion est e´galement vraie dans le deuxie`me cas ou` u
est parfois e´gal a` b, par (R) directement. Donc, dans tous les cas :
On a mbb′ = 2, t est impair.
On peut e´crire ζ = xb′y avec y ∈< a, b >, l(ζ) = l(x) + 1 + l(y). On vient
de voir que le “u” de cette de´composition est dans {e; b}, donc le “ξ” est dans
{e; a; b; ab}, donc ξ 6≥ ba, donc x 6≥ ba. Comme ζ est plein on a x 6= e ; on peut
alors re´e´crire ζ comme ζ = x′qb′y avec q ∈ {a; b}; l(ζ) = l(x′) + 2 + l(y). On
a q ∈ {a; b}. Quitte a` permuter b et b′, on peut supposer q 6= b, donc q = a.
Alors, comme x 6≥ ba on a x′ 6≥ b donc x′ ∈< a, b′ > donc ζ ∈< a, b′ >< a, b >
puis, par la proposition 6.1.1, ζ ∈ {Γ; Γ′} comme cherche´.
Cas φ(ab′) 6= ab′a :
Comme ζ est plein on a ζ ≥ a. On a une de´composition du type ζ = uav, avec
u ∈< b, b′ >, l(ζ) = l(u)+ 1+ l(v). Comme ζ est plein on a v 6= e. Alors le pre-
mier caracte`re q de v est dans {b; b′} ; soit q¯ l’e´le´ment de´fini par {b; b′} = {q; q¯}.
On peut e´crire v = qw avec l(v) = 1 + l(w). Alors comme ζ 6≥ aqq¯ on a w 6≥ q¯
donc w ∈< a, q >. Donc ζ = u(aqw) ∈< b, b′ >< a, q >=< q, q¯ >< a, q >;
comme ma,q¯ ≥ 3, ζ ne peut eˆtre plein par rapport a` {a; q¯}. Q. E. D.
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En appliquant cette proposition deux fois (la deuxie`me fois en e´changeant
les roˆles de b′ et b) on voit que quand mbb′ > 2, φ ne peut eˆtre plein que si β et
β
′
sont tous deux des restrictions de x 7→ xa ; par le the´ore`me 2.6 on a alors :
Proposition 6.3.2 Si mbb′ > 2, φ est plein si et seulement si φ coincide
avec x 7→ xa.
On supposera mbb′ = 2 dans la suite de cette section.
Proposition 6.3.3 Si ni β ni β
′
ne sont confondus avec x 7→ xa, alors φ
n’est pas plein.
Preuve : Supposons par l’absurde que φ soit plein. Par la proposition
6.3.1, Q contient un unique e´le´ment plein de longueur mab + mab′ − 2 (que
l’on appellera N) a` savoir Γb′,a,b. En permutant b et b
′, Q contient un unique
e´le´ment plein de longueur mab+mab′−2 (que l’on appellera N ′) a` savoir Γb,a,b′ .
Comme on a N 6= N
′
, (remarquer par exemple que bN
′
⊳ N
′
mais N ⊳ bN)
c’est absurde. Q. E. D.
Proposition 6.3.4 Supposons que ∀x, β
′
(x) = xa et que β n’est pas a-
re´gulier a` gauche. Alors φ n’est pas plein.
Preuve : La condition “β non a-re´gulier a` gauche” se traduit par
∃t ≤ mab − 3, β([b, a, t〉) = [b, a, t+ 1〉, β([a, b, t+ 1〉) = [b, a, t+ 2〉
On prend t minimal. La proposition 6.3.1 nous dit que si φ est plein, alors Q
contient Γb′,a,b.
De plus, la proposition 6.1.2. montre que ab′[b, a, t〉 6∈ Q ; comme ab′[b, a, t〉 ≤
Γb′,a,b, c’est impossible car Q est filtrant de´croissant. Q. E. D.
Proposition 6.3.5 Supposons mbb′ = 2, φ diffe´rent de x 7→ xa. On a
e´quivalence entre
(1) φ est plein
(2)


A` e´change de b et b′ pre`s, on a :{
φ|<a,b′> est simplement la multiplication a` droite par a
φ|<a,b> est a− re´gulier a` gauche
Le cas e´che´ant, Q contient exactement deux e´le´ments pleins, a` savoir Γb′,a,b et
Γ′b′,a,b.
Preuve : L’implication (2)⇒ (1) vient simplement de la proposition 4.3.
Re´ciproquement, supposons (1). Par la proposition 6.3.3, β ou β
′
est confondu
avec x 7→ xa. Supposons par exemple qu’il s’agit de β
′
. La proposition 6.3.4
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assure alors que β est a-re´gulier a` gauche, d’ou` (2). Enfin, si l’un des termes de
l’e´quivalence est re´alise´, comme φ est diffe´rent de x 7→ xa, on doit avoir β non
confondu avec x 7→ xa, et on peut de`s lors utiliser la proposition 6.3.1. pour
voir que les seuls (e´ventuels) e´le´ments pleins de Q sont Γ et Γ′. Pour ve´rifier
qu’ils sont effectivement dans Q, on invoque < a, b′ >< a, b >⊆ Q, qui provient
de la proposition 4.3. (avec X = {a; b′}, Y = {a; b}) Q. E. D.
Il nous reste maintenant a` examiner le cas de´genere´, i.e. le cas ∃i ∈ {b; b′},
mia = 2. Quitte a` e´changer b
′ et b, on peut supposer mab′ = 2. Dans ce cas on
distingue plusiers sous-cas suivant les valeurs de mbb′ .
6.4 E´tude du cas de´genere´ en rang 3.
Dans cette section, on suppose donc mab′ = 2. Re`glons rapidement le cas
mbb′ = 2 par la remarque claire suivante:
Remarque 6.4.1 Si Supposons mab′ = mbb′ = 2. Dans ce cas on a W =<
a, b > ∐b′ < a, b >, et tout couplage est b′-re´gulier a` gauche, donc de´fini sur
tout W et plein.
On suppose donc mbb′ ≥ 3 dans la suite de cette section.
❡ ❡ ❡b′ b a
φ(e) = a
φ(b) = ba
Figure 3 : Cas de´genere´
Proposition 6.4.2 Supposons que β n’est pas confondu avec x 7→ xa. Alors
il existe t ≥ 2 minimal tel que φ(〈t, a, b]) = 〈t+1, a, b] (donc mab ≥ t+2). Soit
H = {w ∈ W ; l(w) = t + 1, b′ ≤ w, 〈t, a, b] ≤ w, w 6∈ {b′〈t, a, b]; 〈t, a, b]b′}}.
Alors
∀w ∈ H, w 6∈ Q.
Preuve : Soit w ∈ H . Alors, graˆce a` ab′ = b′a, w s’e´crit w = Cb′〈2j, a, b],
(ou` C est l’unique mot tel que 〈t, a, b] = C〈2j, a, b]). avec 0 ≤ 2j ≤ t − 1 (on
aurait aussi bien pu prendre 2j + 1 au lieu de 2j dans l’e´criture ci-dessus mais
le 2j est plus pratique pour la suite). Soit v ∈ coat(w). Si v = 〈t, a, b], on
a φ(v) = 〈t + 1, a, b] 6= w et sinon φ(v) = va (par la proposition 2.5.) donc
φ(v) 6= w car a 6∈ Dd(w). Ainsi w 6∈ φ(coat(w)), donc si w ∈ Q on doit avoir
w ⊳ φ(w).
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Les e´le´ments x1 = Cb
′〈2j − 1, a, b] et x2 = 〈t, a, b] sont des coatomes de w,
et comme x1 ⊳ φ(x1)(= x1a), x2 ⊳ φ(x2) , si w ∈ Q, y = φ(w) ve´rifie :
Cb′〈2j, b, a]⊳ y ; 〈t+ 1, a, b]⊳ y.
Conside´rons les mots m1 = Cb
′〈2j, b, a] et m2 = 〈t + 1, a, b]. Si m est un mot
re´duit repre´sentant y, alors on obtient m en rajoutant le caracte`re b′ quelque
part dans le motm2 : m = Ub
′V etm2 = UV . Maintenant, l’e´le´ment φ(x1) peut
avoir plusieurs e´critures re´duites, mais il n’y en a qu’une qui comporte au plus
un caracte`re b′, a` savoirm1. Donc on doit avoir U ≥ u = C et V ≥ v = 〈2j, b, a].
De plus V 6= v (les derniers caracte`res diffe`rent) et du fait des contraintes de
longueur, U = u et V = vb. Alors le dernier caracte`re de U coincide avec le
premier caracte`re de V , donc le mot m2 = UV n’est pas re´duit, ce qui est ab-
surde. Q. E. D.
Proposition 6.4.3 Supposons mbb′ ≥ 4 et φ(ab) = bab, mab ≥ 4. Alors
abb′b est un e´le´ment minimal de W \Q.
Preuve : Posons w = abb′b. On a :
coat(w) = {bb′b; abb′; ab′b}
φ(bb′b) = bb′bφ(e) = bb′ba
φ(abb′) = φ(ab)b′ = babb′
φ(ab′b) = φ(b′ab) = b′φ(ab) = b′bab
donc si w ∈ Q on doit avoir
coat(φ(w)) = {b′bab; abb′b; bb′ba; babb′}
ce qui est impossible (par exemple il n’existe pas de y tel que l’on ait a` la fois
b′bab⊳ y, abb′b⊳ y). Q. E. D.
Proposition 6.4.4 Supposons mbb′ = 3 et φ(ab) = bab,mab ≥ 4. Alors
abb′ab est un e´le´ment minimal de W \Q.
Preuve : Posons w = abb′ab. On a :
coat(w) = {bb′ab; abab; abb′b; abb′a}
φ(bb′ab) = bb′φ(ab) = bb′bab
φ(abb′b) = φ(b′abb′) = b′φ(ab)b′ = b′babb′
φ(abb′a) = φ(abab′) = φ(aba)b′
donc si w ∈ Q on doit avoir w ⊳ φ(w) = y et b′babb′ ⊳ y, bb′bab ⊳ y.
Comme b′babb′ ∈ I, et que bb′bab a exactement trois e´critures re´duites a` savoir
bb′bab, b′bb′ab et b′bab′b, on en de´duit y = b′bab′bb′ qui est incompatible avec
φ(aba)b′ ⊳ y. Q. E. D.
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7 Cas ge´ne´ral.
On conside`re maintenant un couplage maximal (Q,φ) sur un syste`me de
Coxeter (W,S) quelconque. On va progressivement montrer que φ est re´ductible
dans tous les cas. Bien entendu, on peut supposer que φ est plein. Par le lemme
3.2, si < J > est un sous-groupe parabolique stable par φ, alors φ|<J>∩Q reste
plein, ce qui va nous permettre d’utiliser les re´sultats de´ja obtenus en rang 3.
Posons a = φ(e),
C = {s ∈ S ; sa = as}
U = {s ∈ S \ C ; φ(s) = sa}
V = {s ∈ S \ C ; φ(s) = as}
Commenc¸ons par traiter le cas dit “croise´” :
Proposition 7.1 Supposons que φ est un couplage “croise´” (i.e. tel que
U 6= ∅, V 6= ∅). Alors φ est re´ductible. Plus pre´cisement, quitte a` e´changer U
et V , quitte a` e´changer la gauche et la droite, on a :
Q =< U ∪ C > (< V ∪ C > ∩Q)
∀(x, y) ∈< U ∪C > ×(< V ∪ C > ∩Q), φ(xy) = xφ(y).
Preuve : Disons que u ∈ U est “inerte” si φ<a,u> est a-re´gulier a` gauche, et
que u est “fortement inerte” si φ<a,u> est simplement la restriction de x 7→ xa
a` < a, u >. De fac¸on syme´trique, disons que v ∈ V est inerte si φ<a,v> est
a-re´gulier a` droite, et que v est fortement inerte si φ<a,v> est simplement la
restriction de x 7→ ax a` < a, v >.
Par la proposition 6.2.5, on voit que
∀(u, v) ∈ U × V,


(u est inerte, v est fortement inerte)
ou
(u est fortement inerte, v est inerte)
donc tous les e´le´ments de U ∪ V sont inertes, et
∀(u, v) ∈ U × V, u ou v est fortement inerte
d’ou` l’on de´duit aise´ment que l’un des deux ensembles U , V n’est compose´
que d’e´le´ments fortement inertes. Supposons par exemple que ce soit U .
Alors les the´ore`mes 4.3 et 5. donnent une e´galite´ par double inclusion pour
Q : le the´ore`me 5. donne Q ⊆< U ∪ C >< V ∪ C >, donc Q ⊆< U ∪ C > (<
V ∪ C > ∩Q) car Q est de´croissant, et le the´ore`me 4.3 donne < U ∪ C > (<
V ∪ C > ∩Q) ⊆ Q.
Expliquons maintenant pourquoi ceci implique que φ est re´ductible : soit
ω une orbite pleine, ω = {m;M} avec M = φ(m) et M plein. Alors il existe
(x, y) ∈ (U ∪C)×((V ∪C)∩Q) tels que m = xy, M = xφ(y). On peut supposer
l(m) = l(x) + l(y) par la re`gle de l’effacement. Il est facile de voir que pour
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toute partie J de S contenant a, < J > ∩Q est stable par φ. En particulier
φ(y) ∈< (V cupC) ∩ Q >. Comme U 6= ∅ et M est plein, on en de´duit x 6= e.
Soit x1 ∈ Dg(x) ; alors x1 est re´gulier a` gauche (car x1 ∈ U ∪C) et x1 est dans
l’ensemble de descente a` gauche de m, donc l’orbite ω est re´ductible. Q. E. D.
Corollaire 7.2 Tout couplage de´fini sur un groupe de Coxeter simplement
enlace´ est re´ductible.
Preuve : Soit φ un tel couplage ; on peut prendre φ maximal est plein. Si
φ est croise´, alors on utilise la proposition qui pre´ce`de. Sinon, l’hypothe`se sur le
syste`me de Coxeter implique que ∀s ∈ S \ {a}, ∀x ∈< a, s >, φ(x) = xa, donc
par le the´ore`me 2.6 ∀x ∈W, φ(x) = xa auquel cas le re´sultat est clair. Q. E.
D.
Revenant au cas ge´ne´ral, on voit que l’on peut toujours se ramener au cas
ou par exemple V = ∅, i.e.
∀s ∈ S, φ(s) = sa.
En utilisant la proposition 6.3.3, on peut meˆme supposer que pour tout s ∈ S
excepte´ au plus un e´le´ment,
∀x ∈< s, a >, φ(x) = xa.
Bien suˆr, le cas non-trivial est le cas ou` il existe effectivement un e´le´ment
(que l’on notera b ) tel que ∃x ∈< a, b >, φ(x) 6= xa. Changeant le´ge`rement de
notation afin de travailler avec des sous-ensembles disjoints de S, posons
C = {s ∈ S ; sa = as, s 6= a}
U = S \ (C ∪ {a; b})
On est alors dans la situation suivante :
S = C ∐ U ∐ {a; b}
∀c ∈ C, ca = ac, c est re´gulier a` gauche et a` droite
∀u ∈ U, mau ≥ 3, ub = bu, u est re´gulier a` gauche.
situation dont une bonne partie est re´sume´e par le dessin suivant :
❡ ❡a b
✒✑
✓✏
✒✑
✓✏
U C
Figure 4
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(pour le “ub = bu” a` la dernie`re ligne, utiliser la proposition 6.3.2 ). Notons
C
′
= {c ∈ C ; mbc ≥ 3}, C
′′
= C \ C′ = {c ∈ S ; sa = as, sb = bs} et pour t
entier,
Tt = 〈t, a, b]
Comme φ n’est pas confondu avec x 7→ xa il existe t minimal tel que φ(Tt) 6=
Tta, donc t ≤ mab − 2 et φ(Tt) = Tt+1. Notons, pour x ∈ U ∪C′,
Hx =


{w ; Tt ⊳ w, u ≤ w, w 6= uTt} si x = u ∈ U
{w ; Tt ⊳ w, c′ ≤ w, w 6∈ {c′Tt;Ttc′}} si x = c′ ∈ C′, t > 2,
{abcb} si x = c ∈ C′, t = 2,mbc > 3
{abcab} si x = c ∈ C′, t = 2,mbc = 3.
On a alors, par les propositions 6.3.1, 6.4.2, 6.4.3 et 6.4.4 :
Si t ≥ 2, on a ∀x ∈ U ∪C′, Hx ∩Q = ∅ (1)
Notons H la re´union des diffe´rents Hx. Supposons par l’absurde que φ n’est
pas re´ductible. Alors |S| > 2 et il existe une orbite pleine non re´ductible, i.e. il
existe ζ ∈ Q avec ζ ⊳ φ(ζ), φ(ζ) plein tel que ζ soit irre´ductible, i.e. tel que
Dg(ζ) ne contienne pas d’e´le´ment re´gulier a` gauche et Dd(ζ) ne contienne pas
d’e´le´ment re´gulier a` droite. Alors nous affirmons que ζ ≥ 〈mab − 2, a, b].
En effet, conside´rons l’ensemble A = {y ≤ ζ ; y ⊳ φ(y), φ(y) ≥ Mab}.
L’ensemble A est non vide car il contient ζ. Soit y0 un e´le´ment minimal de A.
On a φ(y0) ≥ Mab. Si φ(y0) = Mab, comme le sous-groupe dihe´dral principal
< a, b > est stable par φ, y0 est un e´le´ment de < a, b > de longueur mab − 1,
donc y0 ≥ 〈mab − 2, a, b] puis ζ ≥ 〈mab − 2, a, b]. Sinon on a φ(y0) > Mab et il
existe alors z tel que Mab ≤ z ⊳ φ(y0). On sait que z ∈ Z(φ, y0) = {y0} ∪ φ(B)
ou` l’on a pose´ B = {x ⊳ y0 ; x ⊳ φ(x)}. Or si z = φ(y1) avec y1 ∈ B, on
aurait y1 ∈ A ce qui contredirait la minimalite´ de y0. Donc z = y0. Alors
Mab ≤ y0 ≤ ζ ce qui donne encore ζ ≥ 〈mab − 2, a, b].
Remarquons que le sous-groupe G =< {a, b} ∪ C′′ > de W est isomorphe
au produit commutatif de groupes < a, b > × < C′′ >, et que de plus on
a ∀(x, y) ∈< a, b > ×C′′, φ(xy) = φ(x)y donc la restriction de φ a` G est
re´ductible. En particulier ζ 6∈ G. Ainsi ζ posse`de les proprie´te´s suivantes :
(ζ ≥ 〈mab − 2, a, b], ζ irre´ductible, ζ 6∈< {a; b} ∪ C
′′ >) (3)
Soit maintenant k un parame`tre entier tel que t ≤ k ≤ mab − 2 et k ≡
t(mod 2) (on peut toujours trouver des k ve´rifiant l’ensemble de ces conditions,
par exemple k = t ). On a une de´composition

ζ = ud1x1d2x2 . . . dk−1xk−1dkv,
l(ζ) = l(u) +
∑
i l(xi) + l(v) + k
d1d2 . . . dk = 〈k, a, b] (e´galite´ caracte`re a` caracte`re).

 (4)
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Nous allons montrer qu’on peut en fait supposer ∀i ∈ [1, k− 1], xi = e dans
cette de´composition. Montrons ceci par re´currence sur i ; pour chaque i on
conside`re une e´criture de la forme (4) dans laquelle on a de´ja ∀j < i, xj = e
(hypothe`se de re´currence) et dans laquelle aussi l(xi) est minimal. On suppose
par l’absurde xi 6= e et on prend s ∈ Dg(xi).
Remarquons d’abord que s /∈ {a; b} car sinon comme l’e´criture dixi est
re´duite on a ne´ce´ssairement s = di+1, et en remplac¸ant (di, xi, di+1, xi+1) par
(di, e, di+1, (di+1xi)di+1xi+1) (e´tant compris que xi+1 s’appelle v si i = k − 1)
on contredit la minimalite´ de l(xi).
Supposons s ∈ U . Alors t est impair, par le corollaire 6.III.2. En particulier
d1 = b car k ≡ t(mod 2). Si i = 1 on contredit la minimalite´ de x1 en remplac¸ant
(u, x1) par (us, sx1). Si i > 1 alors ζ ≥ h = d1 . . . disdi+1 . . . dt ∈ H contredit
(1) (cas extreˆme : si i ≥ t on a h = d1 . . . dts = 〈t, a, b]s).
Supposons s ∈ C′. Si i > 1 (ce cas n’existant que quand t ≥ 3) alors en
posant h = d1 . . . disdi+1 . . . dt si i ≤ t − 1 et h = d1 . . . dt−1sdk si i ≥ t, a`
chaque fois ζ ≥ h ∈ H contredit (1). Reste le cas i = 1. Si d1 = a, on obtient
une contradiction sur la minimalite´ de x1 en remplac¸ant (u, x1) par (us, sx1).
Sinon d1 = b, donc t et k sont impairs, ( et en particulier t ≥ 3 ) alors en posant
h = d1sd2 . . . dt la relation ζ ≥ h ∈ H contredit (1).
Enfin, si s ∈ C \ C′, ce qui veut dire que s commute a` la fois avec a et b,
alors en remplac¸ant (u, xi) par (us, sxi) on contredit la minimalite´ de xi.
Dans tous les cas on est arrive´ a` obtenir une contradiction ; c’est donc que
∀i, xi = e. On a alors {
ζ = u〈k, a, b]v,
l(ζ) = l(u) + k + l(v)
}
(5)
Nous affirmons que v ∈< a, b >. En effet, si v = e c’est vrai ; sinon prenons
s ∈ Dd(v) ; on peut e´crire v = v′s avec v′ < v. On a s 6∈ U car ∀y ∈
U, 〈t, a, b]y ∈ H . De plus s 6∈ C car Dd(ζ) ne contient pas d’e´le´ments re´guliers
a` droite. Donc s ∈ {a; b}. Supposons s = b. Alors supp(v′) ∩ (U ∪ C′) = ∅
( sinon, si c ∈ supp(v′) ∩ (U ∪ C′), on a ζ ≥ d1 . . . dt−1cb ∈ H qui est ex-
clu par (1)). Donc supp(v′) ⊆ {a; b} ∪ C′′ ; donc v′ s’e´crit v′ = v′′c avec
l(v) = l(v′′) + l(c), v′′ ∈< a, b >, c ∈< C′′ >. On a alors ζ = u〈t, a, b]v′′bc.
Comme Dd(ζ) ne contient pas d’e´le´ments re´guliers a` droite, cela donne c = e
donc v = v′′b ∈< a, b >. Reste a` traiter le cas s = a. Si v = a on a encore
v ∈< a, b >. Sinon on prend s2 ∈ Dd(v′) et on note v′′ = v′s2. Alors s2 6∈ U (car
∀y ∈ U, 〈t, a, b]y ∈ H) et s2 ∈ C donnerait ζ = u〈t, a, b]v′′as2, d’ou` un e´le´ment
re´gulier a` droite dans Dd(ζ), ce qui est exclu. Donc s2 ∈ {a; b}, et comme le mot
s2s = s2a est re´duit on a s2 = b. En refaisant alors le raisonnement fait pour le
cas s = b de´cale´ d’un indice, on finit de ve´rifier que v ∈< a, b > dans tous les cas.
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Comme ζ 6∈< {a, b}∪C′′ > il existe s 6∈ {a; b}∪C′′ dans le support de u : on
a donc s ∈ U ∪ C′. Soit u1 ∈ Dg(u) et u′ = u1u. Comme u1 n’est pas re´gulier
a` gauche on a u1 ∈ {a; b}.
Supposons t impair et u1 = a. Alors a n’est pas re´gulier a` gauche, ce qui
implique de´ja U = ∅ par la proposition 6.3.1. Donc s ∈ C′. De plus, si u2 ∈ C
alors Dg(ζ) contiendrait un e´le´ment re´gulier a` gauche a` savoir u2 : impossible.
Donc u2 ∈ {a; b} puis u2 = b. Alors ζ ≥ bsd2d3 . . . dt ∈ H ce qui contredit (1).
Supposons t impair et u1 = b. Comme on sait que ∀y ∈ C′, byd2 . . . dt 6∈ H ,
on voit que supp(u) ∩ C′ = ∅, et en particulier s ∈ U , u2 6∈ C′. Si u2 ∈ U ∪ C′′
alors Dg(ζ) contiendrait un e´le´ment re´gulier a` gauche a` savoir u2 : impossible.
Donc u2 ∈ {a; b} puis u2 = a. Alors ζ ≥ basd2d3 . . . dt ∈ H ce qui contredit (1).
Supposons t pair et u1 = b. Alors b n’est pas re´gulier a` gauche, donc on a
r ≤ mab − 3 minimal tel que φ([a, b, r〉) = φ([a, b, r + 1〉) et φ([b, a, r + 1〉) =
φ([a, b, r + 2〉). Comme t est pair, on a r ≥ t + 2. Posons k = r si r est pair
et k = r + 1 sinon ; alors k ve´rifie les hypothe`ses pre´cise´es au de´but de cette
de´monstration, et de plus k > r donc 〈k, a, b] > [a, b, r〉 puis ζ ≥ bu′[a, b, r〉. Par
la proposition 6.1.3, ∀y ∈ C′, by[a, b, r〉 6∈ Q ; on en de´duit supp(u′) ∩ C′ = ∅,
et en particulier s ∈ U, u2 6∈ C
′. Si u2 ∈ U alors Dg(ζ) contiendrait un e´le´ment
re´gulier a` gauche a` savoir u2 : impossible. Finalement u2 ∈ {a; b}, puis u2 = a.
Alors ζ ≥ asd2d3 . . . dt ∈ H ce qui contredit (1).
Supposons t pair et u1 = a. Alors a n’est pas re´gulier a` gauche, ce qui donne
U = ∅ par la proposition 6.3.1. Donc s ∈ C′. Si u2 ∈ C alors Dg(ζ) contiendrait
un e´le´ment re´gulier a` gauche a` savoir u2 : impossible. Donc u2 ∈ {a; b} puis
u2 = b. Alors en posant h = absd2 si t = 2 et mbs > 3, h = absd1d2 si t = 2 et
mbs = 3, et h = absd1d2 . . . dt−2 si t > 2, on a dans tous les cas ζ ≥ h ∈ H ce
qui contredit (1).
Donc, au bout du compte :
The´ore`me 7.3 Pour tout syste`me de Coxeter (W,S), tout couplage distingue´
sur W est re´ductible.
En combinant avec la proposition 3.5, on obtient imme´diatement :
Corollaire 7.4 Soit (W,S) un syste`me de Coxeter, φ un couplage distingue´
de W , x, y ∈ W tels que x⊳ φ(x), y ⊳ φ(y). Alors
Rφ(x),φ(y) = Rx,y (7.4.1)
Rx,φ(y) = (q − 1)Rx,y + qRφ(x),y (7.4.2)
Bien que nous n’en ayons pas eu besoin ici, il est inte´ressant de faire la
remarque suivante (on note M(W ) l’ensemble des couplages maximaux d’un
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groupe de Coxeter W et pour a ∈ S, Ma(W ) = {φ ∈M(W ) ; φ(e) = a}) :
Proposition 7.5 Soit (W,S) un syste`me de Coxeter et a ∈ S. Alors les
seuls e´le´ments de Ma(W ) de´finis sur tout W sont les multiplications a` gauche
et a` droite par un a, sauf dans le cas de´genere´
S = {a; b} ∐ C, ∀c ∈ C,mac = mbc = 2.
Dans ce cas, W est isomorphe au produit commutatif de groupes de Coxeter
< C > × < a, b >, tous les e´le´ments de Ma(W ) sont < C >-re´guliers (i.e.
ve´rifient ∀c ∈< C >, ∀x ∈ Q, cx ∈ Q, φ(cx) = cφ(x) ) donc de´finis sur tout
W . De plus, l’ope´ration de restriction sur < a, b > re´alise une bijection de
Ma(W ) sur Ma(< a, b >).
Preuve : Soit φ ∈ Ma(W ). Posons C = {s ∈ S ; sa = as}, U = {s ∈
S \ C ; φ(s) = sa}, V = {s ∈ S \ C ; φ(s) = as}. Dans le cas “croise´”, i.e.
U 6= ∅, V 6= ∅, alors par la proposition 7.1. Q ⊆< U ∪ C >< V ∪ C >, donc
pour u ∈ U, v ∈ V on a vau 6∈ Q donc Q 6= W . On peut donc supposer V = ∅,
i.e. ∀s ∈ S, φ(s) = sa. Si φ n’est pas confondu avec le couplage ca de multipli-
cation a` droite par a, par le the´ore`me 2.6 on a b ∈ S \ {a} tel que φ<a,b> ne soit
pas une restriction de ca, donc tel que ∃t ≤ mab − 2, φ(〈t, a, b]) = 〈t + 1, a, b]).
Alors si U 6= ∅, on a pour u ∈ U , 〈t, a, b]u 6∈ Q par la proposition 6.3.1. On
peut donc supposer U = ∅. Ainsi S ⊆ {a; b} ∪ C′′ avec C′′ = C \ {a}. Notons
C′ = {c ∈ C′′ ; c 6= b, mbc > 2}. Supposons C
′ 6= ∅, et prenons c ∈ C′.
Si t > 2, on a 〈t − 1, b, a]cb 6∈ Q. Si t = 2 et mbc > 3 on a abcb 6∈ Q par la
proposition 6.4.3. Si t = 2 et mbc = 3 on a abcab 6∈ Q par la proposition 6.4.4.
Cette disjonction de cas montre que Q 6=W de`s que C′ 6= ∅.
On peut donc supposer C′ = ∅, c’est-a`-dire qu’on est dans le cas de´genere´
mentionne´ par l’e´nonce´. Le reste de la proposition est clair. Q. E. D.
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