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Abstract
This thesis exploits the information contained in high-frequency data to test and
model the distributions of returns of financial assets and their volatility. In Chapter
1 we study the asymptotics of some common tests for normality when applied to re-
turns standardized by noise measures of volatility based on the use of high-frequency
data. Chapter 2 proposes dynamic models for conditional quantiles of daily returns
and realized volatility exploiting the information contained in various components of
historical volatility as well as option-implied volatility. Chapter 3 provides a compre-
hensive simulation-based comparison of alternative tests for jumps in asset prices in
order to get a better understanding of the performance of the tests under different,
empirically relevant, scenarios. Chapter 4 extends the testing procedures studies in
Chapter 1 to the multivariate context and provides new empirical evidence about the
validity of the mixture of normals hypothesis in foreign exchange markets. Chapter
5 studies the dynamics of the tail risk in the hedge fund industry. Finally, Chapter 6
introduces a new method for estimating large covariance matrices.
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Introduction
The recent availability of high frequency data has sparked renewed interest in test-
ing, modeling and forecasting the distributions of returns of financial assets and their
volatility. Understanding the nature and dynamics of these distributions is crucial
for a lot of financial applications, including portfolio choice, asset pricing and risk
management. The contribution of this thesis is to provide and study a number of
econometric methods that can be employed to gain better understanding of the be-
havior of return and volatility distributions, and apply them to a variety of asset
classes including foreign exchange, commodities, equity index futures and hedge fund
indices.
The thesis is organized into six chapters. Chapter 1 investigates the behavior of
some common tests for normality applied to asset returns standardized by realized
measures of integrated volatility in order to test the mixture of normals hypothesis.
It is currently not well-understood how the measurement error associated with an
estimator of integrated variance affects the limiting distribution of the test statistics
for normality. This has important implications for empirical work: a rejection of the
null hypothesis may in fact be induced by the measurement error rather than by a
genuine departure from the null. The contribution of Chapter 1 is to address these
issues.
Using the double-asymptotic approach, in which both the number of intra-period
observations (M) as well as the number of periods (T ) go to infinity, we derive con-
ditions on the relative rate of growth of T and M such that the contribution of
the estimation error vanishes asymptotically. We consider a moment-based test, a
Kolmogorov-type test and a nonparametric test for the simple hypothesis of uni-
18
variate normality, and the Hong-Li test for the joint hypothesis of normality and
independence of standardized returns and its own lagged values. We employ real-
ized volatility, bi-power variation, tri-power variation, the two-scale and multi-scale
realized volatilities and the realized kernel to construct the standardized returns.
We study the performance of the tests for various combinations of T and M in a
Monte Carlo experiment. Finally, we apply the tests to daily standardized returns of
EUR/USD and USD/JPY exchange rates between 06/2003 and 05/2007. The work
summarized in this chapter has been presented at the EC2 Conference on Advances
in Econometric Time Series Analysis (Faro, December 2007) and the Latin American
Summer Meeting of the Econometric Society (Rio de Janeiro, November 2008).
In Chapter 2 we study how the conditional quantiles of future returns and volatil-
ity of financial assets vary with various measures of ex-post variation in asset prices
as well as option-implied volatility. We work in the flexible quantile regression frame-
work and rely on recently developed model-free measures of integrated variance, up-
side and downside semivariance, jump variation and implied volatility. This modeling
approach is novel in the literature and has a number of advantages: the semipara-
metric nature of the quantile regression avoids restrictive assumptions on the under-
lying return and volatility distributions; we do not need to confine attention to the
location-scale models as it is often the case in the literature; we are able to capture
the highly persistent dynamics of conditional quantiles within a linear (in parameters)
and therefore easily estimable model.
Our results for the S&P 500 and WTI Crude Oil futures contracts show that simple
quantile regressions for returns and heterogenous quantile autoregressions for realized
volatility perform very well both in-sample as well as out-of-sample in capturing the
dynamics of the respective conditional distributions. The models can therefore serve
as useful risk managements tools for investors trading the futures contracts themselves
or various derivative contracts written on realized volatility. The results of this chap-
ter have been presented at the 17th Annual Symposium of the Society for Nonlinear
Dynamics and Econometrics (Atlanta, April 2009), North American Summer Meeting
of the Econometric Society (Boston, June 2009), Conference on Financial Economet-
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rics and Realized Volatility/Vast Data (London, June 2009) and the 3rd International
Conference on Computation and Financial Econometrics (Cyprus, October 2009).
Chapter 3 presents a comprehensive comparison of the various jump tests proposed
in the literature for disentangling the continuous and jump components in discretely
observed prices of financial assets. It is joint work with Marina Theodosiou. The past
few years have witnessed an increasing interest in studying the fine characteristics of
asset price trajectories, both in terms of developing new methods for detecting jumps
as well as applications to different asset classes. In empirical work, the econometrician
has to decide which test(s) to use but there is currently no work comparing the
performance of the existing tests under different, empirically relevant, scenarios. The
contribution of this chapter is to do exactly that.
We examine the relative performance of the tests for jumps in a Monte Carlo
simulation, covering scenarios of both finite and infinite activity jumps and stochas-
tic volatility models with continuous and discontinuous volatility sample paths. The
impact of microstructure noise, infrequent trading (zero intraday returns) and de-
terministic diurnal volatility on the size and power properties of these tests is also
investigated. An empirical application to high-frequency data from the index futures,
equity and foreign exchange markets complements the analysis. The simulation re-
sults reveal important differences in terms of size and power across the different data
generating processes considered. The conclusions from the empirical application con-
form to those of the Monte Carlo simulation showing that the test statistics are very
sensitive to the presence of zero returns and microstructure frictions in the data.
We are grateful to Tim Bollerslev, the editor, and four anonymous referees for many
useful comments on an earlier version of this chapter.
The contribution of Chapter 4 is to extend the testing procedures of Chapter 1
to the multivariate context, as this has been missing from the literature so far. We
propose methods for testing the multivariate mixture of normals hypothesis based
on the used of high-frequency data. We rely on the recently developed multivariate
measures of integrated variance that we use to standardize (in a matrix sense) daily
returns. Under the null hypothesis the vector of standardized returns follows the
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multivariate standard normal distribution. Since replacing the unobserved integrated
covariance by a consistent estimator introduces finite-sample distortion we provide
a finite-sample correction to alleviate this problem. We also consider separating the
marginal distributions from the dependence structure and testing the two separately
using copulas.
In an empirical application to a pair of foreign exchange rates, we find that the
mixture-of-normals hypothesis is soundly rejected. The rejection appears to be due to
the deviations of the marginals from standard normality rather than the dependence
structure being inconsistent with a normal copula. To shed more light on the joint
distribution of the Euro and Yen exchange rate, we estimate a five-equation para-
metric model for the bivariate standardized returns, realized volatilities and realized
correlation, allowing for time-varying volatility of the realized measures as well as
non-normal innovations. We find nonlinear dependencies between return and volatil-
ity innovations.
Chapter 5 aims to assess dynamic tail risk exposure in the hedge fund sector
using daily data from September 2004 to May 2008. It is joint work with Walter
Distaso and Marcelo Fernandes. We use a copula function to model both lower and
upper tail dependence between hedge funds, bond, commodity, foreign exchange, and
equity markets as a function of market uncertainty, and proxy the latter by means
of a single index that combines the options-implied market volatility, the volatility
risk premium, and the swap and term spreads. We find substantial time-variation in
lower-tail dependence even for hedge-fund styles that exhibit little unconditional tail
dependence. This illustrates well the pitfalls of confining attention to unconditional
measures of tail risk. In addition, lower-tail dependence between hedge fund and
equity market returns decreases significantly with market uncertainty. The only styles
that feature neither unconditional nor conditional tail dependence are convertible
arbitrage and equity market neutral.
We also fail to observe any tail dependence with bond and currency markets,
though we find strong evidence that the lower-tail risk exposure of macro hedge
funds to commodity markets increases with liquidity risk. In stark contrast, there
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is not much action in the upper tails. Our results are robust to changes in the
specific measure of tail dependence as well as in the factors that drive tail dependence.
Finally, further analysis shows mixed evidence on how much hedge funds contribute to
systemic risk. On the one hand, we uncover indirect evidence that the reduction in the
exposure to equity tail risk is due primarily to forced liquidations and fire sales. On
the other hand, we also find that lower-tail dependence reduces to insignificant levels
as from June 2008 to May 2010, illustrating how hedge funds had no exposure to tail
equity risk by the time the liquidity and credit crisis peaked. The work summarized in
this chapter has been presented by myself at the Annual Conference on Hedge Funds:
Markets, Liquidity and Fund Managers’ Incentives (Paris, January 2010), Annual
SOFiE Conference (Melbourne, June 2010) and NBER-NSF Time Series Conference
(Durham, October 2010), and many other places by the co-authors.
Chapter 6 introduces a new method for estimating large variance matrices. It
is joint work with Karim Abadir and Walter Distaso. Starting from the orthogonal
decomposition of the sample variance matrix, we exploit the fact that orthogonal ma-
trices are never ill-conditioned and therefore focus on improving the estimation of the
eigenvalues. We estimate the eigenvectors from just a fraction of the data, then use
them to transform the data into approximately orthogonal series that we use to esti-
mate a well-conditioned matrix of eigenvalues. Our estimator is model-free: we make
no assumptions on the distribution of the random sample or on any parametric struc-
ture the variance matrix may have. By design, it delivers well-conditioned estimates
regardless of the dimension of problem and the number of observations available. Sim-
ulation evidence show that the new estimator outperforms the usual sample variance
matrix, not only by achieving a substantial improvement in the condition number (as
expected), but also by much lower error norms that measure its deviation from the
true variance. The chapter has been presented by myself at the London-Oxbridge
Time Series Workshop (Cambridge, October 2009) and several other places by the
co-authors.
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Chapter 1
Testing Univariate
Mixture-of-Normals Hypothesis
with Intraday Data
1.1 Introduction
The probability law generating prices of financial asset plays a central role in virtually
any theoretical or empirical model in modern finance. The Brownian motion, in
particular, dominates dynamic asset pricing theory as a model driving the evolution
of asset prices and dividends in frictionless markets. Portfolio selection theory in
general requires, either explicitly or implicitly, assumptions about the distribution
of asset returns. Finally, successful measurement and management of risk invariably
entails modeling joint distributions of large classes of assets.
Out of the wide variety of probability laws, the Gaussian distribution remains by
far the most popular both in academic finance as well as industry. The theoretical
justification rests on the Central Limit Theorem: viewed as a sum of a large number
of independent price increments with finite variances, the daily or weekly asset re-
turns should approximately follow the normal distribution. From a practical point of
view, the Gaussian assumption typically admits closed-form solutions even to fairly
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complicated problems, thereby lending lucid insights into the workings of theoretical
models. At the same time, it possesses nice probabilistic properties, such as existence
of all moments, which make it attractive for the purpose of statistical analysis.
Until recently, however, both conditional and unconditional normality of returns
of financial assets did not find practically any empirical support. In their seminal
contributions, Mandelbrot (1963) and Fama (1965) document substantial deviations
of unconditional distributions of common stock returns from the normal benchmark,
the former showing more probability mass in the tails of the distribution than the
latter. That stock returns exhibit ‘fat tails’ has, since then, become an axiom of
empirical finance, which holds across asset classes and international financial mar-
kets. Consequently, alternative models have been considered for the unconditional
distributions of asset returns, which we discuss in greater detail later in the chapter.
The development of the autoregressive conditional heteroskedasticity model (ARCH)
(Engle, 1982), sparked interest in the conditional normality as it allows to distinguish
between time-varying conditional volatility and a conditional leptokurtotic distribu-
tion, which can both induce fat tails in the unconditional distribution (Bollerslev,
1986). Empirical evidence from the abundant GARCH literature indicates that this
is indeed the case, and the standardized, homoskedastic returns do exhibit, albeit less
pronounced, fat tails. It thus seemed almost inevitable that the mixture-of-normals
hypothesis, originally proposed by Clark (1973), was rejected by the data.
The availability of intraday, tick-by-tick data, and the new developments in finan-
cial econometrics of high-frequency data it has spawned over the recent years, have,
however, brought about a striking revival of the mixture-of-normals model for asset
returns. Using the new, model-free, nonparametric measures of ex-post variance, a se-
ries of papers starting with Andersen, Bollerslev, Diebold, and Labys (2001) provides
evidence in favor of approximate normality of daily and weekly ex-post studentized
returns of exchange rates, individual stocks, and equity indices. Although common
statistical tests for the normal hypothesis typically reject it, the deviations from the
null appear to be rather small. Moreover, after some simple, theoretically guided
transformations that account for jumps and asymmetries in asset prices, normality
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of standardized returns is recovered. This evidence provides an important empirical
justification for the workhorse of modern theoretical finance, the Brownian semi-
martingale hypothesis.
One of the limitations of the recent empirical evidence is that it is based on
the assumption that volatility and hence standardized returns are observable. To
illustrate this, denote by rt the one-period asset return at time t, let IVt denote its
variance, and assume that the expected return is equal to zero. The object of interest
is the standardized return given by rt/
√
IVt. Although the volatility of one-period
returns is unobservable, it be consistently estimated using within-period observations.
Denoting by RMt,M an estimator of IVt, where M stands for the number of within-
period observations, the one-period standardized returns can be approximated by
rt/
√
RMt,M . Clearly, this introduces a measurement error, which is, up to the first
order, given by
rt√
RMt,M
− rt√
IVt
= − rt
2IV
3/2
t
Nt,M + op(Nt,M),
where Nt,M is the measurement error associated with the estimator RMt,M . The
recent studies of the distributions of asset returns, however, do not take this problem
explicitly into account. Instead, they work under the implicit assumption that, for
large M , rt/
√
RMt,M ≈ rt/
√
IVt, i.e. that the measurement error Nt,M is negligible
and not biasing the results of normality tests. Yet when the number of intra-period
observations (M) used to construct RMt,M is relatively small with respect to the
number of periods (T ), the contribution of the measurement error turns out to be
nontrivial as we will see later in the chapter, and may result into false rejection of
the null hypothesis.
To our knowledge, it is theoretically not well understood how the measurement
error affects the limiting distributions of common test statistics for normality. Apart
from some Monte Carlo results (Andersen, Bollerslev, and Dobrev 2007), we have little
theoretical guidance as to the choice of sample size and sampling frequency ensuring
that the measurement error does not distort the inference about the distribution of
rt/
√
IVt. Consequently, it is difficult at present distinguish genuine departures from
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the normal null hypothesis from those induced by the estimation error associated with
realized measures of integrated variance.
The contribution of this chapter is twofold. First, we study the impact of the
measurement error described above on the behavior of several tests for univariate
normality of stock returns standardized by realized measures of variance. We will
consider three alternative approaches: (i) the generalized method of moments test
due to Bontemps and Meddahi (2005), (ii) a Kolmogorov-type test, and (iii) a test
based on the integrated square distance between the kernel density estimator and the
standard normal density. Besides the simple hypothesis of normality, we will also
study the joint hypothesis of normality and independence within the nonparametric
framework of Hong and Li (2005). Our treatment of the measurement error associated
with realized measures of variance follows the double-asymptotic approach recently
employed by Corradi and Distaso (2006) and Corradi, Distaso, and Swanson (2010).
Second, we apply the tests to a recent sample (2003 - 2007) of EUR/USD and
USD/JPY foreign exchange rates quoted in the EBS Spot Dealing System and thus
complement the existing empirical evidence on the distributional properties of equity
returns. We focus on “raw” standardized returns as well as on standardized returns
adjusted for jumps. We find that the mixture-of-normals hypothesis seems to hold for
the EUR/USD exchange rate, while it is soundly rejected for USD/JPY. These results
are robust to the choice of realized measure used to standardize the daily returns.
The rest of this chapter will be organized as follows. Section 1.2 provides a review
of the relevant literature. Section 1.3 describes our basic theoretical framework, while
section 1.4 presents our main theoretical findings. Section 1.5 discusses some finite-
sample corrections and section 1.6 reports results of a Monte Carlo experiment aimed
at studying the behavior of the tests procedures in finite samples. The empirical
findings are reported in section 1.7. Finally, section 1.8 concludes. All proofs of
propositions are relegated to appendix 1.A.
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1.2 Related Literature
The literature on distributional properties of asset returns is enormously voluminous,
and we do not intend to provide here a full account of existing empirical evidence. Our
main focus will be on the recent literature employing high-frequency data relevant in
the context of our chapter.
The availability of high-frequency intraday data on trades and quotes, and the
newly developed non-parametric, model-free measures of volatility allow for study-
ing the distributional properties of asset returns within the continuous-time semi-
martingale model for asset prices. This general class of processes naturally arises in
theoretical finance as it contains all price processes with finite instantaneous mean
that do not permit arbitrage (see e.g. Back, 1991, for details). As detailed in An-
dersen, Bollerslev, Diebold, and Labys (2003), if we further restrict the class of semi-
martingales to square-integrable processes with continuous sample paths, we can ob-
tain specific distributional results. In particular, if the logarithmic price process
belongs to the latter class, the Martingale Representation Theorem implies that one-
period return can be written as a sum of two components: an integral of a predictable
(drift) process with respect to time and an integral of the diffusion (volatility) process
with respect to Browian motion. If, furthermore, the drift and volatility processes
are independent of the Brownian motion, the one-period returns are distributed as a
mixed normal, conditionally on the sample path of the drift and volatility processes,
with the integrated volatility process governing the mixture. Consequently, one pe-
riod returns standardized by the square root of integrated variance are independently
and identically distributed as a standard normal.
To test the normality of one-period standardized returns, one has to estimate the
integrated volatility as the volatility process is unobservable. Andersen and Boller-
slev (1998) observe that the theory of quadratic variation offers a simple and highly
efficient estimator of the variance of one-period returns based on intra-period obser-
vations of the price process. This estimator, known as realized volatility, is defined
as the sum of square intra-period returns. When the log-price follows a continu-
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ous Brownian semimartingale, the realized volatility converges in probability to the
one-period integrated variance as the number of intraday returns approaches infinity
(Protter 2005, Theorem 22, pp. 66). Importantly, this result holds, under mild as-
sumptions, regardless of the volatility process. Thus, the realized volatility provides
a model-free measure of ex-post variance of one-period returns.
Andersen, Bollerslev, Diebold, and Labys (2001) use the realized volatility com-
puted over 30-minute intervals to construct daily standardized returns on foreign
exchange rates and investigate their empirical distribution. They find striking simi-
larities between the empirical distribution and the normal benchmark, though formal
statistical tests still reject normality on conservative significance levels. Similar re-
sults for daily equity data are obtained by Andersen, Bollerslev, Diebold, and Ebens
(2001) and Areal and Taylor (2002).
When the volatility process is not independent of the Brownian motion driving
the log-price, a phenomenon known in the finance literature as the leverage effect, the
conditional normality of one-period returns no longer holds.1 Peters and de Vilder
(2006), however, recognize that by properly changing the time scale, normality can
be recovered.2 Instead of measuring returns in calendar time, they focus on returns
computed over periods of equal realized volatility. They show that the empirical
distribution of standardized returns on the S&P500 futures index measured in this
so-called financial time closely resembles the Gaussian and the null hypothesis of
normality cannot be rejected.
Meanwhile, in closely related papers, Andersen, Bollerslev, and Dobrev (2007),
and Andersen, Bollerslev, Frederiksen, and Nielsen (2008) argue for the presence of
leverage as well as jumps in stock prices, which both violate independence and nor-
mality of standardized returns. To study the distributional properties, they develop
a sequential procedure for testing a general jump-diffusion Brownian semi-martingale
hypothesis. First, they identify and remove jumps from the high-frequency price se-
1See Bollerslev, Litvinova, and Tauchen (2006) for recent evidence on the leverage effect in equity
data.
2Details can be found in e.g. (Karatzas and Shreve 1991, Theorem 4.6, pp. 174).
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ries using an approach based on the bi-power variation theory of Barndorff-Nielsen
and Shephard (2004b). They then transform the resulting price series into returns
measured in financial time, and, finally, test for normality of these standardized re-
turns using common moment-based and goodness-of-fit tests. When applied to Dow
Jones Industrial Average constituent stock and S&P500 futures index returns, the
authors find support for the jump-diffusion Brownian semi-martingale model with
leverage. Thus, when properly accounting for both jumps and leverage, normality of
standardized returns is re-established.
Recently, Fleming and Paye (2010) show how the presence of microstructure noise
distorts the inference about the normality of standardized returns. To correct for the
bias of realized volatility induced by noise, they employ the realized kernel developed
by Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008a) to construct standard-
ized returns. Analyzing a sample of 20 large capitalization U.S. stocks, Fleming and
Paye (2010) reject the null hypothesis of standard normality of the realized-kernel
standardized returns. They argue that account for microstructure noise is thus es-
sential when testing the mixture-of-normals hypothesis.
1.3 Theoretical Framework
In this section, we set out our theoretical framework. For a thorough discussion
of the theoretical justification of the semi-martingale modeling of asset prices, we
refer the reader to Back (1991). A detailed exposition of the quadratic variation
theory within the frictionless, arbitrage-free environment can be found in Andersen,
Bollerslev, Diebold, and Labys (2003).
The log-price, pt, is assumed to follow a continuous Brownian semi-martingale
with no drift:
pt =
∫ t
0
σudWu, (1.1)
where σu is a ca´dla´g process, independent from the standard Brownian motion, W .
We rule out a nonzero drift to simplify the derivations later in the chapter, but
our main results can be generalized to include drift. Given the sample path of the
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volatility process, one-period returns, rt = pt − pt−1, are mixed normal (Andersen,
Bollerslev, Diebold, and Labys 2003)
rt|σ(σu)u∈[t−1,t] ∼ N
(
0,
∫ t
t−1
σ2udu
)
,
where σ(σu)u∈[t−1,t] is the σ-field generated by the volatility process over the interval
[t− 1, t], and
IVt =
∫ t
t−1
σ2udu
is the one-period integrated volatility. It follows that the standardized returns defined
as
st =
rt√
IVt
,
are serially independent and distributed as an N(0, 1). Testing this sharp distribu-
tional assumption is the main objective of this chapter. We recall that this result
holds only in the absence of leverage and discontinuities (jumps) in asset prices, and
hence any rejection of standard normality of st may actually be attributed to the
presence of these phenomena rather than to genuine departures from the Brownian
semi-martingale hypothesis (see Andersen, Bollerslev, Diebold, and Labys, 2003, and
Andersen, Bollerslev, and Dobrev, 2007, for a detailed discussion).
Since the volatility process is unobservable, the standardized returns must be
constructed using a proxy, usually called a realized measure of integrated variance,
RMt,M , based on M intraday observations of the price process:
st,M =
rt√
RMt,M
.
A consistent estimator of integrated volatility can be written as
RMt,M = IVt +Nt,M ,
where Nt,M denotes the estimation error associated with the realized measure RMt,M .
In-fill asymptotic theory for Nt,M varies across different measures RMt,M , but typi-
cally we have, for given t, that Nt,M = Op(M
−δ), for some δ > 0.
Correspondingly, up to the first order, we can express the realized standardized
returns as
st,M = st − 1
2
rt(IVt)
−3/2Nt,M + op(Nt,M).
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If the volatility process satisfies certain regularity conditions, the properties of the
estimation error associated with RMt,M fully determine the limiting behavior of the
measurement error present in the realized standardized returns. The properties of
Nt,M for various estimators of integrated volatility are well understood and can be
readily used to study the impact of estimation error in the context of testing distri-
butional hypothesis about standardized returns.
We assume we have T (M+1) observations of the price process pt, corresponding to
T days, each consisting of (M+1) intraday observations, and we denote by pt+(j−1)/M
the j − th observation on day t. Realized volatility, RVt,M , is defined as the sum of
squared intraday returns:
RVt,M =
M−1∑
j=0
(pt−1+(j+1)/M − pt−1+j/M)2. (1.2)
It follows from the theory of quadratic variation (see e.g. Protter, 2005) that RVt,M
converges uniformly in probability to the integrated variance, IVt. Jacod (1994),
Jacod and Protter (1998) and Barndorff-Nielsen and Shephard (2002) provide central
limit theory for RVt,M and establish
√
M -convergence under fairly mild assumptions.
When the log-price process exhibits jumps, realized volatility no longer estimates
integrated variance. Instead, it converges to the total quadratic variation given by the
integrated variance plus the sum of squared jumps. Barndorff-Nielsen and Shephard
(2004a) propose consistent estimators of integrated variance in the presence of jumps
based on the multi-power variation, assuming the jumps are of finite-activity. Here
we employ two members of this class of estimators, namely the realized bi-power and
tri-power variations defined as3:
BVt,M = µ
−2
1
M
M − 1
M−1∑
j=1
|pt−1+(j+1)/M − pt−1+j/M ||pt−1+j/M − pt−1+(j−1)/M |,(1.3)
TPVt,M = µ
−2
2/3
M
M − 2
M−1∑
j=2
2∏
i=0
|pt−1+(j+1−i)/M − pt−1+(j−i)/M |2/3, (1.4)
3For other measure of integrated variance in the presence of jumps, see Mancini (2008), Andersen,
Dobrev, and Schaumburg (2009) and Christensen, Oomen, and Podolskij (2010)
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where µk = E[|Z|k], Z ∼ N(0, 1). Intuitively, if jumps follow a finite-activity pro-
cess, it is increasingly unlikely to observe jumps in adjacent returns as the sampling
frequency increases, and hence their contribution vanishes asymptotically. Feasible
central-limit theory for the multi-power based estimators of integrated variance under
general conditions is developed in Barndorff-Nielsen, Shephard, and Winkel (2006).
The estimators are asymptotically normal, conditional on the sample path of volatil-
ity, enjoy
√
M convergence, but are slightly less efficient that realized volatility.
Even though we rule out jumps in the data generating process under the null
hypothesis, using the bi-power of tri-power variation to construct realized standard-
ized returns should result into more powerful testing procedures if the alternative
hypothesis involves jumps. We will explore this conjecture later via Monte Carlo
simulation.
1.3.1 Microstructure Noise
We have so far assumed frictionless markets, on which we get to observe the true,
efficient prices without any measurement error. Real-world financial markets are,
however, subject to a plethora of frictions, arising from the trading process itself
(bid-ask bounce, price discreetness, rounding), information asymmetry and inventory
control issues, and last, but not least, recording errors. O’Hara (1995) provides
an overview of structural models of market microstructure aimed at explaining the
economic rationale behind these frictions, while Hansen and Lunde (2006) carry out
an extensive analysis of the empirical properties of the noise for DJIA30 stocks. For
statistical purposes, it is common in the literature to summarize all the various sources
of microstructure noise into a single, additive component, i.e. to write
pt+j/M = p
∗
t+j/M + t+j/M ,
where p∗t+j/M denotes the efficient price driven by (1.1) and t+j/M stands for the
measurement error induced by microstructure noise4. The noise term is assumed to
4Bandi and Russell (2006), Zhang, Mykland, and Aı¨t-Sahalia (2005), Barndorff-Nielsen, Hansen,
Lunde, and Shephard (2008a), Aı¨t-Sahalia, Mykland, and Zhang (2010), Awartani, Corradi, and
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satisfy
t+j/M ∼ D(0, σ2 )
where the variance, σ2 , does not depend on the sampling frequency
5. The latter
assumption is plausible, since, for example, the magnitude of the bid-ask spread, or
the distortion due to price discreetness do not depend on how often we sample the
price process. In their early work, Zhang, Mykland, and Aı¨t-Sahalia (2005) further
assumed the microstructure noise to be iid, but later relaxed this assumption and
allowed for some serial dependence (Aı¨t-Sahalia, Mykland, and Zhang 2010). So
do Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008a), who provide a slightly
more efficient estimator under dependent microstructure noise.
An immediate consequence of the measurement error induced by market mi-
crostructure noise is that realized volatility no longer consistently estimates the inte-
grated variance of the latent efficient price. Instead, when scaled by M , it converges
in probability to 2σ2 , thereby estimating the variance of the noise. Moreover, the
daily standardize returns,
st =
r∗t + t − t−1(∫ t
t−1 σ
2
udu
)1/2 ,
where r∗t = p
∗
t − p∗t−1 become serially dependent, and in general non-normal and
heteroskedastic. But the variance of the microstructure noise is typically an order of
magnitude smaller than that of daily returns (Bandi and Russell 2006). To illustrate
this formally, given iid noise, the variance of returns conditional on the sample path
of volatility reads,
V ar[r∗t |σ(σu)u∈[t−1,t]] = IVt + 2σ2 .
Bandi and Russell (2006) estimate the signal-to-noise ratio, defined as λ = σ2/E[IVt],
for selected stocks, and find it to be smaller than 0.01%. Clearly, the effect of mi-
crostructure noise on daily returns is rather negligible and can be safely ignored. In
Distaso (2009).
5The assumption of independence between the efficient price and noise has been recently examined
by Hansen and Lunde (2006). They find clear evidence against this assumption for DJIA30 stocks.
However, the consequences for estimation of integrated volatility seem be important only at very
high frequencies (higher that 1 minute).
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other words, this amounts to assuming that the first and the last observation of the
price process on any given day is noise-free.
We construct the microstructure-robust realized standardized returns using the
two-scale (TSRVt,n,M), multi-scale (MSRVt,e,M), and the flat-top kernel-based (KFTt,H,M)
realized measures developed by Zhang, Mykland, and Aı¨t-Sahalia (2005), Aı¨t-Sahalia,
Mykland, and Zhang (2010) and Barndorff-Nielsen, Hansen, Lunde, and Shephard
(2008a), respectively. These estimators are defined as,
TSRVt,n,M =
1
K
K∑
k=1
RV
(k)
t,n −
n
M
RVt,M , (1.5)
MSRVt,e,M =
e∑
i=1
aiTSRVt,ei,M +
RVt,M
M
, (1.6)
KFTt,H,M =
H∑
h=1
κ
(
h
H − 1
)
(γpt,h + γ
p
t,−h) (1.7)
where RV
(k)
t,n is the realized volatility in the k−th sub-sample of size n, n  M ,
and ai, with i = 1, ..., e are deterministic weights corresponding to realized volatilities
computed over time scales ei, with i = 1, ..., e, κ is a kernel satisfying κ(0) = 1, κ(1) =
0, and
γpt,h =
M−H−1∑
j=H
(pt−1+(j+1)/M − pt−1+j/M)(pt−1+(j+1−h)/M − pt−1+(j−h)/M),
is a realized autocovariance at lag h.
The consistency of these robust-to-noise measures of integrated variance comes at
a cost: the two-scale realized volatility converges at rate M1/6, while the multi-scale
and kernel-based at rate M1/4. The latter has been shown to be the best possible rate
of convergence that can be achieved for measures integrated variance in the presence
of noise, see Aı¨t-Sahalia, Mykland, and Zhang (2005) for details.
1.4 Testing for normality
Having set out our theoretical framework and constructed proxies for the true stan-
dardized returns, our goal in this section is to study testing procedures for the null
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hypothesis,
H0 : st
iid∼ N(0, 1), (1.8)
against a general alternative. Out of the wide variety of normality tests offered in the
literature, we choose to work with three different testing methodologies.
First is the test based on Hermite polynomials developed by Bontemps and Med-
dahi (2005). We could, in principle, use any other moment-based test, but the or-
thogonality of Hermite polynomials ensures independence of the test statistics for in-
dividual moments thus conveniently simplifying the asymptotics of a joint test based
on several moments. Second, we study a Kolmogorov-type goodness-of-fit test, whose
main advantage comes from the fact that is has power against all alternatives, unlike
the moment-based tests. Finally, we employ a nonparametric approach based on inte-
grated square difference between a kernel density estimator and the standard normal
density (Bickel and Rosenblatt, 1973, Hall, 1984, and Fan, 1994). The nonparametric
framework also allows us to examine the joint hypothesis of independence and stan-
dard normality by testing whether the joint distribution of st and st−j factorizes into
the product of two normals. Here we follow Hong and Li (2005).
Common to all three testing procedure mentioned above is our treatment of
the measurement error associated with realized standardized returns. Following the
double-asymptotic approach recently advanced by Corradi and Distaso (2006) and
Corradi, Distaso, and Swanson (2010), we will assume that both the number of one-
period returns (T ) and the number of intra-period returns (M) tend to infinity. We
provide conditions on the relative rate of growth of T and M , which ensure that the
measurement error vanishes asymptotically. Thus, the tests statistics based on the
realized standardized returns are asymptotically equivalent to their infeasible coun-
terparts, and the limiting distribution theory provided by the aforementioned papers
readily applies.
In the rest of this section we will need the following assumptions. We reserve c
throughout the rest of the chapter to denote a generic constant.
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Assumption A1 The logarithmic price process is given by
pt = p
∗
t + t =
∫ t
t−1
σudWu + t,
where σu is a ca`dla`g process, independent from W , a standard Brownian motion and
t is a white noise process independent of pt,
Assumption A2 The volatility process {σt} is a strong mixing with size −2r/(r−
2), r > 2 satisfying E[(σ2t )2(k+r)] <∞, and the drift process satisfies E[(µt)2(k+r)] <∞
for some k ≥ 2,
Assumption A3 The integrated volatility, IVt =
∫ t
t−1 σ
2
udu, is bounded away from
zero for all t.
Assumption A1 just summarizes the data generating process discussed above. The
assumption of iid microstructure noise can be relaxed and some mixing conditions
assumed but we do not pursue this generalization here. Assumption A2 ensures
that the moments of the measurement error associated with a realized measure of
integrated variance decay sufficiently fast as M → ∞, see Lemma 1 in Corradi,
Distaso, and Swanson (2010) for details. Finally, Assumption A3 states that the
integrated volatility cannot be arbitrarily close to zero for any t. This is a fairly mild
assumption given that we intend to study daily returns of liquid assets.
1.4.1 A Moment-based Test
Bontemps and Meddahi (2005, Proposition 2.1) show that a random variable X is
distributed as standard normal, if and only if E(Hei(X)) = 0 for all i = 1, ..., where
Hei is the i-th Hermite polynomial associated with the N(0, 1) distribution,
Hei(x) = exp
(
x2
2
)
(−1)i√
i!
di exp(−x2/2)
dxi
. (1.9)
Together with the fact that Var(Hei(X)) = 1, i = 1, ..., we have for a random sample
of size T from the N(0, 1) distribution,
1√
T
T∑
t=1
Hei(xt)
d→ N(0, 1) and
(
1√
T
T∑
t=1
Hei(xt)
)2
d→ χ2(1). (1.10)
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Moreover, the orthogonality of Hermite polynomials implies that
p∑
i=1
(
1√
T
T∑
t=1
Hei(xt)
)2
d→ χ2(p).
Using the last result, a test for normality of standardized returns, st, based on any
number of Hermite polynomials can be easily constructed. What we need to establish
is the relative rate of growth of T and M , such that
1√
T
T∑
t=1
Hei(st,M) =
1√
T
T∑
t=1
Hei(st) + op(1), i = 1, ..., 4 (1.11)
as T,M →∞. This implies that valid asymptotic inference is obtained by replacing
the unobserved standardized returns with their realized counterparts.
Our first results concerns the simplest case, when there is no microstructure noise
and hence realized volatility or bi-power variation can be used to construct realized
standardized returns.
Proposition 1.1 Let Assumptions A1-A3 hold with  ≡ 0 and let st,M = rt/(RMt,M)1/2,
with RMt,M ∈ {RVt,M , BVt,M , TPVt,M}. Then∣∣∣∣∣ 1√T
T∑
t=1
Hei(st,M)− 1√
T
T∑
t=1
Hei(st)
∣∣∣∣∣ = op
(
T
M
)
, i = 1, ..., 4, (1.12)
The proposition establishes that (T ) and (M) can grow at the same rate for the
measurement error associated with realized volatility, bi-power or tri-power variation
to vanish in the limit. To prove this result, we use the fact that, asymptotically, the
measurement error Nt,M is driven by a Brownian motion, which is independent from
the Browian motion Wt driving the price process, pt. As a result, we can establish
that the leading term in a Taylor series expansion of 1√
T
∑T
t=1Hei(st,M) around the
unobserved 1√
T
∑T
t=1 Hei(st) is of order Op(M
−1) and op(T/M) for odd and even i,
respectively.
Similar results can be obtained for the realized standardized returns constructed
using the two-scale realized volatility of Zhang, Mykland, and Aı¨t-Sahalia (2005):
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Proposition 1.2 Let Assumptions A1-A3 hold and let M/l1/3 → pi, 0 < pi < ∞.
Then for st,l,M = rt/(TSRVt,l,M)
1/2,∣∣∣∣∣ 1√T
T∑
t=1
Hei(st,l,M)− 1√
T
T∑
t=1
Hei(st)
∣∣∣∣∣ = op
(
T
M1/3
)
, i = 1, ..., 4, (1.13)
For the case of returns standardized by MSRVt,e,M , we can establish the following:
Proposition 1.3 Let Assumptions A1-A3 hold and let M/e1/2 → pi, 0 < pi < ∞.
Then for st,e,M = rt/(MSRVt,e,M)
1/2,∣∣∣∣∣ 1√T
T∑
t=1
Hei(st,e,M)− 1√
T
T∑
t=1
Hei(st)
∣∣∣∣∣ = op
(
T
M1/2
)
, i = 1, ...4, (1.14)
Finally, for the kernel-based realized volatility, we obtain:
Proposition 1.4 Let Assumptions A1-A3 hold and let M/H1/2 → pi, 0 < pi < ∞.
Then for st,H,M = rt/(KFTt,H,M)1/2,∣∣∣∣∣ 1√T
T∑
t=1
Hei(st,H,M)− 1√
T
T∑
t=1
Hei(st)
∣∣∣∣∣ = Op
(
T
M1/2
)
, i = 1, ...4, (1.15)
The rates of convergence established above are implied by rates of convergence of
the TSRVt,l,M , MSRVt,e,M and KFTt,H,M estimators of integrated variance. The rates
are slower due to sub-sampling. In the presence of microstructure noise, M1/4 is
the best attainable rate, see Aı¨t-Sahalia, Mykland, and Zhang (2005). Propositions
1.2 - 1.4 show that M must grow faster than T if either of the microstructure noise
robust measures are used. But with noise-robust measures one can sample at the
highest possible frequency yielding a very large M relative to T . For equity and
foreign exchange data M is equal to 23,400 and 86,400 intraday returns, respectively,
if one-second sampling is adopted. Of course, such analysis would only be meaningful
for highly liquid assets, such as Microsoft or Intel, and the EUR/USD and USD/JPY
exchange rates if one omits the periods of low trading activity.
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1.4.2 The Kolmogorov-type Test
One of the disadvantages of the moment-based test discussed in the previous section is
that it is not a consistent test. In empirical applications, one can, of course, use only a
finite number of moments to test the null hypothesis. Any distribution for which these
moments match those of the standard normal will be indistinguishable from N(0, 1).
For example, it is possible to parametrize a symmetric tempered stable process such
that its increments possess the same mean, variance, skewness and kurtosis as the
increments of Brownian motion6.
In this section, we turn our attention to a consistent test for normality, namely
the Kolmogorov-type test. It is perhaps the most widely used test for normality out
of the class of tests based on the empirical cumulative distribution function. We
conjecture that our results for the Kolmogorov-type test concerning the restrictions
on the relative rate of growth of T and M also hold for the other tests in this class,
such as the Andreson-Darling and Cramer-von Mises tests.
For the sake of exposition, we will in the rest of the chapter use st,M to denote
returns standardized by a generic realized measure RMt,M , i.e. st,M = rt/
√
RMt,M ,
and denote by bM a deterministic sequence, with bM → ∞ as M → ∞, such that
E[|Nt,M |k] = O(b−k/2M ). By Assumptions A1 and A2 and Lemma 1 in Corradi, Distaso,
and Swanson (2010), for the realized measures considered in this chapter, the sequence
bM is given by
bM = M if RMt,M ∈ {RVt,M , BVt,M , TPVt,M},
bM = M
1/3 if RMt,M = TSRVt,l,M ,
bM = M
1/2 if RMt,M ∈ {MSRVt,e,M ,KFTt,H,M}.
(1.16)
Let FˆT,M(r) denote the empirical process of the realized standardized returns
transformed by the standard normal probability integral transform, Φ(st,M), i.e.
FˆT,M(r) =
1√
T
T∑
t=1
[1{Φ(st,M) ≤ r} − r] , (1.17)
6See, for example, Cont and Tankov (2004).
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where 1{} is the indicator function, and let FˆT (r) denote the infeasible counterpart
of (1.17), i.e.
FˆT (r) =
1√
T
T∑
t=1
[1{Φ(st) ≤ r} − r] . (1.18)
It is well-known that under the null hypothesis of standard normality of st, the em-
pirical process (1.18) converges weakly to the Brownian bridge (see e.g. Billingsley,
1999). To show that the same result holds for the feasible empirical process FˆT,M(r),
we need to find the uniform rates of convergence in probability of
∣∣∣FˆT,M(r)− FˆT (r)∣∣∣.
In this section, ” ⇒ ” will denote weak converge in the space D[0, 1] of ca`dla`g func-
tions endowed with the Skorohod metric.
Proposition 1.5 Let Assumptions A1-A3 hold. Then∣∣∣∣∣ 1√T
T∑
t=1
[Φ(1{st,M) ≤ r} − 1{Φ(st) ≤ r}]
∣∣∣∣∣ = Op (T 12+ 22k−1 b− 12M ) ,
uniformly in r.
Define the feasible Kolmogorov test statistics as
KT,M = sup
r
FˆT,M(r),
Then by the continuous mapping theorem, the following corollary follows directly
from Proposition 1.5.
Corollary 1.1 Let Assumptions of Proposition 1.5 hold and let bM = cT
(1+ 4
2k−1+η),
where c is a generic constant and η > 0. Then under the null hypothesis
FˆT,M(r)⇒ B(r)
and
KT,M
d→ sup
r
B(r),
where B(r) is the Brownian bridge on [0, 1].
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It follows that we obtain valid asymptotic inference for the Kolmogorov test statis-
tics provided that T and M grow at such rates that
M = cT 1+
4
2k+1
+η if RMt,M ∈ {RVt,M , BVt,M , TPVt,M},
M = cT 3(1+
4
2k+1
)+η if RMt,M = TSRVt,l,M ,
M = cT 2(1+
4
2k+1
)+η if RMt,M ∈ {MSRVt,e,M ,KFTt,H,M},
where η > 0. Compared to the moment-based test discussed in the previous section
we obtain less favorable rates. The difficulty arises from the non-differentiability of
the indicator function. The Taylor series argument used before therefore does not
apply here. From Proposition 1.5 we see that the rate at which the measurement
error vanishes depends on the number of moments of the integrated volatility. The
higher the k the less restrictive requirement on the relative rate of growth of T and M
is obtained. In the limiting case when all moments of σ2t exist the component of the
test statistics KT,M , which is due to the measurement error associated with a realized
measure, is Op(T/bM), and hence bM must grow infinitesimally faster than T .
We finally note that the martingale approach to the Kolmogorov test developed by
Khmaladze (1981) and extended by Bai (2003) cannot be applied in our context since
we cannot write the leading term of
∣∣∣FˆT,M(r)− FˆT (r)∣∣∣ as a product of a function of
r and the estimation error associated with a realized measure of integrated variance.
In our case, the estimation error does not arise due to estimation of a finite number
of parameters, but instead, each observation is plagued by its own estimation error
with properties that depend on M rather than T .
1.4.3 Nonparametric Tests
Testing univariate normality of st
We will now focus on the test based on the integrated square distance between the
kernel density and the density implied by the null hypothesis. This testing procedure
was first considered by Bickel and Rosenblatt (1973) and later extended by Rosenblatt
(1975), Hall (1984), and Fan (1994). The statistics of interest reads
IˆT,M =
∫
R
(fˆT,M(x)− φ(x))2dx, (1.19)
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where
fˆT,M(x) =
1
Th
T∑
t=1
K
(
st,M − x
h
)
, (1.20)
and h denotes the bandwidth.
Under the null hypothesis, the true standardized returns are iid, so the asymptotic
theory developed by Hall (1984) and extended by Fan (1994) applies to the test
statistics defined as
IˆT =
∫
R
(fˆT (x)− φ(x))2dx, (1.21)
where
fˆT (x) =
1
Th
T∑
t=1
K
(
st − x
h
)
. (1.22)
The limiting distribution depends on the degree of smoothing, i.e. on the rate at
which h approaches zero, relative to the rate of growth of T , as outlined in Lemma
2.1 of Fan (1994).
The results in this lemma can be directly applied to test the normality of standard-
ized returns, i.e. H0 : f(x) = φ(x). To account for the estimation error associated
with a realized measure of integrated variance, we need to establish conditions on the
relative rate of growth of T , bM and h such that the test statistics based on IˆT,M and
the test statistics based on IˆT are asymptotically equivalent.
We will need standard assumptions:
Assumption NP1 The kernel function K(·) is an everywhere differentiable proba-
bility density function on R with zero mean, finite variance and bounded first deriva-
tive,
Assumption NP2 The smoothing parameter h = h(T ) satisfies h→ 0 and Th→
∞ as T →∞.
The following proposition establishes the rate of convergence of the difference
between the kernel density constructed using the realized standardized returns and
the normal density assumed under the null hypothesis.
Proposition 1.6 Let Assumptions A1-A3, and NP1-NP2 hold. Then
T γhδ
∣∣∣∣∫
R
(fˆT,M(x)− φ(x))2dx−
∫
R
(fˆT (x)− φ(x))2dx
∣∣∣∣ =
42
Op(T
γhδ−4b−1M ) +Op(T
γ−1/2hδ−5/2b−1/2M ) +Op(T
γhδb
−1/2
M ). (1.23)
The first term on the right-hand side of (1.23) reflects the estimation error associ-
ated with the realized measure of integrated variance. As usual, the second and third
term arise, respectively, due to bias and variance of the kernel density estimator.
Given Lemma 2.1 in Fan (1994) and Proposition 1.6, we can now derive the
limiting distribution of IˆT,M . Not surprisingly, it depends on the degree of smoothing
and the relative rates of growth of T and bM .
Corollary 1.2 Let h(T ) = cT−α and bM = cT β, where α, β > 0 and c is a generic
positive constant, and let c(T ) = (Th)−1
∫
K2(u)du +
∫
[E(fˆ(x)) − φ(x)]2dx. Then
under Assumptions of Proposition 1.6, and the null hypothesis,
(i) if α < 1
5
and β > 1 + 4α, then
T 1/2h−1[IˆT,M − c(T )] d→ N(0, 4k22σ21),
(ii) if α > 1
5
and β > 1 + 4α, then
Th1/2[IˆT,M − c(T )] d→ N(0, 2σ22),
(iii) if α = 1
5
and β > 9/5, then
T 9/10[IˆT,M − c(T )] d→ N(0, 4k22σ21λ4/5 + 2σ22λ−1/5)
where
k2 =
1
2
∫
u2K(u)du,
σ21 =
∫
[φ′′(x)]2φ(x)dx−
[∫
φ′′(x)φ(x)dx
]2
,
σ22 =
[∫
φ2(x)dx
][∫ [∫
K(u)K(u+ v)du
]2
dv
]
.
To test the null hypothesis H0 : f(x) = φ(x), we use the test statistics,
NP
(1)
T,M =
T 1/2h−1[IˆT,M − c(T )]
2k2σ1
, (1.24)
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NP
(2)
T,M =
Th1/2[IˆT,M − c(T )]
21/2σ2
, (1.25)
NP
(3)
T,M =
T 9/10[IˆT,M − c(T )]
(4k22σ
2
1λ
4/5 + 2σ22λ
−1/5)1/2
, (1.26)
where NP
(1)
T,M corresponds to oversmoothing, NP
(2)
T,M to undersmoothing and NP
(3)
T,M
to optimal smoothing, and compare their respective values with the critical values of
the standard normal distribution.
When the distribution under the null hypothesis is completely specified, as it is
the case in this chapter, the centering term c(T ) in the test statistics above can be
readily computed and requires no further estimation. In particular,
E(fˆT (x)) = E
(
1
Th
T∑
t=1
K
(
x− st
h
))
,
=
1
h
∫
K
(
x− u
h
)
φ(u)du,
and thus
c(T ) = (Th)−1
∫
K2(u)du+
∫ [
1
h
∫
K
(
x− u
h
)
φ(u)du− φ(x)
]2
dx.
If the distribution under the null hypothesis is specified only up to a finite number of
parameters, the second term in c(T ) induced by the bias of the kernel density estima-
tor is unknown and needs to be estimated. To circumvent this problem, Fan (1994)
proposes a bias-corrected test based on the integrated squared difference between
fˆ(x) and E(fˆ(x)), which in the case of our fully specified null hypothesis, f = φ,
reads,
JˆT,M =
∫
R
[
fˆT,M(x)− 1
h
∫
K
(
x− u
h
)
φ(u)du
]2
dx. (1.27)
Then from Proposition 1.6 and Theorem 4.1 in Fan (1994) we obtain the following
corollary.
Corollary 1.3 Let h(T ) = cT−α and bM = cT β, where α, β > 0 and c is a generic
positive constant. If β > 1 + 4α, then under assumptions of Proposition 1.6, and the
null hypothesis,
Th1/2
[
JˆT,M − 1
Th
∫
K2(u)du
]
d→ N(0, 2σ22), (1.28)
for any α > 0.
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It follows that under the null hypothesis, the test statistics
NPT,M =
Th1/2
[
JˆT,M − 1Th
∫
K2(u)du
]
21/2σ2
(1.29)
is asymptotically distributed as a standard normal, for any degree of smoothing.
Consequently, we obtain valid asymptotic inference for the test statistics above
provided that M and T grow at such rates that
M = cT 1+4α+η if RMt,M ∈ {RVt,M , BVt,M , TPVt,M},
M = cT 3(1+4α)+η if RMt,M = TSRVt,l,M ,
M = cT 2(1+4α)+η if RMt,M ∈ {MSRVt,e,M ,KFTt,H,M},
where α > 0 is the parameter that governs the degree of smoothing (h = cT−α) and
η > 0. We observe that the number of intra-period observations (M) must grow faster
than the number of periods (T ) for the estimation error associated with a realized
measure of one-period integrated variance to vanish asymptotically. In particular, for
realized volatility and optimal smoothing we obtain M = T 1.8+η, which may seem to
be a bit restrictive compared to the test based on Hermite polynomials, where M = T
was obtained. However, when we oversmooth the data (α < 0.2), we can achieve an
empirically reasonable restriction on the relative rates of growth of T and M and
run a test based on NP
(1)
T,M or NPT,M . We will investigate this issue extensively in a
Monte Carlo experiment later in the chapter.
A Monte Carlo evidence not reported here indicates that the bias-corrected test
statistics NPT,M has very poor finite sample properties when used for testing normal-
ity. However, it seems to perform fairly well if applied to testing the null hypothesis
that Z ∼ U[0, 1]. This suggest applying the probability integral transform to st,M and
testing the null hypothesis by comparing the kernel density estimate of Φ(st,M) with
fZ(z) = 1 on [0, 1]. Since the standard normal cdf is a bounded smooth function,
this transformation would not alter the order in probability of the contribution of the
measurement error.
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Testing joint normality and independence of st and st−j
So far, we have only focused on testing of normality of standardized returns. In this
subsection we study the joint hypothesis of normality and independence of standard-
ized returns over time.
When two random variables with absolutely continuous distribution functions are
independent, the joint density factorizes into the product of the marginal densities.
This fact has motivated Rosenblatt (1975) to construct a test for independence based
on the integrated squared distance between the nonparametric estimator of the joint
density and the product of the nonparametric estimators of the marginals. His work
was later improved by Rosenblatt and Wahlen (1992), and further generalized by
Ahmad and Lin (1997). In the financial econometrics literature, Hong and Li (2005)
recently consider a joint hypothesis of independence and joint uniformity of elements
zt and zt−j of a time series {zt}. Their approach is directly applicable in our case,
since by the probability integral transform, st
iid∼ N(0, 1) ⇔ Φ(st) iid∼ U[0, 1], where
Φ(·) is the standard normal cumulative distribution function. Hence we can test our
null hypothesis of joint normality and independence of st and st−j by testing whether
Φ(st) and Φ(st−j) are independently uniformly distributed on [0, 1]2.
Let g(u, v) denote the density of Ut = Φ(st) and Ut−j = Φ(st−j) and let
gˆT,M(u, v) =
1
(T − j)h2
T∑
t=j+1
K(u, Ut,M)K(v, Ut−j,M),
denote a feasible estimator of g(u, v), where Ut,M = Φ(st,M), Ut−j,M = Φ(st−j,M), and
K(x, y) =

k
(
x−y
h
)
/
∫ 1
−x/h k(u)du if x ∈ [0, h),
k
(
x−y
h
)
if x ∈ [h, 1− h],
k
(
x−y
h
)
/
∫ (1−x)/h
−1 k(u)du if x ∈ (1− h, 1],
(1.30)
where k(·) is a second order kernel with support [−1, 1]. To test the null hypothesis
that Ut = Φ(st) and Ut−j = Φ(st−j) are independent iid U[0, 1], Hong and Li (2005)
suggest the following test statistics
LˆT,M(j) =
∫ 1
0
∫ 1
0
[gˆT,M(u, v)− 1]2dudv. (1.31)
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As before, we first provide conditions under which LˆT,M(j) converges in probability
to LˆT (j), which is the infeasible counterpart of (1.31). The limiting distribution of
LˆT (j) then follows directly from Hong and Li (2005).
Proposition 1.7 Let assumptions A1-A3, NP1 and NP2 hold. Then
Th
∣∣∣∣∫ 1
0
∫ 1
0
[gˆT,M(u, v)− 1]2dudv −
∫ 1
0
∫ 1
0
[gˆT (u, v)− 1]2dudv
∣∣∣∣ =
Op(Th
−5b−1M ) +Op(T
1/2h−3b−1/2M ) +Op(Tb
−1/2
M ). (1.32)
Corollary 1.4 Let h(T ) = cT−α and bM = cT β, where α ∈ (0, 1/5), β > max{2, 1 +
6α}, then under assumptions of Proposition 1.7, and the null hypothesis,
[ThLˆT,M − A0h] d→ N(0, V0), (1.33)
where
A0h =
[
(h−1 − 2)
∫ 1
−1
k2(u)du+ 2
∫ 1
0
∫ b
−1
k2b (u)dudb
]2
− 1, kb(·) = k(·)/
∫ b
−1
k(v)dv,
V0 = 2
[∫ 1
−1
[∫ 1
−1
k(u+ v)k(v)dv
]2
du
]
.
To test the null hypothesis of joint normality and independence of st and st−j we can
use the test statistics
HLT,M =
[ThLˆT,M − A0h]
V
1/2
0
, (1.34)
which is asymptotically N(0, 1).
Assumption A2 implies that we obtain valid asymptotic inference for the test
statistics above provided that M and T must grow at such rates that
M = cTmax{2,1+6α}+η if RMt,M ∈ {RVt,M , BVt,M , TPVt,M},
M = cT 3 max{2,1+6α}+η if RMt,M = TSRVt,l,M ,
M = cT 2 max{2,1+6α}+η if RMt,M ∈ {MSRVt,e,M ,KFTt,H,M},
where α ∈ (0, 1
5
)
and η > 0.
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1.5 Approximate Finite-sample Corrections
The main message of the results in the previous sections is that when the number
of intraday observations, M , is relatively small with respect to the number of days,
T , all tests suffer from a bias induced by the measurement error associated with the
realized measures of integrated variance. Peters and de Vilder (2006) observe that
the simple structure of returns standardized by realized volatility can be exploited to
derive approximate finite-sample corrections7 for the moment-based tests and show
that these work well despite strong assumptions even when M is quite small relative
to T . In this section, we apply the results of Peters and de Vilder (2006) to the other
test for normality and/or independence of returns standardized by realized volatility
discussed in the previous section. For returns standardized by realized measures other
than realized volatility such analytical results are difficult to obtain but simple and
well-behaved tests based on simulated moments can be still employed. We discuss
the simulation-based inference in the second part of this section.
Consider the simple case of constant volatility, normalized to unity without loss
of generality, and let x = (x1, ..., xM) denote an M -dimensional standard normal
random vector of M intraday returns. Let
Y :=
∑M
i=1 xi(∑M
i=1 x
2
i
)1/2 , (1.35)
denote the corresponding daily return standardized by daily realized volatility. The
assumption of iid normality of intraday returns is, of course, unrealistic from an
empirical perspective given the overwhelming evidence of time-varying instantaneous
volatility. Simulation evidence reported in the next section nonetheless confirms the
earlier findings of Peters and de Vilder (2006) and Andersen, Bollerslev, and Dobrev
(2007) that the iid assumption serves well as a first-order approximation and helps
substantially alleviate the finite-sample biases induced by the measurement error of
realized volatility.
7The term “Finite-sample” will be used in this section to mean finite M .
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As shown by Peters and de Vilder (2006), the density of Y is given by
fY (y) =
Γ(M/2)√
piMΓ((M − 1)/2)
(
1− x
2
M
)(n−3)/2
1{−√M,√M}(y), y ∈ R. (1.36)
The density has finite support, [−√M,√M ], and converges to the standard normal
density as M →∞. The moments of Y are given by
E(Y 2k−1) = 0, ,E(Y 2k) =
M(2k − 1)(2(k − 1)− 1) · · · 1
(M + 2k − 2)(M + 2(k − 1)− 2) · · ·M , k = 1, 2, ...
(1.37)
An inspection of (1.37) reveals that the first three moments of Y are equal to those of
a standard normal r.v. but that the higher (even) moments are substantially smaller
when M is small. For example, when M = 13, which corresponds to 30-minute
sampling on a 6.5 hour trading day, the fourth moment is equal to 2.6 as opposed to
3 for a standard normal r.v. It is clear that a test based on the latter value of the
fourth moment will be substantially oversized. Similar distortions are to be expected
for the Kolmogorov, nonparametric and Hong-Li test.
The analytical results of Peters and de Vilder (2006) can be readily used to modify
the tests for normality discussed in the previous section. In case of the K, NP ,
and L statistics one simply replaces the standard normal cumulative distribution
function by that corresponding to the density in equation (1.36). The tests based
on Hermite polynomials no longer apply, however, since the Hermite polynomials are
not orthogonal when Y is drawn from (1.36). Construction of a moment-based test is
nonetheless straightforward. Here we follow Andersen, Bollerslev, and Dobrev (2007)
and consider tests based on the first four or on the third and fourth moments of Y .
To construct this test, let
m¯
(k)
T,M =
1
T
T∑
t=1
skt,M , (1.38)
denote the k-th sample moment of standardized returns and let
m
(k)
M = E(Y
k), (1.39)
denote its approximate finite-sample counterpart. Then the following χ2 test statistics
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can be used to test the null hypothesis that st,M come from the distribution (1.36):
M34 := Tm
′
T,Me34(e
′
34Σ
−1
M e34)e
′
34mT,M
d→ χ2(2), (1.40)
M14 := Tm
′
T,MΣ
−1
M mT,M
d→ χ2(4), (1.41)
where
mT,M =
(
m¯
(1)
T,M m¯
(2)
T,M − 1 m¯(3)T,M m¯(4)T,M −m(4)M
)′
(1.42)
ΣM =

1 0 m
(4)
M 0
0 m
(4)
M − 1 0 m(6)M −m(4)M
m
(4)
M 0 m
(6)
M 0
0 m
(6)
M −m(4)M 0 m(8)M − (m(4)M )2
 , (1.43)
e34 =
 0 0 1 0
0 0 0 1
′ . (1.44)
Andersen, Bollerslev, and Dobrev (2007) show that for M → ∞, the test statistics
M14 is equivalent to the test based on the first four Hermite polynomials, H14. Simple
algebra shows that this is not the case of M34 and H34. In fact, these two tests exhibit
quite different power properties as will be seen in the next section.
It is difficult to derive the approximate finite-sample distribution analytically for
returns standardized by measures other than realized volatility. The moments of this
distribution can nonetheless be simulated and used in place of the true moments in
the test statistics M34 and M14. Let ZM denote the daily return standardized by a
generic realized measure. Then the moments of ZM can be approximated by
m¯
(k)
M,S =
1
S
S∑
r=1
ZkM,r, (1.45)
where the ZM,r’s are independent realizations of ZM and S is the number of simula-
tions. By the law of large numbers, m¯
(k)
M,S
p→ E(ZkM) as S →∞. As long as T/S → 0
as S →∞ and T →∞, replacing the true moments by their simulated counterparts
does not alter the limiting distribution of M34 and M14. This is relatively easy to
achieve in practice for the simulation of ZM is computationally simple and fast.
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1.6 Monte Carlo Simulation
Having studied the asymptotics, we now investigate the properties of the tests for the
mixture-of-normals hypothesis in finite samples. The goal of the simulation experi-
ment is threefold. First, we would like to get an idea about the empirically relevant
combinations of daily (T ) and intraday (M) observations for which the size distortions
predicted by the theory become important. Second, we explore the extent to which
the approximate finite-sample corrections discussed in the previous section alleviate
these size issues. Finally, we investigate the power of the tests against two different
alternatives: leverage and α-stable jumps.
The Monte Carlo simulation is based on the following data generating process:
p(t) = p∗(t) + (t), (1.46)
dp∗(t) = exp(β0 + β1v(t))dW (t) + dL(t), (1.47)
dv(t) = αvv(t) + dB(t), (1.48)
where pt denotes the observed price, p
∗
t is the efficient price, t is a white noise
process with variance σ2 , vt denotes the volatility factor, W (t) and B(t) are standard
Brownian motions with leverage correlation E(dW (t)dB(t)) = ρdt and L(t) is an
α-stable process with Le´vy density given by ν(x) = 1|x|1+α . The model in equations
(1.46)-(1.48) is a one-factor log-linear stochastic volatility model (LL1F) with infinite
activity jumps and microstructure noise. The LL1F model was previously studied by,
for example, Chernov et al (2003), while the LL1F with α-stable jumps was recently
used in simulations by Ait-Sahalia and Jacod (2008). For the volatility factor, we
adopt the parametrization used by Huang and Tauchen (2005), and set the activity
index of jumps (α) to 1.6, see Table 1.1.
Using the Euler discretization scheme with the tick of the Euler clock set to
one second, we produce 1,000 samples, each spanning 2,000 6.5-hour days. This
gives 2, 000 × 23, 400 observations per Monte Carlo replication. The sample paths
of Brownian motion and the α-stable process are generated using the algorithms for
exact simulation of increments described in Cont and Tankov (2004, Ch. 6).
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β0 0.000
β1 0.125
αv -0.100
ρ -0.600
α 1.6
σ2 0.001
Table 1.1: Parameter configuration for the Monte Carlo experiment.
1.6.1 Size
We first investigate the size of the tests for normality of standardized returns and thus
set ρ = 0 and L(t) ≡ 0 in the DGP above. We consider two scenarios: one without
microstructure noise ((t) ≡ 0), and one with noise. In the former case, we employ
the realized volatility, bi-power and tri-power variations to construct the standardized
returns, calculated at the following sampling frequencies: 30 seconds (M = 780), 1
minute (M = 390), 2 minutes (M = 195), 5 minutes (M = 78), 15 minutes (M = 26)
and 30 minutes (M = 13). In the presence of noise, we use the two-scale, multi-scale
and kernel-based realized measures with optimal bandwidth parameters and consider
sampling frequencies of 2 seconds (M = 11, 700), 5 seconds (M = 4, 680), 15 seconds
(M = 1, 560), 30 seconds, 1 minute and 2 minutes. We set the noise-to-signal ratio
to 0.001, a value close to the average noise-to-signal ratio for Dow Jones Industrial
Average 30 stocks reported in Hansen and Lunde (2006).
Tables 1.3 - 1.4 and 1.6.1 report the simulated size of the tests for the null hypoth-
esis of standard normality in the absence of microstructure noise. We find that in
large samples (T = 2, 000) all tests exhibit size close to the nominal level of 5% when
the sampling frequency used for calculating the realized measures exceeds 5 minutes
(M ≥ 78). Sampling more sparsely than that, however, quickly results into positive
size distortions. These seem to be most pronounced for the moment-based tests.
For example, when sampling every 15 minutes, the 5% test based on the first four
Hermite polynomials rejects in 21.9% of the cases when realized volatility is used for
standardizing returns, and this figure increases to 92.4% when moving to 30-minute
sampling.
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RV
standard normal distribution finite-sample distribution
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
30 sec 0.057 0.054 0.048 0.045 0.047 0.052 0.050 0.049 0.053 0.047
1 min 0.053 0.055 0.044 0.043 0.045 0.049 0.056 0.047 0.049 0.053
2 min 0.053 0.052 0.041 0.034 0.040 0.053 0.057 0.052 0.047 0.052
5 min 0.042 0.041 0.035 0.043 0.046 0.051 0.057 0.053 0.047 0.041
15 min 0.024 0.038 0.037 0.078 0.219 0.051 0.050 0.054 0.049 0.054
30 min 0.011 0.061 0.225 0.649 0.970 0.045 0.057 0.049 0.052 0.046
B: Moment-based test (1-4)
30 sec 0.055 0.056 0.046 0.046 0.043 0.055 0.056 0.046 0.051 0.047
1 min 0.052 0.057 0.044 0.041 0.042 0.055 0.062 0.048 0.048 0.044
2 min 0.051 0.056 0.045 0.039 0.037 0.058 0.061 0.048 0.052 0.046
5 min 0.042 0.044 0.043 0.039 0.038 0.063 0.062 0.055 0.059 0.050
15 min 0.024 0.038 0.037 0.078 0.219 0.060 0.065 0.063 0.053 0.046
30 min 0.022 0.052 0.124 0.427 0.924 0.052 0.055 0.046 0.055 0.044
C: Kolmogorov-Smirnov test
30 sec 0.023 0.037 0.033 0.041 0.047 0.023 0.037 0.033 0.041 0.047
1 min 0.023 0.035 0.033 0.041 0.048 0.023 0.035 0.033 0.041 0.048
2 min 0.026 0.032 0.034 0.039 0.044 0.025 0.032 0.032 0.041 0.046
5 min 0.029 0.036 0.038 0.043 0.043 0.028 0.035 0.036 0.039 0.043
15 min 0.034 0.050 0.049 0.050 0.072 0.027 0.035 0.038 0.036 0.042
30 min 0.036 0.053 0.067 0.101 0.180 0.024 0.033 0.040 0.036 0.045
D: Nonparametric test
30 sec 0.049 0.043 0.038 0.049 0.057 0.049 0.043 0.038 0.049 0.057
1 min 0.048 0.042 0.039 0.051 0.062 0.048 0.042 0.039 0.051 0.062
2 min 0.051 0.042 0.036 0.049 0.054 0.052 0.042 0.037 0.049 0.055
5 min 0.047 0.040 0.042 0.052 0.054 0.049 0.040 0.042 0.052 0.050
15 min 0.052 0.063 0.054 0.080 0.100 0.049 0.055 0.044 0.052 0.052
30 min 0.057 0.073 0.097 0.192 0.389 0.045 0.047 0.041 0.043 0.051
E: Hong-Li test
30 sec 0.072 0.056 0.050 0.064 0.061 0.072 0.056 0.050 0.064 0.061
1 min 0.074 0.054 0.048 0.065 0.059 0.074 0.054 0.048 0.065 0.059
2 min 0.069 0.056 0.048 0.062 0.058 0.068 0.057 0.049 0.062 0.061
5 min 0.071 0.069 0.050 0.068 0.065 0.071 0.067 0.047 0.064 0.063
15 min 0.077 0.074 0.070 0.092 0.099 0.070 0.062 0.054 0.063 0.059
30 min 0.087 0.097 0.120 0.191 0.318 0.067 0.062 0.050 0.054 0.058
Table 1.3: Simulated size of alternative tests for normality of returns standardized by
squared root of realized volatility for 5% nominal significance level. The left panel labeled
“standard normal distribution” reports size for tests based on the standard normal distribu-
tion while, correspondingly, the left panel reports results for tests based on the finite-sample
distribution. T denotes sample size and h the sampling frequency.
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BV TPV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
30 sec 0.058 0.055 0.049 0.050 0.046 0.061 0.052 0.051 0.051 0.044
1 min 0.052 0.052 0.048 0.044 0.049 0.054 0.056 0.050 0.048 0.053
2 min 0.058 0.056 0.042 0.041 0.044 0.061 0.053 0.049 0.046 0.047
5 min 0.056 0.047 0.037 0.046 0.044 0.063 0.051 0.045 0.045 0.050
15 min 0.031 0.030 0.042 0.073 0.142 0.052 0.063 0.054 0.071 0.087
30 min 0.046 0.047 0.105 0.221 0.506 0.119 0.115 0.142 0.182 0.190
B: Moment-based test (1-4)
30 sec 0.055 0.058 0.045 0.049 0.048 0.056 0.064 0.045 0.050 0.049
1 min 0.056 0.061 0.048 0.046 0.046 0.056 0.062 0.049 0.047 0.049
2 min 0.056 0.063 0.048 0.042 0.041 0.058 0.066 0.052 0.048 0.048
5 min 0.056 0.054 0.047 0.046 0.050 0.068 0.064 0.056 0.060 0.065
15 min 0.045 0.057 0.064 0.094 0.175 0.078 0.102 0.117 0.140 0.251
30 min 0.073 0.112 0.162 0.347 0.648 0.172 0.257 0.376 0.622 0.889
C: Kolmogorov-Smirnov test
30 sec 0.022 0.036 0.032 0.042 0.046 0.022 0.036 0.032 0.039 0.045
1 min 0.023 0.037 0.034 0.038 0.045 0.024 0.038 0.033 0.039 0.042
2 min 0.027 0.034 0.031 0.037 0.041 0.026 0.034 0.030 0.041 0.043
5 min 0.026 0.038 0.041 0.043 0.044 0.028 0.038 0.040 0.041 0.044
15 min 0.032 0.046 0.050 0.054 0.087 0.032 0.045 0.052 0.058 0.096
30 min 0.036 0.063 0.082 0.126 0.278 0.040 0.070 0.104 0.170 0.352
D: Nonparametric test
30 sec 0.045 0.044 0.038 0.053 0.060 0.045 0.044 0.039 0.052 0.061
1 min 0.048 0.040 0.039 0.047 0.061 0.049 0.039 0.037 0.050 0.060
2 min 0.054 0.045 0.038 0.052 0.056 0.054 0.047 0.037 0.051 0.059
5 min 0.043 0.048 0.047 0.049 0.057 0.044 0.052 0.044 0.054 0.056
15 min 0.048 0.067 0.058 0.087 0.130 0.048 0.067 0.066 0.107 0.169
30 min 0.066 0.100 0.140 0.276 0.519 0.070 0.121 0.196 0.416 0.696
E: Hong-Li test
30 sec 0.072 0.056 0.051 0.063 0.059 0.071 0.056 0.054 0.063 0.061
1 min 0.076 0.053 0.049 0.063 0.062 0.074 0.054 0.051 0.062 0.061
2 min 0.068 0.064 0.043 0.064 0.062 0.068 0.065 0.044 0.066 0.066
5 min 0.073 0.069 0.054 0.064 0.071 0.070 0.068 0.055 0.068 0.070
15 min 0.083 0.082 0.062 0.095 0.115 0.087 0.088 0.082 0.111 0.134
30 min 0.093 0.119 0.142 0.247 0.437 0.095 0.140 0.194 0.345 0.594
Table 1.4: Simulated size of alternative tests for normality of returns standardized by
jump-robust measures of integrated volatility for 5% nominal significance level. The left
panel reports results for returns standardized by bi-power variation (BV ) while the right
panel for returns standardized by tri-power variation (TPV ). T denotes sample size and h
the sampling frequency.
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BV TPV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
30 sec 0.052 0.055 0.054 0.053 0.049 0.058 0.058 0.053 0.054 0.048
1 min 0.052 0.062 0.049 0.051 0.055 0.052 0.061 0.048 0.050 0.051
2 min 0.056 0.055 0.047 0.044 0.049 0.054 0.054 0.051 0.043 0.048
5 min 0.060 0.058 0.051 0.048 0.054 0.056 0.062 0.049 0.045 0.057
15 min 0.053 0.049 0.050 0.048 0.055 0.048 0.062 0.052 0.043 0.059
30 min 0.055 0.053 0.048 0.049 0.051 0.050 0.044 0.042 0.057 0.048
B: Moment-based test (1-4)
30 sec 0.058 0.059 0.046 0.049 0.048 0.056 0.064 0.046 0.050 0.050
1 min 0.056 0.062 0.049 0.046 0.046 0.055 0.063 0.049 0.046 0.049
2 min 0.059 0.063 0.052 0.045 0.047 0.061 0.061 0.047 0.049 0.062
5 min 0.065 0.059 0.050 0.057 0.059 0.062 0.061 0.054 0.055 0.047
15 min 0.057 0.068 0.059 0.048 0.057 0.055 0.059 0.058 0.056 0.061
30 min 0.060 0.055 0.053 0.053 0.047 0.059 0.053 0.051 0.055 0.051
Table 1.5: Simulated size of moment-based tests for normality of returns standardized
by jump-robust measures of integrated volatility for 5% nominal significance level. The
tests are based on simulated moments of the finite-sample distribution. The left panel
reports results for returns standardized by bi-power variation (BV ) while the right panel
for returns standardized by tri-power variation (TPV ). T denotes sample size and h the
sampling frequency.
Inspecting the results for the jump-robust measures, BV and TPV , we see that
the size distortions are generally larger than in the case of RV for the Komogorov,
nonparametric and Hong-Li tests, but the opposite is found for the moment-based
tests. It is also worth mentioning that in small samples (T ≤ 500), the Komogorov
test appears to be undersized, while the Hong-Li test oversized.
To see if the finite-sample corrections discussed in the previous section help al-
leviate the size issues associated with low sampling frequencies, we now repeat the
simulations employing the distributional result in (1.36). The results for returns
standardized by realized volatility are reported in Table 1.3. We find that the ap-
proximate finite-sample correction works very well and produces correctly sized tests
regardless of the sampling frequency used for calculating realized volatility. For re-
turns standardized by the bipower or tripower variation, no closed-form counterpart
to (1.36) is available and hence we cannot implement the Komogorov, nonparametric
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and Hong-Li tests. We can nonetheless simulate the moments corresponding to the
unknown finite-sample distributions and use them in place of the true moments in the
test statistics (1.40) and (1.41). The simulated moments based on 100 million repli-
cations are reported in Table 1.2. Contrary to the returns standardized by realized
volatility, the returns normalized by the jump-robust measures exhibit fat tails and
standard deviation significantly larger than 1 when sampling less frequently than 2
minutes. Correcting the moment-based tests by means of simulated moments yields
properly sized tests across the sampling frequencies considered here as can be seen
from Table 1.5.
Turning to the scenario with microstructure noise, we summarize the simulated
size of the tests for standard normality in Tables 1.6 - 1.8. In line with the prediction
of the theory, we observe generally better behavior of the tests when the rate-optimal
realized measures are employed (MSRV,KTH2). Sampling at least every minute seems
to suffice to avoid the impact of the estimation error associated with these measures of
integrated variance. Using the realized kernel with Parzen weights delivers the largest
size distortions across the different tests despite the fact that rate of convergence of
this estimator is actually faster than that of TSRV . Recall, however, that the Parzen
kernel is asymptotically biased. The simulation results reported here point to the fact
that the first order bias correction is not sufficient unless the sampling frequency is
very high (≤ 15 seconds). As in the case of the jump-robust measures, we next
simulate the moments of the returns standardized by the noise-robust measures and
use them in the test statistics (1.40) and (1.41) in place of the true moments. We
find that except for the Parzen kernel, the finite-sample correction performs well and
annihilates the positive size distortions, in particular in the TSRV case.
The size simulations reported in this subsection confirm the predictions of the
theory in that the estimation error associated with the realized measures has an
important impact on the inference about the distribution of standardized returns.
Approximate finite-sample correction can be nonetheless employed to largely alleviate
this problem, which is important from a practical point of view.
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TSRV MSRV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
B: Moment-based test (3-4)
2 sec 0.056 0.057 0.051 0.055 0.048 0.057 0.060 0.052 0.054 0.049
5 sec 0.052 0.054 0.048 0.050 0.054 0.053 0.059 0.052 0.050 0.049
15 sec 0.053 0.049 0.048 0.038 0.049 0.054 0.055 0.050 0.048 0.047
30 sec 0.036 0.045 0.041 0.041 0.052 0.042 0.045 0.047 0.042 0.051
1 min 0.044 0.043 0.036 0.037 0.064 0.039 0.043 0.034 0.032 0.057
2 min 0.023 0.026 0.040 0.074 0.169 0.023 0.028 0.028 0.044 0.075
A: Moment-based test (1-4)
2 sec 0.060 0.066 0.063 0.061 0.047 0.066 0.066 0.058 0.060 0.047
5 sec 0.065 0.062 0.061 0.059 0.043 0.066 0.066 0.060 0.056 0.047
15 sec 0.063 0.057 0.056 0.049 0.046 0.063 0.059 0.056 0.049 0.041
30 sec 0.057 0.054 0.050 0.049 0.049 0.053 0.055 0.046 0.047 0.047
1 min 0.057 0.057 0.047 0.051 0.064 0.045 0.047 0.038 0.039 0.048
2 min 0.043 0.051 0.056 0.076 0.133 0.038 0.040 0.036 0.042 0.066
C: Kolmogorov-Smirnov test
2 sec 0.041 0.042 0.049 0.040 0.043 0.039 0.040 0.049 0.041 0.047
5 sec 0.042 0.041 0.047 0.039 0.045 0.042 0.044 0.051 0.042 0.047
15 sec 0.043 0.041 0.050 0.038 0.048 0.044 0.040 0.047 0.040 0.051
30 sec 0.041 0.040 0.052 0.044 0.053 0.043 0.040 0.049 0.040 0.051
1 min 0.040 0.039 0.053 0.044 0.052 0.038 0.041 0.052 0.044 0.048
2 min 0.046 0.042 0.059 0.051 0.066 0.043 0.042 0.050 0.040 0.050
D: Nonparametric test
2 sec 0.048 0.053 0.054 0.048 0.059 0.046 0.051 0.054 0.049 0.060
5 sec 0.046 0.047 0.051 0.048 0.062 0.044 0.050 0.053 0.047 0.063
15 sec 0.051 0.047 0.053 0.049 0.065 0.052 0.045 0.053 0.047 0.062
30 sec 0.050 0.047 0.060 0.056 0.070 0.045 0.045 0.054 0.049 0.058
1 min 0.052 0.046 0.062 0.057 0.072 0.048 0.048 0.059 0.054 0.062
2 min 0.056 0.050 0.068 0.075 0.112 0.049 0.045 0.064 0.058 0.065
E: Hong-Li test
2 sec 0.081 0.063 0.071 0.067 0.053 0.077 0.066 0.070 0.062 0.052
5 sec 0.080 0.067 0.075 0.061 0.053 0.080 0.065 0.069 0.062 0.056
15 sec 0.082 0.063 0.076 0.067 0.059 0.082 0.062 0.078 0.063 0.055
30 sec 0.084 0.068 0.079 0.072 0.061 0.080 0.065 0.078 0.062 0.060
1 min 0.092 0.071 0.082 0.071 0.077 0.088 0.068 0.079 0.067 0.070
2 min 0.087 0.078 0.087 0.090 0.118 0.084 0.065 0.074 0.076 0.076
Table 1.6: Simulated size of alternative tests for normality of returns standardized by
microstructure noise-robust measures of integrated volatility for 5% nominal significance
level. The left panel reports results for returns standardized by two-scale realized volatility
(TSRV ) while the right panel for returns standardized by multiscale realized volatility
(MSRV ). T denotes sample size and h the sampling frequency.
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KP KTH2
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
2 sec 0.051 0.052 0.053 0.045 0.051 0.059 0.061 0.050 0.056 0.052
5 sec 0.049 0.046 0.045 0.040 0.052 0.052 0.057 0.051 0.052 0.046
15 sec 0.038 0.044 0.039 0.036 0.056 0.053 0.053 0.050 0.046 0.046
30 sec 0.036 0.036 0.037 0.041 0.076 0.043 0.047 0.045 0.042 0.048
1 min 0.031 0.031 0.036 0.051 0.104 0.045 0.050 0.034 0.040 0.050
2 min 0.031 0.030 0.044 0.083 0.187 0.027 0.028 0.028 0.044 0.076
B: Moment-based test (1-4)
2 sec 0.061 0.055 0.055 0.047 0.040 0.066 0.068 0.058 0.060 0.047
5 sec 0.060 0.059 0.050 0.046 0.045 0.067 0.063 0.060 0.058 0.045
15 sec 0.059 0.061 0.052 0.052 0.057 0.059 0.058 0.056 0.049 0.043
30 sec 0.060 0.059 0.054 0.065 0.092 0.056 0.055 0.046 0.044 0.046
1 min 0.055 0.057 0.052 0.072 0.116 0.050 0.049 0.040 0.040 0.051
2 min 0.055 0.060 0.078 0.100 0.192 0.036 0.037 0.036 0.041 0.066
C: Kolmogorov-Smirnov test
2 sec 0.043 0.041 0.050 0.038 0.049 0.038 0.041 0.048 0.043 0.045
5 sec 0.039 0.041 0.051 0.040 0.051 0.042 0.045 0.049 0.042 0.048
15 sec 0.042 0.040 0.054 0.041 0.053 0.045 0.042 0.045 0.041 0.050
30 sec 0.042 0.039 0.056 0.048 0.060 0.042 0.040 0.050 0.040 0.052
1 min 0.045 0.041 0.058 0.047 0.064 0.041 0.038 0.053 0.041 0.049
2 min 0.045 0.045 0.067 0.059 0.090 0.045 0.037 0.054 0.040 0.052
D: Nonparametric test
2 sec 0.046 0.048 0.052 0.048 0.059 0.046 0.050 0.054 0.048 0.060
5 sec 0.049 0.045 0.053 0.050 0.065 0.046 0.048 0.055 0.048 0.064
15 sec 0.050 0.049 0.058 0.055 0.074 0.051 0.045 0.052 0.048 0.061
30 sec 0.058 0.049 0.065 0.064 0.097 0.046 0.046 0.054 0.045 0.062
1 min 0.055 0.049 0.069 0.072 0.102 0.048 0.046 0.059 0.054 0.060
2 min 0.059 0.054 0.078 0.091 0.154 0.046 0.045 0.063 0.057 0.065
E: Hong-Li test
2 sec 0.083 0.063 0.071 0.064 0.055 0.079 0.064 0.068 0.062 0.051
5 sec 0.081 0.066 0.070 0.066 0.060 0.079 0.065 0.069 0.059 0.055
15 sec 0.083 0.072 0.083 0.073 0.066 0.083 0.059 0.074 0.064 0.058
30 sec 0.087 0.073 0.085 0.088 0.092 0.082 0.066 0.077 0.060 0.061
1 min 0.089 0.072 0.087 0.092 0.109 0.089 0.070 0.079 0.065 0.066
2 min 0.091 0.079 0.098 0.103 0.142 0.083 0.069 0.076 0.075 0.073
Table 1.7: Simulated size of alternative tests for normality of returns standardized by
the square root of the realized kernel estimator for 5% nominal significance level. The left
panel reports results for the bias-corrected Parzen kernel (KP ) while the right panel for the
Tuckey −Hanning2 kernel (KTH2). T denotes sample size and h the sampling frequency.
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TSRV MSRV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
2 sec 0.062 0.064 0.052 0.061 0.046 0.061 0.065 0.056 0.064 0.046
5 sec 0.057 0.065 0.057 0.063 0.045 0.060 0.068 0.058 0.063 0.045
15 sec 0.055 0.061 0.053 0.059 0.040 0.056 0.066 0.054 0.063 0.044
30 sec 0.058 0.064 0.057 0.060 0.045 0.058 0.067 0.057 0.059 0.047
1 min 0.059 0.061 0.058 0.057 0.053 0.058 0.056 0.062 0.051 0.056
2 min 0.056 0.054 0.060 0.048 0.060 0.061 0.053 0.069 0.054 0.070
B: Moment-based test (1-4)
2 sec 0.067 0.072 0.067 0.065 0.055 0.068 0.072 0.065 0.065 0.056
5 sec 0.069 0.071 0.065 0.071 0.057 0.069 0.073 0.072 0.066 0.058
15 sec 0.066 0.066 0.065 0.052 0.048 0.069 0.064 0.066 0.058 0.052
30 sec 0.065 0.073 0.062 0.063 0.058 0.069 0.076 0.063 0.069 0.060
1 min 0.071 0.070 0.062 0.062 0.058 0.070 0.071 0.060 0.063 0.059
2 min 0.064 0.060 0.058 0.056 0.048 0.068 0.068 0.064 0.065 0.057
KP KTH2
h\T 100 250 500 1000 2000 100 250 500 1000 2000
C: Moment-based test (3-4)
2 sec 0.059 0.062 0.059 0.062 0.049 0.059 0.064 0.057 0.064 0.045
5 sec 0.058 0.068 0.062 0.064 0.053 0.060 0.066 0.058 0.062 0.045
15 sec 0.066 0.067 0.068 0.064 0.066 0.055 0.064 0.055 0.063 0.043
30 sec 0.075 0.077 0.090 0.094 0.125 0.058 0.068 0.056 0.058 0.046
1 min 0.076 0.078 0.094 0.101 0.141 0.060 0.064 0.059 0.058 0.054
2 min 0.085 0.099 0.115 0.150 0.218 0.058 0.052 0.068 0.055 0.068
D: Moment-based test (1-4)
2 sec 0.066 0.065 0.067 0.065 0.052 0.069 0.073 0.066 0.065 0.054
5 sec 0.072 0.070 0.069 0.062 0.058 0.070 0.071 0.069 0.066 0.056
15 sec 0.071 0.086 0.067 0.075 0.075 0.065 0.062 0.067 0.057 0.051
30 sec 0.084 0.095 0.083 0.099 0.103 0.066 0.073 0.062 0.077 0.059
1 min 0.092 0.093 0.087 0.105 0.125 0.069 0.073 0.058 0.065 0.061
2 min 0.101 0.102 0.122 0.156 0.207 0.071 0.068 0.061 0.067 0.063
Table 1.8: Simulated size of moment-based tests for normality of returns standardized
by microstructure-noise robust measures of integrated volatility for 5% nominal significance
level. The tests are based on simulated moments. T denotes sample size and h the sampling
frequency.
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RV
standard normal distribution finite-sample distribution
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
30 sec 0.052 0.034 0.047 0.053 0.049 0.062 0.054 0.060 0.110 0.197
1 min 0.052 0.039 0.044 0.048 0.042 0.064 0.053 0.057 0.111 0.196
2 min 0.044 0.034 0.045 0.048 0.041 0.064 0.057 0.057 0.111 0.190
5 min 0.034 0.025 0.032 0.027 0.044 0.058 0.058 0.066 0.101 0.201
15 min 0.015 0.022 0.040 0.117 0.342 0.067 0.063 0.067 0.107 0.216
30 min 0.010 0.055 0.224 0.661 0.977 0.059 0.058 0.069 0.117 0.223
B: Moment-based test (1-4)
30 sec 0.073 0.060 0.071 0.125 0.236 0.075 0.060 0.072 0.127 0.238
1 min 0.073 0.056 0.075 0.120 0.232 0.077 0.058 0.079 0.125 0.234
2 min 0.067 0.058 0.068 0.107 0.225 0.073 0.063 0.075 0.124 0.230
5 min 0.057 0.052 0.061 0.105 0.232 0.067 0.066 0.077 0.125 0.230
15 min 0.036 0.045 0.076 0.177 0.453 0.069 0.063 0.083 0.115 0.232
30 min 0.037 0.068 0.167 0.547 0.962 0.062 0.068 0.078 0.121 0.236
C: Kolmogorov-Smirnov test
30 sec 0.051 0.070 0.095 0.144 0.284 0.051 0.070 0.095 0.144 0.284
1 min 0.054 0.069 0.098 0.152 0.291 0.054 0.069 0.098 0.152 0.291
2 min 0.051 0.069 0.098 0.148 0.285 0.052 0.069 0.096 0.146 0.287
5 min 0.053 0.067 0.098 0.152 0.292 0.052 0.068 0.097 0.147 0.284
15 min 0.052 0.076 0.097 0.176 0.346 0.052 0.065 0.088 0.144 0.287
30 min 0.056 0.085 0.127 0.252 0.486 0.049 0.067 0.092 0.145 0.284
D: Nonparametric test
30 sec 0.070 0.065 0.072 0.097 0.184 0.070 0.065 0.072 0.097 0.184
1 min 0.070 0.063 0.069 0.098 0.184 0.070 0.063 0.069 0.098 0.184
2 min 0.071 0.067 0.070 0.100 0.187 0.068 0.066 0.068 0.103 0.188
5 min 0.067 0.066 0.071 0.099 0.186 0.065 0.066 0.069 0.099 0.178
15 min 0.068 0.068 0.084 0.140 0.250 0.068 0.061 0.067 0.100 0.171
30 min 0.068 0.081 0.140 0.268 0.539 0.056 0.061 0.078 0.104 0.177
E: Hong-Li test
30 sec 0.092 0.084 0.076 0.098 0.172 0.092 0.084 0.076 0.098 0.172
1 min 0.094 0.084 0.077 0.092 0.167 0.094 0.084 0.077 0.092 0.167
2 min 0.091 0.090 0.077 0.093 0.164 0.091 0.085 0.078 0.092 0.160
5 min 0.090 0.080 0.079 0.102 0.170 0.090 0.086 0.076 0.100 0.161
15 min 0.096 0.088 0.094 0.132 0.224 0.091 0.081 0.073 0.099 0.163
30 min 0.083 0.106 0.131 0.238 0.448 0.089 0.083 0.078 0.103 0.165
Table 1.9: Simulated power against leverage of alternative tests for normality of returns
standardized by squared root of realized volatility for 5% nominal significance level. The left
panel labeled “standard normal distribution” reports size for tests based on the standard
normal distribution while, correspondingly, the left panel reports results for tests based on
the finite-sample distribution. T denotes sample size and h the sampling frequency. The
leverage coefficient is equal to -0.6.
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BV TPV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
30 sec 0.054 0.036 0.049 0.059 0.047 0.053 0.039 0.048 0.057 0.049
1 min 0.055 0.039 0.048 0.056 0.048 0.055 0.043 0.050 0.058 0.053
2 min 0.049 0.041 0.052 0.053 0.049 0.049 0.045 0.049 0.056 0.051
5 min 0.046 0.035 0.038 0.036 0.042 0.052 0.046 0.048 0.041 0.050
15 min 0.031 0.030 0.045 0.072 0.152 0.048 0.050 0.063 0.064 0.086
30 min 0.028 0.048 0.098 0.228 0.477 0.101 0.120 0.176 0.174 0.200
B: Moment-based test (1-4)
30 sec 0.074 0.061 0.075 0.127 0.235 0.074 0.062 0.075 0.134 0.240
1 min 0.071 0.055 0.080 0.123 0.234 0.070 0.059 0.078 0.130 0.235
2 min 0.067 0.065 0.075 0.119 0.225 0.069 0.070 0.079 0.122 0.231
5 min 0.060 0.068 0.075 0.116 0.228 0.075 0.076 0.082 0.137 0.236
15 min 0.059 0.064 0.095 0.185 0.375 0.088 0.094 0.133 0.238 0.446
30 min 0.080 0.111 0.186 0.439 0.777 0.174 0.262 0.425 0.694 0.946
C: Kolmogorov-Smirnov test
30 sec 0.053 0.068 0.095 0.148 0.285 0.051 0.066 0.096 0.147 0.287
1 min 0.053 0.069 0.095 0.149 0.287 0.052 0.068 0.094 0.149 0.285
2 min 0.050 0.071 0.091 0.149 0.291 0.050 0.071 0.094 0.149 0.290
5 min 0.056 0.072 0.094 0.150 0.296 0.055 0.071 0.094 0.154 0.290
15 min 0.055 0.071 0.106 0.186 0.364 0.059 0.072 0.107 0.194 0.386
30 min 0.058 0.084 0.141 0.289 0.571 0.061 0.090 0.159 0.329 0.629
D: Nonparametric test
30 sec 0.071 0.064 0.067 0.099 0.187 0.072 0.065 0.068 0.099 0.186
1 min 0.068 0.062 0.072 0.096 0.182 0.070 0.061 0.073 0.099 0.187
2 min 0.068 0.068 0.074 0.104 0.181 0.064 0.068 0.071 0.105 0.179
5 min 0.065 0.062 0.073 0.105 0.183 0.063 0.062 0.082 0.110 0.179
15 min 0.069 0.063 0.089 0.153 0.278 0.068 0.069 0.099 0.174 0.336
30 min 0.074 0.106 0.172 0.330 0.650 0.078 0.130 0.228 0.460 0.811
E: Hong-Li test
30 sec 0.091 0.085 0.082 0.099 0.169 0.091 0.084 0.082 0.098 0.170
1 min 0.096 0.086 0.078 0.095 0.171 0.097 0.085 0.081 0.097 0.173
2 min 0.092 0.090 0.078 0.093 0.167 0.090 0.082 0.079 0.093 0.168
5 min 0.085 0.077 0.081 0.105 0.168 0.082 0.073 0.079 0.104 0.173
15 min 0.089 0.092 0.093 0.146 0.248 0.091 0.098 0.105 0.159 0.271
30 min 0.095 0.113 0.166 0.278 0.550 0.108 0.139 0.197 0.375 0.706
Table 1.10: Simulated power against leverage of alternative tests for normality of returns
standardized by jump-robust measures of integrated volatility for 5% nominal significance
level. The left panel reports results for returns standardized by bi-power variation (BV )
while the right panel for returns standardized by tri-power variation (TPV ). T denotes
sample size and h the sampling frequency. Leverage coefficient is equal to -0.60.
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BV TPV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
30 sec 0.063 0.055 0.062 0.105 0.193 0.061 0.056 0.065 0.108 0.191
1 min 0.063 0.060 0.060 0.109 0.196 0.061 0.060 0.064 0.111 0.195
2 min 0.058 0.057 0.059 0.115 0.189 0.061 0.057 0.060 0.113 0.193
5 min 0.054 0.067 0.057 0.098 0.203 0.054 0.069 0.060 0.090 0.192
15 min 0.057 0.059 0.066 0.114 0.198 0.063 0.057 0.060 0.106 0.192
30 min 0.057 0.063 0.080 0.111 0.204 0.050 0.059 0.060 0.089 0.170
B: Moment-based test (1-4)
30 sec 0.074 0.062 0.075 0.130 0.238 0.074 0.063 0.075 0.134 0.240
1 min 0.072 0.057 0.081 0.129 0.234 0.070 0.056 0.079 0.126 0.233
2 min 0.067 0.068 0.079 0.124 0.231 0.070 0.067 0.085 0.124 0.237
5 min 0.070 0.071 0.082 0.130 0.238 0.071 0.074 0.079 0.125 0.230
15 min 0.066 0.064 0.088 0.127 0.238 0.063 0.061 0.088 0.115 0.223
30 min 0.055 0.072 0.088 0.128 0.237 0.065 0.067 0.083 0.119 0.216
Table 1.11: Simulated power against leverage of moment-based tests for normality of
returns standardized by jump-robust measures of integrated volatility for 5% nominal sig-
nificance level. The tests are based on simulated moments of the finite-sample distribution.
The left panel reports results for returns standardized by bi-power variation (BV ) while
the right panel for returns standardized by tri-power variation (TPV ). T denotes sample
size and h the sampling frequency. Leverage coefficient is equal to -0.60.
1.6.2 Power against leverage
We next study the power of the normality tests against leverage setting the leverage
coefficient to ρ = −0.6. Leverage induces positive mean for standardized returns since
negative (positive) daily returns are, on average, associated with high (low) daily
volatility. Starting with the no-noise case, we see in Tables 1.9 - 1.11 that the most
power against this departure from the null hypothesis is offered by the Kolmogorov
test, followed by the moment-based tests, the nonparametric test and lastly the Hong-
Li test. This holds across the different realized measures used. When finite-sample
corrections are employed, either exact for RV or simulated for BV and TPV , all
tests exhibit stable power over the different sampling frequencies, which is important
for empirical work since it makes the usually difficult choice of sampling frequency of
lesser consequence. Also, whether one standardizes the daily returns by RV , BV , or
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TPV has virtually no impact on the power against leverage. Interestingly, the tests
based on the third and fourth moments, H34 and M34, perform very differently with
the former having essentially no power even in samples as large as T = 2, 000. As
expected, the asymptotically equivalent (as M → ∞) H14 and M14 deliver similar
results for high sampling frequencies.
Very similar results in terms of ranking of the tests and their robustness over
different sampling frequencies are obtained in the case of microstructure noise, see
Tables 1.12 - 1.14.
1.6.3 Power against α-stable alternative
Finally, we investigate the power of the normality tests against the alternative of
infinite-activity jumps. As discussed by Andersen, Bollerslev, and Dobrev (2007),
jumps tend to thinner the tails of the distribution of standardized returns. The
simulated power for 5% nominal tests is reported in Tables 1.15 - 1.20.
The ranking of the alternative tests changes dramatically compared to the case of
leverage and the results vary substantially depending on the realized measure used
to standardize returns. The most powerful test for any given realized measure is
found to be the nonparametric test, followed by the Hong-Li test, moment-based
tests and lastly the Kolmogorov test. Not surprisingly, the use of jump-robust mea-
sures of integrated variance delivers highest power against the α-stable alternative
out of all realized measures considered for BV and TPV only capture the continuous
component of the overall quadratic variation. Consequently, the variance of the cor-
responding standardized returns substantially exceeds one resulting almost invariably
into rejection of the null hypothesis.
Another important result emerging from our simulations is that the power of
some tests changes with the sampling frequency. This is in particular the case of
the moment-based tests and any jump non-robust realized measure, where the power
decreases with the sampling frequency. The opposite is observed for the Kolmogorov
test based on the approximate finite sample distribution of returns standardized by
realized volatility. On the other hand, the nonparametric and Hong-Li test exhibit
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TSRV MSRV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
2 sec 0.052 0.045 0.049 0.040 0.051 0.056 0.043 0.053 0.038 0.053
5 sec 0.058 0.043 0.053 0.038 0.047 0.061 0.045 0.055 0.037 0.049
15 sec 0.054 0.044 0.043 0.039 0.045 0.054 0.045 0.049 0.037 0.043
30 sec 0.047 0.037 0.047 0.040 0.052 0.047 0.039 0.045 0.036 0.042
1 min 0.048 0.038 0.042 0.039 0.058 0.043 0.036 0.037 0.035 0.052
2 min 0.031 0.028 0.044 0.070 0.183 0.028 0.024 0.030 0.037 0.079
B: Moment-based test (1-4)
2 sec 0.064 0.057 0.085 0.126 0.211 0.062 0.054 0.084 0.127 0.207
5 sec 0.065 0.062 0.081 0.129 0.207 0.067 0.059 0.080 0.123 0.215
15 sec 0.062 0.057 0.075 0.114 0.204 0.069 0.059 0.079 0.122 0.203
30 sec 0.055 0.053 0.070 0.122 0.213 0.056 0.061 0.071 0.118 0.203
1 min 0.055 0.056 0.073 0.116 0.224 0.050 0.052 0.067 0.106 0.196
2 min 0.045 0.060 0.086 0.161 0.348 0.044 0.049 0.064 0.115 0.245
C: Kolmogorov-Smirnov test
2 sec 0.039 0.059 0.095 0.145 0.255 0.039 0.060 0.097 0.147 0.257
5 sec 0.038 0.062 0.095 0.148 0.256 0.037 0.063 0.097 0.144 0.255
15 sec 0.040 0.062 0.095 0.147 0.258 0.041 0.061 0.092 0.142 0.256
30 sec 0.038 0.063 0.093 0.144 0.271 0.040 0.060 0.094 0.150 0.256
1 min 0.041 0.066 0.094 0.155 0.277 0.040 0.069 0.093 0.145 0.273
2 min 0.042 0.068 0.103 0.175 0.328 0.044 0.064 0.094 0.151 0.277
D: Nonparametric test
2 sec 0.047 0.046 0.068 0.097 0.165 0.047 0.043 0.069 0.097 0.165
5 sec 0.046 0.047 0.071 0.097 0.166 0.047 0.046 0.073 0.098 0.163
15 sec 0.050 0.045 0.072 0.100 0.168 0.049 0.046 0.074 0.097 0.168
30 sec 0.051 0.049 0.082 0.099 0.177 0.051 0.047 0.073 0.097 0.169
1 min 0.052 0.052 0.077 0.110 0.198 0.053 0.050 0.077 0.100 0.176
2 min 0.054 0.061 0.087 0.138 0.255 0.054 0.052 0.075 0.111 0.188
E: Hong-Li test
2 sec 0.073 0.080 0.090 0.123 0.157 0.075 0.077 0.092 0.118 0.158
5 sec 0.077 0.077 0.088 0.115 0.161 0.075 0.079 0.090 0.115 0.162
15 sec 0.078 0.074 0.084 0.116 0.162 0.079 0.076 0.091 0.119 0.155
30 sec 0.073 0.076 0.089 0.117 0.164 0.070 0.071 0.089 0.117 0.149
1 min 0.073 0.080 0.091 0.131 0.179 0.075 0.075 0.089 0.120 0.162
2 min 0.079 0.094 0.107 0.144 0.223 0.076 0.090 0.095 0.120 0.174
Table 1.12: Simulated power against leverage of alternative tests for normality of returns
standardized by microstructure noise-robust measures of integrated volatility for 5% nom-
inal significance level. The left panel reports results for returns standardized by two-scale
realized volatility (TSRV ) while the right panel for returns standardized by multiscale real-
ized volatility (MSRV ). T denotes sample size and h the sampling frequency. The leverage
coefficient is equal to -0.6.
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KP KTH2
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
2 sec 0.051 0.038 0.046 0.035 0.043 0.054 0.044 0.053 0.038 0.053
5 sec 0.051 0.041 0.043 0.037 0.042 0.057 0.044 0.053 0.037 0.047
15 sec 0.047 0.038 0.042 0.037 0.054 0.056 0.046 0.046 0.037 0.043
30 sec 0.045 0.036 0.044 0.041 0.070 0.050 0.039 0.043 0.038 0.041
1 min 0.039 0.035 0.042 0.046 0.108 0.044 0.037 0.037 0.035 0.050
2 min 0.035 0.032 0.044 0.076 0.192 0.031 0.022 0.035 0.037 0.074
B: Moment-based test (1-4)
2 sec 0.062 0.062 0.075 0.117 0.212 0.064 0.053 0.084 0.127 0.208
5 sec 0.061 0.054 0.074 0.118 0.206 0.062 0.060 0.080 0.123 0.209
15 sec 0.056 0.057 0.073 0.125 0.233 0.069 0.058 0.079 0.122 0.203
30 sec 0.059 0.063 0.080 0.145 0.271 0.054 0.058 0.069 0.115 0.203
1 min 0.055 0.062 0.082 0.154 0.324 0.053 0.056 0.067 0.104 0.199
2 min 0.054 0.067 0.106 0.196 0.417 0.043 0.049 0.067 0.113 0.245
C: Kolmogorov-Smirnov test
2 sec 0.039 0.062 0.095 0.145 0.256 0.039 0.060 0.095 0.147 0.257
5 sec 0.040 0.064 0.095 0.148 0.260 0.039 0.061 0.096 0.145 0.259
15 sec 0.041 0.065 0.099 0.156 0.273 0.040 0.061 0.093 0.150 0.257
30 sec 0.044 0.071 0.104 0.163 0.304 0.038 0.063 0.096 0.145 0.258
1 min 0.043 0.068 0.103 0.170 0.313 0.041 0.062 0.095 0.147 0.263
2 min 0.044 0.072 0.109 0.196 0.366 0.043 0.062 0.091 0.148 0.279
D: Nonparametric test
2 sec 0.046 0.045 0.072 0.101 0.174 0.047 0.043 0.069 0.097 0.164
5 sec 0.051 0.047 0.074 0.102 0.174 0.045 0.045 0.071 0.100 0.162
15 sec 0.053 0.049 0.083 0.107 0.192 0.050 0.046 0.073 0.096 0.165
30 sec 0.054 0.057 0.086 0.131 0.232 0.050 0.047 0.072 0.098 0.170
1 min 0.057 0.061 0.085 0.138 0.256 0.053 0.048 0.076 0.097 0.176
2 min 0.057 0.068 0.099 0.163 0.318 0.053 0.052 0.077 0.108 0.187
E: Hong-Li test
2 sec 0.076 0.078 0.089 0.121 0.157 0.073 0.077 0.091 0.118 0.160
5 sec 0.078 0.075 0.087 0.117 0.163 0.076 0.075 0.091 0.114 0.163
15 sec 0.077 0.079 0.092 0.127 0.172 0.081 0.074 0.089 0.120 0.156
30 sec 0.079 0.085 0.101 0.135 0.205 0.075 0.073 0.088 0.114 0.150
1 min 0.078 0.090 0.106 0.140 0.219 0.074 0.073 0.089 0.118 0.164
2 min 0.082 0.098 0.121 0.170 0.275 0.079 0.092 0.090 0.120 0.173
Table 1.13: Simulated power against leverage of alternative tests for normality of returns
standardized by the square root of the realized kernel estimator for 5% nominal significance
level. The left panel reports results for the bias-corrected Parzen kernel (KP ) while the
right panel for the Tuckey −Hanning2 kernel (KTH2). T denotes sample size and h the
sampling frequency. The leverage coefficient is equal to -0.6.
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TSRV MSRV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
2 sec 0.062 0.064 0.077 0.122 0.192 0.056 0.062 0.079 0.124 0.187
5 sec 0.059 0.061 0.075 0.125 0.193 0.064 0.061 0.079 0.127 0.194
15 sec 0.061 0.062 0.071 0.120 0.191 0.061 0.064 0.078 0.127 0.191
30 sec 0.063 0.062 0.080 0.120 0.194 0.065 0.064 0.085 0.124 0.211
1 min 0.067 0.066 0.081 0.120 0.200 0.070 0.070 0.081 0.124 0.203
2 min 0.066 0.076 0.071 0.124 0.197 0.070 0.072 0.077 0.136 0.216
B: Moment-based test (1-4)
2 sec 0.064 0.064 0.092 0.131 0.215 0.066 0.058 0.090 0.135 0.218
5 sec 0.069 0.065 0.092 0.127 0.215 0.074 0.066 0.092 0.127 0.219
15 sec 0.068 0.066 0.084 0.122 0.215 0.072 0.067 0.087 0.130 0.216
30 sec 0.064 0.075 0.093 0.132 0.212 0.068 0.078 0.091 0.136 0.224
1 min 0.067 0.077 0.091 0.127 0.207 0.063 0.076 0.095 0.129 0.210
2 min 0.061 0.070 0.089 0.127 0.207 0.069 0.079 0.094 0.127 0.218
KP KTH2
h\T 100 250 500 1000 2000 100 250 500 1000 2000
C: Moment-based test (3-4)
2 sec 0.057 0.062 0.080 0.127 0.200 0.060 0.064 0.077 0.125 0.189
5 sec 0.064 0.065 0.079 0.129 0.204 0.061 0.060 0.078 0.123 0.193
15 sec 0.070 0.070 0.095 0.142 0.228 0.059 0.064 0.078 0.126 0.191
30 sec 0.083 0.091 0.115 0.189 0.283 0.065 0.062 0.085 0.128 0.207
1 min 0.090 0.103 0.129 0.194 0.319 0.067 0.070 0.083 0.128 0.209
2 min 0.103 0.125 0.165 0.240 0.421 0.069 0.073 0.082 0.135 0.213
D: Moment-based test (1-4)
2 sec 0.068 0.067 0.095 0.133 0.215 0.067 0.059 0.091 0.135 0.214
5 sec 0.070 0.067 0.093 0.135 0.222 0.071 0.065 0.090 0.128 0.217
15 sec 0.071 0.074 0.094 0.140 0.241 0.073 0.066 0.083 0.129 0.213
30 sec 0.084 0.093 0.127 0.174 0.287 0.070 0.077 0.091 0.138 0.224
1 min 0.088 0.096 0.129 0.181 0.312 0.067 0.077 0.090 0.133 0.214
2 min 0.096 0.113 0.156 0.234 0.401 0.069 0.072 0.090 0.130 0.218
Table 1.14: Simulated power against leverage of moment-based tests for normality of
returns standardized by microstructure-noise robust measures of integrated volatility for
5% nominal significance level. The tests are based on simulated moments. T denotes
sample size and h the sampling frequency.
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RV
standard normal distribution finite-sample distribution
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
30 sec 0.037 0.048 0.093 0.260 0.559 0.030 0.025 0.027 0.057 0.104
1 min 0.037 0.045 0.096 0.278 0.577 0.028 0.027 0.030 0.051 0.106
2 min 0.034 0.051 0.108 0.292 0.635 0.034 0.027 0.026 0.054 0.120
5 min 0.028 0.046 0.126 0.380 0.746 0.031 0.028 0.028 0.055 0.110
15 min 0.020 0.053 0.187 0.515 0.899 0.027 0.031 0.038 0.064 0.120
30 min 0.010 0.055 0.224 0.661 0.977 0.027 0.030 0.043 0.068 0.133
B: Moment-based test (1-4)
30 sec 0.042 0.056 0.065 0.160 0.397 0.042 0.056 0.064 0.151 0.379
1 min 0.038 0.058 0.067 0.172 0.425 0.038 0.059 0.065 0.163 0.385
2 min 0.039 0.056 0.075 0.194 0.462 0.045 0.060 0.069 0.167 0.390
5 min 0.041 0.055 0.081 0.257 0.601 0.043 0.054 0.070 0.190 0.417
15 min 0.029 0.063 0.164 0.486 0.936 0.041 0.059 0.087 0.231 0.491
30 min 0.038 0.108 0.382 0.921 0.999 0.045 0.069 0.106 0.278 0.569
C: Kolmogorov-Smirnov test
30 sec 0.044 0.063 0.091 0.158 0.311 0.044 0.063 0.091 0.158 0.311
1 min 0.046 0.065 0.097 0.161 0.305 0.046 0.065 0.097 0.161 0.305
2 min 0.046 0.064 0.103 0.172 0.319 0.045 0.062 0.097 0.158 0.290
5 min 0.052 0.069 0.108 0.194 0.367 0.048 0.064 0.092 0.155 0.287
15 min 0.052 0.078 0.138 0.261 0.529 0.042 0.065 0.090 0.150 0.273
30 min 0.064 0.112 0.217 0.419 0.828 0.041 0.059 0.098 0.146 0.256
D: Nonparametric test
30 sec 0.068 0.105 0.193 0.393 0.720 0.068 0.105 0.193 0.393 0.720
1 min 0.068 0.107 0.194 0.403 0.727 0.068 0.107 0.194 0.403 0.727
2 min 0.068 0.115 0.208 0.410 0.741 0.067 0.110 0.198 0.385 0.706
5 min 0.070 0.121 0.234 0.455 0.791 0.063 0.103 0.198 0.385 0.699
15 min 0.080 0.163 0.317 0.605 0.921 0.064 0.106 0.179 0.367 0.693
30 min 0.111 0.247 0.493 0.841 0.991 0.065 0.102 0.190 0.375 0.701
E: Hong-Li test
30 sec 0.100 0.125 0.180 0.321 0.598 0.100 0.125 0.180 0.321 0.598
1 min 0.101 0.128 0.177 0.322 0.610 0.101 0.128 0.177 0.322 0.610
2 min 0.097 0.136 0.185 0.333 0.622 0.095 0.126 0.175 0.306 0.591
5 min 0.109 0.134 0.200 0.383 0.683 0.099 0.124 0.169 0.317 0.585
15 min 0.124 0.169 0.274 0.521 0.830 0.097 0.116 0.175 0.305 0.569
30 min 0.158 0.240 0.437 0.742 0.971 0.089 0.112 0.180 0.314 0.569
Table 1.15: Simulated power against α-stable alternative of the tests for normality of
returns standardized by squared root of realized volatility for 5% nominal significance level.
The left panel labeled “standard normal distribution” reports size for tests based on the
standard normal distribution while, correspondingly, the left panel reports results for tests
based on the finite-sample distribution. T denotes sample size and h the sampling frequency.
The α coefficient is equal to 1.6.
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BV TPV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
30 sec 0.983 1.000 1.000 1.000 1.000 0.991 1.000 1.000 1.000 1.000
1 min 0.964 1.000 1.000 1.000 1.000 0.983 1.000 1.000 1.000 1.000
2 min 0.934 1.000 1.000 1.000 1.000 0.975 1.000 1.000 1.000 1.000
5 min 0.844 0.989 1.000 1.000 1.000 0.950 1.000 1.000 1.000 1.000
15 min 0.681 0.920 0.994 1.000 1.000 0.877 0.990 1.000 1.000 1.000
30 min 0.595 0.824 0.958 0.994 1.000 0.827 0.985 1.000 1.000 1.000
B: Moment-based test (1-4)
30 sec 0.998 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000 1.000
1 min 0.994 1.000 1.000 1.000 1.000 0.998 1.000 1.000 1.000 1.000
2 min 0.983 1.000 1.000 1.000 1.000 0.996 1.000 1.000 1.000 1.000
5 min 0.934 1.000 1.000 1.000 1.000 0.989 1.000 1.000 1.000 1.000
15 min 0.858 0.993 1.000 1.000 1.000 0.949 0.999 1.000 1.000 1.000
30 min 0.765 0.982 1.000 1.000 1.000 0.931 1.000 1.000 1.000 1.000
C: Kolmogorov-Smirnov test
30 sec 0.355 0.847 0.998 1.000 1.000 0.429 0.906 1.000 1.000 1.000
1 min 0.288 0.753 0.988 1.000 1.000 0.364 0.846 1.000 1.000 1.000
2 min 0.225 0.604 0.950 1.000 1.000 0.289 0.746 0.991 1.000 1.000
5 min 0.163 0.430 0.834 0.997 1.000 0.206 0.571 0.936 1.000 1.000
15 min 0.120 0.323 0.674 0.985 1.000 0.160 0.446 0.822 0.997 1.000
30 min 0.128 0.314 0.681 0.978 1.000 0.163 0.439 0.814 0.999 1.000
D: Nonparametric test
30 sec 0.734 0.993 1.000 1.000 1.000 0.823 1.000 1.000 1.000 1.000
1 min 0.643 0.979 1.000 1.000 1.000 0.738 0.995 1.000 1.000 1.000
2 min 0.549 0.941 1.000 1.000 1.000 0.636 0.980 1.000 1.000 1.000
5 min 0.427 0.854 0.995 1.000 1.000 0.524 0.936 1.000 1.000 1.000
15 min 0.339 0.709 0.967 0.999 1.000 0.419 0.850 0.992 1.000 1.000
30 min 0.338 0.714 0.962 0.999 1.000 0.424 0.847 0.993 1.000 1.000
E: Hong-Li test
30 sec 0.701 0.981 1.000 1.000 1.000 0.767 0.996 1.000 1.000 1.000
1 min 0.621 0.959 1.000 1.000 1.000 0.701 0.985 1.000 1.000 1.000
2 min 0.527 0.909 0.998 1.000 1.000 0.623 0.958 1.000 1.000 1.000
5 min 0.421 0.794 0.989 1.000 1.000 0.502 0.889 0.996 1.000 1.000
15 min 0.352 0.644 0.926 1.000 1.000 0.413 0.767 0.980 1.000 1.000
30 min 0.360 0.649 0.925 1.000 1.000 0.420 0.792 0.974 1.000 1.000
Table 1.16: Simulated power against α-stable alternative of the tests for normality of
returns standardized by jump-robust measures of integrated volatility for 5% nominal sig-
nificance level. The left panel reports results for returns standardized by bi-power variation
(BV ) while the right panel for returns standardized by tri-power variation (TPV ). T
denotes sample size and h the sampling frequency. The α coefficient is equal to 1.6.
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BV TPV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
30 sec 0.997 1.000 1.000 1.000 1.000 0.998 1.000 1.000 1.000 1.000
1 min 0.993 1.000 1.000 1.000 1.000 0.998 1.000 1.000 1.000 1.000
2 min 0.979 1.000 1.000 1.000 1.000 0.996 1.000 1.000 1.000 1.000
5 min 0.948 1.000 1.000 1.000 1.000 0.987 1.000 1.000 1.000 1.000
15 min 0.867 0.994 1.000 1.000 1.000 0.938 0.999 1.000 1.000 1.000
30 min 0.742 0.963 0.999 1.000 1.000 0.836 0.991 1.000 1.000 1.000
B: Moment-based test (1-4)
30 sec 0.998 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000 1.000
1 min 0.994 1.000 1.000 1.000 1.000 0.998 1.000 1.000 1.000 1.000
2 min 0.983 1.000 1.000 1.000 1.000 0.996 1.000 1.000 1.000 1.000
5 min 0.935 1.000 1.000 1.000 1.000 0.988 1.000 1.000 1.000 1.000
15 min 0.854 0.994 1.000 1.000 1.000 0.939 0.999 1.000 1.000 1.000
30 min 0.735 0.958 0.999 1.000 1.000 0.835 0.992 1.000 1.000 1.000
Table 1.17: Simulated power against α-stable alternative of moment-based tests for nor-
mality of returns standardized by jump-robust measures of integrated volatility for 5%
nominal significance level. The tests are based on simulated moments. The left panel re-
ports results for returns standardized by bi-power variation (BV ) while the right panel
for returns standardized by tri-power variation (TPV ). T denotes sample size and h the
sampling frequency. The α coefficient is equal to 1.6.
very stable power across different sampling frequencies, which, together with their
excellent power, makes them very attractive. It is finally interesting to note that
the test based on the third and fourth Hermite polynomials is now significantly more
powerful than its counterpart, M34.
To summarize the power simulations reported in this subsection, we find that the
four tests for normality/independence of standardized returns perform quite differ-
ently under different scenarios. In particular, the ranking of the tests in terms of
their ability to detect departures from the null hypothesis very much depends on the
alternative hypothesis. Hence the tests should be seen as complementing each other
and should be employed jointly in empirical work as we now illustrate.
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TSRV MSRV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
2 sec 0.029 0.052 0.104 0.266 0.568 0.033 0.057 0.111 0.267 0.552
5 sec 0.030 0.048 0.112 0.285 0.592 0.038 0.058 0.117 0.283 0.546
15 sec 0.032 0.059 0.125 0.324 0.636 0.044 0.067 0.133 0.305 0.581
30 sec 0.037 0.067 0.153 0.367 0.694 0.050 0.082 0.159 0.361 0.609
1 min 0.041 0.084 0.190 0.419 0.721 0.058 0.100 0.208 0.421 0.665
2 min 0.052 0.117 0.294 0.581 0.842 0.060 0.123 0.238 0.467 0.721
B: Moment-based test (1-4)
2 sec 0.045 0.048 0.089 0.173 0.428 0.048 0.053 0.096 0.175 0.421
5 sec 0.044 0.048 0.096 0.183 0.444 0.053 0.056 0.105 0.194 0.419
15 sec 0.048 0.057 0.107 0.210 0.493 0.060 0.061 0.120 0.220 0.443
30 sec 0.046 0.061 0.121 0.248 0.544 0.064 0.080 0.144 0.253 0.495
1 min 0.055 0.077 0.146 0.297 0.592 0.068 0.096 0.179 0.322 0.544
2 min 0.069 0.101 0.223 0.452 0.777 0.071 0.110 0.201 0.357 0.605
C: Kolmogorov-Smirnov test
2 sec 0.045 0.072 0.096 0.168 0.329 0.046 0.073 0.094 0.166 0.318
5 sec 0.042 0.079 0.102 0.174 0.342 0.043 0.076 0.097 0.166 0.325
15 sec 0.042 0.074 0.102 0.186 0.369 0.041 0.073 0.102 0.173 0.340
30 sec 0.043 0.075 0.111 0.199 0.403 0.042 0.072 0.102 0.176 0.360
1 min 0.042 0.080 0.125 0.210 0.446 0.040 0.075 0.106 0.180 0.386
2 min 0.045 0.092 0.147 0.277 0.596 0.042 0.079 0.116 0.198 0.407
D: Nonparametric test
2 sec 0.065 0.107 0.222 0.391 0.722 0.065 0.105 0.218 0.388 0.719
5 sec 0.069 0.107 0.222 0.398 0.732 0.063 0.103 0.218 0.387 0.715
15 sec 0.069 0.116 0.229 0.417 0.760 0.063 0.110 0.216 0.394 0.730
30 sec 0.069 0.120 0.236 0.434 0.787 0.063 0.120 0.222 0.411 0.744
1 min 0.074 0.126 0.254 0.469 0.814 0.070 0.119 0.226 0.428 0.773
2 min 0.083 0.148 0.309 0.570 0.892 0.072 0.128 0.253 0.462 0.789
E: Hong-Li test
2 sec 0.102 0.122 0.215 0.346 0.636 0.104 0.121 0.213 0.343 0.634
5 sec 0.105 0.126 0.217 0.361 0.650 0.102 0.122 0.215 0.353 0.634
15 sec 0.112 0.134 0.222 0.380 0.674 0.108 0.130 0.210 0.349 0.645
30 sec 0.119 0.134 0.235 0.401 0.703 0.109 0.125 0.219 0.363 0.660
1 min 0.123 0.141 0.252 0.422 0.733 0.116 0.134 0.229 0.393 0.680
2 min 0.134 0.159 0.305 0.504 0.830 0.120 0.140 0.250 0.421 0.713
Table 1.18: Simulated power against α-stable alternative of the tests for normality of
returns standardized by microstructure noise-robust measures of integrated volatility for 5%
nominal significance level. The left panel reports results for returns standardized by two-
scale realized volatility (TSRV ) while the right panel for returns standardized by multiscale
realized volatility (MSRV ). T denotes sample size and h the sampling frequency. The α
coefficient is equal to 1.6.
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KP KTH2
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
2 sec 0.031 0.049 0.114 0.300 0.618 0.037 0.063 0.117 0.274 0.539
5 sec 0.029 0.051 0.124 0.323 0.657 0.043 0.068 0.130 0.290 0.549
15 sec 0.026 0.051 0.144 0.373 0.735 0.052 0.075 0.165 0.337 0.579
30 sec 0.027 0.061 0.171 0.427 0.816 0.062 0.107 0.198 0.391 0.615
1 min 0.025 0.070 0.197 0.483 0.869 0.074 0.128 0.240 0.421 0.661
2 min 0.027 0.080 0.247 0.579 0.936 0.081 0.160 0.292 0.488 0.705
B: Moment-based test (1-4)
2 sec 0.046 0.043 0.093 0.182 0.467 0.054 0.057 0.101 0.189 0.417
5 sec 0.043 0.047 0.094 0.207 0.502 0.058 0.063 0.116 0.209 0.423
15 sec 0.041 0.049 0.108 0.237 0.579 0.065 0.073 0.144 0.253 0.466
30 sec 0.042 0.055 0.119 0.289 0.662 0.076 0.101 0.177 0.299 0.518
1 min 0.039 0.059 0.124 0.328 0.749 0.085 0.124 0.210 0.341 0.568
2 min 0.035 0.061 0.143 0.389 0.848 0.094 0.152 0.255 0.419 0.631
C: Kolmogorov-Smirnov test
2 sec 0.043 0.076 0.103 0.178 0.345 0.046 0.073 0.094 0.163 0.319
5 sec 0.043 0.078 0.102 0.183 0.354 0.043 0.075 0.097 0.169 0.324
15 sec 0.043 0.077 0.105 0.196 0.390 0.042 0.072 0.102 0.170 0.344
30 sec 0.044 0.084 0.109 0.207 0.421 0.041 0.075 0.104 0.175 0.354
1 min 0.043 0.084 0.122 0.219 0.453 0.041 0.071 0.107 0.180 0.376
2 min 0.047 0.090 0.132 0.234 0.519 0.040 0.080 0.118 0.199 0.410
D: Nonparametric test
2 sec 0.067 0.110 0.227 0.409 0.742 0.065 0.106 0.219 0.386 0.713
5 sec 0.067 0.113 0.233 0.423 0.758 0.065 0.102 0.215 0.388 0.710
15 sec 0.067 0.118 0.240 0.448 0.794 0.064 0.113 0.215 0.396 0.720
30 sec 0.071 0.120 0.261 0.482 0.824 0.062 0.115 0.223 0.400 0.737
1 min 0.075 0.134 0.274 0.515 0.849 0.069 0.117 0.225 0.419 0.751
2 min 0.074 0.144 0.297 0.554 0.883 0.070 0.126 0.244 0.447 0.781
E: Hong-Li test
2 sec 0.106 0.128 0.215 0.357 0.650 0.105 0.121 0.214 0.344 0.631
5 sec 0.113 0.134 0.222 0.374 0.667 0.102 0.120 0.211 0.345 0.638
15 sec 0.119 0.136 0.233 0.399 0.704 0.109 0.132 0.212 0.348 0.640
30 sec 0.120 0.139 0.245 0.430 0.745 0.107 0.127 0.219 0.357 0.657
1 min 0.120 0.141 0.262 0.452 0.778 0.115 0.129 0.215 0.373 0.664
2 min 0.133 0.151 0.282 0.485 0.808 0.119 0.140 0.249 0.409 0.704
Table 1.19: Simulated power against α-stable alternative of the tests for normality of
returns standardized by the square root of the realized kernel estimator for 5% nominal
significance level. The left panel reports results for the bias-corrected Parzen kernel (KP )
while the right panel for the Tuckey −Hanning2 kernel (KTH2). T denotes sample size and
h the sampling frequency. The α coefficient is equal to 1.6.
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TSRV MSRV
h\T 100 250 500 1000 2000 100 250 500 1000 2000
A: Moment-based test (3-4)
2 sec 0.030 0.022 0.038 0.057 0.090 0.032 0.023 0.049 0.064 0.104
5 sec 0.027 0.018 0.036 0.058 0.095 0.036 0.025 0.052 0.084 0.120
15 sec 0.028 0.025 0.045 0.060 0.092 0.042 0.036 0.071 0.106 0.136
30 sec 0.039 0.032 0.053 0.072 0.113 0.053 0.051 0.103 0.140 0.191
1 min 0.041 0.042 0.074 0.090 0.133 0.065 0.074 0.130 0.178 0.253
2 min 0.056 0.055 0.109 0.157 0.221 0.068 0.091 0.146 0.211 0.293
B: Moment-based test (1-4)
2 sec 0.045 0.046 0.081 0.145 0.374 0.049 0.053 0.094 0.162 0.386
5 sec 0.046 0.046 0.084 0.150 0.374 0.054 0.057 0.102 0.178 0.385
15 sec 0.049 0.055 0.098 0.183 0.427 0.061 0.065 0.120 0.214 0.417
30 sec 0.050 0.059 0.102 0.173 0.383 0.067 0.085 0.139 0.226 0.399
1 min 0.057 0.074 0.121 0.211 0.413 0.077 0.102 0.176 0.283 0.455
2 min 0.073 0.096 0.158 0.281 0.460 0.085 0.122 0.199 0.305 0.455
KP KTH2
h\T 100 250 500 1000 2000 100 250 500 1000 2000
C: Moment-based test (3-4)
2 sec 0.029 0.018 0.040 0.056 0.089 0.037 0.028 0.055 0.083 0.116
5 sec 0.029 0.021 0.042 0.055 0.088 0.040 0.030 0.067 0.100 0.137
15 sec 0.030 0.019 0.038 0.048 0.078 0.051 0.047 0.101 0.149 0.201
30 sec 0.031 0.021 0.039 0.045 0.077 0.065 0.078 0.135 0.199 0.280
1 min 0.032 0.021 0.039 0.040 0.064 0.077 0.102 0.171 0.237 0.336
2 min 0.031 0.027 0.039 0.040 0.053 0.094 0.128 0.224 0.317 0.452
D: Moment-based test (1-4)
2 sec 0.046 0.046 0.090 0.161 0.393 0.054 0.057 0.103 0.176 0.386
5 sec 0.047 0.048 0.093 0.174 0.405 0.059 0.062 0.113 0.195 0.386
15 sec 0.046 0.048 0.098 0.197 0.438 0.068 0.074 0.145 0.241 0.446
30 sec 0.047 0.053 0.103 0.190 0.413 0.082 0.109 0.180 0.284 0.444
1 min 0.047 0.061 0.107 0.209 0.446 0.090 0.133 0.216 0.321 0.503
2 min 0.056 0.067 0.118 0.230 0.478 0.109 0.169 0.261 0.393 0.562
Table 1.20: Simulated power against α-stable alternative of moment-based tests for nor-
mality of returns standardized by microstructure-noise robust measures of integrated volatil-
ity for 5% nominal significance level. The tests are based on simulated moments. T denotes
sample size and h the sampling frequency.
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1.7 Empirical Application
1.7.1 Data
Since the bulk of recent empirical work focuses on individual stock or equity futures
data, we examine here a recent sample of high-frequency foreign exchange (FX) data
to further corroborate the empirical evidence on the distribution of asset returns
standardized by realized measures of variance. We obtain tick-by-tick FX data from
the EBS Data Mine Level 1.5 database, which contains information on the best bid
and ask prices as well as the best dealt prices in the EBS Spot Dealing System. We
focus on mid-quotes for the EUR/USD and USD/JPY exchange rates and our sample
runs from May 6, 2003 till May 26, 2007, spanning a total number of 984 trading days.
Since the EBS database contains a lot of erroneous observations, we perform some
basic data cleaning. To avoid issues associated with infrequent trading we remove all
observations between Friday 2100 GMT and Sunday 2100 GMT as well as holiday
periods. We then employ the filtering procedure recently advocated by Barndorff-
Nielsen, Hansen, Lunde, and Shephard (2008c), namely we
1. Delete all entries with missing bid or ask prices and entries for which either of
the two or both are equal to zero.
2. Delete entries for which the bid-ask spread is negative or larger than 10 times
the rolling centered median bid-ask spread, where the rolling window has a size
of 50 observations.
3. Delete entries for which the mid-quote deviated by more than 10 mean absolute
deviations from the rolling centered median mid-quote, where the rolling window
has a size of 50 observations.
These procedures are intended to remove recording errors (e.g. displaced decimal
points) and erroneous observations associated with periods of low liquidity when the
bid-ask spread may temporarily shoot up. Table 1.21 summarizes the properties
of the filtered data. Both exchange rates are clearly highly liquid, with the price
changing about every 8 seconds on average. The bid-ask spread is only about 0.012%
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and 0.015% of the quoted mid-point, respectively for the EUR/USD and USD/JPY
exchange rates.
# of Quotes Duration (sec) Spread (%)
Exchange Rate # Days Total ∆p 6= 0 All ∆p 6= 0 All ∆p 6= 0
EUR/USD 984 21515 11292 4.10 8.06 0.011 0.012
USD/JPY 984 16782 11091 5.44 8.17 0.014 0.015
Table 1.21: Summary statistics for exchange rate data. The sample period is from May
2003 till May 2007.
From the filtered, irregularly spaced data, we extract 30-second mid-quote prices
using the last tick method, i.e. for a given point in time, the price is set equal to
the last available mid-quote at or before this point. The 30-second data are then
used for calculating daily realized kernel, KTH2 , where, similarly to previous studies
we define a day as the 24-hour period starting at 2100 GMT each trading day (cf.
Andersen, Bollerslev, Diebold, and Labys, 2001,2003). For each day in the sample, we
therefore use M = 2, 880 high-frequency returns to construct the kernel. The choice
of bandwidth follows the recommendation of Barndorff-Nielsen, Hansen, Lunde, and
Shephard (2008c).
In addition to the realized kernel, we employ realized volatility and bipower varia-
tion to standardize the daily returns. We reduce the sampling frequency in the latter
two cases to 5 minutes (M = 288) primarily due to the presence of zero intraday
returns associated with periods of infrequent trading. While the “zeros” have only
a second-order effect on the realized volatility (Phillips and Yu, 2009), they induce
significant negative bias into the multipower realized measures. Preliminary analysis
shows that this bias is largely avoided by sampling at the 5-minute frequency, or
lower. To be able to compare the results for returns standardized by RV and BV ,
we also use the 5-minute data to calculate RV .
1.7.2 Results
Figure 1.1 shows the evolution of the EUR/USD and USD/JPY spot exchange rates,
daily returns and realized volatilities, while Table 1.22 reports the relevant descrip-
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mean std. dev skewness kurtosis min max
A. Raw returns
EUR/USD 0.020 0.575 -0.038 3.556 -1.845 1.853
USD/JPY 0.007 0.545 -0.160 4.066 -2.361 2.221
B. Realized measures
EUR/USD RV 0.320 0.192 3.386 33.08 0.054 2.764
BV 0.284 0.157 1.882 11.45 0.050 1.670
KTH2 0.328 0.191 2.510 17.52 0.053 2.213
USD/JPY RV 0.335 0.196 2.644 17.57 0.022 2.296
BV 0.302 0.179 3.403 32.07 0.017 2.590
KTH2 0.338 0.205 2.877 17.83 0.022 2.073
C. Standardized returns
EUR/USD r/
√
RV 0.039 0.974 0.020 2.710 -2.655 2.663
r/
√
BV 0.041 1.036 0.019 2.711 -3.177 2.792
r/
√
KTH2 0.036 0.956 -0.005 2.677 -2.729 2.675
USD/JPY r/
√
RV 0.037 0.900 -0.001 2.705 -2.973 2.432
r/
√
BV 0.042 0.947 -0.038 2.724 -3.126 2.502
r/
√
KTH2 0.038 0.896 -0.016 2.701 -2.837 2.455
Table 1.22: Descriptive statistics for daily returns, realized measures of variance, and
standardized returns. The sample period is from May 2003 till May 2007 and spans 984
trading days.
tive statistics. Consistent with the stylized facts about FX returns, the unconditional
distributions of both exchange rates are approximately symmetric around zero and
exhibit fat tails. The average daily realized variances equal 0.320% and 0.335% for
the EUR/USD and USD/JPY, respectively, or about 1/3 of the average daily real-
ized variance of the S&P500 futures contract (e.g. Andersen, Bollerslev, and Diebold,
2007). Very similar descriptive statistics are obtained for the realized kernel, espe-
cially in the case of USD/JPY, which lends further support to our treating of the
5-minute data as essentially microstructure-noise free for the purpose of calculating
realized variance. The mean bipower variation, on the other hand, appears to be
about 10% lower indicating the presence of jumps in the foreign exchange rates.
Turning to the descriptive statistics for daily returns standardized by realized
measures of volatility, reported in Panel C of Table 1.22, we find that for EUR/USD
the mean is approximately zero, standard deviation is close to one, skewness is
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Figure 1.1: Prices, returns, and realized volatility for EUR/USD (left column) and
USD/JPY (right column) exchange rates. The sample period is from June 2003 till
May 2007.
77
Figure 1.2: Kernel density estimates for EUR/USD (left column) and USD/JPY
(right column) returns standardized by realized measures of integrated volatility. The
sample period is from June 2003 till May 2007.
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practically zero and kurtosis is around 2.7 for all three realized measures employed.
The USD/JPY standardized returns behave similarly except for the standard devia-
tion which is significantly less than one even when the bipower variation is used for
normalizing the daily returns.
Before running the tests for standard normality, it is instructive to inspect the
empirical densities of standardized returns estimated by kernel methods. We plot
the estimated densities together with the standard normal density in Figure 1.2.
The figures show very close correspondence between the two densities for EUR/USD,
especially when the returns are standardized by realized volatility or the realized
kernel. The densities of the USD/JPY standardized returns, on the other hand, tend
to be more peaked around the center of the distribution confirming the earlier finding
about standard deviation being smaller than one. The graphical evidence therefore
seems to suggest that the mixture of normals hypothesis may be appropriate for the
EUR/USD exchange rate but not for USD/JPY.
Running a battery of statistical tests for standard normality corroborates these
findings. Panel A of Table 1.23 summarizes the test statistics together with p-values
for the moment-based tests, Kolmogorov test, nonparametric test and the Hong-Li
test for the joint hypothesis of standard normality and independence up to lag 5 of
returns standardized by realized volatility, bipower variation and the realized kernel.
Starting with EUR/USD, none of the tests reject the sharp null hypothesis for any
of the three series on the 5% significance levels, except for the M34 test applied to
returns normalized by bipower variation. The rejection in the latter case is nonetheless
only marginal on the 5% level. The picture changes dramatically when moving to
USD/JPY, where the null hypothesis is rejected by all but the Kolmogorov and Hong-
Li tests on any conventional significance level. The rejections are less pronounced for
the returns standardized by bipower variation. As we observed before this is likely
attributable to fact that the standard deviation of these returns exhibits smaller
departure from the value under the null than is the case of the other two series.
To finally investigate whether the departures from the mixture of normals hypoth-
esis found for the USD/JPY can be explained by the presence of jumps, we employ
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the procedure of Andersen, Bollerslev, Frederiksen, and Nielsen (2008) for detecting
and removing jumps from the 5-minute returns. We then calculate the daily return,
realized volatility and bipower variation for this jump-adjusted data and re-run the
normality tests on the corresponding standardized returns. The results are summa-
rized in Panel B of Table 1.23. Clearly, the null is still overwhelmingly rejected. The
mixture of normals thus finds no empirical support in the case of USD/JPY even
after accounting for jumps.
H34 M34 H14 M14 K NP HL
A. Standardized returns
EUR/USD r/
√
RV 2.611
(0.271)
4.105
(0.128)
5.292
(0.258)
5.264
(0.261)
0.797
(1.360)
−0.905
(0.817)
5.705
(0.335)
r/
√
BV 4.161
(0.124)
1.904
(0.385)
8.672
(0.070)
8.205
(0.084)
0.876
(1.360)
0.204
(0.419)
8.882
(0.114)
r/
√
KTH2 2.619
(0.269)
6.296
(0.043)
7.342
(0.118)
7.424
(0.115)
0.813
(1.360)
−0.797
(0.787)
5.317
(0.378)
USD/JPY r/
√
RV 0.400
(0.818)
15.89
(0.000)
19.28
(0.001)
19.68
(0.001)
1.207
(1.360)
1.763
(0.038)
8.347
(0.138)
r/
√
BV 1.888
(0.389)
6.921
(0.031)
8.315
(0.081)
8.464
(0.075)
0.926
(1.360)
−0.243
(0.596)
3.426
(0.634)
r/
√
KTH2 0.467
(0.791)
16.66
(0.000)
20.63
(0.000)
21.05
(0.000)
1.204
(1.360)
1.890
(0.029)
8.139
(0.148)
B. Jump-adjusted standardized returns
EUR/USD r/
√
RV 0.860
(0.650)
6.048
(0.049)
6.622
(0.157)
6.764
(0.148)
0.936
(1.360)
−0.648
(0.741)
4.427
(0.489)
r/
√
BV 1.940
(0.379)
1.368
(0.504)
3.039
(0.551)
2.887
(0.576)
0.740
(1.360)
−1.116
(0.867)
8.509
(0.130)
USD/JPY r/
√
RV 0.305
(0.858)
16.79
(0.000)
20.92
(0.000)
21.34
(0.000)
1.207
(1.360)
1.900
(0.028)
17.08
(0.004)
r/
√
BV 1.307
(0.520)
9.245
(0.009)
10.74
(0.029)
−0.093
(0.537)
0.894
(1.360)
10.95
(0.027)
3.469
(0.628)
Table 1.23: Tests for normality of standardized exchange rate returns. Panel A reports
test statistics for the null hypothesis of standard normality of standardized returns, while
panel B gives the corresponding test statistics for jump-adjusted standardized returns. P-
values are provided in parentheses except for the Kolmogorov test where we report the 5%
critical value instead. The various realized measures by which the returns are standardized
are reported in the second column. The sample period is from June 2003 till May 2007.
1.8 Conclusion
This chapter investigates the behavior of some common tests for normality when ap-
plied to testing the mixture-of-normals hypothesis using high-frequency data. We
provide conditions under which the measurement error associated with realized mea-
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sures of integrated variance vanishes in the limit and hence does not affect the limiting
distribution of the test statistics for normality. An extensive simulation evidence pro-
vides some guidance for practice as to the choice of sampling frequency and sample
size for which the contribution of the measurement error seems negligible and not dis-
torting inference about the null hypothesis. In an application to a recent sample of
foreign exchange rates, we find that the mixture-of-normals hypothesis is supported
by the data in case of EUR/USD but is strongly rejected for USD/JPY.
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1.A Proofs
Proof of Proposition 1.1 We need to show that
1√
T
T∑
t=1
spt,M =
1√
T
T∑
t=1
spt + op(1), p = 1..4, (1.49)
since Hei(x) is a polynomial of order i. We approximate s
p
t,M by a Taylor series
expansion around spt
1√
T
T∑
t=1
spt,M =
1√
T
T∑
t=1
spt −
p
2
√
T
T∑
t=1
rpt
IV
(p+1)/2
t
Nt,M +
√
TOp(N
2
t,M) (1.50)
We start with p = 1. The expectation of the leading term of the Taylor series
expansion (1.50) is equal to zero since
E
(
rt
IV
3/2
t
Nt,M
)
= E
(
1
IV
3/2
t
E
(
rtNt,M |σ{(σu)[t−1,t]}
))
= E
(
1
IV
3/2
t
E
(
rt|σ{(σu)[t−1,t]}
)
E
(
Nt,M |σ{(σu)[t−1,t]}
))
,
= 0,
where σ{(σu)[t−1,t]} is the σ-field generated by the sample path of volatility. The
variance is given by
Var
(
1√
T
T∑
t=1
rt
IV
3/2
t
Nt,M
)
=
1
T
Var
(
T∑
t=1
rt
IV
3/2
t
Nt,M
)
+
2
T
T∑
t=1
∑
s>t
Cov
(
rt
IV
3/2
t
Nt,M ,
rs
IV
3/2
s
Ns,M
)
=
1
T
T∑
t=1
E
( rt
IV
3/2
t
)2
N2t,M

≤ 1
T
T∑
t=1
cE
(
s4t
)1/2
E
(
N4t,M
)1/2
= O
(
M−1
)
,
by assumption A2, because all the covariance terms are zero:
Cov
(
rt
IV
3/2
t
Nt,M ,
rs
IV
3/2
s
Ns,M
)
= E
(
rt
IV
3/2
t
Nt,M
rs
IV
3/2
s
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)
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= E
(
1
IV
3/2
t IV
3/2
s
E
(
rtrsNt,MNs,M |σ{(σu)[t−1,t]∪[s−1,s]}
))
= 0.
Thus the leading term in (1.50) converges in mean-square and hence in probability
to zero as M,T → ∞. Finally, the last term is Op(T/M2) so it approaches zeros if
T/M → c < ∞. The proof for the case when p = 3 follows the same argument and
hence we do not present it here for the sake of brevity.
To prove the proposition for p = 2 and p = 4, we apply the Central Limit Theorem
for RVt,M (Jacod, 1994, Jacod and Protter 1998, and Barndorff-Nielsen and Shephard,
2002):
Nt,M = M
−1/2(2IQt)1/2zt + op(M1/2), zt
iid∼ N(0, 1) (1.51)
Taking first-order Taylor expansion of s2t,M around s
2
t , we obtain
1√
T
T∑
t=1
s2t,M =
1√
T
T∑
t=1
s2t −
1√
T
T∑
t=1
r2t
IV 2t
Nt,M +Op(T/M
2)
=
1√
T
T∑
t=1
s2t −
1√
T
T∑
t=1
r2t
IV 2t
M−1/2(2IQt)1/2zt
− 1√
T
T∑
t=1
r2t
IV 2t
op(M
1/2) +Op(T/M
2) (1.52)
Now conditionally on the sample path of volatility, r2t and zt are uncorrelated since
the Brownian motions driving r2t and zt are, respectively, Wt and Bt, and we have
W ⊥ B. Thus the expectation of the second term is zero and the variance is given by
Var
(
1√
T
T∑
t=1
r2t
IV 2t
M−1/2(2IQt)1/2zt
)
=
1
TM
T∑
t=1
Var
(
r2t
IV 2t
(2IQt)
1/2zt
)
,
=
2
TM
T∑
t=1
E
(
r4t
IV 4t
IQt
)
,
≤ 2
TM
T∑
t=1
cE(s8t )
1/2E(IQ2t ])
1/2, (1.53)
= O(M−1),
by assumption A2. Hence the second term in (1.52) converges in probability to zero.
The third term in (1.52) is op(T/M), and thus vanishes asymptotically if T/M → c <
∞ as T,M →∞. 
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Proof of Propositions 1.2 - 1.4 The proof of Propositions 2,3,4 can be obtained by
following the same line of argument as in the proof of Proposition 1, using the Central
Limit Theorems for TSRVt,l,M , MSRVt,e,M and KRVt,H,M given in Zhang, Mykland,
and Aı¨t-Sahalia (2005), Aı¨t-Sahalia, Mykland, and Zhang (2010), and Barndorff-
Nielsen, Hansen, Lunde, and Shephard (2008a), respectively. 
Proof of Proposition 1.5 To prove Proposition 4 we follow the approach taken by
Corradi, Distaso, and Swanson (2010) in proving their Theorem 1. Define ut,M =
Φ(st,M), ut = Φ(st) and write ut,M = ut + Pt,M . Then∣∣∣∣∣ 1√T
T∑
t=1
[1{ut,M ≤ r} − 1{ut ≤ r}]
∣∣∣∣∣ ≤ 1√T
T∑
t=1
1{ut−sup
t
|Pt,M | ≤ r ≤ ut+sup
t
|Pt,M |}
By continuity and boundedness of Φ(x) and Assumption A2, E|Pt,M | = O(b−1/2M ), and
we have
Pr
(
sup
t
T−
2
2k−1 b
1/2
M |Pt,M | > 
)
≤
T∑
t=1
Pr
(
T−
2
2k−1 b
1/2
M |Pt,M | > 
)
,
≤ 1
k
T 1−
2k
2k−1 b
k/2
M E|Pt,M |k,
= O(T 1−
2k
2k−1 ).
Clearly, as T → ∞, we have supt T−
2
2k−1 b
1/2
M |Pt,M | = op(1) and it follows that there
exists a constant c such that with probability approaching one as T,M →∞
1
T
T∑
t=1
1{st − sup
t
|Pt,M | ≤ r ≤ st + sup
t
|Pt,M |}
≤ 1
T
T∑
t=1
1{st − cT 22k−1 b−1/2M ≤ x ≤ st + cT
2
2k−1 b
−1/2
M }.
By Markov inequality
Pr
(
1√
T
T∑
t=1
1{ut − cT 22k−1 b−1/2M ≤ r ≤ ut + cT
2
2k−1 b
−1/2
M } > η
)
≤ 1
η
1√
T
T∑
t=1
E(1{ut − cT 22k−1 b−1/2M ≤ r ≤ ut + cT
2
2k−1 b
−1/2
M })
≤ 1
η
1√
T
T∑
t=1
Pr(ut − cT 22k−1 b−1/2M ≤ r ≤ ut + cT
2
2k−1 b
−1/2
M )
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≤ 2c
η
T
1
2
+ 2
2k−1 b
−1/2
M ,
which establishes the order in probability of
∣∣∣ 1√
T
∑T
t=1[1{ut,M ≤ r} − 1{ut ≤ r}]
∣∣∣,
pointwise in r. To prove that this results also holds uniformly in r in the Skorohod
topology, we need to find the order in probability of the Skorohod distance between
1√
T
∑T
t=1 1{ut,M ≤ r} and 1√T
∑T
t=1 1{ut ≤ r}. But this distance is majorized by the
distance between 1√
T
∑T
t=1 1{ut− supt |Pt,M | ≤ r} and 1√T
∑T
t=1 1{ut ≤ r}, which are
identical empirical processes randomly displaced by supt |Pt,M |. It follows that the
Skorohod distance is majorized by
√
T supt |Pt,M |, and hence it is Op
(
T
1
2
+ 2
2k−1 b
− 1
2
M
)
.

Proof of Proposition 1.6 Rewrite IˆT,M as
IˆT,M =
∫
R
(fˆT,M(x)− φ(x))2dx
=
∫
R
(fˆT,M(x)− fˆT (x))2dx+ 2
∫
R
(fˆT,M(x)− fˆT (x))(fˆT (x)− φ(x))dx
+
∫
R
(fˆT (x)− φ(x))2dx
= Iˆ
(a)
T,M + 2Iˆ
(b)
T,M + IˆT , (1.54)
We need to find the orders in probability of the first two terms on the right hand
side. We begin with Iˆ
(a)
T,M . By mean-value expansion,∣∣∣fˆT,M(x)− fˆT (x)∣∣∣2 =
∣∣∣∣∣ 1Th
T∑
t=1
K
(
st,M − x
h
)
− 1
Th
T∑
t=1
K
(
st − x
h
)∣∣∣∣∣
2
,
=
∣∣∣∣∣ 1T 2h4
T∑
t=1
T∑
s=1
K ′
(
s¯t,M − x
h
)
K ′
(
s¯s,M − x
h
)
× (st,M − st) (ss,M − st)| ,
≤ 1
T 2h4
(
sup
u
K ′(u)
)2 T∑
t=1
T∑
s=1
|(st,M − st) (ss,M − st)| ,
where s¯t,M ∈ [st,M , st]. Markov inequality implies that
Pr
(
T γhδ
∣∣∣fˆT,M(x)− fˆT (x)∣∣∣2 > ) ,
≤ T
γhδ−4

(
sup
u
K ′(u)
)2
1
T 2
T∑
t=1
T∑
s=1
E (|(st,M − st)(ss,M − ss)|) ,
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=
1

T γhδ−4O(b−1M ),
It follows that T γhδ IˆaT,M = Op(T
γhδ−4b−1M ).
The second term on the right-hand side of (1.54), IˆbT,M , can be treated analogously.
By mean-value expansion,∣∣∣(fˆT,M(x)− fˆT (x))(fˆT (x)− φ(x))∣∣∣
=
∣∣∣∣∣
(
1
Th
T∑
t=1
1
h
K ′
(
s¯t,M − x
h
)
(st,M − st)
)
(fˆT (x)− φ(x))
∣∣∣∣∣ ,
≤ 1
h2
sup
u
K ′(u)
1
T
T∑
t=1
|st,M − st|
∣∣∣fˆT (x)− φ(x)∣∣∣ ,
so by Markov inequality
Pr
(
T γhδ
∣∣∣(fˆT,M(x)− fˆT (x))(fˆT (x)− φ(x))∣∣∣ > )
≤ T
γhδ−2

sup
u
K ′(u)E
(
1
T
T∑
t=1
|st,M − st|
∣∣∣fˆT (x)− φ(x)∣∣∣) ,
≤ T
γhδ−2

sup
u
K ′(u)E
(|st,M − st|2)1/2 E(∣∣∣fˆT (x)− φ(x)∣∣∣2)1/2 ,
=
1

T γhδ−2O(b−1/2M )[O((Th)
−1/2) +O(h2)],
for all x. Thus T γhδ IˆbT,M = Op(T
γ−1/2hδ−5/2b−1/2M ) +Op(T
γhδb
−1/2
M ). 
Proof of Corollary 1.2 Let h(T ) = cT−α, and bM = cT β, where α,β > 0 and c
is a generic positive constant. Then the terms on the right-hand side of (1.23) are,
respectively, Op(T
γ−α(δ−4)−β), Op(T (γ−1/2)−α(δ−5/2)−β/2), and Op(T γ−αδ−β/2). In the
case of oversmoothing, α < 1/5, γ = 1/2, δ = −2, the bias term dominates and the
sufficient condition for the right-hand side of (1.23) to converge to zero in probability
is β > 1 + 4α . When undersmoothing, α > 1/5, γ = 1, δ = 1/2, the variance term
dominates and if β > 1 + 4α, the right-hand side of (1.23) is op(1). Finally, if we
smooth optimally, α = 1/5, γ = 9/10, δ = 0, the variance and bias terms are of the
same order and the sufficient condition reads β > 9/5. The limiting distribution of
IˆT,M then follows directly form Lemma 2.1 in Fan (1994). 
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Proof of Proposition 1.7 Rewrite LˆT,M as
LˆT,M =
∫ 1
0
∫ 1
0
[gˆT,M(u, v)− 1]2dudv
=
∫ 1
0
∫ 1
0
[gˆT,M(u, v)− gˆT (u, v)]2dudv
+2
∫ 1
0
∫ 1
0
[gˆT,M(u, v)− gˆT (u, v)][gˆT (u, v)− 1]dudv
+
∫ 1
0
∫ 1
0
[gˆT (u, v)− 1]2dudv
= LˆaT,M + 2Lˆ
b
T,M + LˆT .
By the same argument as in the proof of Proposition 5, Th2LˆaT,M = Op(Th
−5b−1M ) and
Th2LˆbT,M = Op(T
1/2h−3b−1/2M ) +Op(Tb
−1/2
M ), uniformly in r. 
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Chapter 2
Semiparametric Conditional
Quantile Models for Financial
Returns and Realized Volatility
2.1 Introduction
A fast growing recent literature in financial econometrics focuses on measuring, mod-
eling and forecasting volatility using high-frequency data (Andersen, Bollerslev, and
Diebold, 2009). Yet a number of important financial decisions requires the specifica-
tion and estimation of the entire distribution of future price changes and volatility,
or at least a few quantiles. Prime examples include portfolio selection when returns
are non-Gaussian, risk measurement and management (Value-at-Risk), and market-
timing strategies where the sign of future prices changes is to be predicted (Christof-
fersen and Diebold, 2006). Forecasting the conditional distribution of future returns
or its quantiles based on the use of intraday data and nonparametric measures of
ex post variation in asset prices has so far attracted much less attention than fore-
casting realized volatility. Notable exceptions include Andersen, Bollerslev, Diebold,
and Labys (2003), Giot and Laurent (2004) and Clements, Galvao, and Kim (2008)
who all combine some time-series models for realized volatility with either parametric
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or nonparametric estimators of conditional distributions, and the recent contribu-
tions by Brownlees and Gallo (2009), Shephard and Sheppard (2009) and Maheu
and McCurdy (2010), who base their predictive densities on parametric return-based
volatility models.
This chapter follows a different route and proposes to couple the flexible semi-
parametric quantile regression framework with nonparametric measures of the various
components of ex-post variation in asset prices to study the properties of conditional
quantiles of daily asset returns and realized volatility, and forecast their future val-
ues. The use of quantile regression in financial econometrics is, of course, not new
(Koenker and Zhao, 1996, Chernozhukov and Umantsev, 2001, Engle and Manganelli,
2004, Cenesizoglu and Timmerman, 2008), but to the best of our knowledge, it has
not yet been applied in combination with realized volatility and related measures.
Our approach has a number of advantages. First, by relying on nonparametric
measures of volatility we avoid making restrictive assumptions on the dynamics of
the underlying conditional distributions. Second, by decomposing the overall ex-post
variation in the prices process into the continuous (diffusion) and discontinuous parts
(jumps), we are able to study the predictive power of these two components separately.
Given the recent evidence on the predictive power of contemporaneous jumps for
future volatility (Andersen, Bollerslev, and Diebold, 2007, Corsi, Pirino, and Reno`,
2008) and the finding of Todorov and Tauchen (2010) that prices and volatility tend to
jump together seems to suggests that jumps may perhaps have something to say about
quantiles of future returns and/or volatility as well. Third, the semiparametric nature
of quantile regression avoids confining attention to the relatively restrictive class of
location-scale models (Chernozhukov and Umantsev, 2001). Last but not least, our
models are very simple to estimate yet capture, through the highly persistent realized
volatility measures, the persistent dynamics of the conditional quantiles documented
by Engle and Manganelli (2004) for equity returns.
In addition to the information contained in the historical high-frequency returns,
we also investigate the predictive power of the (risk-neutral) expectations of future
volatility embedded in options prices. The benefits of including implied volatility
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into the information set used for forecasting future volatility has been recently doc-
umented, among others, by Giot and Laurent (2007) and Bush, Christensen, and
Nielsen (2008). See also Bollerslev, Tauchen, and Zhou (2009), who find the ability of
the variance risk premium, i.e. the difference between realized and implied volatility,
to forecast future medium-horizon stock returns. Christofferesen and Mazzota (2005)
show that volatility implied by foreign exchange options helps to predict, albeit im-
perfectly, future distributions of spot exchange rates. Cenesizoglu and Timmerman
(2008) obtain similar results for conditional quantiles of monthly equity index returns.
Motivated by this empirical work, we include implied volatility as an additional co-
variate into the quantile regression models.
Besides modeling conditional quantiles of future returns, we propose simple mod-
els for the quantiles of future realized volatility. Inspired by the work of Andersen,
Bollerslev, and Diebold (2007) and Bush, Christensen, and Nielsen (2008) we con-
sider a heterogeneous quantile autoregressive model (HQAR) with jumps and implied
volatility. This model can be viewed as an extension of the heterogeneous autoregres-
sion, originally proposed by Corsi (2009) for modeling the conditional mean of realized
volatility, to conditional quantiles. A particular version of this model falls into the
class of quantile autoregressions studied by Koenker and Xiao (2006).
Our empirical study of the S&P 500 futures prices between January 1997 and
June 2008 reveals some interesting features of the conditional distribution. First,
we find that both realized as well as implied volatility possess significant predictive
power for quantiles of future returns. Second, upon decomposing realized volatility
into realized downside and upside semivariance (Barndorff-Nielsen, Kinnebrock, and
Shephard, 2010), we find that it is almost exclusively downside semivariance that
drives both left and right tail quantiles. Thus the past negative intraday returns
contain more information about future quantiles than positive the ones and this effect
is not subsumed by option-implied volatility. Finally, jumps play virtually no role in
forecasting quantiles of future daily returns.
Turning to models for realized volatility, we find that the heterogeneous quan-
tile autoregressive model captures the time variation in conditional quantiles of daily
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realized volatility very well both in-sample as well as out-of-sample. The impact
of contemporaneous realized and implied volatilities on future volatility quantiles is
much higher in the far right tail of the distribution than in the left tail confirming the
presence of a significant volatility-of-volatility effect documented by Corsi, Mittnik,
Pigorsch, and Pigorsch (2008) and Bollerslev, Kretschmer, Pigorsch, and Tauchen
(2009). Similar to return quantiles, we document that recent realized downside semi-
variance possesses strong predictive power for future realized volatility quantiles, leav-
ing almost no role for realized upside semivariance. Finally, the variation associated
with jumps comes out insignificant in all models considered.
We complement our empirical analysis by applying the quantile regression models
to the WTI Crude Oil futures contract. Oil futures prices exhibit substantially higher
volatility and volatility of realized volatility than S&P 500 which provides us with
an opportunity to stress-test our methodology on less “well-behaved” financial assets
as S&P 500 is. We find that our quantile models for oil futures perform equally well
in terms of their ability to deliver accurate quantile forecasts and find qualitatively
similar results regarding the predictive power of the various components of the overall
quadratic variation for forecasting quantiles of future returns and volatility.
The rest of the chapter unfolds as follows. In Section 2.2, we review related lit-
erature. Section 2.3 sets out the theoretical framework, while Section 2.4 discusses
conditional quantile estimation by regression quantiles. In Section 2.5, we study the
implications of the measurement error induced by replacing the unobserved volatil-
ity components by their sample counterparts and provide sufficient conditions for
consistency of the quantile regression estimator. Section 2.6 describes the methods
employed to evaluate the performance of our quantile regression models and Section
2.7 describes the data. The empirical analysis is carried out in Section 2.8 and finally
Section 2.9 concludes.
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2.2 Related Literature
Since the estimation of quantiles of future asset returns typically involves the specifica-
tion and estimation of a volatility model, it is not surprising that most of the existing
empirical evidence comes from the voluminous literature on volatility modeling and
forecasting. It is beyond the scope of this section to review in detail all existing work.
We will focus on those contributions that involve the use of high-frequency data or
semiparametric estimation as these are most relevant in our context. For a more
detailed recent survey of the literature, see Kuester, Mittnik, and Paolella (2006)
who review the various approaches to modeling Value-at-Risk (VaR). But since VaR
is nothing else but a conditional quantile, these methods can be used to model any
quantile and not necessarily those in the far left tail.
With the recent developments in the realized volatility literature, numerous pa-
pers have sought to improve upon the performance of GARCH-type models using
high-frequency data to forecast volatility and distributions of future returns. Instead
of fitting a GARCH model to daily data, they employ realized measures of daily
integrated variance to approximate daily volatility and then fit a parametric model
to the time-series of realized measures. Specifically, Andersen, Bollerslev, Diebold,
and Labys (2003) fit a long-memory autoregressive process with normal innovations
to the time-series of logarithmic realized volatility of exchange rates and find that
this model produces superior volatility forecast. They combine this volatility model
with conditional normality of exchange rate returns to calculate conditional Value-at-
Risk (VaR) and evaluate its performance in an out-of-sample exercise. Their results
indicate very good performance of the lognormal-normal long-memory model for es-
timating conditional Value-at-Risk and predictive density for exchange rate returns.
In a similar paper, Giot and Laurent (2004) compare the performance of volatility
and VaR forecasts based on a APARCH model with skewed and leptokurtic innova-
tions vis-a-vis an ARFIMAX model for realized volatility coupled with skewed and
leptokurtic return innovations. They argue that the assumption of normal return
innovations used in Andersen, Bollerslev, Diebold, and Labys (2003) is not empiri-
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cally justifiable. This is because the distribution of one-period returns standardized
by expected rather than realized volatility are far from normal even though the re-
turns standardized by realized volatility seem to be approximately Gaussian. They
apply the above mentioned forecasting models to high-frequency returns of the SP500
and CAC40 indices and YEN-USD and DEM-USD exchange rates and find similar
performance of the two models across asset classes. Giot and Laurent (2004) thus
conclude that as long as the GARCH-type model properly accounts for the asymme-
try and leptokurtosis of asset returns, it can deliver equally accurate volatility and
VaR forecasts as the models based on realized volatility.
Clements, Galvao, and Kim (2008) exploit the latest developments in the litera-
ture on forecasting realized volatility to construct quantile forecasts for exchange rate
returns. Instead of employing a long-memory model to forecast realized volatility
they use Mixed Data Sampling (MIDAS) approach developed by Ghysels, Santa-
Clara, and Valkanov (2006) and the heterogenous autoregressive model for realized
volatility (HAR-RV) introduced by Corsi (2009). They also consider the HAR-RV-CJ
model of Andersen, Bollerslev, and Diebold (2007), in which the jump component of
the quadratic variation enters the forecasting equation separately from the estimate
of integrated variance. Rather than assuming a parametric distribution for price in-
novations, Clements, Galvao, and Kim (2008) propose to use the empirical cumulative
distribution function to estimate the quantiles of returns standardized by expected
realized volatility. An interesting finding of Clements, Galvao, and Kim (2008) is that
if one uses the empirical cdf to construct the quantiles, the accuracy of the volatility
forecasting model does not seem to have a large impact on the quality of quantile
forecasts. However, if one assumes the normal distribution, better forecasting models
do improve the quantile forecasts. Clements, Galvao, and Kim (2008) conclude that
the combination of autoregressive model for logarithmic realized volatility together
with the empirical cdf generates forecasts of VaR with reasonable performance.
In three recent and related papers, Brownlees and Gallo (2009), Shephard and
Sheppard (2009) and Maheu and McCurdy (2010) focus on return-based volatility
models and extend them by incorporating the information contained in realized mea-
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sures of variation based on high-frequency data. Brownlees and Gallo (2009) propose a
multiplicative error model for realized measures with Gamma distributed innovations
and show that their model outperforms GARCH in terms of forecasting Value-at-
Risk for selected stocks traded on the New York Stock Exchange (NYSE). Shephard
and Sheppard (2009) modify the simple GARCH(1,1) model by replacing the lagged
squared return by a lagged realized measure and let the realized measure follow an
autoregressive process. The main focus of the paper is on volatility prediction but
the authors also discuss a boostrap procedure for obtaining the entire predictive den-
sity for future returns. An evaluation of accuracy of the resulting density forecasts,
however, awaits future research. Finally, Maheu and McCurdy (2010) propose a two-
component model for logarithmic realized volatility and find that their model provides
a significant improvement in terms of predictive density accuracy with respect to an
EGARCH model estimated from daily data.
The literature on modeling and estimation of predictive density for realized volatil-
ity is rather scarce. Corsi, Mittnik, Pigorsch, and Pigorsch (2008) extend the HAR
model by allowing for time varying volatility of realized volatility and normal inverse
Gaussian innovations, and show that their model delivers accurate realized volatility
density forecasts. Corradi, Distaso, and Swanson (2009) propose fully nonparamet-
ric predictive inference for future integrated variance and find that their estimators
perform well in terms of direction forecasting. To our knowledge, no semiparametric
analysis has been done to date.
Having reviewed the literature on quantile forecasting with high-frequency data,
we now discuss the most relevant financial applications of quantile regression, intro-
duced in the seminal work by Koenker and Bassett (1978). Beginning with linear (in
parameters) quantile regression specifications, Chernozhukov and Umantsev (2001)
propose linear and polynomial models for conditional Value-at-risk with various eco-
nomic and financial variables as regressors, and discuss in detail estimation and in-
ference strategies. Their empirical application is confined to a small set of predictor
variables and a single stock traded on NYSE. A much more detailed analysis of pre-
dictability of stock return quantiles is carried out by Cenesizoglu and Timmerman
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(2008), who look at monthly returns on the S&P 500 index and include valuation
ratios, bond yields, various risk measures and corporate finance variables into the set
of explanatory variables. They find that many of these variables help forecast return
quantiles out-of-sample in a statistically as well as economically significant way.
Christoffersen, Hahn, and Inoue (2001) combine various methods for volatility
forecasting with simple linear quantile regression to calculate Value-at-Risk. They
first obtain model-based forecasts of future volatility and then quantile-regress returns
on a constant and the time-series of these forecasts.
Instead of proceeding in two steps as Christoffersen, Hahn, and Inoue (2001),
Engle and Manganelli (2004), inspired by the GARCH family of models for condi-
tional volatility, estimate the conditional quantiles directly by generalizing the linear
quantile regression model to account for persistent dynamics of financial return dis-
tributions. In their so-called CaViaR model, the conditional quantile is specified
recursively, similarly to conditional variance in a GARCH model. This comes at a
computational cost: the quantile model is no longer linear and estimation proceeds
by methods for nonlinear quantile regression, which are quite involved, see Engle and
Manganelli (2004) and Koenker (2005) for details. A simpler, ARCH-type quantile
model that avoids nonlinear estimation was proposed by Koenker and Zhao (1996).
A potentially fruitful way of generalizing the CaViaR model further would be to fol-
low Shephard and Sheppard (2009) and incorporate the various realized measures of
volatility into the quantile specifications.
So how does our work contribute to this literature? We exploit the information
content of historical realized measures and well as implied volatility and employ these
variables as predictors in linear quantile regression models for future return and re-
alized volatility. What is new in the models for future returns is the use of realized
measures of volatility as opposed to GARCH-type or any other model-based volatil-
ity forecast in the regressions. Modeling quantiles of realized volatility by regression
quantiles is, to our knowledge, new in the literature. The models we propose in
this chapter can serve as useful risk managements tools for investors trading risky
financial assets or various derivative contracts written on realized volatility of these
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assets. They also provide additional insights into the dynamics of return and volatility
quantiles.
2.3 Theoretical Framework
We assume that the logarithmic price process obeys an Itoˆ semimartingale
Xt = X0 +
∫ t
0
bsds+
∫ t
0
σsdWs + Lt, (2.1)
where bt is a predictable process, σt is cadlag, Wt is standard Brownian motion and
Lt is a finite-activity pure jump process,
Lt =
Nt∑
j=1
κj,
where Nt is a counting process and the κj’s are random variables governing the size
of jumps. The process in equation (2.1) is very general and allows for rich dynam-
ics. In particular, it accommodates stochastic volatility with possibly discontinuous
sample paths (Todorov and Tauchen, 2008), the leverage effect characterized by neg-
ative correlation between volatility and price innovations (Bollerslev, Litvinova, and
Tauchen, 2006), time-varying jump intensity and jump sizes (Chan and Maheu, 2002),
etc. We do not wish to make any parametric assumptions about the respective pro-
cesses when estimating the quantiles of the distribution of future returns but we rely
instead on nonparametric measures of volatility and jumps variation coupled with
semi-parametric quantile regression-based methods.
Associated with the semimartingale in equation (2.1) is a quadratic variation
process
QVt =
∫ t
0
σ2sds+
∑
0≤s≤t
(∆Ls)
2,
≡ IVt + JVt,
where IVt is the integrated variance, that is, the part of QVt due to the continuous part
of the log-price process and JVt is the jump variation due to the purely discontinuous
part of Xt. As detailed by Andersen, Bollerslev, Diebold, and Labys (2003), quadratic
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variation is a natural measure of variability in the logarithmic price and its individual
components serve as important imputs into many asset pricing models.
When studying the conditional distribution of future returns, we separate the con-
tribution of the two components of the quadratic variation process, i.e. the continuous
part from the jump part. Recent evidence from the volatility forecasting literature
(e.g. Andersen, Bollerslev, and Diebold, 2007, Corsi, Pirino, and Reno`, 2008) indi-
cates that the two sources of variation in the asset price possess substantially different
time series properties and affect future volatility in a different way. Anticipating that
similar results will obtain for the entire conditional distribution, we now consider
alternative approaches to disentangling the integrated variance from jump variation.
Suppose we obtain a sample of size T (M + 1), corresponding to T days each
having M + 1 intraday observations. Define ∆iXt = Xt−1+(i+1)/M − Xt−1+i/M as
the i-th intraday return on day t. A consistent estimator of the overall quadratic
variation is provided by the well-known realized volatility, introduced into financial
econometrics by Andersen and Bollerslev (1998),
RVt,M =
M−1∑
i=0
(∆iXt)
2,
with RVt,M
p→ IVt + JVt as M → ∞. To estimate the integrated volatility, IVt, in
the presence of jumps, several approaches have been suggested in the literature:
(i) Truncated realized volatility (Mancini, 2008)
tRVt,M =
M−1∑
i=0
(∆iXt)
21{(∆iXt)2≤r(h)},
where r(h) is a suitable chosen threshold function with r(h) approaching zero
sufficiently fast as h→ 0.
(ii) Multipower variation (Barndorff-Nielsen and Shephard, 2004),
RMPV
(p)
t,M = µ
−1
p
(
M
M − p
)M−p∑
i=0
p∏
j=1
|∆i+jXt|2/p
where µp = E[|Z|p], Z ∼ N(0, 1).
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(iii) Threshold multipower variation (Corsi, Pirino, and Reno`, 2008)
tRMPVt,M = µ
−1
p
(
M
M − p
)M−p∑
i=0
p∏
j=1
|∆i+jXt|2/p1{|∆i+jXt|≤ϑ},
where ϑ is a suitable chosen threshold not necessarily approaching zero as M →
∞.
(iv) Median realized volatility (Andersen, Dobrev, and Schaumburg, 2009),
MedRVt,M =
pi
6− 4√3 + pi
(
M
M − 2
)M−3∑
i=0
med(|∆iXt|, |∆i+1Xt|, |∆i+2Xt|)2
We can now define consistent estimators of IVt and JVt, denoted by IVt,M and JVt,M ,
respectively, as follows
IVt,M ∈ {tRVt,M , RMPV (p)t,M , tRMPVt,M ,MedRVt,M}
JVt,M = RVt,M − IVt,M
The estimation errors associated with these estimators are defined as
N ct,M = IVt,M − IVt, (2.2)
Ndt,M = JVt,M − JVt, (2.3)
Central limit theory for N ct,M is provided by Barndorff-Nielsen, Shephard, and Winkel
(2006), Mancini (2008), Corsi, Pirino, and Reno` (2008) and Andersen, Dobrev, and
Schaumburg (2009) for multipower variation, truncated realized volatility, threshold
multipower variation and median realized volatility, respectively, under various as-
sumptions on the volatility and jump processes. Veraart (2010) gives a CLT for Ndt,M
constructed using multipower variation. In all of these contributions,
√
M conver-
gence is established.
In addition to the IV − JV decomposition of the overall quadratic variation,
Barndorff-Nielsen, Kinnebrock, and Shephard (2010) recently proposed to further
decompose the realized volatility and jump variation into the part associated with
negative intraday returns and the part due to the positive intraday returns:
RS−t,M =
M−1∑
i=0
(∆iXt)
21{∆iXt<0}
p→ 0.5IVt +
∑
t−1≤s≤t
1{∆Ls<0}(∆Ls)
2,
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RS+t,M =
M−1∑
i=0
(∆iXt)
21{∆iXt>0}
p→ 0.5IVt +
∑
t−1≤s≤t
1{∆Ls>0}(∆Ls)
2,
In an empirical application, the authors find that the realized downside semivariance
(RS−t,M) seems to be much more informative than the realized upside semivariance
(RS+t,M) for the purposes of forecasting future volatility. Similar results have been
recently obtained by Patton and Sheppard (2009).
2.4 Quantile Regression Models
Having described the theoretical framework, we now propose semiparametric models
for the quantiles of future returns and volatility.
2.4.1 Models for returns
We assume that the α-quantile of the distribution of future returns, conditional on
the information set Ωt, can be written as a linear function of the various components
of the current and past quadratic variation and weakly exogenous variables,
qα(rt+1|Ωt) = β0(α) + βv(α)′v1/2t + βz(α)′zt. (2.4)
where
rt+1 = Xt+1 −Xt,
v
1/2
t = (QV
1/2
t , QV
1/2
t−1 , ..., IV
1/2
t , IV
1/2
t−1 , ..., JV
1/2
t , JV
1/2
t−1 , ...)
′,
and zt is a vector of weakly exogenous variables and β0(α),βv(α),βz(α) are (vectors)
of coefficients.
The equation (2.4) is a linear quantile regression proposed by Koenker and Bassett
(1978). They show that the parameters can be estimated by minimizing the following
objective function,
QRT (β(α)) ≡ 1
T
T−1∑
t=1
ρα(rt+1 − β0(α)− βv(α)′v1/2t − βz(α)′zt), (2.5)
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where
ρα(x) = x[α− 1{x<0}].
Although the optimization problem does not admit a closed-form solution, relatively
simple and computationally fast algorithms for finding the minimum are available, see
Portnoy and Koenker (1997). A potential problem that may arise in small samples is
the so-called quantile crossing, i.e. the estimated quantiles are not guaranteed to be
monotonic in α. If this occurs, the recently developed approach due to Chernozhukov,
Ferna´ndez-Val, and Galichon (2010) can be employed to establish monotonicity of
the estimated quantiles. In our empirical applications reported later in the chapter,
quantile crossing never arises.
Minimizing (2.5) is infeasible since it involves unobserved quantities. A feasible
objective function is obtained by replacing the integrated variance and jump variation
by the consistent estimators discussed in the previous paragraph,
QRT,M(β(α)) ≡ 1
T
T−1∑
t=1
ρα(rt+1 − β0(α)− βv(α)′v1/2t,M − βz(α)′zt),
where v
1/2
t = (QV
1/2
t,M , QV
1/2
t−1,M , ..., IV
1/2
t,M , IV
1/2
t−1,M , ..., JV
1/2
t,M , JV
1/2
t−1,M , ...)
′. This, how-
ever, introduces a measurement error problem, which may, in general, render the
quantile estimators inconsistent. We study this problem in greater detail in Sec-
tion 2.4, where we establish conditions under which the measurement error vanishes
asymptotically.
2.4.2 Models for Realized Volatility
Motivated by the work of Corsi (2009) and Andersen, Bollerslev, and Diebold (2007),
we write the conditional α-quantile of QVt+1 as
qα(QVt+1|Ωt) = β0(α) + βv1(α)′vt + βv5(α)′vt,t−5 + βv22(α)′vt,t−22 + β′z(α)′zt (2.6)
where
vt,t−k =
1
k
k−1∑
j=0
vt−j
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is the average vt over the past k days, and as before zt a set of regressors. Note that
for a particular choice of regressors, namely vt = (QVt, QVt−1, ..., QVt−k)′ for some k,
the model fall into the class of quantile autoregression studied by Koenker and Xiao
(2006).
Similarly to the models for returns, the unobserved volatility measures in (2.6)
have to be replaced by their sample counterparts to obtain feasible estimators of
conditional quantiles. The same measurement error problem arises here.
2.5 Measurement Error Problem
To ensure that the feasible estimators βˆT,M differ from the infeasible ones, βˆT by a
measurement error that vanishes as T,M →∞, we need to show that feasible objec-
tive function, QRT,M , converges in probability to the infeasible one, QRT , uniformly
on the parameter space. Sufficient conditions for this depend on the properties of the
measurement errors defined in (2.2) and (2.3), which in turn depend on the behavior
of the volatility and jump processes driving the logarithmic price. Intuitively, the
fact that both estimation errors converge to zero at rate
√
M seems suggest that the
impact of the measurement error vanishes if the number of intraday observations (M)
grows faster than the number of days (T ) in the sample.
To prove this conjecture, we follow the double-asymptotic approach of Corradi,
Distaso, and Swanson (2010). They establish useful results regarding the rate of decay
of moments of the measurement error associated with a number of realized measures,
including some of those employed in this chapter. We extend these results to the
case of realized volatility and median realized volatility in the presence of jumps and
employ these to prove the asymptotic negligibility of the measurement error for the
estimation of conditional quantiles. Our assumptions stated in the Appendix essen-
tially mirror those of Corradi, Distaso, and Swanson (2010) and require that some
integrability and mixing conditions hold for the spot volatility and jumps processes.
Proposition 2.1 Under the assumptions stated in Appendix, for fixed α,
|QRT,M(β(α))−QRT (β(α))| = Op(T 22k−1M− 12 ),
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uniformly on a compact parameter space Θ.
The proposition shows that the number of intraday observations (M) has to grow
faster than a power of (T ) for the contribution of the measurement error associated
with the realized measures of integrated variance and jump variation to degenerate
in the limit. How faster M must grow depends on the the number of moments the
volatility and jump processes possess. If all moments exist (i.e. k = ∞), we obtain
the intuitive result that contribution of the measurement error is drive entirely by
the discretization associated with finite M . The reason while the latter cannot be
established for any k ≥ 2 is due to the fact that the standard mean-value argument
does not apply due to the non-differentiability of the objective function.
2.6 Evaluation of quantile forecasts
To evaluate the performance of quantile forecasts we employ a recently developed
method based on quantile regression due to Gaglianone, Lima, and Linton (2008).
The authors observe that if the conditional quantile qα(rt+1|Ωt) is correctly specified,
then upon quantile-regressing rt+1 on the estimated quantile qˆα(rt+1|Ωt) one obtains
an intercept close to zero and slope estimate close to one, similarly to the well-known
Mincer-Zarnowitz regression. Gaglianone, Lima, and Linton (2008) propose a Wald-
type test for testing this null hypothesis, which they call the VQR test. In our
implementation, we do not base our inference on the limiting variance matrix derived
in the aforemention paper but rely on moving-block bootstrap instead.
It is easy to see that the quantile regression approach cannot be used to evaluate
in-sample fit of conditional quantile models estimated by quantile regression itself. By
virtue of quantile regression estimation, the proportion of negative residuals will be
approximately equal to α for any quantile and/or set of regressors as long as an inter-
cept is included in the model (Koenker, 2005, pp. 37). Consequently, the in-sample
empirical coverage of a model estimated by quantile regression will be approximately
equal to the nominal coverage by construction and the VQR test statistics will be
close to zero.
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To check the in-sample fit of our quantile regression models, we resort to the
test for correct conditional coverage developed by Christoffersen (1998a). A correctly
dynamically specified conditional quantile model implies that the sequence of the
so-called hits, defined by
Hitt+1 = 1{rt+1 ≤ qα(rt+1|Ωt)},
is independent over time and distributed as Bernoulli random variable with parameter
α. Christoffersen (1998a) suggest a likelihood ratio test for the null hypothesis of
independence against the alternative of first-order Markov chain. Using this approach
thus essentially amounts to testing for first-order serial correlation in the quantile
regression residuals.
2.7 Data Description and Preliminaries
We apply the quantile regression models to daily returns and realized volatility of two
assets: S&P 500 and WTI Crude Oil futures.
We use high-frequency data on the S&P 500 futures contract obtained from Tick
Data for a period running from January, 1996 till June, 2008. We focus on transactions
prices pertaining to the most liquid (front) contract traded on the Chicago Mercantile
Exchange (CME) during the main trading hours of 9:30 - 16:00 EST. From the raw
irregularly spaced prices we extract 5-minute logarithmic returns using the last-tick
method. The choice of sampling frequency is guided by the volatility signature plot
(Andersen, Bollerslev, Diebold, and Labys, 2000), and previous literature employing
the same data (Andersen, Bollerslev, and Diebold, 2007, Corsi, Pirino, and Reno`,
2008, among others).
In addition to historical volatility measures, we also explore the role of option
implied volatility. In particular, we employ the VIX index calculated by the Chicago
Board of Exchange (CBOE), which measures market expectations of one-month-
ahead volatility of the S&P 500 index implied by a portfolio of put and call options.
The index is model-free in the sense that it does not rely on any particular parametric
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option pricing model to extract the implied volatility. See e.g. Fernandes, Medeiros,
and Saffi (2008a) for a detailed description of the construction of the index as well
as its time-series properties. Although the maturity of the options used to construct
the index (30 calendar days) does not match our forecasting horizon (1 day), the VIX
index can still be used, and very successfully as we will see later, as a proxy for the
one-day-ahead implied volatility. To this end, we employ the VIX divided by
√
365
in the subsequent empirical work.
The intraday WTI Crude Oil futures prices are obtained from Tick Data and cover
the period from September, 2001 till August 2008. Similar to the equity futures, we
focus on the front contract traded on the New York Mercantile Exchange (NYMEX)
during the main trading hours between 9:00 - 15:00 EST. We employ 5-minute loga-
rithmic returns to avoid issues with market microstructure noise.
The CBOE has recently introduced a crude oil volatility index (OVX), applying
the same methodology as in the case of VIX to calculate 30-day volatility implied by
oil futures options. The history of OVX only goes back to May 2007 and so is too
short for our purposes. We therefore construct our own model-free implied volatility
index using settlement prices for American-style futures options on oil traded on the
CME, following the methodology of Carr and Wu (2009) and Trolle and Schwartz
(2009). The details are described in Appendix B.
2.7.1 Returns, realized measures and implied volatility: S&P
500 futures
We construct the following measures of the various components of quadratic variation:
realized variance, realized upside semivariance, realized downside semivariance and
the median realized volatility. As mentioned before, the median realized volatility
offers a number of advantages over the alternative measures of integrated variance in
the presence of infrequent jumps. It is less sensitive to the presence of occasional zero
intraday returns and enjoys smaller finite-sample bias induced by jumps, while being
computationally simple to implement. Table 2.1 reports the summary statistics for
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the daily open-to-close logarithmic returns and the various measures of variation in
the S&P 500 futures prices. The daily returns, plotted in Figure 2.1, exhibit the usual
stylized properties of financial returns: small, insignificant mean, excess kurtosis and
volatility clustering.
Mean Std. Dev. Skew. Kurt. Min Max JB LB20
rt -0.010 1.015 0.105 8.843 -7.730 8.382 1579 35.10
RVt 0.992 1.368 8.177 129.3 0.052 32.99 19865 7166
RV
1/2
t 0.890 0.445 2.292 11.08 0.228 5.744 1673 17894
logRVt -0.434 0.881 0.283 0.109 -2.951 3.496 42.57 23807
RV −t 0.492 0.638 5.345 46.40 0.013 9.004 15037 7896
RV +t 0.499 0.841 13.70 329.4 0.023 26.38 69983 3647
MedRVt 0.919 1.248 6.228 61.24 0.042 19.13 22046 9166
V IXt 1.278 0.834 1.621 3.657 0.267 5.731 1795 48706
Table 2.1: Summary statistics for S&P 500 futures prices. JB denotes the Jarque-
Bera test statistics for normality and LB20 is the Ljung-Box test statistics for serial
correlation up to lag 20. All realized measures are calculated from 5-minute prices
obtained from irregularly-spaced transactions data using the last-tick method. The
sample period is from January 3, 1997 till June 30, 2008, yielding 3140 daily obser-
vations.
Turning to the realized variance and the upside and downside semivariances, we
observe that they are all highly positively skewed. A logarithmic transformation
does not eliminate the skeweness entirely leading to the rejection of normality of
logarithmic RV and hence log-normality of the realized variance and semivariances.
The realized upside variance seems to be slightly more volatile than the realized
downside variance and its distribution is also much more positively skewed and heavy-
tailed. The Ljung-Box test for no autocorrelation up to lag 20 confirms the well-known
persistence of realized volatility.
To estimate the contribution of jumps, we first test on a day-by-day basis for
the presence of jumps in the price process using a test based on the median realized
volatility1. We set the significance level to 0.1% as is usual in the literature.
1Although Andersen, Dobrev, and Schaumburg (2009) do not derive a test for jumps based
on MedRV , this can be easily done by exploiting their joint Central Limit Theorem for RV and
MedRV and following the steps of Barndorff-Nielsen and Shephard (2006). Simulation evidence
reported by Theodosiou and Zˇikesˇ (2009) indicates that a test based on the ration of MedRV and
RV enjoys good finite sample properties and some robustness to the presence of occasional zero
intraday returns.
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Figure 2.1: Returns and Volatility of S&P 500. Time series of daily returns, real-
ized variance, median realized variance and jump variation for the S&P 500 futures
contract. All realized measures are calculated from 5-minute prices obtained from
irregularly-spaced transactions data using the last-tick method. The sample period
is from January 3, 1997 till June 30, 2008.
On days when jumps are detected by the test, we set IVt,M = MedRVt,M and JVt,M =
RVt,M −MedRVt,M , while on days when no jumps are found, we set IVt,M = RVt,M
and JVt,M = 0, thereby ensuring that the continuous and discontinuous components
always sum up to the overall quadratic variation. This shrinkage approach follows,
among others, Andersen, Bollerslev, and Diebold (2007) and Corsi, Pirino, and Reno`
(2008).
Similar to previous empirical results (Huang and Tauchen, 2005) we find that
jumps are relatively infrequent. The test identifies 66 days with significant jumps
106
corresponding to about 2.1% of our sample. The jumps contribute only about 1.3%
to the overall quadratic variation. It is clear from the plot of the time series of jump
variation (Figure 2.1) that the properties of jumps have changed roughly in the middle
of the sample period. While over the first 5-6 years of the sample the jumps were rare
and large, it seems that they have become smaller and more frequent in the second
half of our sample period. Note that this period is also associated with relatively
small integrated variance as measured by the median realized variance.
Mean Std. Dev. Skew. Kurt. Min Max JB LB20
rt 0.022 2.026 -0.155 3.623 -12.53 14.43 477.9 33.02
RVt 4.066 4.222 3.620 16.54 0.464 37.58 7942 13478
RV
1/2
t 1.734 0.545 1.689 5.802 0.681 5.573 601.9 5330
logRVt 1.015 0.574 0.387 0.548 -0.766 3.435 42.06 6159
RV −t 2.101 2.374 3.522 15.83 0.089 21.42 7266 9997
RV +t 1.965 2.205 4.517 28.28 0.217 23.61 10004 9457
MedRVt 3.812 3.916 3.769 19.46 0.194 43.78 7074 12641
ImVt 1.978 0.438 1.423 2.651 1.289 4.111 794.9 23968
Table 2.2: Summary statistics for WTI Crude Oil futures prices. JB denotes the
Jarque-Bera test statistics for normality and LB20 is the Ljung-Box test statistics for
serial correlation up to lag 20. All realized measures are calculated from 5-minute
prices obtained from irregularly-spaced transactions data using the last-tick method.
The sample period is from September 4, 2001 till August 30, 2008, yielding 1870 daily
observations.
Our final remark in this paragraph concerns the VIX index. The autocorrela-
tion function indicates high degree of persistence, much higher than for the realized
measures of ex-post variance. The VIX implied volatility, however, pertains to a 30-
calendar-day period and hence the daily observations involve a great degree of over-
lap. It is thus not surprising to find such high and slowly decaying autocorrelation.
Note also that the mean implied volatility is larger than the mean realized volatility,
confirming the existence of a negative variance risk premium, see e.g. Bollerslev,
Tauchen, and Zhou (2009) and the references therein for more evidence.
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Figure 2.2: Returns and Volatility of Crude Oil. Time series of daily returns, realized
variance, median realized variance and jump variation for the WTI Crude Oil futures
contract. All realized measures are calculated from 5-minute prices obtained from
irregularly-spaced transactions data using the last-tick method. The sample period
is from September 4, 2001 till August 30, 2008.
2.7.2 Returns and realized measures and implied volatility:
Crude oil futures
We now repeat the same exercise with the WTI Crude Oil futures prices. The sum-
mary statistics for daily returns and the various realized measure are reported in
Table 2.2 and their time-series are plotted in Figure 2.2. We observe that the daily
oil futures returns are highly volatile, with the average daily realized variance at about
4% exceeding the average RV of S&P 500 by more than four times. The volatility
of realized volatility is also substantially larger, while the Ljung-Box test statistics
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indicates smaller degree of serial correlation. That the oil future realized volatility is
highly volatile and relatively less persistent is also apparent from the time-series plot
depicted in Figure 2.2. All realized measures exhibit positively skewed and heavy-
tailed unconditional distributions.
Similar to Trolle and Schwartz (2009) we find that the model-free implied volatil-
ity is, on average, higher than realized volatility, confirming the existence of priced
variance risk in the oil market. The magnitude of the variance risk premium is smaller
than in the equity market.
Applying the test for jumps on a day-by-day basis we identify 38 days when the
oil futures price jumped by a significant amount, corresponding to 2 % of the sample.
The estimated contribution of jumps to the total variation is about 1.5%. Figure 2.2
shows that the jumps are relatively large and rare.
2.8 Empirical Results
2.8.1 S&P 500 Futures
Return quantiles
We begin by modeling and forecasting quantiles of future daily returns rt+1, focusing
on the 5%, 10%, 90% and 95% quantiles since these are most interesting from an
economic point of view. Throughout, we employ realized volatilities rather than
variances, i.e. we take the square root of the realized measures discussed above.
Estimation is carried out using the interior-point method of Portnoy and Koenker
(1997), and standard errors are obtained by moving-block bootstrap2.
We evaluate the in-sample performance of the estimated models by Christoffersen’s
(1998) test for correct conditional (CHc) coverage; the null hypothesis of this test is
that the sequence of hits exhibits no first-order serial correlation. We also provide the
pseudo R2 developed by Koenker and Machado (1999) to gauge the goodness-of-fit of
the quantile regressions. To assess the out-of-sample performance, we adopt a rolling
2All results reported in this chapter are generated using routines written in the Ox language of
Doornik (2002). Linear (in parameters) quantile regressions are estimated using the RQ package for
Ox Version 1.0 developed by Portnoy and Koenker (1997)
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scheme to forecast one-day-ahead quantiles of the return distributions over the last
500 days in the sample. The accuracy of these quantile forecasts is then evaluated
by the Gaglianone, Lima and Linton (2008) quantile regression method described in
Section 2.6.
A large number of different specifications of the quantile regression models can
be considered. To save space, we only report models that provide interesting insights
into the dynamics of conditional quantiles while at the same time delivere accurate
out-of-sample quantile forecasts. We start with a simple model containing the real-
ized volatility as the only explanatory variable. The estimation results are reported
in Table 2.3. We observe that RVt,M is highly statistically significant in both left
and and right tails. The model fits generally very well in-sample in the left tail of
the distribution though some form of dynamic misspecification is signalled by the
Christoffersen’s test in the right tail. Similarly, we find good fit out-of-sample: the
empirical coverage (αˆ) is very close to the nominal level and the VQR test detects
misspecification only in the model for the 95% quantile.
Next, we decompose the realized variance into upside and downside semivariances
and allow these to enter the quantile regression separately. We also include implied
volatility measured by the VIX index. Table 2.3 reports the estimated models. The
realized downside volatility clearly dominates across all estimated quantiles and leaves
virtually no role for the upside volatility in predicting future quantiles. The informa-
tion content of the downside volatility is not subsumed by option-implied volatility,
which itself turns out to be highly statistically significant. Both in-sample and out-
of-sample diagnostic tests indicate no serious misspecification, with the exception of
the model for the 90% quantile, where some in-sample dynamic misspecification is
signalled by the Christofferesen’s test, albeit only at the 5% significance level. Partic-
ularly noteworthy is the very close correspondence between the nominal and empirical
coverage delivered by the model across all quantiles considered.
Turning to the jump-diffusion decomposition of realized volatility, we next es-
timate quantile regressions in which the measures of integrated variance and jump
variations enter separately, in addition to implied volatility.
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The estimation results are reported in the last four columns of Table 2.3. We find
that jumps play essentially no role in the dynamics of conditional return quantiles.
All estimated coefficients pertaining to the jump variation are small and statistically
insignificant on conventional levels. This result is not driven by the presence of implied
volatility in the regression specification: removing VIX from the equation does not
qualitatively alter the estimates or their statistical significance (the estimations are
available upon request). Nor is it a symptom of dynamic misspecification as seen
from the results of the diagnostic tests.
Figure 2.3: Estimated quantile regression process for S&P 500 returns. Model 2.
To summarize our results, we find that quantiles of future daily returns of the S&P
500 futures contract can be accurately predicted by simple linear quantile regression
113
models that include both historical as well as forward looking option-implied volatil-
ity measures as predictors. The variation associated with negative intraday returns
(downside semivariance) turns out to be much more important for forecasting future
quantiles than the variation associated with positive returns, a finding consistent with
the well-known leverage effect (e.g. Bollerslev, Litvinova, and Tauchen, 2006). Neg-
ative returns tend to have a larger impact on future volatility than positive returns
and this translates into return quantiles as well.
Realized volatility quantiles
We now turn to modeling and forecasting the quantiles of daily realized volatility of
S&P 500 futures. We focus on the median and 75%, 90% and 95% quantiles with
the latter two being of particular interest to traders or investors exposed to volatility
risk. As in the case of returns, we only report estimation results for three different
model specifications that we find particularly interesting, noting that a number of
alternative model specifications delivering equally accurate quantile forecast can be
considered. The results are summarized in Table 2.4.
We begin by discussing Model 1 where we quantile-regress realized volatility on
lagged realized volatility, and the average realized volatilities over the past 5 and 22
days. This model is a quantile autoregression of Koenker and Xiao (2006) with 22
lags and restricted parameters. We find that all three regressors are highly statisti-
cally significant in the models for the median and 75% quantile, while only RV
1/2
t and
RV
1/2
t,t−5 remain significant in the models for the far right tail quantiles (90% and 95%).
This implies that the quantiles of realized volatility are less persistent as we move
further into the right tail of its distribution. Interestingly, the coefficient estimates for
RV
1/2
t increase steadily with α thereby capturing the volatility-of-volatility effect ob-
served among others by Corsi, Mittnik, Pigorsch, and Pigorsch (2008) and Bollerslev,
Kretschmer, Pigorsch, and Tauchen (2009). If the innovations were homoskedastic
as in a pure location model, the coefficient estimates would be constant (up to es-
timation error) across all quantiles. We find quite the opposite (see Figure 2.4): in
periods of high volatility, the volatility of volatility increases and this pushes a given
114
conditional α quantile further to the right. The model fits well in-sample, enjoying
relatively high pseudo R2 between 42 and 46 % depending on the quantile. Turning
to the out-of-sample performance, we observe empirical coverage fairly close to the
nominal level, especially for the 90 and 95% quantiles, and the VQR test statistics
signals misspecification only in the case of the model for the median, albeit only at
the 10% significance level.
Figure 2.4: Estimated quantile regression process for S&P 500 realized volatility.
Model 2.
In Model 2, we augment the set of regressors by implied volatility and replace the
lagged realized volatility by upside and downside semivolatilities. Similarly to the
models for daily returns, we find that the downside volatility completely dominates
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the upside volatility, with the latter being statistically insignificant in all four quantile
models. Option-implied volatility possesses significant predictive power for the quan-
tiles of future realized volatility as well and the coefficient estimates increase with α
as do the coefficients corresponding to the realized downside semivariance. This im-
plies that the volatility of realized volatility increases not only with historical realized
volatility but also with market expectations of future volatility. The implied volatility
also subsumes the effect of RVt,t−22 in the median and 75% quantile models. In the
models for the 90 and 95% quantile, the coefficient estimates on RVt,t−22 are nega-
tive but further investigation reveals that this is due to the presence of insignificant
variables in the model. Once these are removed all remaining parameter estimates
turn out to be positive and the models pass both in-sample as well as out-of-sample
diagnostic checks. The full results are available upon request.
Finally, we study the role of jumps in the quantile models for realized volatility.
We find the jump variation variable insignificant on the 5% level for all quantiles.
This result holds irrespective of the presence of implied volatility and/or IVt,t−22 in
the regressions.
2.8.2 Oil Futures
Return quantiles
Recall that both daily returns and realized volatility of the WTI Crude Oil futures
contract are substantially more volatile than the returns and RV of S&P 500 futures.
Our estimation results reported in Table 2.5 reveal that, consequently, the quantiles
of daily returns of oil futures are also much harder to predict. This is indicated by
the relatively lower pseudo R2 for all estimated conditional quantile models as well
as smaller t-statistics corresponding to the various realized measures employed as
predictors.
Qualitatively, however, we obtain a very similar picture. The realized downside
semivariance turns out to be more informative for future quantiles than realized upside
semivariance, with the latter being statistically insignificant at conventional levels in
all models.
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The estimated coefficients for the jump variation come out statistically insignificant
leaving virtually no role for jumps in forecasting quantiles of future returns of oil
futures. The model-free implied volatility is again by far the most significant predictor
for future return quantiles. All three simple linear quantile regressions deliver accurate
out-of-sample forecasts across the different quantiles considered as documented by the
VQR test statistics remaining well bellow the 5% critical values.
Realized volatility quantiles
Estimation results for regression quantiles of crude oil realized volatility are presented
in Table 2.6. Interestingly, we find that the time series of daily realized volatility
exhibits a day-of-week pattern: realized volatility tends to be larger on Wednesdays
than on other days of the week. This feature is not induced by thin trading associated
with holiday periods since these have been removed from our dataset as we mentioned
in Section 2.7. Nor is it a symptom of price jumps associated with new announcements
that are typically made on Wednesdays. The autocorrelation function of the median
realized volatility, which is robust to jumps, exhibits the same seasonal pattern as
the realized volatility. To account for the day-of-week effect, we include a dummy
variable, DWt , for Wednesday. As is apparent from Table 2.6, the Wednesday dummy
is statistically significant across all models reported there.
All three models for the quantiles of RV 1/2 reported deliver accurate quantile fore-
casts, except for the 75% quantile, where some marginally significant misspecification
is detected both in-sample as well as out-of-sample. For all other quantiles, the em-
pirical coverage is very close to the nominal levels. The pseudo R2 falls between 28
and 30% depending on the quantile, which are values significantly lower than those
for S&P 500, a finding hardly suprising given the much larger volatility of crude oil
realized volatility. The average realized volatility over the past month, RVt,t−22, ap-
pears to be less important for the prediction of quantiles in the far right tail. Similar
decrease in the persistence of conditional quantiles was also observed for the S%P 500
futures.
The difference between the downside and upside realized semivariances in term of
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predictive power seems to be less pronounced. The coefficient estimates corresponding
to RS− are larger than those of RV + but the latter are also marginally statistically
significant for 75 and 90% quantiles. The jump variation comes out insignificant at
conventional levels in all quantile models. Finally, the model-free implied volatility is
found to be highly informative for all quantiles of future realized volatility.
2.9 Conclusion
This chapter has proposed to use linear quantile regression together with high-frequency
based measures of volatility as covariates to model and forecast conditional quantiles
of financial asset returns and realized volatility. Relying on nonparametric measures
of the various components of the overall quadratic variation we avoid making restric-
tive parametric assumptions on the dynamics of the price process. Thanks to the
flexibility of quantile regression, no assumptions are placed on the distributions of
return or volatility innovations.
In an empirical application to S&P 500 futures prices, we document the role of
different components of historical volatility as well as option-implied volatility and
find that either individually or in a combination deliver accurate in-sample and out-
of-sample fit. Stress-testing the methodology on a series of WTI Crude Oil future
realized volatility shows that the quantile regression models perform reasonably well
even when applied to substantially more volatile and less persistent data. The models
can therefore serve as useful risk managements tools for investors trading the futures
contracts themselves or various derivative contracts written on realized volatility.
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2.A Proofs
We will need the following assumptions:
(A1) The logaritmic price process obeys
Xt = X0 +
∫ t
0
σsdWs + Lt,
where σt is cadlag, W is standard Brownian motion and Lt is a finite-activity
pure jump process,
Lt =
Nt∑
j=1
κj,
(A2) The volatility process {σt} is a strong mixing with size −2r/(r − 2), r > 2
satisfying E[(σ2t )2(k+r)] < ∞, and the drift process satisfies E[(µt)2(k+r)] < ∞
for some k ≥ 2.
(A3) The jump sizes satisfy E[κ2k] <∞ for some k ≥ 2.
Assumption A1 specifies the data generating process. To simplify the proofs we
assume that the drift is equal to zero. Assumptions A2 and A3 ensure that the
measurement errors associated with ÎV T,M and ĴV T,M decay sufficiently fast. In
particular,
E[|N (c)t,M |k] = O(M−k/2), E[|N (d)t,M |k] = O(M−k/2), (2.7)
see Lemma 2.1 below. Assumption A2 is the same as in Lemma 1 of Corradi, Distaso,
and Swanson (2009), who derive (2.7) for a number of different realized measures of
integrated variance. It essentially limits the degree of persistence of the spot as well
as integrated volatility processes, see Corradi, Distaso, and Swanson (2009) for a
more detailed discussion. Assuming, in addition, A3 allows us to establish similar
results for the four measures of jump variation described above. No conditions on
the time-dependence of the jump sizes and/or jump intensity are needed here as we
assume that the jump process is of finite-activity and hence there are almost surely
a finite number of jumps on any given day.
The proof of Proposition 2.1 requires the following Lemma.
121
Lemma 2.1 Let assumptions A1-A2 hold. Then
E[|N (c)t,M |k] = O(M−k/2), (2.8)
If, in addition, A3 holds then
E[|N (d)t,M |k] = O(M−k/2). (2.9)
Proof of Proposition 2.1
To save space, we prove the proposition for Vt = {IVt,M , JVt,M} and βZ = 0, noting
that the others cases can be treated analogously. Simplifying notation we will write
β = β(α) since α is fixed throughout. Define
zt+1(β) = rt+1 − β0 − β1IVt − β2JVt,
zt+1,M(β) = rt+1 − β0 − β1IVt,M − β2JVt,M ,
and write
|QRT,M(β)−QRT (β)| =
∣∣∣∣∣ 1T
T∑
t=1
zt+1,M(β)[α− 1{zt+1,M(β) ≤ 0}]
− 1
T
T∑
t=1
zt+1(β)[α− 1{zt+1(β) ≤ 0}]
∣∣∣∣∣
≤ α
∣∣∣∣ 1T
T∑
t=1
zt+1,M(β)− 1
T
T∑
t=1
zt+1(β)
∣∣∣∣
+
∣∣∣∣ 1T
T∑
t=1
zt+1,M(β)1{zt+1,M(β) ≤ 0} − 1
T
T∑
t=1
zt+1(β)1{zt+1(β) ≤ 0}
∣∣∣∣
≡ AT,M +BT,M .
Now
AT,M = α
∣∣∣∣ 1T
T∑
t=1
β1N
(c)
t,M + β2N
(d)
t,M
∣∣∣∣ ≤ 1T
T∑
t=1
|β1||N (c)t,M |+ |β2||N (d)t,M |,
from which it follows by Markov inequality and Lemma 1 that, for fixed β, AT,M =
Op(M
−1/2). Turning to Bt,M , write
BT,M =
∣∣∣∣∣ 1T
T∑
t=1
zt+1,M(β)1{zt+1,M(β) ≤ 0} − 1
T
T∑
t=1
zt+1,M(β)1{zt+1(β) ≤ 0}
+
1
T
T∑
t=1
zt+1,M(β)1{zt+1(β) ≤ 0} − 1
T
T∑
t=1
zt+1(β)1{zt+1(β) ≤ 0}
∣∣∣∣∣
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≤ 1
T
T∑
t=1
|β1||N (c)t,M |+ |β2||N (d)t,M |
+
1
T
T∑
t=1
|zt+1,M(β)||1{zt+1(β)− β1N (c)t,M − β2N (d)t,M ≤ 0} − 1{zt+1(β) ≤ 0}|,
≡ AT,M +B′T,M .
We now divide the parameter space into four regions, Θ = Θ1 ∪Θ2 ∪Θ3 ∪Θ4, where
Θ1 = {(β1, β2) ∈ Θ : β1, β2 ≥ 0},
Θ2 = {(β1, β2) ∈ Θ : β1 ≥ 0, β2 ≤ 0},
Θ3 = {(β1, β2) ∈ Θ : β1 ≤ 0, β2 ≥ 0},
Θ4 = {(β1, β2) ∈ Θ : β1, β2 ≤ 0},
We focus on Θ1 noting that the other cases can be treated analogously. For fixed
β ∈ Θ1, we have
B
′
T,M ≤
1
T
T∑
t=1
|zt,M(β)||1{zt+1(β)− β1 sup
t
|N (c)t,M | − β2 sup
t
|N (d)t,M | ≤ 0} − 1{zt+1(β) ≤ 0}|
≤ 1
T
T∑
t=1
|zt,M(β)|1{zt+1(β)− β1 sup
t
|N (c)t,M | − β2 sup
t
|N (d)t,M | ≤ 0}×
1{0 ≤ zt+1(β) + β1 sup
t
|N (c)t,M |+ β2 sup
t
|N (d)t,M |}
≡ B′′T,M .
By Lemma 1, E|N (c)t,M | = O(M−k/2), and hence
P
[
sup
t
T−
2
2k−1Mk/2|N (c)t,M | > 
]
≤
T∑
t=1
P
[
T−
2
2k−1Mk/2|N (c)t,M | > 
]
,
≤ T 1− 2k2k−1Mk/2E[|N (c)t,M |k],
= O(T 1−
2k
2k−1 ).
and similarly for N
(d)
t,M . It follows that there exists a constant c such that with prob-
ability approaching one as T,M →∞
B
′′
T,M ≤
1
T
T∑
t=1
|zt,M(β)|1{zt+1(β)− (β1 + β2)cT 22k−1M− 12 ≤ 0}×
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1{0 ≤ zt+1(β) + (β1 + β2)cT 22k−1M− 12}
and by Markov and Ho¨lder inequalities,
P[B′T,M > η] ≤
1
η
1
T
T∑
t=1
E[z2t,M(β)]1/2P[zt+1(β)− (β1 + β2)cT
2
2k−1M−
1
2 ≤ 0 and
0 ≤ zt+1(β) + (β1 + β2)cT 22k−1M− 12 ]1/2
= O(T
2
2k−1M−1/2).
pointwise in Θ. Since Θ is compact and both QRT,M(β) and QRT (β) are continuous
and globally convex implies that the results holds uniformly on Θ. 2
Proof of Lemma 2.1
The first part of the result is proved by Corradi, Distaso, and Swanson (2009) for
bi-power (IVt,M = RMPV
(2)
t,M) and tri-power (IVt,M = RMPV
(3)
t,M) variation. Using
the same line of argument as in the aforementioned paper, one can show that the
same result holds for the median realized volatility (IVt,M = MedRVt,M) as well. To
prove the first part of the lemma for IVt,M = tRVt,M , write
|IVt,M − IVt| =
∣∣∣∣∣
M∑
i=1
(∆iXt)
21{(∆iXt)2≤r(h)} − IVt
∣∣∣∣∣ ,
=
∣∣∣∣∣
M∑
i=1
(∆iXt)
21{(∆iXt)2≤r(h)} −
M∑
i=1
(∆iXt)
21{∆iNt=0}
+
M∑
i=1
(∆iXt)
21{∆iNt=0} − IVt
∣∣∣∣∣ ,
=
∣∣∣∣∣
M∑
i=1
(∆iXt)
2[1{(∆iXt)2≤r(h)} − 1{∆iNt=0}] +
M∑
i=1
(∫ ti
ti−1
σudWu
)2
−
M∑
i=1
(∫ ti
ti−1
σudWu
)2
1{∆iNt 6=0} − IVt
∣∣∣∣∣ ,
≤
∣∣∣∣∣
M∑
i=1
(∫ ti
ti−1
σudWu
)2
− IVt
∣∣∣∣∣+
∣∣∣∣∣
M∑
i=1
(∆iXt)
2[1{(∆iXt)2≤r(h)} − 1{∆iNt=0}]
∣∣∣∣∣
+
∣∣∣∣∣
M∑
i=1
(∫ ti
ti−1
σudWu
)2
1{∆iNt 6=0}
∣∣∣∣∣ ,
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≡ At,M +Bt,M + Ct,M .
where 1{∆iNt=0} is equal to one if there are no jumps between ti−1 and ti and zero
otherwise. Now both Bt,M and Ct,M are of smaller order in probability than At,M
so it suffices to focus on this term. But At,M is the estimation error associated with
realized volatility in the absence of jumps, and hence the result follows from Lemma
1 in CDS (2008). Finally, for the case with IVt,M = tRMPVt,M we can proceed in
the same way to show that the contribution of jumps to the measurement error is of
smaller order.
To prove the second result, write
|JVt,M − JVt| = |RVt,M − IVt,M − JVt|,
= |RVt,M − IVt − JVt − (IVt,M − IVt)|,
≤ |RVt,M − IVt − JVt|+ |IVt,M − IVt|,
≡ Dt,M + Et,M .
Et,M was treated above so we need to focus on Dt,M .
Dt,M =
∣∣∣∣∣∣
M∑
i=1
(∫ ti
ti−1
σudWu +
∆iNt∑
l=1
κl
)2
−
∫ t
t−1
σ2udu−
∆Nt∑
l=1
κ2l
∣∣∣∣∣∣ ,
≤
∣∣∣∣∣
M∑
i=1
(∫ ti
ti−1
σudWu
)2
−
∫ ti
ti−1
σ2udu
∣∣∣∣∣+
∣∣∣∣∣2
M∑
i=1
(∫ ti
ti−1
σudWu
)(∆iNt∑
l=1
κl
)∣∣∣∣∣
+
∣∣∣∣∣∣
M∑
i=1
(∆iNt∑
l=1
κl
)2
−
∆iNt∑
l=1
κ2l
∣∣∣∣∣∣
≡ At,M + Ft,M +Gt,M .
Now Gt,M is of smaller order than At,M since latter is Op(M
−1/2) and
Gt,M =
∣∣∣∣∣∣
M∑
i=1
(∆iNt∑
l=1
κl
)2
−
∆iNt∑
l=1
κ2l
∣∣∣∣∣∣
=
∣∣∣∣∣
M∑
i=1
[
∆iNt∑
l=0
∆iNt∑
m=0
κlκm −
∆iNt∑
l=1
κ2l
]∣∣∣∣∣
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≤
M∑
i=1
[
∆iNt∆iNt∑∑
l=0 m=0
l 6=m
|κl||κm|
]
,
so
P
[
M∑
i=1
(
∆iNt∆iNt∑∑
l=0 m=0
l 6=m
|κl||κm|
)
> 
]
≤ 1

M∑
i=1
E
[
∆iNt∆iNt∑∑
l=0 m=0
l 6=m
|κl||κm|
]
=
1

M∑
i=1
∆iNt∆iNt∑∑
l=0 m=0
l 6=m
E[|κl||κm||∆iNt ≥ 2]P[∆iNt ≥ 2]
=
1

O(M−1),
since the double sum involves a.s. finite number of terms and P[∆iNt ≥ 2] = O(M−2).
Finally, we examine the cross term, Ft,M ,
Ft,M =
∣∣∣∣∣2
M∑
i=1
(∫ ti
ti−1
σudWu
)(∆iNt∑
l=1
κl
)∣∣∣∣∣ ≤ 2
M∑
i=1
∣∣∣∣∫ ti
ti−1
σudWu
∣∣∣∣
(
∆iNt∑
l=1
|κl|
)
a.s.
= 2
M∑
i=1
∣∣∣∣∫ ti
ti−1
σudWu
∣∣∣∣|κti |1{∆iNt=1}
since for large M there will be at most one jump in any given time interval [ti−1, ti].
It follows that Ft,M = Op(M
−1/2) as the sum is a.s. finite and thus the rate of decay
is governed solely by the diffusion component. Now write,
Ft,M = 2
M∑
i=1
∣∣∣∣∫ ti
ti−1
σudWu
∣∣∣∣|κti |1{∆iNt=1}
≤ 2
M∑
i=1
∣∣∣∣∫ ti
ti−1
σti−1dWu
∣∣∣∣|κti |1{∆iNt=1} + 2 M∑
i=1
∣∣∣∣∫ ti
ti−1
(σu − σti−1)dWu
∣∣∣∣|κti |1{∆iNt=1}
= F
(1)
t,M + F
(2)
t,M .
For simplicity we focus on the case of k = 4 noting that the case of k > 4 can be
treated analogously. Taking expectations,
E[|F (1)t,M |4] = 16
M∑
i1=1
M∑
i2=1
M∑
i3=1
M∑
i4=1
E
[
σti1−1σti2−1σti3−1σti4−1
×
∣∣∣∣∫ ti1
ti1−1
dWu
∣∣∣∣∣∣∣∣∫ ti2
ti2−1
dWu
∣∣∣∣∣∣∣∣∫ ti3
ti3−1
dWu
∣∣∣∣∣∣∣∣∫ ti4
ti4−1
dWu
∣∣∣∣
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×|κti1 ||κti2 ||κti3 ||κti4 |1{∆i1Nt=1}1{∆i2Nt=1}1{∆i3Nt=1}1{∆i4Nt=1}
]
≤ 16
M∑
i1=1
M∑
i2=1
M∑
i3=1
M∑
i4=1
E
[
σ2ti1−1σ
2
ti2−1
σ2ti3−1σ
2
ti4−1
×
(∫ ti1
ti1−1
dWu
)2(∫ ti2
ti2−1
dWu
)2(∫ ti3
ti3−1
dWu
)2(∫ ti4
ti4−1
dWu
)2]1/2
× E[κ2ti1κ
2
ti2
κ2ti3κ
2
ti4
1{∆i1Nt=1}1{∆i2Nt=1}1{∆i3Nt=1}1{∆i4Nt=1}]
1/2.
By Ho¨lder inequality, the first expectation is O(M−2) provided that E[σ8u] < ∞,
while the second expectation is O(1) if E[κ8j ] < ∞. Together with the fact that the
quadruple sum involves a.s. finite number of terms, this implies that E[|F (1)t,M |4] =
O(M−2). Finally, the Ho¨lder continuity of a diffusion implies that E[|F (2)t,M |4] can not
be of higher order than E[|F (1)t,M |4]. 2
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2.B Constructing model-free implied volatility for
oil
2.B.1 Theoretical background
The methodology we employ for constructing model-free implied variance (ImV ) for
oil is based on Carr and Wu (2009). The idea of Carr and Wu (2009) is to synthetise
a variance swap contract using European options and futures contracts. Since the
oil options are American-style futures options, further adjustments are required to
account for the early exercise premium. Here we follow Trolle and Schwartz (2009).
To fix ideas, let Ft,T denote the time-t futures price of maturity T > t, and let
RVt,T1 , T1 ≤ T , denote the realized variance of the futures price between t and T1. A
variance swap with notional dollar amount L is a contract that pays at maturity T1
to the long side the following amount
(RVt,T1 − SWt,T1)L.
Since the value of the swap at inception is zero, absence of arbitrage requires that
SWt,T1 = E
Q(RVt,T1) = ImVt,T1 ,
i.e. the swap rate is equal to the risk-neutral market expectation of future realized
variance, that is, the ImV. Carr and Wu (2009) show that the ImV can be approxi-
mated by
ImVt,T1,T ≈
2
Bt,T1(T1 − t)
(∫ Ft,T
0
P(t, T1, T,X)
X2
dX +
∫ ∞
Ft,T
C(t, T1, T,X)
X2
dX
)
,
(2.10)
where Bt,T1 is the time-t price of a zero-coupon bond maturing at time T1, and
P(t, T1, T,X) and C(t, T1, T,X) denote the time-t price of a European put and call
options, respectively, expiring at time T1 with strike X written a a futures contract
with maturity at T . When the underlying futures price trajectories are continuous,
the relation (2.10) is exact. In the presence of jumps, a jump error arises but it is
shown to be rather small in a simulation exercise by Carr and Wu (2009).
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To account for the early exercise premium embedded in the American-style op-
tions, we resort to the quadratic approximation formulas for American-style puts and
call developed by Barone-Adesi and Whaley (1987) (henceforth BAW). In particular,
for each strike and maturity, we first invert the BAW formula to obtain the implied
volatility and then plug the implied volatility into Black (1976) formula for pricing
European-style futures options to obtain P(t, T1, T,X) and C(t, T1, T,X).
2.B.2 Data and implementation
We use daily settlement prices for WTI Crude Oil futures traded on the New York
Mercantile Exchange (NYMEX) and the futures options traded on the Chicago Mer-
cantile Exchange (CME). To proxy for the risk-free interest rates we employ the zero
curve supplied by OptionMetrics. The sample period runs from September 4, 2001
till August 30, 2008.
Before calculating the implied volatility we perform some basic data cleaning. We
remove options which have less that 10 days to maturity to avoid possible distortions
associated with near-maturity microstructure effects. We also discard all options
with prices smaller than 0.05 USD. Finally, we only consider options satisfying the
no-arbitrage bounds, see e.g. Hull (2000).
For each day in the sample, we construct the 30-day implied volatility using the
two nearest maturities, denoted by T1 and T2, T1 < T2 < T . For each maturity, we
first obtain the implied volatility smile from the available out-of-the money put and
call options by inverting the BAW formula. We then linearly interpolate the implied
volatilities at different moneyness levels k = log(X/F ). For strikes smaller than the
lowest available strike, we use the lowest available strike. Similarly for strikes higher
than the highest available one. We thus obtain implied volatilities over a fine grid
ranging from -10 to +10 standard deviations from the current futures prices and use
the Black (1976) formula to convert the implied volatilities into prices of out-of-the-
money put and call options. These prices are then used in (2.10) to approximate
ImVt,T1,T and ImVt,T2,T . Finally, to obtain the 30-day variance swap rate, we linearly
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interpolate between the two available maturities:
ImVt,T ∗ =
1
(T ∗ − t)
[
ImVt,T1,T (T1 − t)(T2 − T ∗) + ImVt,T2,T (T2 − t)(T ∗ − T1)
T2 − T1
]
where T ∗ is such that T ∗ − t is 30 days.
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Chapter 3
A Comprehensive Comparison of
Nonparametric Tests for Jumps in
Asset Prices
3.1 Introduction
Since the seminal work of Merton (1976) on the application of jump processes in
option pricing, the inclusion of such processes in financial modeling has gained a lot of
attention amongst academics and practitioners. It is now well documented that price
discontinuities constitute an important component of variability in financial asset
prices and thereby contribute to market incompleteness. In addition, it is recognized
that the presence of jumps in price sample paths carries important implications for
financial risk management and portfolio allocation, as well as pricing and hedging of
derivatives (see, among others, Das (2002), Johannes (2004) and Piazzesi (2005) for
interest rate modeling, Eberlein and Raible (1999) for bond pricing, Bakshi, Cao, and
Chen (1997), Bates (2000) and Pan (2002) for derivative pricing).
The theoretical developments in the asset pricing literature have inspired a new
stream of research developing statistical techniques for detecting discontinuities from
discretely observed prices. Aı¨t-Sahalia (2002) was one of the first authors to attempt
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separating jumps from diffusion in a parametric context. Using options data and the
properties of the transition density corresponding to discrete observations, the author
finds that market option prices are inconsistent with a pure diffusion model driving
the underlying price process. Carr and Wu (2003) developed a different methodology
based on the behavior of short dated options across maturities and at fixed moneyness
states and reached a similar conclusion.
With the greater availability of high-frequency data, recent literature has focused
on detecting and testing for jumps in a nonparametric, model-free context. Mancini
(2001) was the first to estimate jumps in a simple jump-diffusion framework. Fol-
lowing her work, a large number of formal tests have been developed for detecting
discontinuities in intraday price processes, including Barndorff-Nielsen and Shephard
(2004b), Huang and Tauchen (2005), Lee and Mykland (2008), Jiang and Oomen
(2008), Corsi, Pirino, and Reno` (2008) and Podolskij and Ziggel (2008).
The purpose of this chapter is to compare the existing nonparametric tests for
jumps in a an extensive Monte Carlo simulation. We consider various models with
finite and infinite-activity jumps processes to study the size and power of the various
tests. We also study the impact of market microstructure noise, the presence of zero
intraday returns typically found in intraday data even for liquid assets, and the effect
of deterministic diurnal volatility, which is also characteristic of most high-frequency
return series. We first examine the size of each test and data generating process
and then turn to their ability to detect jumps. Here we calculate the proportion of
correctly identified days when jumps occurred in the simulation, and also compare
the tests in terms of their agreement about whether or not a jump occurred on a
given day.
Overall, we find that substantial differences exist among the competing tests both
in terms of size and power and that the differences vary across the data generating
processes considered. First, the test that employ thresholds are very sensitive to
a particular choice of the threshold parameters. Second, stochastic volatility that
exhibit sudden erratic movements posses a serious challenge to some tests even at
very high sampling frequencies. Third, the tests robust microstructure noise work
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well when the noise is independently and identically distributed and has moderate
signal-to-noise ratio but some of the tests get in trouble when faced with high-variance
or highly persistent noise. Fourth, the presence of zero returns has severe impact on
almost all tests and results into substantial increase in the spurious detection of jumps.
Finally, the deterministic U-shaped intraday volatility pattern induces very similar
distortions as the highly erratic stochastic volatility case.
In the empirical part of the chapter, we apply the tests for jumps to recent samples
of high-frequency foreign exchange, individual stocks and equity index futures. Sim-
ilar to the simulation results, we find that the tests yield different results regarding
the identification of jumps and tend to disagree as to whether or not a jump occurred
on a given day.
The chapter is organized as follows. The theoretical framework underlying the
various test is described in section 3.2, while in section 3.3, we provide a brief de-
scription of the different tests studied in this paper. Section 3.4 discusses the Monte
Carlo simulation design and the simulation results. In section 3.5, we investigate
the impact of market microstructure noise, in section 3.6 we look at the effect of
the presence of zero intraday returns and in section 3.7 on the impact of intraday
deterministic U-shaped volatility. Section 3.8 is dedicated to an empirical application
and, finally, section 3.9 concludes.
3.2 Theoretical Framework
Let Xt denote the logarithmic price process that belongs to the class of Brownian
semimartingales, which can be written as
Xt =
∫ t
0
audu+
∫ t
0
σudWu + Zt, (3.1)
where a is the drift term, σ denotes the spot volatility process, W is a standard
Brownian motion and Z is a jump process defined by:
Zt =
Nt∑
j=1
κj,
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where N is a simple counting process and κj are nonzero random variables. The
counting process can be either finite or infinite for finite or infinite activity jumps.
Since the seminal work of Andersen and Bollerslev (1998), realized volatility,
RVt,M , obtained by summing M squared intraday returns has become the standard
measure of the quadratic variation of the price process in (3.1). Formally,
RVt,M =
M∑
i=1
r2ti ,
where rti denotes the i-th intraday return on day t:
rti = xt−1+i/M − xt−1+(i−1)/M for i = 1, 2, 3, . . . ,M.
RV can be used to approximate the variation of both the continuous and the discon-
tinuous part of the price process since
lim
M→∞
RVt,M =
∫ t
0
σ2sds+
Nt∑
j=1
κ2j ,
≡ IVt + JVt.
However, in empirical applications one may be concerned with the behavior of IVt
and JVt in isolation, and it is therefore essential to decompose the two sources of
variability of the price process.
3.3 The Tests
3.3.1 Tests based on multipower variation
The first formal test developed for detecting jumps in high frequency data was con-
structed by Barndorff-Nielsen and Shephard (2004, 2006) (henceforth BNS). Their
work was later extended and further investigated in Huang and Tauchen (2005) and
Andersen, Bollerslev, and Diebold (2007) using a variety of asymptotically equivalent
statistics.
To consistently estimate integrated variance in presence of jumps BNS propose
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the realized bipower variation (BPV ) defined by,
BPVt,M =
M∑
i=2
|rti−1||rti |.
The idea underlying the bipower variation is that if the jumps are of finite activity,
the probability of observing jumps in two consecutive returns approaches zero suffi-
ciently fast as the sampling frequency increases. Consequently, the product of any
two consecutive returns will be asymptotically driven by the diffusion component only
thereby eliminating the contribution of jumps.
Since the realized volatility converges to the sum of integrated variance and jump
variation, it follows that the difference between RVt,M and BPVt,M captures the
jump part only, and this observation underlies the BNS test for jumps. Based on the
joint Central Limit theorem (CLT) of RV and BPV , they propose the following test
statistics for testing the null hypothesis of no jumps:
Gbpv,qpqt,M =
RVt,M −BPVt,M√
θ2
1
M
QPQt,M
L→ N(0, 1),
where QPQt,M denotes the realized quadpower quarticity given by,
QPQt,M = M
M∑
i=4
|rti−3||rti−2||rti−1||rti | −→
M→∞
∫ t
0
σ4sds.
The test can be generalized by replacing BPVt,M with MPVt,M and QPQt,M with
MPQt,M , i.e. the realized multipower variation and realized multipower quarticity
respectively. These are defined by,
MPVt,M(p) = µ
−p
2/p
M
M−p+1
∑M
i=p
∏p−1
j=0 |rti−j |2/p,
MPQt,M(p) = µ
−p
4/p
M
M−p+1
∑M
i=p
∏p−1
j=0 |rti−j |4/p,
µp denotes the pth absolute moment of a variable U ∼ N(0, 1) defined by,
E(|U |p) = pi−1/22p/2Γ
(
p+ 1
2
)
,
and θp = µ
−2p
2/p ω
2
p, for ω
2
p = µ
p
4/p + (1− 2p)µ2p2/p + 2
∑p−1
j=1 µ
p−j
p/4 µ
2j
2/p. The bivariate limit
theory for realized variance and realized multipower variation both in the presence
and absence of jumps is studied by Veraart (2010).
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Various alterations to the above test statistic have been suggested to improve the
finite sample performance of the test. These include the logarithmic and ratio tests
and some finite-sample corrections in the denominator of the test statistic (Huang
and Tauchen, 2005, andBarndorff-Nielsen and Shephard, 2006, Andersen, Bollerslev,
and Diebold, 2007). Throughout the analysis, we will be using the adjusted jump
ratio statistic:
Jmpv,mpqt,M =
(
1− MPVt,M
RVt,M
)
√
θp
1
M
max(1,MPQt,M/MPV 2t,M)
L→ N(0, 1),
since this has been shown to be the best option amongst the three alternatives (Huang
and Tauchen, 2005) in term of finite-sample performance. We will also explore various
combinations of the bipower, tri-power and quad-power variation in the nominator
and the tri-power and quad-power quarticity in the denominator of the test statistic.
3.3.2 Tests based on threshold multipower variation
A test that combines the idea of the threshold estimators of Mancini (2001) and the
multipower variation estimation of BNS was proposed by Corsi, Pirino, and Reno`
(2008) (henceforth CPR). The authors argue that truncating large absolute returns
alleviates the bias associated with multipower variation in the presence of jumps.
Their test statistic is therefore based on the realized threshold multipower variation
defined by
TMPVt,M(p) = µ
−p
2/p
M
M − p+ 1
M∑
i=p
p−1∏
j=0
|rti−j |2/pI{|rti−j |≤ϑti−j}.
The threshold ϑt−1+j is defined as a multiple of the local variance, which is approx-
imated by a local linear filter of length 2L + 1, adjusted iteratively for the presence
of jumps:
ϑt = c
2
θVˆ
Z
t ,
where cθ is a constant, and Vˆ
Z
t denotes an estimator of local variance. The latter is
136
given by:
Vˆ Zt =
L∑
i=−L,i 6=−1,0,1
K
( i
L
)
(rti)
2I{
(rti )
2≤c2V Vˆ Z−1ti
}
L∑
i=−L,i 6=−1,0,1
K
( i
L
)
I{
(rti )
2≤c2V Vˆ Z−1ti
} .
Z denotes the iteration number with starting value Vˆ 0 = +∞, which corresponds to
using all observations. cV is a constant and K(.) denotes the Gaussian kernel:
K(y) =
(
1/
√
2pi
)
exp(−y2/2).
In order to avoid a negative bias associated with introducing zero returns by trunca-
tion, the authors correct the realized threshold multipower variation by replacing the
absolute squared returns that exceed the threshold with their expected value under
the null hypothesis of no jumps. Thus, the corrected estimator is given by
cTMPVt,M(p) = µ
−p
2/p
M
M − p+ 1
M∑
i=p
p−1∏
j=0
Z(rti−j , ϑti−j).
Z(x, y) is defined as:
Z(x, y) =
 |x|2/p, if x2 ≤ y1
2M(−cϑ)
√
pi
(
2
c2ϑ
y
)1/p
Γ
(2/p+1
2
,
c2ϑ
2
)
, if x2 > y
,
where Γ(α, x) is the upper incomplete gamma function.
The test statistics for jumps is then based on the corrected realized threshold
multipower variation and is given by:
J tbv,ttpqt,M =
(
1− cTBPVt,M
RVt,M
)
√
θ2
1
M
max(1, cTTPQt,M/cTBPV 2t,M)
L→ N(0, 1).
A disadvantage of the CPR test is the need to choose the threshold parameters cθ
and cV . The simulation results reported later in the paper indeed reveal important
differences in terms of size and power of the test across different values of these
constants.
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3.3.3 Tests based on median realized volatility
Andersen, Dobrev, and Schaumburg (2009) (henceforth ADS) have proposed a new
set of estimators for integrated variance in the presence of jumps. They are based on
the minimum and median of a number of consecutive absolute intraday returns:
MinRVt,M =
pi
pi−2
(
M
M−1
)M−1∑
i=1
min(|rti |, |rti+1|)2,
MedRVt,M =
pi
6−4√3+pi
(
M
M−2
)M−1∑
i=2
med(|rti−1|, |rti |, |rti+1|)2.
These estimators are more robust to jumps than the multipower variations since
large absolute returns associated with jumps tend to be eliminated from the calcu-
lation by the minimum and median operators. Furthermore, the MedRV estimator
enjoys robustness against the presence of occasional zero intraday returns induced
by calendar-time sampling, unlike the multipower variation that becomes downward
biased.
In this paper, we exploit the joint central limit theorem for RVt,M and MedRVt,M
derived by ADS to construct a test for jumps in the same way as BNS and CPR do.
The test statistics read:
Jmedrv,minrqt,M =
(
1− MedRVt,M
RVt,M
)
√
0.96 1
M
max(1,MinRQt,M/MedRV 2t,M)
L→ N(0, 1),
Jmedrv,medrqt,M =
(
1− MedRVt,M
RVt,M
)
√
0.96 1
M
max(1,MedRQt,M/MedRV 2t,M)
L→ N(0, 1),
where MinRQt,M and MedRQt,M , given by
MinRQt,M = M
pi
3pi − 8
( M
M − 1
)M−1∑
i=1
med(|rti |, |rti+1|)4,
MedRQt,M = M
3pi
9pi + 72− 52√3
( M
M − 2
)M−1∑
i=2
med(|rti−1|, |rti |, |rti+1 |)4,
are consistent estimators of the integrated quarticity. Due to the nice properties of
MedRV discussed above, we expect these tests to be more powerful than their BNS
counterparts.
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3.3.4 Tests based on truncated power variation
Podolskij and Ziggel (2008)(henceforth PZ) build further on the threshold idea of
Mancini (2001) and suggest to construct a test statistics for jumps based on the dif-
ference between power variation and the truncated version thereof, since the difference
between the two captures the contribution of jumps.
The test statistic is defined by
St,M(p) =
T (X, p)t,M
ρ2(p)t,M
,
where T (X, p)t,M denotes the difference between the realized power variation and the
truncated realized power variation, and ρ2(p)t,M is a standardizing term:
T (X, p)t,M = 1/M
1−p/2
M∑
i=1
|rti |p(1− ηiI{|rti |≤α(1/M)$}),
ρ2(p)t,M = V ar[ηi]MPVt,M(2p),
where ηi are positive i .i .d random variables with E[ηi] = 1 and E[|ηi|2] <∞. The test
statistics is thus based on the truncated power variation constructed from randomly
perturbed intraday returns as opposed to the usual threshold power variation studied
by Mancini (2001). This is required to obtain limit theory for the test (see the original
paper by the authors for details).
Podolskij and Ziggel (2008) suggest that ηi can be sampled from the distribution:
Pη =
1
2
(δ1−τ + δ1+τ ),
where δ is the Dirac measure. They also suggest to take α = c
√
BPVt,M , $ = −0.4
and τ = 0.1 or 0.05. The threshold is therefore proportional to an initial estimate of
integrated variance, while the choice of the other two constants is rather arbitrary.
Similar to the CPR test, the PZ test requires the specification of the threshold
constant, which in turn affect the performance of the test. In addition, one has to
specify the distribution of ηi. In this paper, we only experiment with different values
of the threshold constant c and follow Podolskij and Ziggel (2008) regarding the choice
of the other free parameters.
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3.3.5 Swap variance tests
Inspired by the replication strategy of Neuberger (1994) for hedging variance swap
contracts1, Jiang and Oomen (2008)(henceforth JO) propose a new test for jumps
which is based on the difference between the simple and logarithmic returns. Their
idea compares and contrasts to that of BNS in that they use a jump-sensitive measure
to be compared with the realized volatility rather than a jump-robust measure, as in
BNS.
The underlying idea behind the variance swap replication strategy is that in the
absence of jumps, the accumulated difference between the simple return and the log
return captures one half of the integrated variance. Thus
SwVt,M = 2
M∑
i=1
(Rti − rti) p→
∫ t
t−1
σ2udu,
where for the series of log prices Xt and i = 1, 2, 3, . . . ,M ,
Rti =
exp(xt−1+i/M)− exp(xt−1+(i−1)/M)
exp(xt−1+(i−1)/M)
,
and rti denotes the continuously compounded returns defined in (4). Thus in the
absence of jumps, the difference between SwVt,M and RVt,M converges to zero. If
jumps are present, however, the limit reads
SwVt,M −RVt,M p→ 2
∑
tj∈[t−1,t]
(exp(κj)− κj − 1)−
∑
tj∈[t−1,t]
κ2j ,
Building on this insight, JO define the test statistics for jumps as follows:
JOt,M =
M√
ΩSwV
(SwVt,M −RVt,M) L→ N(0, 1),
where
ΩSwV =
µ6
9
M3µ−p6/p
M − p− 1
M−p∑
i=0
p∏
k=1
|rti |6/p
is an estimator of integrated sixticity,
∫
σ6udu. The authors suggest using p = 4 and
p = 6.
1A variance swap is a contract whose payoff is equal to the difference between the square of
annualized realized volatility of the underlying price over a given time period, and a strike price
fixed at the inception of the contract
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Similarly to BNS, CPR and ADS, JO find that a test based on the ratio of SwVt,M
and RVt,M exhibits better finite-sample properties than the difference test in equation
(3.3.5). The ratio test statistics is given by,
JOt,M =
M ·BPVt,M√
ΩSwV
(
1− RVt,M
SwVt,M
)
L→ N(0, 1),
and this is the version of the test we employ in this paper.
3.3.6 Tests based on two-time scales power variation
Using the convergence properties of power variation and its dependence on the time
scale on which it is measured, Aı¨t-Sahalia and Jacod (2009) (henceforth ASJ) define
a new variable which converges to 1 in the presence of jumps in the underlying return
series, or to another deterministic and known number in the absence of jumps. This
quantity is defined as the ratio of power variations calculated under two different time
scales (1/M and k/M):
Sˆ(p, k, 1/M)t =
Bˆ(p, k/M)t
Bˆ(p, 1/M)t
where
Bˆ(p, 1/M)t =
M∑
i=1
|rti |p p > 2
denotes the usual power variation. Under the null hypothesis of no jumps and with
p > 2, Sˆ(p, k, 1/M)t converges to k
p/2−1, while under the alternative the limit is equal
to one.
Building on these insights, the ASJ test statistics for the null hypothesis of no
jumps is defined as
Sˆ(p, k, 1/M)t − kp/2−1√
Vˆ ct,M
where Vˆ ct denotes the asymptotic variance of Sˆ(p, k, 1/M)t and is given by,
Vˆ ct =
1/M N(p, k) Aˆ(2p, 1/M)t
Aˆ(p, 1/M)2t
,
where
Aˆ(p, 1/M)t =
1/M1−p/2
µp
M∑
i=1
|rti |pI{|rti |≤α(1/M)$}
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N(p, k) =
1
µ2p
(kp−2(1 + k)µ2p + kp−2(k − 1)µ2p − 2kp/2−1µk,p
µk,p = E(|U |p|U +
√
k − 1V |p)
for U , V independent standard normal random variables.
The ASJ test requires the choice of four parameters, namely p, k, α and ϑ. In this
paper, we follow ASJ in using p = 4 and k = 2 and experiment with different values
of the threshold parameters.
3.3.7 Tests based on local volatility
The last test for jumps we consider in this paper is the one developed by Lee and
Mykland (2008)(henceforth LM). The intuition behind their approach is that the
magnitude of price changes depends on the local volatility conditions and that a
‘large’ price change does not necessarily imply a jump in the price process without
conditioning on the current variability. An important advantage of their tests lies
in the fact that one can draw conclusions not only about the presence of jumps in
a given time period, but also about the number and location of jumps within this
period.
For every intraday period ti, LM propose to calculate the ratio between the intra-
day return, rti , and the instantaneous volatility, σti , which they approximate using
bipower variation, i.e.
L(i) = rti
σ̂ti
where
σ̂ti
2 =
1
K − 2
i−1∑
j=i−K+2
|rti ||rti−1|
and K denotes the window size or bandwidth used for the estimation of the instan-
taneous volatility. If a jump occurred in a given period of time, this ratio should be
large in absolute value and vice versa. This idea underlies the test statistic for jumps
in the intra-day period ti:
|L(i)| − CM
SM
,
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where
CM =
(2 log(M))1/2
µ1
− log(pi) + log(log(M))
2µ1(2 log(M))1/2
and SM =
1
µ1(2 log(M))1/2
represent the centering and normalizing terms.
To select a rejection region for the test, LM derive the limiting distribution of
the maximum of |L(i)| over all i = 1, ...,M and show that the limiting distribution
implies that for a given significance level α, the relevant threshold for |L(i)|−CM
SM
is
given by β = − log(− log(1 − α)). Thus if |L(i)|−CM
SM
> β the null hypothesis of no
jump at time ti is rejected. The choice of the bandwith parameter K is guided by
asymptotic theory and the authors recommend using a value of
√
252×M .
3.4 Monte Carlo Simulation
3.4.1 Simulation Design
We consider three different data generating processes (DGPs) to investigate the size
and power properties of the various tests for jumps described above. The first two
are the one and two-factor log-linear stochastic volatility (SV) models studied by
Chernov, Gallant, Ghysels, and Tauchen (2003), and employed by Barndorff-Nielsen
and Shephard (2004b) and Huang and Tauchen (2005) in a simulation study of the
behavior of the bipower variation based tests. These are defined by:
LL1F: one-factor log-linear SV
dp(t) = µdt+ exp[β0 + β1v(t)]dWp(t),
dv(t) = αvv(t)dt+ dWv(t),
LL2F: two-factor log-linear SV
dp(t) = µdt+ sexp[β0 + β1v1(t) + β2v2(t)]dWp(t),
dv1(t) = αv1v1(t)dt+ dWv1(t),
dv2(t) = αv2v2(t)dt+ [1 + βv2v2(t)]dWv2(t),
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where Wp,Wv,Wv1, and Wv2 are standard Brownian motions with leverage correla-
tions Corr(dWp(t), dWv(t)) = ρdt, Corr(dWp(t), dWv1(t)) = ρ1dt, and Corr(dWp(t), dWv2(t)) =
ρ2dt, and v(t), v1(t) and v2(t) are stochastic volatility factors. The process v1(t) is
a standard Gaussian process, while v2(t) exhibits a feedback term in the diffusion
function. The spliced exponential function sexp ensures a solution to LL2F exists
(see Chernov, Gallant, Ghysels, and Tauchen, 2003, for details).
µ 0.030
β0 0.000
β1 0.125
αv {−0.137e− 2,−0.100,−1.386}
Table 3.1: Parameters of the LL1F model used in the simulations.
µ 0.030
β0 -1.200
β1 0.040
β2 1.500
αv1 -0.137e-2
αv2 -1.386
βv2 0.250
ρ1 -0.300
ρ2 -0.300
Table 3.2: Parameters of the LL2F model used in the simulations.
The third DGP is a log-linear stochastic volatility model in which the volatility
factor follows an infinite-activity pure-jump process recently considered by Todorov
and Tauchen (2010):
LLIA: infinite-activity pure-jump SV
dp(t) = µdt+ exp[β0 + β1v(t)]dWp(t),
dv(t) = αvv(t)dt+ dLv(t)
where Lv is a symmetric tempered stable process with Le´vy density given by ν(x) =
c e
−λ|x|
|x|1+α , α ∈ (0, 2). The parameter αv measures the degree of activity of jumps, while
λ governs the tail behavior of the Le´vy density.
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We use the same parametrization for LL1F and LL2F as in Huang and Tauchen
(2005) (see Table 3.1 & 3.2). For the LLIA, we fix λ at 2.5 as Todorov and Tauchen
(2010) and vary c and α such that the variance of Lv(1) remains constant at 1, (see
Table 3.3). Thus the first two moments of the increments of the volatility factor vt are
identical under LL1F and LLIA, but these have fatter tails under LLIA. The sample
paths are, of course, dramatically different with the former being continuous while
the latter purely discontinuous.
µ 0.030
β0 0.000
β1 0.125
αv {−0.137e− 2,−0.100,−1.386}
λ 2.500
(c, α) {(2.424,0.400),(1.635,0.800),(0.894,1.200),(0.325,1.600)
Table 3.3: Parameters of the LLIA model used in the simulations.
To simulate sample paths of the log-price under LL1F and LL2F we use the
Euler discretization scheme with the increment of the Euler clock set to 1 second.
We generate 55,000 trading days, each 6.5 hours long, which corresponds to typical
trading hours on major equity exchanges. We discard the first 5000 days to avoid
distortions induces by initial conditions. For each day, we calculate the test statistics
for jumps at different sampling frequencies ranging from 30 seconds to 15 minutes.
The simulation of the tempered stable process in LLIA is based on the series
representation of tempered stable processes derived by Rosin´ski (2001), and outlined
in Todorov (2007). For each 6.5-hour day, we generate 2,340 intraday observations
of Lv corresponding to 10-second sampling. We truncate the infinite series expansion
such that we simulate on average 10,000 jumps in Lv per day.
To study the power properties of the various tests for jumps, we first augment the
LL1F model by a pure jump component of finite activity:
LL1F-FAJ: one-factor log-linear SV with finite-activity jumps
dp(t) = µdt+ exp[β0 + β1v(t)]dWp(t) + dJt,
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dv(t) = αvv(t)dt+ dWv(t),
where Jt is a compound Poisson process with normally distributed jumps with vari-
ance σ2 and constant jump intensity λ. We experiment with various combinations
of σ2 and λ, ranging from large infrequent jumps to small frequent ones similar to
Huang and Tauchen (2005) (see Table 3.4).
λ {0.1,0.5,1.0,1.5,2.0}
σ2 {0.5,1.0,1.5,2.0,2.5}
Table 3.4: Jump intensity and variance of jump size for LL1F-FAJ model.
Next, we explore power against alternatives that entail infinite-activity jump pro-
cesses:
LL1F-IAJ: one-factor log-linear SV with infinite-activity jumps
dp(t) = µdt+ exp[β0 + β1v(t)]dWp(t) + kdLt,
dv(t) = αvv(t)dt+ dWv(t),
where k is a constant and Lt is a symmetric tempered stable process with Le´vy density
given by ν(x) = c e
−λ|x|
|x|1+α , α ∈ (0, 2). We use the same parameter values for the jump
process as Todorov (2007) (Table 3.5). The parameters are calibrated such that the
contribution of the jump component to the overall variation reflects the results from
previous empirical literature (Huang and Tauchen, 2005).
α {0.1,0.5}
k {0.0119,0.0161}
c {0.125,0.4}
λ {0.015,0.015}
Table 3.5: Parameters of the jump process in the LL1F-IAJ model.
We implement the above discussed tests for jumps in the following way:
• Multipower variation ratio test (BNS) using BV, TPV and QPV to estimate
the integrated variance and TPQ or QPQ to estimate the integrated quarticity;
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• Threshold bipower variation ratio test (CPR) using threshold TPQ to estimate
the integrated quarticity; the choice of threshold follows CPR exactly with ϑ
set to 3,4 or 5;
• Median realized volatility ratio test (ADS) using either MinRQ or MedRQ to
estimate the integrated quarticity;
• Swap variance ratio test (JO) using either realized quadpower or sixthpower
sixticity to estimate the integrated sixticity;
• Two-scale power variation test (ASJ): we set p = 4, k = 2 as suggested by ASJ,
using truncated power variation to estimate the asymptotic variance of the Sˆ
statistics with α = 0.47 and ϑ set to 3,4 or 5.
• Truncated power variation test (PZ): we consider p = 2 and p = 4 and set
τ = 0.05, ϑ = 0.4 and c = 2.3, 3, 4.
• Test based on local volatility (LM) using BV, TPV and QPV to estimate in-
stantaneous volatility.
For expositional clarity, we summarize the main results in a few tables focusing on
the most important differences across the tests and the various data generating pro-
cess. The simulation results not directly reported here do not provide much additional
insight but they are available upon request.
3.4.2 Size
Table 3.6 summarizes the simulated size for 1% nominal level. We report results for
the LL1F model with moderate mean reversion, LL2F and LLIA with activity index
of volatility jumps equal to 0.4. Other parameter configurations of the DGP’s yield
similar results and are omitted to save space.
We find that while the BNS, CPR and ADS tests exhibit only small size distortions
in small samples, the swap variance test (JO) and the truncated power variation test
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(PZ) tend to be oversized and the ASJ test significantly undersized in moderate
samples. This observation is true for all stochastic volatility models considered here.
Starting with the LL1F model with moderate mean reversion, we find that the
BNS ratio test based on the use of bipower variation exhibits slight positive size distor-
tions at lower frequencies, as shown by Huang and Tauchen (2005) before, but these
are rather negligible from an empirical perspective. When realized tripower variation
is used in place of realized bipower variation in the BNS test, the size distortions es-
sentially disappear. However, using realized quadpower variation, in particular when
coupled with realized tripower quarticity, reduces the size of the BNS test below the
nominal level at low sampling frequencies. Simulation evidence not reported here sug-
gests that this is caused by positive skewness of realized multipower variation at low
frequencies, with the degree of skewness increasing with p. Thresholding the bipower
variation as suggested by CPR tends to increase the size slightly for low levels of the
threshold. This is perhaps not surprising given that it is not optimal from a statistical
point of view to truncate the large returns in the absence of jumps. This biases the
bipower variation downward and the test statistics upward, hence the slightly higher
empirical size.
The jumps tests based on the recently developed median realized volatility (ADS)
show relatively stable performance across sampling frequencies. They do tend to be
slightly oversized at low sampling frequencies but the distortions are smaller than
in the case of the test based on bipower variation. The choice of the estimator of
integrated quarticity (MinRQ vs. MedRQ) does not seem to have a practical impact
on the size properties.
Turning to the ASJ test, we first note the difference in size depending on the
truncation parameter α. The higher α, that is, the larger the threshold employed
in the calculation of the truncated power variation, the lower the size. But more
importantly, for a given threshold, decreasing the sampling frequency tends to have
a significant negative impact on the size of the test. This effect is more pronounced
for more conservative significance levels. The simulation evidence indicates that the
problem lies with the positive skewness of the ASJ test statistics at lower
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Jbv J
(3)
tbv J
(5)
tbv Jmed SwVqps S3(4, 2) S5(4, 2) S2.3(2) S4(2) LMbv
Sampling frequency: 1 minute
Jbv 88.68
J
(3)
tbv 88.68 89.88
J
(5)
tbv 88.68 89.44 89.44
Jmedrv 87.93 88.56 88.37 88.94
SwVqps 88.18 89.27 88.91 88.43 91.20
S3(4, 2) 74.36 74.93 74.81 74.53 75.50 75.86
S5(4, 2) 71.34 71.91 71.78 71.53 72.43 72.52 72.52
S2.3(2) 88.56 89.73 89.31 88.83 91.12 75.79 72.50 93.97
S4(2) 87.74 88.54 88.35 87.99 88.75 74.74 71.78 88.81 88.85
LMbv 88.52 89.69 89.27 88.79 91.12 75.75 72.50 93.60 88.81 93.68
Sampling frequency: 5 minutes
Jbv 78.27
J
(3)
tbv 78.27 82.01
J
(5)
tbv 78.25 80.18 80.18
Jmedrv 77.49 79.87 79.07 80.47
SwVqps 77.77 81.23 79.68 79.70 84.19
S3(4, 2) 1.64 2.08 1.93 1.93 2.20 2.33
S5(4, 2) 1.62 1.99 1.91 1.91 1.99 1.99 1.99
S2.3(2) 78.21 81.92 80.12 80.33 83.75 2.33 1.99 87.57
S4(2) 75.92 77.18 77.09 76.84 77.09 1.76 1.76 77.18 77.26
LMbv 78.14 81.84 80.05 80.18 83.41 2.29 1.99 85.85 77.18 86.00
Sampling frequency: 15 minutes
Jbv 64.01
J
(3)
tbv 63.97 70.75
J
(5)
tbv 63.95 66.89 66.93
Jmedrv 62.17 66.64 64.37 67.98
SwVqps 63.22 69.64 66.07 66.83 75.77
S3(4, 2) 0.00 0.00 0.00 0.00 0.02 0.04
S5(4, 2) 0.00 0.00 0.00 0.00 0.00 0.02 0.02
S2.3(2) 63.91 70.67 66.83 67.81 74.68 0.02 0.00 79.76
S4(2) 58.22 58.98 58.93 58.41 58.85 0.00 0.00 59.00 59.08
LMbv 63.05 69.56 65.97 66.79 72.96 0.02 0.00 75.46 58.93 76.59
Table 3.7: Confusion matrices. LL1F-FAJ with medium mean reversion. λ = 0.1,
σ2 = 2.5. Significance level: 1%.
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Jbv J
(3)
tbv J
(5)
tbv Jmed SwVqps S3(4, 2) S5(4, 2) S2.3(2) S4(2) LMbv
Sampling frequency: 1 minute
Jbv 86.15
J
(3)
tbv 86.15 88.02
J
(5)
tbv 86.15 87.11 87.11
Jmedrv 84.97 85.90 85.57 86.39
SwVqps 85.14 86.71 86.02 85.30 88.85
S3(4, 2) 68.84 69.59 69.30 68.84 69.74 70.57
S5(4, 2) 61.60 62.25 62.01 61.57 62.37 62.89 62.89
S2.3(2) 86.03 87.88 86.99 86.28 88.71 70.55 62.87 92.78
S4(2) 85.00 86.08 85.79 85.04 85.88 69.30 62.13 86.42 86.51
LMbv 86.00 87.84 86.96 86.24 88.65 70.52 62.86 92.13 86.41 92.23
Sampling frequency: 5 minutes
Jbv 72.87
J
(3)
tbv 72.86 77.74
J
(5)
tbv 72.87 75.15 75.16
Jmedrv 70.47 73.32 72.02 74.21
SwVqps 70.66 74.87 72.83 71.72 78.41
S3(4, 2) 1.81 2.31 2.10 1.99 2.40 2.62
S5(4, 2) 1.51 1.79 1.72 1.70 1.77 1.82 1.82
S2.3(2) 72.72 77.59 75.01 74.08 78.04 2.60 1.80 85.27
S4(2) 68.93 70.45 70.32 68.69 69.20 1.98 1.67 70.45 70.54
LMbv 72.11 76.70 74.37 73.31 76.77 2.54 1.80 81.17 70.39 81.31
Sampling frequency: 15 minutes
Jbv 52.87
J
(3)
tbv 52.84 60.51
J
(5)
tbv 52.85 55.89 55.92
Jmedrv 48.86 52.93 50.52 55.54
SwVqps 50.02 56.58 52.83 52.34 65.71
S3(4, 2) 0.00 0.01 0.00 0.01 0.02 0.03
S5(4, 2) 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S2.3(2) 52.79 60.37 55.84 55.38 64.28 0.02 0.00 73.98
S4(2) 42.80 43.56 43.45 41.60 42.63 0.00 0.00 43.60 43.69
LMbv 50.24 57.22 53.23 52.56 58.88 0.02 0.00 64.14 43.11 65.01
Table 3.8: Confusion matrices. LL1F-FAJ with medium mean reversion. λ = 1.0,
σ2 = 1.5. Significance level: 1%.
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Jbv J
(3)
tbv J
(5)
tbv Jmed SwVqps S3(4, 2) S5(4, 2) S2.3(2) S4(2) LMbv
Sampling frequency: 1 minute
Jbv 67.93
J
(3)
tbv 67.92 72.87
J
(5)
tbv 67.92 70.41 70.41
Jmedrv 65.80 68.46 67.42 69.62
SwVqps 64.00 67.79 66.19 65.17 72.57
S3(4, 2) 44.39 46.31 45.51 44.99 45.52 48.46
S5(4, 2) 30.09 31.35 30.91 30.44 31.17 32.48 32.48
S2.3(2) 67.75 72.66 70.23 69.39 72.36 48.35 32.43 84.78
S4(2) 63.84 66.19 65.55 64.47 64.56 44.80 30.89 66.91 67.06
LMbv 67.67 72.54 70.15 69.31 72.25 48.32 32.43 83.23 66.90 83.50
Sampling frequency: 5 minutes
Jbv 36.89
J
(3)
tbv 36.87 45.81
J
(5)
tbv 36.88 39.51 39.52
Jmedrv 33.23 38.23 35.11 40.37
SwVqps 31.70 38.34 34.11 34.11 45.92
S3(4, 2) 0.87 1.42 1.12 1.16 1.57 1.98
S5(4, 2) 0.55 0.83 0.73 0.76 0.82 0.86 0.86
S2.3(2) 36.56 45.46 39.20 39.91 44.90 1.93 0.83 63.45
S4(2) 24.68 25.89 25.77 24.91 24.76 0.89 0.66 25.93 26.25
LMbv 35.31 43.57 37.94 38.38 42.61 1.83 0.83 54.65 25.89 55.39
Sampling frequency: 15 minutes
Jbv 13.92
J
(3)
tbv 13.89 18.84
J
(5)
tbv 13.90 14.62 14.65
Jmedrv 10.55 13.28 11.08 16.22
SwVqps 11.30 15.18 12.00 13.08 27.62
S3(4, 2) 0.00 0.00 0.00 0.00 0.01 0.04
S5(4, 2) 0.00 0.00 0.00 0.00 0.00 0.03 0.03
S2.3(2) 13.65 18.49 14.38 15.67 23.81 0.01 0.00 36.62
S4(2) 4.81 4.93 4.88 4.60 4.83 0.00 0.00 4.93 5.17
LMbv 10.78 15.13 11.50 12.72 17.87 0.01 0.00 23.04 4.79 25.21
Table 3.9: Confusion matrices. LL1F-FAJ with medium mean reversion. λ = 2.0,
σ2 = 0.5. Significance level: 1%.
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Jbv J
(3)
tbv J
(5)
tbv Jmed SwVqps S3(4, 2) S5(4, 2) S2.3(2) S4(2) LMbv
Sampling frequency: 1 minute
Jbv 10.73
J
(3)
tbv 10.71 12.28
J
(5)
tbv 10.73 11.38 11.40
Jmedrv 9.32 10.01 9.72 11.06
SwVqps 9.26 10.34 9.87 9.51 13.40
S3(4, 2) 6.15 6.66 6.45 6.29 6.97 7.97
S5(4, 2) 5.24 5.66 5.50 5.36 5.94 6.36 6.36
S2.3(2) 9.86 11.30 10.53 10.19 12.30 7.53 6.07 19.48
S4(2) 8.65 9.28 9.09 8.83 9.41 6.27 5.45 9.51 10.30
LMbv 9.73 11.12 10.40 10.09 12.20 7.48 6.07 17.07 9.50 17.58
Sampling frequency: 5 minutes
Jbv 5.71
J
(3)
tbv 5.69 6.94
J
(5)
tbv 5.71 6.06 6.08
Jmedrv 4.50 5.19 4.79 6.19
SwVqps 4.46 5.42 4.83 4.91 8.95
S3(4, 2) 0.13 0.25 0.19 0.22 0.30 0.52
S5(4, 2) 0.12 0.20 0.17 0.19 0.20 0.32 0.32
S2.3(2) 5.00 6.22 5.37 5.48 7.13 0.38 0.21 13.03
S4(2) 3.48 3.66 3.65 3.61 3.67 0.16 0.16 3.68 4.34
LMbv 4.55 5.61 4.91 5.06 6.40 0.36 0.20 8.52 3.68 9.09
Sampling frequency: 15 minutes
Jbv 3.40
J
(3)
tbv 3.38 4.21
J
(5)
tbv 3.40 3.59 3.61
Jmedrv 2.17 2.65 2.34 3.66
SwVqps 2.42 3.15 2.63 2.78 8.89
S3(4, 2) 0.00 0.00 0.00 0.00 0.00 0.06
S5(4, 2) 0.00 0.00 0.00 0.00 0.00 0.05 0.05
S2.3(2) 3.06 3.87 3.27 3.26 5.53 0.00 0.00 10.31
S4(2) 1.34 1.37 1.37 1.33 1.37 0.00 0.00 1.37 1.85
LMbv 1.98 2.72 2.19 2.36 3.52 0.00 0.00 4.28 1.36 5.08
Table 3.10: Confusion matrices. LL1F-IAJ with medium mean reversion and jump
activity index equal to 0.5. Significance level: 1%.
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frequencies. Already at the 2 minute frequency does the ASJ test statistic exhibit
significant departures from the standard normal limiting distribution, showing much
more probability mass in the right tail than in the left one. This problem becomes
more severe at lower sampling frequencies; for example, at 15 minutes, the empirical
size of the test is only about one half of the nominal level, irrespective of the speed
of mean reversion.
Similar to ASJ, the performance of the PZ test also depends on the choice of
threshold. For the relatively small value of the threshold recommended by PZ (c =
2.3) we find large positive size distortions for moderate and low sampling frequencies.
Most of these distortions are nonetheless alleviated by slightly increasing the threshold
(c = 3).
We next look at the size properties under the two-factor SV model (LL2F). As
shown by Huang and Tauchen (2005), the BNS tests tend to be oversized in this case
and this result is confirmed in our simulation for all multipower variation-based tests.
Similar results are obtained for the ADS, JO and CPR tests with the latter being
much more sensitive to the choice of threshold than in the case of the LL1F model.
In the two-factor model, the volatility process experiences sudden erratic movements
generating large absolute price increments which can be easily confused with jumps.
Setting too small a threshold will eliminate these large but genuine diffusive intra-
day returns and bias the threshold bipower variation downward, resulting in false
rejections of the null hypothesis of no jumps.
The LL2F scenario is much more challenging for the ASJ and PZ test. Not only do
these tests become extremely sensitive to the choice of threshold, the size distortions
do not seem to disappear in large samples. In fact, increasing the sampling frequency
exacerbates the problem, questioning the workings of the limit theory under the two-
factor model.
Finally, we investigate whether the pure-jump volatility specification (LLIA) af-
fects the finite-sample properties of the tests for jumps. The results, reported in the
last panel of Table 3.6, are very similar to the LL1F case, suggesting that even highly
active pure jump volatility process does not adversely affect the inference about jumps
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beyond the distortions observed for relatively smooth continuous volatility specifica-
tions (LL1F).
Summarizing the size simulations, we find that the BNS and ADS tests exhibit
most stable performance across the different DGP’s and sampling frequencies. The
tests that require thresholding (ASJ, PZ and CPR) seem to be very sensitive to the
choice of threshold.
3.4.3 Power against finite-activity jumps
Having examined the size, we now turn to power against finite-activity jumps. We
report three different jumps scenarios, ranging from large, infrequent jumps (λ = 0.1,
σ2 = 2.5) up to small and frequent ones (λ = 2.0, σ2 = 0.5). It is well-known that
when applied on a day-by-day basis, the jump tests are inconsistent (Huang and
Tauchen, 2005): for any given finite time-period there is always a positive probability
that no jump occurs and hence none of the tests can discriminate between a continuous
price process and a price process with jumps of finite activity. For example, with
λ = 0.1, a jump occurs only about every 10 days, and hence the tests will have
no chance of detecting jumps on 9 out of 10 days on average. It is therefore more
instructive to focus on the ability of the jump test to detect jumps on days when
jumps indeed occurred, which can be neatly summarized by the confusion matrix
described in what follows.
Tables 3.7 - 3.9 report confusion matrices for the eight tests at different sampling
frequencies applied on a day-by-day basis under the LL1F data generating process
with moderate mean reversion of -0.100 and significance level of 1%. We only focus
on one version of each test, except for the test that require thresholding where we
report two test statistics in order to study the dependence on the choice of threshold.
The confusion matrices are constructed as follows. The diagonal elements show the
proportion of correctly identified jump days by each test individually. For example,
a value of 70 means that the particular test manages to detect 70% of the days on
which jumps occurred in the simulation. The off-diagonal elements then report the
proportion of jump days jointly flagged by a pair of tests. They provide a measure of
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agreement between the two tests about the occurrence of jumps.
Starting with the scenario of large, frequent jumps, we find that the PZ test is the
most powerful one, closely followed by the LM and JO tests. In case of the former, the
power crucially depends on the choice of threshold: a smaller value of the threshold
parameter leads to a larger proportion of detected jumps, but recall from the previous
section that it also produces important size distortions. This trade-off is particularly
pronounced at lower sampling frequencies. For example, for the 15 minute sampling
frequency, the PZ test with the threshold value of 2.3, which was recommended by
PZ, correctly identifies 79.8% of jump days while with the threshold set equal to 4
the proportion decreases by more than 20 percentage points to 59.1%. The CPR
test behaves in a similar way but the dependence on the threshold parameter is less
strong.
The BNS and ADS tests deliver good performance, with the latter test being
slightly more powerful than the former, as expected. Replacing the bi-power variation
by the tri-power or quad-power variations in the BNS test (not reported here) does
not lead to improvements in power, however, despite the fact that the TPV and QPV
are more robust to jumps than BV. This is probably due to the higher variance of
the two measures of integrated variance. Finally, the ASJ test is the least powerful
out of all tests at the sampling frequencies reported here. It seems to work well only
up to the one-minute frequency and looses power quickly thereafter.
In terms of pairwise agreement among the tests as to whether or not a jump oc-
curred on a given day, which we report in the off-diagonal part of the confusion matrix,
we find that the proportion of commonly detected jump days tends to be driven by
the test with lower power. In particular, the proportion of commonly detected jumps
tends to be slightly smaller that the proportion of jumps detected individually by the
test with lower power. This implies that if the test with lower power detects a jump
so does the test with higher power. Consider, for example, the swap variance test,
JO, which detects 91.20% of jumps days at the 1 minute frequency, together with
the ADS test that identifies 88.94% of them. The implied minimum proportion of
commonly detected jump days equals 81.14%, while the maximum, given by the ADS
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performance, is 88.94%. The actual proportion obtained in the simulation equals
88.43%, which is very close to the upper bound. Similar observations are made for
the other pair of tests.
The other jump scenarios, reported in Tables 3.8 and 3.9, produce qualitatively
similar results in term of the relative performance of the tests. The power decreases
across the board as the variance of the jumps decreases and the jump intensity in-
creases. The degree of disagreement among the tests increases slightly as well.
3.4.4 Power against infinite-activity jumps
We next examine the power against infinite activity jumps. It is important to note
that not all of the tests studied here are designed for this kind of departure from
the null hypothesis of no jumps. This is because some of the measures of integrated
variance that these test employ are not robust to the presence of infinite activity jumps
and thus cannot be used to disentangle the continuous and discontinuous components
of volatility. In particular, all test based on the bi-power variation and minimum or
median realized volatility suffer from this problem. We study them in the context of
infinite activity jumps nonetheless for they may still possess non-trivial power against
this alternative.
The results are summarized in Table 3.10. We find the relative performance to be
very similar to the case of finite activity jumps. The PZ test with low threshold deliv-
ers highest power, followed by the LM and JO tests. The latter test works particularly
well in that it retain power even at the low sampling frequency of 15 minutes. The
BNS and ADS tests fare relatively well despite being based on non-robust measures
of integrated variance. The ASJ test only works at very high frequencies.
3.5 Microstructure noise
It is now widely recognized that the estimation of the realized variance at very high
frequencies is heavily biased by the presence of market microstructure noise (Hansen
and Lunde (2006)). This contamination of the “efficient price” arises from a wide
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range of market frictions including bid-ask spread, infrequent trading, inventory con-
trol problems and asymmetric information, among others2. The noise dominates the
estimation results at fine sampling frequencies, and thus creates a trade-off between
the efficiency and the bias due to contamination. A vast literature has been devel-
oped with techniques attempting to reduce or eliminate such frictions, see Barndorff-
Nielsen, Hansen, Lunde, and Shephard (2008a) and the references therein.
The literature typically assumes that the efficient price Xt+i/M is contaminated
by an additive noise component,
X∗t+i/M = Xt+i/M + t+i/M ,
where E[t+i/M ] = 0 and Var[t+i/M ] = ω2 < ∞. Various assumptions are made
regarding the dependence between Xt+i/M and t+i/M and the time-series properties
of the latter. Here we restrict attention to noise that is independent from the efficient
price.
In the context of testing for jumps, Huang and Tauchen (2005) and Andersen,
Bollerslev, and Diebold (2007), use staggered returns in the calculation of the bipower
and tri-power variation to eliminate the correlation of two consecutive returns stem-
ming from an iid noise process and therefore alleviate the effect of microstructure
noise. The realized staggered multipower measures are defined as
sMPVt,M,k(p) = µ
−p
2/p
M
M−p(1+k)+1
∑M−p(1+k)
i=0
∏p−1
j=0 |rti+j∗(1+k) |2/p,
sMPQt,M,k(p) = µ
−p
4/p
M2
M−p(1+k)+1
∑M−p(1+k)
i=0
∏p−1
j=0 |rti+j∗(1+k) |4/p,
where µ−p2/p = pi
−1/22p/2Γ(p+1
2
).
Similarly to the staggered multipower variation measures, one can define staggered
median realized volatility as follows:
sMedRVt,M,k = cv
(
M
M−2
)∑M−4
i=0 med(|rti |, |rti+(1+k)|, |rti+2(1+k) |)2,
sMedRQt,M,k = cq
(
M2
M−2
)∑M−4
i=0 med(|rti |, |rti+(1+k)|, |rti+2(1+k) |)4,
2See O’Hara (1995) and Hasbrouck (2007) for details.
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where cv =
pi
6−4√3+pi and cq =
3pi
9pi+72−52√3 . These staggered measures can be readily
plugged into the J tests for jumps in place of the non-staggered measures and applied
to testing for jumps in the presence of iid or moving-average type of noise.
Alternative approaches are provided by Jiang and Oomen (2008) and Podolskij
and Ziggel (2008) who modify their test statistics to account for the presence of iid
noise. We do not provide the formulae here to save space and refer the reader to the
original papers.
To simulate the behavior of the tests for jumps in the presence of microstruc-
ture noise, we let the efficient price be governed by the LL1F stochastic volatility
model with moderate mean reversion. Following Andersen, Dobrev, and Schaum-
burg (2009), we model the microstructure noise as an AR(1) process with parameter
ρ ∈ {0, 0.95}. These scenarios thus include the case of an iid noise (ρ = 0) typically
found in transaction prices as well as a persistent noise process (ρ = 0.95) suitable
for modeling quotes (Hasbrouck, 1999). We consider two noise-to-signal ratios: large,
with ω2/IV = 0.01 and moderate with ω2/IV = 0.001 and implement the following
tests:
• Staggered multipower variation ratio test (BNS) using sBV, sTPV and sQPV to
estimate the integrated variance and sTPQ or sQPQ to estimate the integrated
quarticity;
• Staggerd median realized volatility ration test (ADS) using sMinRQ and sMe-
dRQ to the estimated integrated quarticity;
• Swap variance ratio test robust to iid microstructure noise (JO);
• Truncated power variation test robust to iid microstructure noise (PZ), where,
following the recommendation of PZ, we set τ = 0.05, ϑ = 0.17 and c = 2.3, 3, 4.
and consider sampling frequencies of 5s, 15s, 30s, 1min and 5 min. The main simu-
lation results are summarized in Tables 3.11 - 3.14.
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3.5.1 Size
Starting with the case of iid microstructure noise with moderate noise-to-signal ratio
reported in the left panel of Table 3.11, we see that all four classes of tests possess
very good size properties. Similar to the case of no microstructure noise the PZ test
exhibits sensitivity to the choice of threshold.
We next introduce dependence into the microstructure noise by allowing it to
follow a first-order autoregression with parameter 0.95 and set the noise-to-signal
ratio back to 0.001 (moderate noise). It comes as no surprise that the tests based on
staggered multipower measures are no longer immune to this type of noise. In fact,
staggering can only help if the noise is of the moving-average type. The simulated
size of the BNS and ADS tests decreases with the sampling frequency although the
distortions are not as dramatic as the high persistence of the noise process may
suggest. Similar, but a more pronounced, effect is found for the swap variance test
(JO). Increasing the variance of the noise implies large size distortions in the same
directions.
Overall the best performing test in terms of size is the PZ test. Except for the
relatively low frequency of 5 minutes, the PZ test exhibits empirical size very close to
the nominal level across the scenarios considered here, as long as moderate or large
threshold is used. This is quite remarkable especially in the case of large, highly
dependent noise.
3.5.2 Power
The jump detection ability of the noise-robust tests is presented in Tables 3.12 - 3.14.
We focus on the same jump scenarios as in Section 3.4. The most powerful test is
again the PZ test but only for a small value of the threshold parameter. Increasing
the threshold results into a sharp decrease in power, especially at lower sampling
frequencies. The noise-robust JO test shows a very stable performance across the
different specifications of the noise process and delivers better power than either
BNS or ADS. The latter two work quite well when the noise has moderate variance
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(ω2 = 0.001).
Increasing the variance of the noise to 0.01 leads to a sharp drop in power of all
tests. The effect is most pronounced when the jumps are small and frequent (Table
3.14).
3.6 Zero returns
It is well-known that prices do not change at equidistant points in time (see, for
example, Engle and Russell, 1998). There generally tends to be more activity taking
place in the market shortly after opening and towards the end of the trading session
than around lunchtime. As a result, when sampling in calendar time some intraday
returns may be equal to zero, which may in turn distort the inference about jumps.
To see this, consider the BNS test based on bipower variation. Since the latter is
calculated as a sum of products of two consecutive returns, one zero intraday return
will set two summands equal to zero as opposed to the realized volatility, where only
one summand will be knocked out of the sum of squared returns. As a result, the
difference between RV and BV will be upward biased and consequently the test based
on this difference oversized. It is clear that this effect will be more pronounced for
tests based on multipower variations of higher order. This observation has motivated
ADS to propose the median realized volatility as a more robust measure of integrated
variance and quarticity in the presence of infrequent trading.
To shed more light on the impact of zeros returns on the alternative tests for
jumps, we consider the following simple model of sparse sampling. The efficient
price follows the LL1F model as before but it is only observed at random points
in time, whereby the durations between consecutive observations are assumed to
be independently exponentially distributed with mean φ(t). To calibrate the mean
duration as a function of the time of day, φ(t), we follow Fernandes and Grammig
(2006) and fit a cubic spline to the price durations of the S&P 500 futures contract
between 2003-2007 (the data is described in greater detail below).
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The average duration between consecutive price changes is found to be about 15
seconds and we observe a large difference between average morning durations (10
seconds) and lunchtime durations (20 seconds). We use this diurnal pattern function
throughout the simulations but re-scale it such that the mean price duration over the
course of the trading day is equal to either 5 seconds, 15 seconds or 30 seconds. This
allows us to study the impact of different levels of nontrading on the size of the jump
tests. We study the same test statistics as in the size simulations.
The main simulation results are summarized in Table 3.15. Consistent with intu-
ition, the most affected by the presence of zero intraday returns are the tests based
on multipower variations (BNS and CPR). In case of the CPR test, the problem is
further exacerbated by the presence of the bipower variation in construction of the
threshold. The negative bias in the bipower variation due to zero returns tends to
reduce the threshold value and as we have seen in the simulations before this trans-
lates into more frequent false rejections of the null hypothesis. The tests based on
the median realized volatility (ADS) are slightly more robust to the presence of zeros
although the gains are not very large, at least not for the type of infrequent trading
considered here.
The impact of zeros on the swap variance test (JO) tends to be much smaller.
It operates primarily through the realized quarticity or sixticity appearing in the de-
nominator of the JO test statistics. The downward bias of the realized quarticity and
sixticity implies more frequent rejections that consistent with the nominal significance
level. Similarly effected is the ASJ test, which requires the use of multipower variation
to estimate the quarticity appearing in the denominator of the test statistics.
Overall the best performance in terms of empirical size in the presence of zero
returns is afforded by the PZ test, as long as one chooses a sufficiently large constant
c when calculating the threshold. Even when the mean duration of nontrading is
large (30 seconds), the PZ test provides reasonable inference at frequencies as high
as 2 minutes, at which all other test already suffer from substantial size distortions.
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30 s 1 min 2 min 5 min 15 min
A. Multipower variation ratio tests (BNS)
Jbv,tpq 2.01 2.52 3.07 4.20 5.27
Jbv,qpq 2.15 2.71 3.38 4.55 5.67
Jtpv,tpq 1.70 1.95 2.43 3.26 3.94
Jtpv,qpq 1.95 2.30 3.03 4.01 4.66
Jqpv,tpq 1.36 1.45 1.67 1.95 1.68
Jqpv,qpq 1.73 2.03 2.55 3.33 3.61
B. Threshold bipower variation ratio tests (CPR)
J
(3)
tbv,ttpq 2.45 3.16 4.21 6.91 7.61
J
(4)
tbv,ttpq 2.06 2.60 3.20 4.74 5.91
J
(5)
tbv,ttpq 2.02 2.54 3.10 4.32 5.43
C. MedRV ratio tests (ADS)
Jmedrv,minrq 2.11 2.68 3.26 4.12 4.66
Jmedrv,medrq 1.93 2.33 2.90 3.97 5.04
B. Swap variance ratio tests (JO)
SwVqps 2.33 3.39 5.01 8.48 15.66
SwVsps 2.71 4.20 6.44 11.79 22.81
E. Power variation ratio test (ASJ)
S3(4, 2) 5.00 3.56 1.91 0.64 0.03
S4(4, 2) 1.36 0.91 0.52 0.23 0.03
S5(4, 2) 0.53 0.35 0.20 0.07 0.03
F. Threshold power variation difference test (PZ)
S2.3(2) 64.79 57.44 48.49 36.04 24.00
S3(2) 10.53 10.39 9.39 7.94 6.31
S4(2) 1.24 1.20 1.19 1.17 1.18
G. Local volatility test (LM)
LMbv 92.96 79.21 29.91 28.35 11.48
Table 3.16: Simulated size of the tests for jumps for 1% nominal. LL1F model with
medium mean reversion and deterministic diurnal volatility.
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Jbv J
(3)
tbv J
(5)
tbv Jmed SwVqps S3(4, 2) S5(4, 2) S2.3(2) S4(2) LMbv
Sampling frequency: 1 minute
Jbv 84.96
J
(3)
tbv 84.96 86.90
J
(5)
tbv 84.96 86.06 86.06
Jmedrv 83.36 84.40 84.04 85.02
SwVqps 83.30 84.71 84.20 83.22 86.66
S3(4, 2) 28.34 28.79 28.61 28.42 28.71 29.60
S5(4, 2) 9.64 9.85 9.78 9.64 9.85 10.01 10.01
S2.3(2) 84.95 86.89 86.05 84.99 86.65 29.56 10.00 96.83
S4(2) 83.99 85.38 84.90 83.88 85.07 28.81 9.90 86.58 86.60
LMbv 84.93 86.87 86.03 84.99 86.65 29.55 10.00 96.18 86.58 97.59
Sampling frequency: 5 minutes
Jbv 72.92
J
(3)
tbv 72.92 78.85
J
(5)
tbv 72.91 75.35 75.35
Jmedrv 69.43 72.26 70.90 73.28
SwVqps 69.84 74.29 72.04 69.86 77.99
S3(4, 2) 0.23 0.35 0.30 0.28 0.36 0.46
S5(4, 2) 0.18 0.23 0.22 0.22 0.23 0.24 0.24
S2.3(2) 72.86 78.75 75.29 73.21 77.60 0.45 0.24 89.97
S4(2) 68.48 70.72 70.19 67.91 69.31 0.27 0.22 70.84 70.90
LMbv 72.00 77.42 74.42 72.30 76.22 0.43 0.24 84.17 70.74 84.87
Sampling frequency: 15 minutes
Jbv 56.18
J
(3)
tbv 56.14 63.81
J
(5)
tbv 56.16 58.91 58.95
Jmedrv 50.60 53.96 51.87 57.09
SwVqps 53.17 59.88 55.86 53.86 72.53
S3(4, 2) 0.00 0.00 0.00 0.00 0.00 0.01
S5(4, 2) 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S2.3(2) 56.10 63.64 58.87 56.90 69.37 0.01 0.00 78.80
S4(2) 44.58 45.62 45.38 42.81 44.96 0.00 0.00 45.74 45.80
LMbv 52.34 59.19 55.07 52.55 61.74 0.00 0.00 65.89 45.04 67.07
Table 3.17: Confusion matrices. LL1F-FAJ with medium mean reversion and de-
terministic diurnal volatility. λ = 1.0, σ2 = 1.5. Significance level: 1%.
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3.7 Diurnal volatility
The last challenge that the test for jumps will be subjected to in this chapter is
the deterministic diurnal volatility component. It is well-known that unconditional
intraday volatility tends to exhibit an asymmetric U-shaped pattern. It is typically
highest in the morning, drops significantly around lunchtime and then picks up again
towards market close. We follow Hasbrouck (1999) and model the unconditional
intraday volatility as
E(σt) = A(e
−at + e−b(1−t)). (3.2)
We set A = 0.0795, a = −2.5 and b = −3.2. With these parameter values the mean
volatility approximately equals 2, 0.5 and 1 in the morning, mid-day and evening,
respectively. The stochastic part of the volatility process follows LL1F with medium
mean reversion.
We first study the size. The results, reported in Table 3.16, resemble those ob-
tained under the LL2F model. All tests are substantially oversized, those that require
thresholding are very sensitive to the choice of the threshold, and the performance
of PZ and LM test actually deteriorates as the sampling frequency increases. The
BNS and ADS tests seem to be the best choice similarly to the case of LL2F with no
diurnal volatility.
In terms of the ability of the test to detect jumps, the ranking is again similar to the
case of LL1F. To save space, we only report the scenario of moderate jump intensity
and size noting that the results for the other jump scenarios are qualitatively similar.
The PZ test with a low value of threshold delivers highest power, closely followed
by the LM and JO tests. Recall, however, that the two former tests are severely
oversized.
3.8 Empirical Application
In this section, the we apply aforementioned jump tests to empirical data. The analy-
sis is carried out using high frequency data from three markets: the foreign exchange
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inter-dealer market, the equity futures market, and the stock market. Specifically,
the EUR/USD spot exchange rate is analyzed together with the S&P 500 Futures
Index and equity data from two corporations listed on the New York Stock Exchange
(NYSE) namely, IBM and McDonald’s. Below, we give a brief description of the
various datasets employed.
3.8.1 Data Description and Preliminaries
Foreign exchange
We study the EUR/USD spot exchange rate during the period between January 4,
2000 and May 31, 2007. The mid-quotes are extracted from the Electronic Broking
Services (EBS) Market Data database, which is currently the larger of the two elec-
tronic venues that make up the inter-dealer spot FX market. In addition, EBS has
become the major trading platform for the two most traded currency pairs, the
USD/JPY and the EUR/USD. This data has been only recently made available
to academic researchers. As is customary in the literature, observations recorded
between 21:00 GMT on Friday and 21:00 GMT on Sunday as well as holidays are dis-
carded. In addition, days with low trading activity due to public and bank holidays
are also excluded from the data. This leaves us with 1820 days in the sample.
Individual stocks
We collect equity data for five corporations listed on the New York Stock Exchange
(NYSE), namely McDonald’s and IBM over the period between July 2, 2001 and
December 29, 2005, which yields a total of 1126 days. Only the mid-quotes recorded
between 9:30 EST and 16:00 EST are considered. The data is extracted from the
Trades And Quotes (TAQ) database of NYSE.
S&P 500 Futures
We focus on the most liquid (front) S&P 500 futures contract over the period from
June 2, 2003 to December 28, 2007. Only observations between the hours of 8:30
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EST to 15:00 EST are considered and holidays are omitted, leaving us with a total
of 1174 days in the sample. This data was obtained from TickData Inc.
Preliminaries
All four series of high-frequency prices have been filtered using the approach proposed
by Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008c). In order to gain some
intuition about the level of the jump component, microstructure noise and flat trading
in the various datasets, we provide in Figure 3.1 in the signature plots of the average
daily realized volatility, medium realized volatility, bi-power and tri-power variation.
The level of microstructure noise appears to be higher for the equity and futures data
than for the FX data, for which a 30-second sampling frequency seems adequate to
avoid the impact of microstructure noise on the estimation of volatility. In case of the
individual stocks and S&P 500 futures, frequencies between 2 and 5 minutes deliver
stable results.
Quotes/day
Asset 2000 2001 2002 2003 2004 2005 2006 2007
EUR/USD 32582 30928 30412 36080 37065 38000 37766 36401
(63.20) (61.54) (54.32) (61.32) (63.51) (54.11) (47.32) (40.25)
S& P 500 – – – 2042 1890 1749 1665 1819
– – – (99.11) (98.38) (98.28) (97.85) (98.12)
McDonald’s – 2512 3007 5450 6782 8785 – –
– (42.41) (37.51) (32.14) (29.38) (28.45) – –
IBM – 5034 6213 7223 8338 8777 – –
– (53.36) (38.52) (49.93) (50.50) (44.28) – –
Table 3.18: The average number of quotes per day for each for the years in the
sample and for each dataset. The percentage of observations for which the quoted
price was different from the previous one is given in parentheses.
While the difference between the realized volatility and and the jump-robust mea-
sures (MedRV, BV, TPV) provides information about the magnitude of the jump
component, this information is only reliable at moderate and small sampling frequen-
cies due to the presence of zero returns. The signatures plots reveal that the equity
data has a larger proportion of zero returns than the FX and futures data, and the
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Figure 3.1: Volatility signature plots for EUR/USD, IBM and McDonalds based on
mid-quotes, and S&P 500 futures contract based on transaction prices.
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jump-robust measures become severely downward biased for frequencies higher than
a minute. For the foreign exchange and futures data, on the other hand, MedRV and
BV seem to stabilize already at the 30-second frequency, whereas, not surprisingly,
TPV requires slightly lower frequency to avoid the effect of zero returns.
Asset 2000 2001 2002 2003 2004 2005 2006 2007
EUR/USD Quotes 6.33 5.91 6.43 4.95 4.64 4.84 5.28 4.58
Quotes (∆p 6= 0) 9.09 9.03 10.87 7.57 7.01 8.18 9.83 10.81
S & P 500 Quotes – – – 11.69 13.56 15.36 16.15 14.59
Quotes (∆p 6= 0) – – – 11.79 14.56 17.46 18.67 16.19
MacDonald’s Quotes – 9.39 7.92 4.36 3.51 2.69 – –
Quotes (∆p 6= 0) – 22.39 21.29 13.87 12.22 9.73 – –
IBM Quotes – 4.64 3.89 3.31 2.83 2.67 – –
Quotes (∆p 6= 0) – 8.73 10.08 6.78 5.67 6.10 – –
Table 3.19: Average durations between successive quotes.
Tables 3.18 - 3.20 provide some descriptive statistics for the various datasets. In
Table 3.18, the average number of quotations per day is reported for each calendar
year in the sample together with the percentage of unique quotes. We observe that
the foreign exchange data has the largest average number of quotes per day relative
to the operating hours in the market, while the futures data has the smallest number
of quotes. In addition, for all datasets, with the exception of the futures data, the
number of quotes increases significantly over the sample period, the increase being
higher for the individual stocks. The futures data possesses the highest percentage of
unique quotes amongst all the data examined. Only less than 3% of consecutive quotes
in the future data are identical. The number is much larger for the foreign exchange
data and equity data. For these datasets, the number of consecutive duplicate quotes
increases significantly over time.
Table 3.19 reports the average durations between successive quotes. When ac-
counting for duplicate quotes, the quote arrival rates are quite similar across the
datasets, except for S&P 500 futures which shows average duration about twice as
high as the other assets considered. Finally, Table 3.20 reports the yearly percentage
of zero returns for five different sampling frequencies, extending from 30 seconds to 15
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Asset Sampl. Freq. 2000 2001 2002 2003 2004 2005 2006 2007
EUR/USD 1 min 27.21 28.98 33.48 25.53 23.52 26.75 31.37 37.15
5 min 11.06 12.08 14.69 10.03 9.27 11.02 13.34 16.52
15 min 5.77 6.57 8.04 5.46 4.94 5.90 7.41 9.80
S & P 500 1 min – – – 15.93 16.46 17.13 17.63 15.50
5 min – – – 7.63 8.08 8.28 8.41 7.30
15 min – – – 4.75 4.89 5.36 5.87 5.35
McDonald’s 1 min – 23.34 21.81 27.48 28.41 25.24 – –
5 min – 7.99 6.56 10.23 10.48 8.73 – –
15 min – 4.57 4.26 5.49 5.44 5.06 – –
IBM 1 min – 5.64 5.90 6.83 7.57 9.44 – –
5 min – 2.68 2.25 3.01 2.90 3.66 – –
15 min – 2.02 1.50 2.02 1.87 2.11 – –
Table 3.20: Yearly percentages of zero returns.
minutes. Consistent with the volatility signature plots, the percentage of zero returns
decreases significantly with the sampling frequency. Nonetheless, the proportion of
zeros remains nontrivial even at the relatively low and commonly employed 5-minute
frequency implying possible positive bias in the estimated contribution of jumps to
the overall variation in the assets’ prices.
3.8.2 Results of Jump Tests
We now apply the set of jumps test to the data. For each asset and day of the sample
we test for the presence of jumps at three different sampling frequencies: 1 minute,
5 minute and 15 minutes. To balance the trade-off between size and power we use
intermediate values for the threshold parameters in the CPR, ASJ and PZ tests. We
adopt the 1% significance level throughout.
We summarize the results in a set of confusion matrices: we calculate the pro-
portion of days that each test identified jumps individually and also for each pair
of the tests the proportion of jump days detected by the corresponding tests jointly.
The latter is again interpreted as a measure of the degree of agreement among the
different tests. The confusion matrices are reported in Tables 3.21 and 3.22.
The empirical results are consistent with those obtained in the simulations. There
is a clear association between the number of zero returns and the proportion of days
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identified as jump days. As expected, the tests that are affected the most are the
BNS and LM ones. The proportion of detected jump days also radically increases
with the sampling frequency, except for the JO test which exhibits relatively stable
performance.
The largest proportion of jump days is detected for the EUR/USD exchange rate.
At the 5 minute frequency, the tests indicate between 23 and 53% of jump days in
the sample, if we ignore the ASJ test which is known to have low power and the LM
test which is substantially biased due to zero returns. There are much less jumps in
the S&P 500 future index: for about 10 to 15 % of the days in the sample do the test
signal the presence of jumps. The IBM stock price jumps relatively infrequently (6 -
11%), while McDonalds exhibits similar behavior to S&P 500 futures.
3.9 Conclusion
This paper aims to evaluate the performance of seven different approaches developed
for testing for the presence of jumps in asset price processes. Extensive simulation
results examining the size and power of the tests under different data generating sce-
narios reveal that there is no clear “winner”. The performance of each test depends on
a particular scenario: while some tests perform well in the absence of frictions, they
face considerable difficulties when confronted with noisy data. The tests employing
thresholds suffer further from a trade-off between size and power; small threshold im-
proves the ability to detect true jumps but at the same time increases the probability
of spurious jump detection in periods when no jumps occurred. Further research is
therefore called for to address the choice of the threshold in order to balance this
trade-off.
An important feature of the jump tests that we document in this paper is their
sensitivity to the presence of zero intraday returns. A natural remedy to this problem
is to resort to tick-time sampling (see e.g. Oomen, 2006 for a discussion of the benefits
of tick-time sampling for estimation of volatility). Nevertheless, the limit theories
underlying the tests studied here are derived under the assumption of equidistant
178
sampling and hence it remains to be shown whether they remain valid when sampling
time becomes random. Further research will almost surely tackle this issue.
The conclusions from the empirical application based on individual stock, foreign
exchange and equity futures data conform to those of the Monte Carlo simulation.
They show that the test statistics are very sensitive to the presence of zero returns
and microstructure noise. It is therefore very important in empirical work to be aware
of this problem and interpret the results accordingly.
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Chapter 4
Testing Multivariate
Mixture-of-Normals Hypothesis
with High Frequency Data
4.1 Introduction
The joint probability distribution of asset returns plays a central role in financial
decision making. For example, the classical portfolio theory of Markowitz (1959) as
well as the well-known Capital Asset Pricing Model (CAPM) require that the dis-
tribution of returns belong to the elliptical class (Ingersoll, 1987), unless preferences
are characterized by the quadratic utility function. When returns are non-elliptical,
the means and variances are insufficient to completely describe the return distribu-
tion and restricting asset allocation decisions to the mean-variance trade-off results
into suboptimal investment performance, as shown in Patton (2004), for example.
Similarly, when the joint distribution of returns exhibits tail dependence, i.e. when
extreme events are correlated, diversification strategies tend to break down precisely
when they are most needed. Properly characterizing the joint distribution of asset
returns is also critical for accurate measurement and management of risk. It is thus
of considerable interest to study the properties of multivariate distributions of asset
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returns.
In financial economics, the multivariate normal distribution is by far the most
widely used. However, while univariate normality has received enormous attention in
the empirical literature, this happens not to be the case for multivariate normality.
One can obviously argue that the substantial departures from univariate normality
documented in the literature cannot be reconciled with the joint normal model, as the
latter implies normal marginal distributions. Richardson and Smith (1993), however,
point out that due to high correlation of asset returns, the test statistics for univariate
normality will be correlated across assets and hence one could, by pure chance, observe
a large number of rejections of univariate normality even if the joint normal hypothesis
holds. Nonetheless, in their empirical investigation of liquid American stocks, they
find convincing evidence against unconditional multivariate normality stemming from
both non-normal marginals as well as non-normal joint law.
Recently, several papers have employed high-frequency data and realized mea-
sures of integrated variance to find that the univariate distributions of returns are
much closer to the mixture-of-normals then previous empirical evidence seemed to
suggest (Andersen, Bollerslev, and Dobrev, 2007, Andersen, Bollerslev, Frederiksen,
and Nielsen, 2010). It is now natural to ask if such results also hold in the mul-
tivariate case. In particular, is it the case that the lower tail dependence observed
in the distributions of returns can be entirely attributed to time-varying covariance
matrix, or is it a genuine feature of the distribution? By using realized covariance
rather then conditional variance estimates to studentize (in a matrix sense) the asset
returns, one obtains much more precise volatility estimates and hence more accurate
inference about the distribution.
The purpose of this chapter is to bridge this gap and derive formal testing proce-
dures for the null hypothesis of multivariate normality of asset returns normalized by
integrated covariance. Since the latter is unobservable, we employ the recently de-
veloped nonparametric and model-free estimators based on the use of high-frequency
data. These include the realized covariance introduced by Barndorff-Nielsen and
Shephard (2004b), the multivariate realized kernel developed by Barndorff-Nielsen,
181
Hansen, Lunde, and Shephard (2008b), the modulated realized covariance introduced
by Christensen, Kinnebrock, and Podolskij (2010). The latter two estimators will
allow us to conduct inference robust to the presence of market microstructure noise.
We also use the bivariate bi-power variation (Barndorff-Nielsen and Shephard, 2004)
in order to detect the departures from the null hypothesis due to the presence of
jumps.
Our testing procedures can find straightforward applications in the portfolio al-
location process. Menca and Sentana (2009) show that if the distribution of returns
belongs to the class of multivariate location-scale mixture of normals, any portfolio
can be entirely characterized by the mean, variance and skewness. They derive an-
alytically the corresponding mean-variance-skewness frontier and prove a three-fund
separation theorem. Thus, the mixture of normals model affords a relatively simple
and analytically tractable framework for portfolio choice. This chapter provides the
tools to test whether the data support the mixture of normals hypothesis, thereby
validating the use of the Menca and Sentana (2009) approach to asset allocation.
In the empirical application, we look at a recent sample of foreign exchange rates,
EUR/USD and USD/JPY, and find that bivariate mixture-of-normals hypothesis
is rejected regardless of the realized measure used to standardize returns. Upon
decomposing the joint distribution into the marginal distributions and the dependence
structure, we find that it is the marginals that are inconsistent with normality. The
dependence structure, on the other hand, can be well approximated by the bivariate
normal copula.
To further investigate the deviations from the null hypothesis, we propose and
estimate a parametric model for the bivariate returns, realized volatilities and cor-
relation. The empirical results indicate that the volatility and price innovations are
related in a nonlinear way, especially for the USD/JPY exchange rate, which pro-
vides further evidence against the mixture-of-normals hypothesis. In particular, we
find that an appreciation of the JPY w.r.t. the USD is associated with increased
unexpected volatility of USD/JPY. There seems to be no dependence between the
price shocks and unexpected correlation shocks. The volatility innovations are highly
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positively correlated, while the correlation between realized volatility and realized
correlation innovations is significantly negative. An increase in unexpected volatility
of either exchange rate is associated with a decrease in the correlation of the two
exchange rates.
The rest of the chapter is organized as follows. In section 4.2 we set out our
theoretical framework. Section 4.3 presents the various realized measures of integrated
covariance based on the use of high-frequency data. In section 4.4, we derive the
approximate finite-sample distribution of returns standardized (in a matrix sense) by
the realized covariance and in section 4.5, we propose some statistical tests for the null
hypothesis of interest. Section 4.6 provides some Monte Carlo evidence about the size
and power properties of these tests. Section 4.7 describes the data and reports the
results of the tests for the mixture-of-normals hypothesis. In section 4.8 we present
our parametric model for returns, volatilities and correlation, and, finally, in section
9 we conclude.
4.2 Theoretical Framework
We will assume that the log-price of a d-dimensional vector of assets follows a Brow-
nian semi-martinagale with no drift, i.e.
p∗t =
∫ t
0
Θ(u) dw(u),
where Θ(t) is the instantaneous covolatility process and w(t) is a vector standard
Brownian motion. As shown by Andersen, Bollerslev, Diebold and Labys (2003),
conditional on the sample path of Θ(t), the vector of one-period returns, rt = p
∗
t −
p∗t−1, is distributed as
rt|σ{Θ(u)}u∈[t−1,1] ∼ Nd
(
0,
∫ t
t−1
Σ(u) du
)
,
where ∫ t
t−1
Σ(u) du =
∫ t
t−1
Θ(u)Θ(u)′ du
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is the integrated covariance matrix and σ{Θ(u)}u∈[t−1,1] is the σ-field generated by
the path of the covolatility process. Consequently, the vector of normalized returns,
st =
(∫ t
t−1
Σ(u) du
)−1/2
rt
is independently identically distributed as a standard normal vector, i.e.
st
iid∼ Nd(0, Id),
where Id is the d-dimensional identity matrix. This is the null hypothesis we want to
test.
4.3 Realized Measures of Integrated Covariance
The integrated covariance is unobservable and has to be replace by a consistent es-
timator in order to test the null hypothesis above. In this section, we review several
approaches to measuring the integrated covariance from high-frequency data recently
proposed in the literature.
4.3.1 Realized covariance
Assuming we have T (M + 1) observations of the price process p∗t , corresponding to T
days, each consisting of (M + 1) intraday observations, and denoting by rt,j the j-th
intraday return on day t, the integrated covariance can be consistently estimated by
the realized covariance matrix, RCt,M , defined as
RCt,M =
M∑
j=1
rt,jr
′
t,j.
The diagonal elements are just individual realized volatilities, while the off-diagonal
elements represent realized covariances. Barndorff-Nielsen and Shephard (2004b) pro-
vide asymptotic distribution theory for RCt,M as well as for realized correlation and
regression based on the realized covariance. As in the case of realized volatility, they
establish that RCt,M converges to
∫ t
t−1Σ(u) du at rate
√
M .
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4.3.2 Multivariate Realized Kernel
In the presence of microstructure noise, the realized covariance is inconsistent. An
additional problem arises due to nonsynchronous trading which tends to bias the
estimated covariance towards zero (Epps effect). Several solutions have been proposed
in the literature to account for these issues. Here we focus on the multivariate realized
kernel due to Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008b) (henceforth
BNHLS), the no-arbitrage approach studied by Brandt and Diebold (2006) and the
modulated realized covariance developed by Christensen, Kinnebrock, and Podolskij
(2010).
To alleviate the problems associated with nonsynchronous sampling, Barndorff-
Nielsen, Hansen, Lunde, and Shephard (2008b) employ the concept of refresh time.
Denote by N
(i)
t the counting process that counts the number of observations in the
i-th asset made up to time t, and by t
(i)
1 , t
(i)
2 , ... the corresponding times at which these
observations are made. The refresh time is then defined as follows:
Definition 4.1 For t ∈ [0, 1] we define the first refresh time as τ1 = max(t(1)1 , ..., t(d)1 ),
and the subsequent refresh times as
τj+1 = max
(
t
(1)
N
(1)
τj
+1
, ..., t
(d)
N
(d)
τj
+1
)
.
The resulting Refresh time sample size is N , while we write n(i) = N
(i)
1 .
Thus the first refresh time, τj+1, is the first time all assets have traded or their prices
have been updated if we look at quotes. The second refresh time is then the point
in time when all assets have again traded since the first refresh time, and so on. To
ensure that the same number (N) of intraday observations sampled in refresh time
is obtained for each day of the sample, BNHLS assume that refresh times occur at
τj = T (j/N), where T (t) =
∫ t
0
τ 2(u)du with τ(u) a strictly positive, ca`dla`g univariate
process.
Market microstructure noise is assumed to contaminate the efficient price through
a single additive component,
pτj = p
∗
τj
+ uj, j = 0, 1, ..., N, (4.1)
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so what the econometrician observes is the noisy price, pτj , rather than the efficient
price, p∗τj . The noise process is assumed to be mean-zero and covariance stationary,
conditional on p∗, which, of course, does not rule out dependence on the efficient
prices. An adjustment, the so-called jittering, is needed to remove the contribution
of the noise at both endpoints of the sample. In particular, let M,m ∈ N, with
M − 1 + 2m = N , then set the observations p0,p1, ...,pM as pj = pτj+m for j =
1, 2, ...,M − 1, and
p0 =
1
m
m∑
j=1
pτj and pM =
1
m
m∑
j=1
pτN−m+j (4.2)
The M intraday returns are then defined as rt,j = pj − pj−1, j = 1, 2, ...,M .
The multivariate realized kernel is now defined as
Kt,M,H =
M∑
h=−M
k
(
h
H + 1
)
Γh, (4.3)
where
Γh =

∑M
j=|h|+1 rjr
′
j−h, h ≥ 0∑M
j=|h|+1 rj−hr
′
j, h < 0,
(4.4)
H denotes the bandwidth, and k(x) for x ∈ R is a kernel function satisfying
1. k(0) = 1, k′(0) = 0,
2. k is twice continuously differentiable,
3. k(x)2, k′(x)2 and k′′(x)2 are integrable on [0, 1],
4.
∫∞
−∞ k(x) exp(ixλ) dx ≥ 0 for all λ ∈ R.
For a suitably chosen kernel function (Parzen) the estimator is guaranteed to be
positive semi-definite and converges to the true integrated covariance at rate M1/5,
which is slower than the optimal rate of M1/4. Furthermore, the Parzen-based realized
kernel is asymptotically biased. BNHLS show that under some weak assumptions,
M1/5
(
Kt,M,H −
∫ t
t−1
Σ(u) du
)
Ls→ MN(c−1/20 |k′′(0)|Ω, 4c0k0,0• Ψ )
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where Ω =
∑∞
h=−∞Ωh, with Ωh = Cov(uj,uj−h), Ψ is a multivariate analog of
integrated quarticity, k0,0• is a functional of the kernel and the constant c0 follows
from the choice of the bandwidth, H = c0M
3/5. Thus the (leading term of the) bias
of the Parzen realized kernel depends on the variance of the noise, which can be
estimated from the data and used to bias-correct the estimator. A simple estimator
of Ω when the noise is iid is given by
Ωˆ =
1
Mall
RCt,Mall ,
where Mall is the sample size corresponding to the highest available sampling fre-
quency.
4.3.3 Modulated realized covariance
Christensen, Kinnebrock, and Podolskij (2010) take a different approach to deal with
the presence of microstructure noise. They propose to pre-average the high-frequency
data before applying the usual realized covariance estimator. Formally, define the pre-
averaged high-frequency returns as
r¯t,i =
kM−1∑
j=1
g
(
j
kM
)
rt,i+j, i = 0, ...,M − kM + 1, (4.5)
where g is a suitable function defined on [0, 1] and kM is the size of the pre-averaging
window. The modulated realized covariance is then given by
MRCt,M,kM =
M
M − kM + 2
1
ψ2kM
M−kM+1∑
i=0
r¯t,ir¯
′
t,i, (4.6)
where ψ2 =
∫ 1
0
g(u)2 du. Christensen, Kinnebrock, and Podolskij (2010) show that if
the pre-averaging window is chosen according to
kM√
M
= θ + o(M−1/4), (4.7)
for some positive constant θ, the following result holds:
MRCt,M,kM
p→
∫ t
t−1
Σ(u) du+
ψ1
θ2ψ2
Ω, (4.8)
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where ψ1 =
∫ 1
0
[g′(u)]2 du. The bias of the modulated realized covariance depends on
the variance of the microstructure noise, Ω, which can be consistently estimated by
Ω̂t,M =
1
2M
M∑
i=1
rt,ir
′
t,i (4.9)
A bias-corrected version of the modulated realized covariance then reads(
1− ψ
kM
1
θ2ψkM2
1
2M
)−1(
MRCt,M,kM −
ψkM1
θ2ψkM2
Ω̂t,M
)
(4.10)
The functions ψkM1 and ψ
kM
2 are Riemann approximations of ψ1 and ψ2, respectively,
ψkM1 = kM
kM∑
i=1
(
g
(
i
kM
)
− g
(
i− 1
kM
))2
, ψkM2 =
1
kM
kM−1∑
i=1
g2
(
i
kM
)
, (4.11)
and should be used instead of their limiting counterparts to improve finite-sample
performance of the modulated realized covariance.
Due to the bias-correction term, the estimator in equation (4.10) is not guaranteed
to be positive definite is small samples. To overcome this problems, Christensen,
Kinnebrock, and Podolskij (2010) suggest to oversmooth the high-frequency returns,
i.e. to choose kM according to
kM
M1/2+δ
= θ + o(M−1/4+δ/2) (4.12)
for some δ ∈ (0, 1/2). Then the modulated realized covariance in equation (4.6), which
is positive definite by construction, becomes consistent for the integrated covariance
without a bias-correction. The price to pay is a slower rate of convergence, namely
M1/4+δ/2.
To deal with the problem of non-synchronicity in the presence of microstructure
noise, Christensen, Kinnebrock, and Podolskij (2010) derive a pre-averaged version
of the Hayashi-Yoshida estimator (Hayashi and Yoshida, 2005). The estimator of the
integrated covariance between assets a and b is given by
HY
(a,b)
t,M,kM
=
1
(ψHY kM)2
Ma−kM+1∑
i=0
Mb−kM+1∑
j=0
r¯
(a)
t,i r¯
(b)
t,i 1{(t(a)i ,t(a)i+kM ]∩(t
(b)
j ,t
(b)
j+kM
]6=∅}, (4.13)
where ψHY =
∫ 1
0
g(x) dx and r¯
(j)
t,i , j = {a, b}, i = 1, ...,Mj, are pre-averaged intraday
returns sampled in transaction time with universal pre-averaging window of size kM ,
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M =
∑d
j=1Mj. Christensen, Kinnebrock, and Podolskij (2010) show that the pre-
averaged Hayashi-Yoshida estimator achieves the optimal rate of convergence (M1/4)
but is not guaranteed to deliver positive definite estimates.
4.3.4 No-Arbitrage realized covariance estimator
Brandt and Diebold (2006) exploit no-arbitrage conditions to effectively reduce the
multivariate problem into a univariate one. Consider the triangle involving the US
Dollar ($), Japanese Yen (U) and Euro (e), and denote by SA/Bt as the value of one
unit of currency B in terms of currency A. Then in the absence of triangular arbitrage,
S
U/$
t × S$/et ≡ SU/et , (4.14)
and by log-differencing we get
r
U/$
t + r
$/e
t ≡ rU/et , (4.15)
where r
A/B
t = log(S
A/B
t )− log(SA/Bt−1 ). It follows that the covariance between rU/$t and
r
$/e
t can be estimated using the variances of the three crosses:
cov(r
U/$
t , r
$/e
t ) =
1
2
(var(r
U/e
t )− var(rU/$t )− var(r$/et )). (4.16)
The main advantage of this approach is that it elegantly solves the problem of nonsy-
chronous trading. The individual variances can be readily estimated by the usual
realized variance and we denote this estimator of integrated covariance as RCnat,M . In
the presence of noise, any univariate realized measure robust to microstructure noise
can be used to estimate the individual integrated variances. Here we focus on the re-
alized kernel developed by Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008a)
and denote the resulting estimator by Knat,m,H , where H denotes the bandwidth.
4.3.5 Jump-robust realized covariance estimators
To improve the power of the tests for the mixture-of-normals hypothesis, we also
consider realized measures that are robust to the presence of finite-activity jumps. We
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follow Barndorff-Nielsen and Shephard (2004b) and employ the following integrated
covariance estimator based on the bipower variation:
BVi,t,M =
pi
2
M
M − 1
M∑
j=2
|ri,j,t||ri,j−1,t|, i = 1, 2
BCovt,M =
pi
8
M
M − 1
M∑
j=2
|ri,j,t + rk,j,t||ri,j−1,t + rk,j−1,t|
−|ri,j,t − rk,j,t||ri,j−1,t − rk,j−1,t|,
where ri,j,t is the i-th component of the vector rj,t. Under weak assumptions stated
in Barndorff-Nielsen and Shephard (2004b),
BCt,M :=
 BV1,t,M BCovt,M
BCovt,M BV2,t,M
 p→ ∫ t
t−1
Σ(u) du. (4.17)
Alternatively, we can apply the univariate bipower variation directly to equation
(4.16) to estimate the integrated covariance. We denote this estimator by BCnat,M .
Neither BCt,M nor BC
na
t,M are guaranteed to be positive definite at low sampling
frequencies. This is never the case in our empirical applications.
4.4 Approximate Finite Sample Distributions
In this section, we derive an approximate finite sample distribution of daily returns
standardized by the square root of realized covariance. The approximation is based
on the assumption of constant covariance over the course of a trading day. It was
previously derived by Peters and de Vilder (2006) for univariate returns standardized
by the square root of realized volatility. As we will see, our result is a straightforward
multivariate generalization of the result obtained by Peters and de Vilder (2006).
Let xi ∼ INd(0,Σ) denote the i-th intraday (vector) return. The daily return
standardized by the square root of the realized covariance is defined as
ym =
(
m∑
i=1
xix
′
i
)−1/2( m∑
i=1
xi
)
The following proposition establishes the exact distribution of this random vector.
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Proposition 4.1 The density function of ym reads
fym(wy) =
Γ(m/2)
(mpi)d/2Γ((m− d)/2)
(
1− w
′
ywy
m
)m−d−2
2
1{w′ywy≤m},
and the marginal densities of yj,m, j = 1, ..., d are given by
fyi,m(wyi) =
Γ(m/2)√
mpiΓ((m− 1)/2)
(
1− w
2
yi
m
)m−3
2
1{|wyi |≤
√
m},
The finite sample distribution derived above is likely to be a good approximation
only if the instantaneous covariance process does not move to much over the course of
a trading day. This is an unrealistic assumption given the well documented intraday
seasonal patterns of trading intensity and volatility. However, the problem can be at
least partially alleviated if one moves from calendar time to refresh time sampling.
The following proposition summarizes the moments of ym.
Proposition 4.2 The mean and variance of YM are given by
E(ym) = 0, (4.18)
E(ymy
′
m) = Id, (4.19)
the pairwise cross-moments of yi and yj, i, j = 1, ..., d read
E(y2ki,my
2l
j,m) =
mk+lpi cos((k + l)pi)Γ
(
m
2
)
Γ
(
1
2
− k)Γ (1
2
− l)Γ (k + l + m
2
) , k, l = 1, 2, ... (4.20)
E(y2k+1i,M y
2l+1
j,M ) = 0, (4.21)
and the moments of yi,M , i = 1, ..., p are given by
E(Y 2ki,M) =
mk(2k − 1)(2(k − 1)− 1) · · · 1
(m+ 2k − 2)(m+ 2(k − 1)− 2) · · ·m, k = 1, 2, ... (4.22)
E(Y 2k+1i,M ) = 0. (4.23)
Table 4.1 reports the values of the moments for empirically relevant combinations of
k, l,m.
It is much more difficult to derive the approximate finite sample distribution when
the daily returns are standardized by the multivariate realized kernel or the jump-
robust realized measures. The moments and cross moments corresponding to this
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univariate bivariate
m 4 6 8 (2,2) (2,4) (2,6) (4,4)
13 (30min) 2.600 9.941 47.61 0.867 1.988 6.802 4.081
26 (15min) 2.786 12.07 68.66 0.929 2.414 9.808 5.884
39 (10min) 2.854 12.94 78.51 0.951 2.588 11.22 6.729
78 (5min) 2.925 13.91 90.43 0.975 2.782 12.92 7.571
195 (2min) 2.967 14.55 98.80 0.990 2.909 14.11 8.467
390 (1min) 2.985 14.77 101.84 0.994 2.954 14.55 8.728
780 (30s) 2.992 14.89 103.40 0.997 2.977 14.77 8.863
2340 (10s) 2.997 14.96 104.46 0.999 2.992 14.92 8.954
∞ 3 15 105 1 3 15 9
Table 4.1: Moments of the finite sample distribution.
distribution can be nonetheless simulated and that is the approach we follow here.
It is a rather computationally intensive exercise since if one samples in refresh time,
as the number of intraday observations and hence the optimal bandwidth vary over
time.
4.5 Tests for multivariate normality
4.5.1 Moment-based tests
We now exploit the finite sample approximation to construct a test for multivariate
normality based on moments and cross-moments. Denote by
st,mt = (s1,t,mt , s2,t,mt , ..., sd,t,mt)
′,
the vector of standardized returns at time t constructed from mt intraday returns.
The number of intraday returns used, mt, may vary when ones samples in refresh
time. Define the empirical moments and cross-moments as
m¯
(k)
i,T =
1
T
T∑
t=1
ski,t,mt , m¯
(k,l)
i,j,T =
1
T
T∑
t=1
ski,t,mts
l
j,t,mt , (4.24)
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and their population counterparts
m
(k)
i,T =
1
T
T∑
t=1
E(ski,t,Mt), m
(k,l)
i,j,T =
1
T
T∑
t=1
E(ski,t,mts
l
j,t,mt). (4.25)
For simplicity, we now present a test based on the third and fourth moments and cross
moments for a pair of returns, noting that generalizing to larger dimensions and set
of moments is straightforward. Collecting the relevant moments and cross moments
into a vector, m¯, we have
m¯T =
(
m¯
(3)
1,T , m¯
(3)
2,T , m¯
(1,2)
1,2,T , m¯
(2,1)
1,2,T , m¯
(4)
1,T , m¯
(4)
2,T , m¯
(2,2)
1,2,T
)′
, (4.26)
and by Proposition 2,
E(m¯T ) =
(
0, 0, 0, 0,m
(4)
1,T ,m
(4)
2,T ,m
(2,2)
1,2,T
)′
, (4.27)
T · var(m¯T ) =
 V1 O
O V2
 , (4.28)
where
V1 =

m
(6)
1 0 m
(4,2)
1,2 0
0 m
(6)
2 0 m
(4,2)
1,2
m
(4,2)
1,2 0 m
(2,4)
1,2 0
0 m
(4,2)
1,2 0 m
(4,2)
1,2
 , (4.29)
V2 =

m
(8)
1 − [m(4)1 ]2 m(4,4)1,2 −m(4)1 m(4)2 m(6,2)1,2 −m(4)1 m(2,2)1,2
m
(4,4)
1,2 −m(4)1 m(4)2 m(8)2 − [m(4)2 ]2 m(6,2)1,2 −m(4)2 m(2,2)1,2
m
(6,2)
1,2 −m(4)1 m(2,2)1,2 m(6,2)1,2 −m(4)2 m(2,2)1,2 m(4,4)1,2 − 1
(4.30)
Then by the Central Limit Theorem,
(m¯T − E(m¯T ))′ var(m¯T )−1(m¯T − E(m¯T )) d→ χ2(7) (4.31)
as T →∞.
4.5.2 Kolmogorov test
A disadvantage of the moment-based tests is that they are inconsistent. One can
always construct a distribution with a finite number of moments matching those
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of the standard normal distribution. Clearly, a test for normality based on these
moments will have no power against such alternatives. A solution to this problem is
offered, among others, by the Kolmogorov-Smirnov test, see Justel, Pena, and Zamar
(1997) for the multivariate case.
For simplicity of exposition we focus on the bivariate case. Let Fym(wy) denote
the distribution function corresponding to the bivariate finite-sample density fym(wy)
and let Fyi,m(wyi), i = 1, 2, denote the marginal distribution functions. Define the
following transformation,
u1 = Fy1,m(wy1), (4.32)
u2 = Fy2,m|y1,m(wy2|wy1), (4.33)
where Fy2,m|y1,m(wy2|wy1) is the conditional distribution function of y2,m given y1,m. By
the probability integral transform, the random variables u1 and u2 are independently
uniformly distributed on [0, 1] for any m.
Defining by GT (u) the empirical distribution function of the transformed sample
u1,t = Fy1,mt (s1,t,mt), u2,t = Fy2,m|y1,m(s2,t,mt |s1,t,mt), t = 1, ..., T ,
GT (u) =
1
T
T∑
t=1
1{u1,t≤u1}1{u2,t≤u2}, (4.34)
the Kolmogorov test statistic is given by
dT = sup
u∈[0,1]2
|GT (u)− u1u2|, (4.35)
The test statistic depends on the ordering of the variables upon the probability inte-
gral transform and hence it is not unique. Justel, Pena, and Zamar (1997) suggest
to calculate the test statistics for every possible ordering, take the maximum and use
Bonferonni critical values to perform the test.
4.5.3 Separating marginals from the dependence structure
It may be interesting to investigate whether the departures, if any, from the null hy-
pothesis of multivariate normality of the standardized returns are due to the marginal
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distributions or to the dependence structure. This question can be addressed by em-
ploying copulas. The copula corresponding to the bivariate finite-sample distribution
derived in Proposition 1 is given by
CFS(u1, u2) = (4.36)∫ F−1ym (u1)
−√m
∫ F−1ym (u2)
−√m
Γ(m/2)
(mpi)Γ((m− 2)/2)
(
1− w
2
1 + w
2
1
m
)m−4
2
1{w21+w22≤m} dw1 dw2,
where
Fym(wy) =
∫ wy
−√m
Γ(m/2)√
mpiΓ((m− 1)/2)
(
1− t
2
m
)m−3
2
1{|t|≤√m} dt. (4.37)
Similarly, the bivariate standard normal copula is given by
CG(u1, u2) = Φ2(Φ
−1(u1),Φ−1(u2)), (4.38)
where Φ2 and Φ denote the bivariate and univariate standard normal distribution
functions, respectively.
To separate the marginals from the dependence structure, we transform the stan-
dardized returns into uniform variates by the corresponding univariate empirical dis-
tribution functions,
F̂i(x) =
1
T + 1
T∑
t=1
1{si,t,M≤x}, i = 1, 2, (4.39)
that is, we set
ûi,t,M := F̂i(si,t,m), i = 1, 2. (4.40)
We then transform these variates into jointly uniform variates by
v̂1,t,M = û1,t,M ,
v̂2,t,M = C
FS
2|1 (û2,t,M |û1,t,M), t = 1, ...., T,
where CFS2|1 is the conditional distribution of u2 given u1 implied by (4.36):
CFS2|1 (u1, u2) =
[
fym(F
−1
ym (u2))
]−1× (4.41)∫ F−1ym (u2)
−√m
Γ(m/2)
(mpi)Γ((m− 2)/2)
(
1− (F
−1
ym (u2))
2 + w21
m
)m−4
2
1{(F−1ym (u2))2+w22≤m} dw2,
(4.42)
Finally, we apply the bivariate Kolmogorov test to (v̂1,t,M , v̂2,t,M), t = 1, ..., T .
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4.6 Monte Carlo Simulation
We use the following multivariate factor stochastic volatility model with stochastic
correlation as the data generating process in the simulation:
dy
(i)
t = dv
(i)
t + df
(i)
t , (4.43)
dv
(i)
t = ρtσ
(i)
t db
(i)
t , (4.44)
df
(i)
t =
√
1− ρ2tσ(i)t dwt, (4.45)
σ
(i)
t = exp(β
(i)
0 + β
(i)
1 ξ
(i)
t ), (4.46)
dξ
(i)
t = α
(i)ξ
(i)
t dt+ ν
(i) db˜
(i)
t , (4.47)
ρt = (exp(%t − β(3)0 )− 1)/(exp(%t − β(3)0 ) + 1), (4.48)
d%t = α
(3)%t dt+ ν
(3) db˜
(3)
t , (4.49)
where wt, bt, b˜t are mutually independent univariate, bivariate and trivariate standard
Brownian motions, respectively. ft denotes the common factor, vt represents idiosyn-
cratic shocks and ξt and %t denote volatility and correlation factors, respectively. A
simpler version of this model was used by BNHLS to investigate the properties of the
multivariate kernel. Here we allow the correlation between returns to be stochastic,
with corr(dy
(1)
t , dy
(2)
t ) = 1 − ρ2t . Table 4.2 summarizes the parameter configuration,
adopted from BNHLS.
α(1), α(2) -1/40
α(3) -1/20
β
(1)
0 , β
(2)
0 -5/16
β
(1)
1 , β
(2)
1 1/8
β3 2
ν(1), ν(2) 1
ν(3) 1/10
ω2 1/1000
Table 4.2: Parameter configuration for the Monte Carlo simulation.
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When we study the properties of our tests applied to returns standardized by the
multivariate kernel, we add microstructure noise distributed as
u
(i)
j
iid∼ N(0, ω2), (4.50)
with ω2 = 0.001. Since the parameter configuration ensures that the expected daily
integrated variance is equal to one this implies that the noise-to-signa ratio used in
our simulations is 0.001, a value consistent with empirical findings, see e.g. Hansen
and Lunde (2006).
Finite-sample tests Asymptotic tests (M =∞)
(M,T ) 100 250 500 1000 1500 2000 100 250 500 1000 1500 2000
A. Moment-based test M34
30sec 8.0 6.0 4.7 5.2 6.7 7.3 7.5 5.8 4.4 4.8 6.5 7.1
1min 8.1 6.0 4.7 5.4 6.7 6.6 7.6 5.4 4.2 5.1 6.1 5.9
2min 7.4 6.2 4.7 5.3 6.9 6.7 6.7 5.4 3.5 4.5 5.7 5.3
5min 8.4 6.9 4.6 6.1 6.9 6.1 5.8 3.8 2.6 3.0 3.8 3.9
10min 7.1 6.3 4.5 5.8 5.8 6.4 2.9 2.7 1.2 1.9 2.6 2.7
15min 8.1 6.3 4.9 5.3 6.8 5.5 1.7 1.2 0.8 1.4 2.3 3.0
30min 6.8 5.5 4.7 5.1 5.8 4.7 0.1 0.1 0.0 2.6 9.0 19.0
B. Moment-based test M14
30sec 8.0 7.3 6.5 6.7 4.6 4.7 7.8 6.9 6.1 5.5 4.3 4.3
1min 7.9 6.8 6.6 6.2 4.8 4.8 7.5 6.2 5.9 5.5 4.4 4.2
2min 8.1 7.1 6.3 5.6 5.2 4.9 6.8 5.7 5.1 4.5 4.0 4.4
5min 8.8 7.5 6.2 6.0 5.3 5.7 6.7 4.4 3.6 4.3 4.2 4.6
10min 8.1 7.2 5.9 6.5 5.3 5.1 3.4 3.4 2.9 5.1 8.3 15.1
15min 7.6 6.9 5.4 5.9 5.5 5.8 2.9 3.2 4.3 10.8 22.6 38.1
30min 6.9 5.2 5.3 4.9 5.6 6.0 2.0 5.1 19.1 76.8 98.3 99.9
C. Kolmogorov test
30sec 5.6 5.3 6.1 5.1 5.1 4.4 5.4 5.1 5.2 5.7 5.0 4.5
1min 5.4 4.6 5.5 5.3 5.3 4.3 5.3 4.9 5.2 5.3 5.5 4.5
2min 5.1 5.2 5.6 5.6 4.6 4.4 5.0 5.1 5.4 5.6 5.1 5.1
5min 5.5 5.2 4.9 4.7 5.3 4.5 5.2 5.2 5.2 5.1 6.1 5.2
10min 5.7 4.5 4.9 4.2 5.1 3.9 5.5 5.1 5.0 5.5 7.3 6.6
15min 6.0 5.0 4.8 4.8 5.6 4.6 5.5 5.5 6.5 6.5 9.6 10.2
30min 5.0 5.4 5.1 4.5 5.3 5.1 5.3 8.1 10.2 18.3 26.0 34.2
Table 4.3: Size of the tests for multivariate normality of returns standardized by
realized covariance, RCt,M .
197
Finite-sample tests Asymptotic tests (M =∞)
(M,T ) 100 250 500 1000 1500 2000 100 250 500 1000 1500 2000
A. Moment-based test M34
1sec 9.5 7.3 8.0 6.7 7.0 7.3 7.8 5.8 6.7 5.4 4.9 5.3
2sec 10.9 8.5 10.3 8.4 9.0 10.4 8.9 6.5 7.9 6.0 5.8 6.3
5sec 13.1 10.3 13.0 13.0 14.8 16.0 10.4 8.0 8.9 8.5 9.3 9.5
10sec 15.9 15.2 19.0 22.7 23.5 24.6 12.4 10.4 13.9 13.5 13.7 12.6
20sec 20.3 21.7 26.2 22.5 17.1 11.9 14.8 15.6 16.9 14.5 10.6 7.8
30sec 20.3 22.1 25.3 21.1 14.8 9.2 14.1 15.3 16.6 13.0 8.7 5.8
1min 24.3 24.5 16.0 5.5 1.6 0.6 16.1 16.6 11.3 3.8 1.1 0.6
2min 0.3 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0
5min 15.7 4.4 0.4 0.1 0.0 0.0 9.3 3.1 0.3 0.1 0.0 0.0
B. Moment-based test M14
1sec 9.3 8.3 8.1 7.3 7.7 7.2 7.8 6.4 5.2 4.6 5.2 6.3
2sec 10.7 10.0 9.8 8.4 9.6 9.5 8.3 7.3 7.0 5.3 6.1 7.0
5sec 13.3 10.9 11.9 11.7 15.0 16.8 9.5 7.6 8.0 8.2 10.4 12.0
10sec 16.6 17.0 19.0 21.2 22.2 23.6 11.1 10.8 13.2 14.5 15.3 16.0
20sec 19.3 23.6 25.0 21.8 17.5 11.8 14.8 16.4 18.2 16.4 12.1 9.1
30sec 19.8 22.4 26.2 21.1 14.6 9.2 15.4 17.4 17.6 15.0 11.3 7.0
1min 23.1 25.2 16.7 5.3 1.5 0.6 15.7 16.7 13.4 4.5 1.2 0.6
2min 0.3 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0
5min 16.1 4.3 0.4 0.1 0.0 0.0 10.6 3.5 0.3 0.1 0.0 0.0
C. Kolmogorov test
1sec 6.9 6.5 6.4 7.0 5.5 6.2 6.1 6.0 6.4 6.1 6.0 5.5
2sec 6.7 6.1 6.3 6.3 5.4 6.2 6.0 5.7 6.5 5.9 5.5 5.6
5sec 6.0 6.2 6.4 6.5 6.4 6.1 5.9 5.2 6.5 6.5 6.3 6.7
10sec 6.2 6.3 7.5 8.0 8.4 9.9 6.0 6.0 7.9 8.2 9.2 11.9
20sec 7.4 8.7 10.1 14.5 18.2 23.3 7.3 8.7 10.5 15.2 21.1 26.0
30sec 8.1 8.7 12.2 15.7 19.7 24.7 7.7 9.1 12.5 16.9 21.4 26.6
1min 14.1 20.0 30.2 49.4 61.8 75.9 14.1 19.7 30.6 50.6 63.1 77.5
2min 35.3 52.8 78.8 96.6 99.6 100 35.3 52.9 79.2 96.9 99.7 100
5min 53.4 76.8 96.1 99.8 100 100 53.3 78.0 96.4 100 100 100
Table 4.4: Size of the moment-based tests for multivariate normality of returns stan-
dardized by bias-corrected multivariate realized kernel, Kt,M,H , with optimal band-
width and microstructure noise with noise-to-signal ratio 0.001.
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Finite-sample tests Asymptotic tests (M =∞)
(M,T ) 100 250 500 1000 1500 2000 100 250 500 1000 1500 2000
A. Moment-based test M34
1sec 7.6 5.3 5.4 4.8 3.4 5.2 7.1 5.1 5.1 4.7 3.0 4.7
2sec 6.7 4.9 4.8 4.7 2.8 4.3 6.5 4.8 4.6 4.7 2.8 4.1
5sec 5.0 4.0 3.9 3.9 2.6 4.3 4.6 4.0 3.6 3.7 2.6 4.2
10sec 3.5 3.1 3.2 3.1 1.8 3.7 3.4 2.9 3.0 2.9 1.8 3.6
20sec 2.3 2.1 2.8 2.8 2.1 4.5 2.0 1.9 2.6 2.6 2.2 4.9
30sec 1.7 1.1 1.9 2.7 3.6 8.4 1.7 1.1 1.9 2.6 3.3 8.1
1min 1.1 0.9 1.7 3.5 8.5 15.7 1.0 0.8 1.5 3.0 6.8 13.9
2min 0.9 0.7 2.0 6.5 18.0 33.8 0.9 0.6 1.3 5.0 14.7 28.2
5min 1.2 1.1 4.8 14.3 27.8 38.8 1.0 1.0 3.5 8.0 18.5 30.3
B. Moment-based test M14
1sec 7.3 6.0 4.5 4.1 4.2 5.3 6.9 5.8 4.2 3.8 4.1 5.0
2sec 6.4 5.4 4.5 3.7 3.5 5.3 6.3 5.2 4.3 3.6 3.6 5.0
5sec 4.6 4.2 3.9 3.7 3.5 5.6 4.6 4.0 3.8 3.6 3.6 5.9
10sec 3.7 3.1 3.8 3.3 4.3 7.0 3.5 3.0 3.6 3.3 4.6 7.9
20sec 3.3 2.7 4.0 4.0 7.1 12.1 2.7 2.6 3.5 4.1 7.0 12.6
30sec 2.6 2.1 3.4 5.2 10.6 19.8 2.5 2.0 3.4 5.2 10.3 19.7
1min 1.6 2.1 3.6 8.6 23.0 43.7 1.8 2.0 4.3 9.9 28.2 49.7
2min 1.1 1.9 5.9 21.6 51.5 76.3 1.1 2.3 7.6 27.5 61.7 82.2
5min 1.8 3.8 16.7 54.5 66.7 60.9 2.1 5.7 23.3 64.4 69.5 61.4
C. Kolmogorov test
1sec 6.7 6.5 6.5 7.0 5.6 6.2 5.8 6.1 6.2 6.0 6.0 5.0
2sec 6.2 6.6 6.0 6.4 6.0 5.9 5.7 6.0 6.0 6.1 5.4 5.3
5sec 6.1 6.3 6.2 6.5 6.1 5.7 5.9 5.5 6.1 6.3 5.9 5.6
10sec 6.3 6.3 6.3 6.6 5.9 5.5 5.9 6.3 6.6 6.8 5.8 5.1
20sec 5.8 6.2 5.9 6.3 6.4 5.7 5.5 6.0 6.2 6.4 6.1 6.0
30sec 5.6 6.2 6.3 6.2 6.4 5.4 5.6 6.1 6.2 6.5 5.9 6.0
1min 5.6 6.0 7.1 7.6 7.1 8.7 5.6 6.0 7.1 7.5 7.0 8.9
2min 5.7 5.6 6.7 7.7 8.3 10.4 5.7 5.8 6.8 8.6 9.6 12.6
5min 5.8 8.4 10.7 16.1 21.0 26.3 6.8 9.0 12.7 20.3 28.3 37.4
Table 4.5: Size of the moment-based tests for multivariate normality of returns
standardized by bias-corrected modulated realized covariance, MRCt,M,θ, with θ = 1,
and microstructure noise with noise-to-signal ratio 0.001.
To simulate sample paths of the process in equations (4.43)-(4.49), we employ the
Euler scheme with the tick of the Euler clock set to one second. In each Monte Carlo
replication, we generate 2000 6.5-hour ”trading days”.
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4.6.1 Size
The results are reported in Tables 4.3 - 4.5. The finite-sample corrections work well
for realized covariance and realized kernel in the absence of noise. The simulated size
of all tests is close to the nominal level even for sampling frequencies as low as 30
minutes.
In the presence of noise, the realized kernel has to be bias-corrected, otherwise
massive size distortions arise at all sampling frequencies. The bias-correction, how-
ever, only works at very high sampling frequencies (higher than 5 seconds). This is
probably because we only remove the leading term of the bias: at lower sampling
frequencies the higher-order terms still matter. The bias-corrected modulated real-
ized covariance delivers more stable results in that the simulated size is close to the
nominal level for a wider range of combinations of T and M .
4.6.2 Power against leverage
To investigate the power of the tests against leverage, we assume the following cor-
relation structure for the Brownian motions driving the prices and volatility and
correlation factors:
Var

db(1)
db(2)
db˜
(1)
t
db˜
(2)
t
db˜
(3)
t

=

1 0 ρ1v 0 ρ1c
1 0 ρ2v ρ2c
1 0 0
1 0
1

dt
where we set ρ1v = ρ2v = −0.6 and ρ1c = ρ2c = −0.4. Thus, price innovations
are negatively correlated with own volatility innovations and they are also negatively
correlated with correlation innovations. A decrease in the price is associated with
an increase in own volatility as well as in correlation among the two prices. This is
consistent with the empirical observation in that the periods of market distress are
typically associated with increased volatility and correlation.
The simulation results are reported in Tables 4.6 - 4.8. The Kolmogorov test is
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the most powerful one against this type of departure from the null when the sample
size is larger than 1,000 observations. The moment-based tests, on the other hand,
perform better in small samples. In the presence of microstructure noise, the moment-
based tests dominate the Kolmogorov test. It is hard to interpret the results for the
multivariate realized kernel due to the size distortions, but for the case of modulated
realized covariance, the superior power of the moment-based tests is evident.
Finite-sample tests Asymptotic tests (M =∞)
(M,T ) 100 250 500 1000 1500 2000 100 250 500 1000 1500 2000
A. Moment-based test M34
30sec 9.0 7.1 5.2 9.5 11.2 13.6 8.4 6.7 5.1 9.1 10.7 13.5
1min 8.5 7.1 5.6 9.4 11.1 14.6 8.2 6.8 4.7 8.6 10.1 13.9
2min 9.2 8.1 6.1 9.7 11.0 13.4 7.9 6.1 4.5 7.3 8.2 11.2
5min 8.8 7.1 5.6 9.0 11.5 14.0 6.7 4.7 3.2 6.0 7.8 9.7
10min 7.0 7.0 6.4 7.8 10.4 13.3 3.5 2.8 1.7 3.7 5.6 8.6
15min 8.1 7.7 6.0 7.7 11.4 12.9 2.4 1.5 1.6 3.2 6.3 11.0
30min 7.7 7.6 6.1 8.3 9.9 12.4 0.4 0.4 0.5 4.3 15.3 32.0
B. Moment-based test M14
30sec 9.5 7.3 7.8 8.8 12.0 13.0 9.1 7.0 7.7 8.3 11.7 12.7
1min 9.0 7.0 7.2 8.4 11.9 14.0 8.7 6.5 6.6 8.1 10.8 12.5
2min 9.8 7.7 7.6 9.5 11.0 13.5 8.4 6.1 5.3 6.5 10.7 12.5
5min 10.0 7.8 6.4 8.7 10.4 14.0 7.5 5.3 3.6 6.1 9.7 13.4
10min 8.2 6.8 6.4 7.6 10.3 12.4 3.7 3.4 3.4 7.6 16.9 25.4
15min 9.8 7.2 6.6 7.7 11.3 13.2 3.3 3.1 4.3 15.4 32.6 50.8
30min 7.0 7.5 6.1 8.1 9.9 12.1 2.2 5.6 20.7 79.2 99.3 100
C. Kolmogorov test
30sec 3.9 5.2 5.7 10.2 14.0 16.6 3.8 5.3 6.2 11.8 16.7 20.3
1min 3.7 5.6 6.4 11.4 16.8 19.7 3.8 5.6 6.6 12.1 17.2 21.3
2min 3.9 5.2 6.0 11.1 16.9 20.6 4.0 5.1 6.3 12.0 17.8 21.9
5min 4.3 4.6 6.5 11.1 16.4 20.4 4.5 5.0 7.7 13.2 19.0 24.4
10min 4.0 4.8 5.8 11.2 16.6 18.9 4.4 5.7 7.9 15.6 23.6 29.3
15min 4.0 5.3 5.8 11.1 16.0 20.1 4.5 6.7 11.0 20.5 29.7 38.2
30min 4.4 5.4 6.5 10.8 15.9 18.7 5.7 10.0 17.3 37.3 54.5 67.4
Table 4.6: Power against leverage of the tests for multivariate normality of returns
standardized by realized covariance, RCt,M .
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Finite-sample tests Asymptotic tests (M =∞)
(M,T ) 100 250 500 1000 1500 2000 100 250 500 1000 1500 2000
A. Moment-based test M34
1sec 7.9 9.8 9.2 11.6 13.2 14.7 6.9 7.1 6.7 8.6 10.9 11.9
2sec 8.3 11.2 11.3 13.8 16.4 17.8 7.3 7.9 8.4 10.0 12.1 13.3
5sec 10.1 13.7 13.7 16.8 20.7 21.8 7.9 10.2 9.9 10.5 14.6 14.4
10sec 13.8 17.6 21.0 25.5 26.0 27.1 10.1 12.6 14.6 16.3 17.8 17.0
20sec 20.0 23.2 24.3 23.9 19.7 15.4 13.9 16.6 16.7 16.0 13.0 10.7
30sec 18.6 23.6 22.4 22.0 15.3 10.2 12.7 15.3 14.3 13.0 9.1 7.1
1min 24.3 22.7 15.6 5.9 2.4 0.8 15.8 15.8 10.6 4.7 1.7 0.8
2min 26.0 13.1 3.7 0.0 0.0 0.0 17.8 8.4 2.5 0.0 0.0 0.0
5min 15.9 4.0 0.4 0.0 0.0 0.0 10.2 2.8 0.3 0.0 0.0 0.0
B. Moment-based test M14
1sec 9.2 9.6 9.5 11.1 13.2 14.3 7.2 8.0 7.4 8.4 10.2 12.1
2sec 9.5 10.5 11.6 13.1 15.6 17.1 7.2 8.5 8.1 9.6 11.1 13.4
5sec 11.3 13.1 14.4 15.3 19.5 21.2 8.8 9.7 9.8 11.1 13.9 16.4
10sec 13.6 19.6 20.4 25.3 26.0 26.3 10.5 13.9 14.5 18.0 19.8 19.8
20sec 20.3 24.3 23.4 23.9 19.5 15.2 14.2 17.3 16.5 18.0 15.1 12.3
30sec 19.6 23.1 21.8 21.0 15.6 10.0 12.3 15.9 15.0 15.3 11.0 8.8
1min 24.7 23.4 16.6 6.4 2.5 0.8 16.2 16.1 12.4 5.0 1.8 0.8
2min 26.4 12.7 3.9 0.0 0.0 0.0 18.6 9.4 2.8 0.0 0.0 0.0
5min 16.0 4.1 0.4 0.0 0.0 0.0 11.3 3.2 0.3 0.0 0.0 0.0
C. Kolmogorov test
1sec 3.8 4.9 5.5 8.6 12.9 17.1 3.7 5.5 6.5 11.4 16.5 22.6
2sec 4.2 4.9 6.6 10.5 14.7 20.1 3.9 5.1 7.0 13.0 19.4 26.1
5sec 4.1 5.7 7.8 13.9 18.6 25.3 4.0 6.0 9.0 16.4 23.5 30.8
10sec 4.6 7.1 10.1 18.2 27.1 34.4 4.6 7.6 11.8 22.0 33.8 42.4
20sec 6.2 10.0 16.9 28.6 42.4 53.2 6.6 10.5 18.1 32.7 47.8 60.8
30sec 6.4 10.3 16.4 29.5 44.0 54.8 6.4 11.2 17.9 32.9 48.4 60.4
1min 12.0 20.7 34.7 58.6 76.0 86.5 12.2 21.1 35.6 59.7 77.3 87.6
2min 32.1 54.8 79.7 97.5 99.7 100 32.5 55.4 80.1 98.1 99.6 100
5min 49.4 76.8 94.5 99.7 100 100 49.5 77.7 94.8 99.8 100 100
Table 4.7: Power against leverage of the tests for multivariate normality of re-
turns standardized by bias-corrected multivariate realized kernel, Kt,M,H , with opti-
mal bandwidth and microstructure noise with noise-to-signal ratio 0.001.
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Finite-sample tests Asymptotic tests (M =∞)
(M,T ) 100 250 500 1000 1500 2000 100 250 500 1000 1500 2000
A. Moment-based test M34
1sec 17.9 19.9 21.9 28.3 32.8 35.8 17.3 19.0 20.6 27.2 31.0 34.3
2sec 17.1 18.9 19.6 26.5 29.3 32.7 16.7 17.8 19.0 25.2 27.7 32.0
5sec 14.1 15.6 17.0 22.0 23.0 26.0 14.0 14.6 16.5 21.3 22.5 25.0
10sec 12.2 12.6 14.4 18.2 19.0 20.6 11.8 11.9 13.4 17.2 17.8 19.2
20sec 10.0 9.5 10.8 13.7 14.5 15.4 9.4 9.2 9.8 12.2 13.4 14.5
30sec 8.7 8.2 8.9 9.9 12.1 11.4 8.5 8.1 8.9 9.7 12.0 11.2
1min 5.8 5.4 6.1 6.4 7.4 7.1 5.7 5.3 5.8 6.3 7.3 7.0
2min 4.6 4.8 4.8 6.1 6.7 6.1 4.5 4.6 4.6 5.8 6.1 6.1
5min 4.9 4.3 4.4 5.4 6.2 5.9 4.4 4.0 3.7 4.6 5.2 5.1
B. Moment-based test M14
1sec 17.1 18.1 21.8 28.5 34.0 37.8 16.3 17.3 20.9 27.7 32.3 35.9
2sec 16.0 16.4 19.7 27.0 32.2 35.3 15.4 16.1 19.2 26.4 31.6 34.3
5sec 14.9 13.3 17.4 24.2 27.6 30.0 14.8 12.7 17.3 24.1 27.7 30.4
10sec 13.3 11.9 15.8 22.8 26.5 28.9 12.6 11.3 15.1 22.1 26.1 28.7
20sec 11.4 9.8 13.7 22.2 26.1 28.2 10.7 9.3 13.0 21.9 26.7 29.1
30sec 9.8 9.0 12.9 20.9 27.2 29.0 9.4 8.8 12.7 21.0 27.7 29.7
1min 7.2 7.4 11.8 21.4 27.7 30.0 7.1 7.8 12.9 24.0 31.2 32.8
2min 5.6 7.9 12.9 25.7 30.6 28.0 6.0 9.3 15.5 31.3 34.7 29.4
5min 6.2 7.6 13.2 26.7 27.3 21.1 6.8 10.6 18.6 36.3 31.1 21.8
C. Kolmogorov test
1sec 3.7 5.2 5.8 8.2 12.5 15.9 3.4 5.0 6.8 11.1 15.6 22.7
2sec 3.7 5.2 6.0 8.4 12.6 17.5 3.8 5.1 6.7 11.6 16.2 23.6
5sec 3.1 4.9 5.9 9.5 13.8 18.2 3.4 5.3 6.7 12.8 16.9 23.5
10sec 3.7 5.0 6.0 11.3 15.3 19.8 3.6 5.5 6.8 14.0 19.0 25.1
20sec 3.7 5.4 6.5 13.4 17.8 23.7 3.7 5.8 7.5 15.3 21.6 27.6
30sec 3.3 5.4 6.7 13.4 18.6 23.0 3.5 5.7 7.7 15.4 21.7 26.6
1min 4.0 6.3 8.1 16.6 23.2 31.1 4.1 6.4 8.7 17.7 24.6 32.8
2min 4.0 6.6 8.7 19.9 29.3 37.7 4.0 6.7 9.8 21.2 31.5 40.9
5min 5.5 9.2 15.7 32.8 50.8 61.6 5.7 10.1 17.6 39.1 59.7 72.9
Table 4.8: Power against leverage of the tests for multivariate normality of returns
standardized by bias-corrected modulated realized covariance, MRCt,M,θ, with θ = 1,
and microstructure noise with noise-to-signal ratio 0.001.
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4.6.3 Power against co-jumps
The second departure from the mixture-of-normals hypothesis that we investigate is
the presence of jumps in the price trajectories. We focus on highly dependent co-
jumps: the prices of both assets jump at the same time and the dependence structure
of the jumps exhibits lower-tail dependence. This scenario is consistent with an
asymmetric dependence structure found by, among others, Patton (2004).
Finite-sample tests Asymptotic tests (M =∞)
(M,T ) 100 250 500 1000 1500 2000 100 250 500 1000 1500 2000
A. Moment-based test M34
30sec 4.2 2.6 3.0 10.2 20.7 34.8 4.1 2.5 3.0 9.9 20.7 35.1
1min 4.6 2.7 3.3 9.7 20.7 35.0 4.2 2.5 3.0 9.7 21.2 35.6
2min 3.7 2.4 3.1 10.2 21.8 35.4 3.6 2.2 2.9 9.7 22.7 38.1
5min 4.2 2.8 3.5 10.7 24.8 37.0 3.2 1.3 2.0 9.8 26.0 42.3
10min 4.1 3.5 3.9 12.5 25.6 39.3 2.5 0.9 1.8 12.4 31.1 53.0
15min 4.2 2.6 3.8 15.0 28.2 42.0 1.5 0.4 1.8 15.7 40.7 67.0
30min 4.0 4.1 5.7 19.5 34.0 48.5 0.2 0.2 2.2 32.9 75.3 94.9
B. Moment-based test M14
30sec 6.8 10.3 23.3 61.5 86.9 95.4 6.7 10.2 23.5 62.2 86.9 95.6
1min 7.2 10.5 22.9 61.6 87.0 95.5 7.1 10.0 23.3 63.7 88.2 96.6
2min 6.4 10.0 25.1 62.7 87.3 95.8 6.3 9.4 24.8 65.8 89.6 97.1
5min 7.0 10.6 26.8 67.1 89.7 97.3 5.8 10.0 28.7 76.9 95.0 99.7
10min 7.7 12.5 31.9 72.2 92.8 98.2 5.5 11.9 39.1 88.9 99.3 100.0
15min 7.5 14.3 35.8 77.8 95.4 99.4 4.9 13.5 51.6 96.5 100.0 100.0
30min 8.5 21.6 49.5 86.4 96.6 99.9 4.1 26.2 87.5 100.0 100.0 100.0
C. Kolmogorov test
30sec 11.8 18.5 27.4 54.1 79.1 92.0 12.1 19.2 28.5 57.1 81.5 93.2
1min 11.7 18.1 28.4 55.5 80.3 92.4 11.7 18.2 29.1 56.7 81.2 92.9
2min 11.8 18.3 27.8 54.7 79.5 91.5 12.0 19.1 29.7 57.3 82.4 93.4
5min 11.3 16.9 27.4 51.6 76.6 89.8 12.0 18.6 31.3 60.6 84.4 94.3
10min 10.6 16.3 25.4 50.0 74.3 87.6 12.4 19.6 34.5 67.4 87.6 96.8
15min 9.7 15.2 24.9 48.4 71.7 86.5 11.6 20.4 38.7 70.3 91.2 98.0
30min 9.2 13.0 20.7 40.1 61.3 77.7 13.2 25.8 49.5 87.1 97.9 99.8
Table 4.9: Power against co-jumps of the tests for multivariate normality of returns
standardized by realized covariance, RCt,M .
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Finite-sample tests Asymptotic tests (M =∞)
(M,T ) 100 250 500 1000 1500 2000 100 250 500 1000 1500 2000
A. Moment-based test M34
1sec 89.1 99.3 100 100 100 100 87.2 99.3 100 100 100 100
2sec 89.7 99.5 99.9 99.9 99.9 99.8 87.9 99.3 99.9 99.9 99.9 99.8
5sec 90.8 99.1 99.1 98.6 97.6 97.1 87.3 98.8 99.1 98.6 97.6 97.1
10sec 91.0 96.8 96.1 92.4 89.4 86.2 86.9 96.4 96.1 92.4 89.4 86.2
20sec 89.7 91.0 85.0 72.2 63.1 54.4 85.4 90.4 85.0 72.2 63.1 54.4
30sec 89.9 89.9 83.1 69.2 57.5 47.2 84.8 89.4 83.1 69.2 57.5 47.2
1min 79.1 68.5 50.0 26.0 12.9 6.9 76.3 67.9 50.0 26.0 12.9 6.9
2min 0.9 0.0 0.0 0.0 0.0 0.0 0.8 0.0 0.0 0.0 0.0 0.0
5min 35.8 10.9 1.4 0.0 0.0 0.0 32.8 10.7 1.4 0.0 0.0 0.0
B. Moment-based test M14
1sec 96.7 100 100 100 100 100 96.0 100 100 100 100 100
2sec 96.9 100 99.9 99.9 99.9 99.8 96.3 100 99.9 99.9 99.9 99.8
5sec 96.5 99.5 99.1 98.6 97.6 97.1 96.0 99.5 99.1 98.6 97.6 97.1
10sec 95.7 97.0 96.1 92.4 89.4 86.2 95.2 97.0 96.1 92.4 89.4 86.2
20sec 93.3 91.0 85.0 72.2 63.1 54.4 92.2 91.0 85.0 72.2 63.1 54.4
30sec 92.8 90.0 83.1 69.2 57.5 47.2 91.9 90.0 83.1 69.2 57.5 47.2
1min 81.7 68.5 50.0 26.0 12.9 6.9 80.7 68.5 50.0 26.0 12.9 6.9
2min 1.2 0.0 0.0 0.0 0.0 0.0 1.2 0.0 0.0 0.0 0.0 0.0
5min 36.3 10.9 1.4 0.0 0.0 0.0 35.2 10.9 1.4 0.0 0.0 0.0
C. Kolmogorov test
1sec 65.6 95.5 99.9 100 100 100 66.6 95.5 99.9 100 100 100
2sec 65.5 95.7 99.9 100 100 100 66.5 95.8 99.9 100 100 100
5sec 66.1 96.1 99.9 100 100 100 67.3 96.3 99.9 100 100 100
10sec 69.0 96.7 99.9 100 100 100 69.8 96.9 99.9 100 100 100
20sec 70.6 96.9 100 100 100 100 71.2 96.9 100 100 100 100
30sec 71.2 97.1 100 100 100 100 71.7 97.3 100 100 100 100
1min 74.0 97.7 100 100 100 100 74.2 97.7 100 100 100 100
2min 78.5 99.0 100 100 100 100 78.5 99.0 100 100 100 100
5min 85.4 99.5 100 100 100 100 86.0 99.5 100 100 100 100
Table 4.10: Power against co-jumps of the tests for multivariate normality of re-
turns standardized by bias-corrected multivariate realized kernel, Kt,M,H , with opti-
mal bandwidth and microstructure noise with noise-to-signal ratio 0.001.
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Finite-sample tests Asymptotic tests (M =∞)
(M,T ) 100 250 500 1000 1500 2000 100 250 500 1000 1500 2000
A. Moment-based test M34
1sec 100 100 100 100 99.9 99.9 100 100 100 100 99.9 99.9
2sec 100 100 100 100 99.9 99.9 100 100 100 100 99.9 99.9
5sec 100 100 100 100 100 100 100 100 100 100 100 100
10sec 100 100 100 100 99.9 99.8 100 100 100 100 99.9 99.8
20sec 99.9 99.9 99.7 99.4 99.3 99.0 99.9 99.9 99.7 99.4 99.3 99.0
30sec 99.9 99.8 99.7 99.7 99.5 99.3 99.9 99.8 99.7 99.7 99.5 99.3
1min 99.8 99.7 99.5 99.1 99.0 98.5 99.8 99.7 99.5 99.1 99.0 98.5
2min 99.7 99.6 99.2 99.0 98.3 97.6 99.7 99.6 99.2 99.0 98.3 97.6
5min 98.7 97.6 95.4 91.6 88.3 83.9 98.7 97.6 95.4 91.6 88.3 83.9
B. Moment-based test M14
1sec 100 100 100 100 99.9 99.9 100 100 100 100 99.9 99.9
2sec 100 100 100 100 99.9 99.9 100 100 100 100 99.9 99.9
5sec 100 100 100 100 100 100 100 100 100 100 100 100
10sec 100 100 100 100 99.9 99.8 100 100 100 100 99.9 99.8
20sec 99.9 99.9 99.7 99.4 99.3 99.0 99.9 99.9 99.7 99.4 99.3 99.0
30sec 99.9 99.8 99.7 99.7 99.5 99.3 99.9 99.8 99.7 99.7 99.5 99.3
1min 99.8 99.7 99.5 99.1 99.0 98.5 99.8 99.7 99.5 99.1 99.0 98.5
2min 99.7 99.6 99.2 99.0 98.3 97.6 99.7 99.6 99.2 99.0 98.3 97.6
5min 98.7 97.6 95.4 91.6 88.3 83.9 98.7 97.6 95.4 91.6 88.3 83.9
C. Kolmogorov test
1sec 89.1 99.7 100 100 100 100 89.7 99.9 100 100 100 100
2sec 88.9 99.9 100 100 100 100 89.4 100 100 100 100 100
5sec 89.0 99.9 100 100 100 100 89.6 100 100 100 100 100
10sec 89.3 99.8 100 100 100 100 90.0 99.9 100 100 100 100
20sec 89.7 99.9 100 100 100 100 90.1 100 100 100 100 100
30sec 90.1 100.0 100 100 100 100 90.5 100 100 100 100 100
1min 91.4 99.9 100 100 100 100 91.4 99.9 100 100 100 100
2min 91.9 99.9 100 100 100 100 92.0 100.0 100 100 100 100
5min 92.9 99.9 100 100 100 100 93.2 99.9 100 100 100 100
Table 4.11: Power against co-jumps of the tests for multivariate normality of returns
standardized by bias-corrected modulated realized covariance, MRCt,M,θ, with θ = 1,
and microstructure noise with noise-to-signal ratio 0.001.
For each day in the simulated sample, we add one co-jump, κ = (κ1,t, κ2,t), to the
continuous price process, where the time of the co-jump is uniformly distributed over
the course of the day. The distribution of the co-jump vector is given by the Clayton
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copula with normal marginals. In particular, the density of the co-jump vector reads
fκ(w) = CClayton(Φσ(w1),Φσ(w1); θ)φσ(w1)φσ(w2)
where CClayton denotes the Clayton copula, and Φσ(•) and φσ(•) denote the normal
distribution and density functions with zero mean and variance σ2, respectively. We
set θ = 5 and σ2 = 1.0.
The results are reported in Table 4.9 - 4.11. In the case of realized covariance,
the relative performance of the tests depends on the sample size. For sample size up
to 500 observations, the Kolmogorov test ranks first, but is outperformed by the test
based on the first four moments for samples of larger size. It is important to include
all four moments as the results indicate a substantial drop in power when only the
third and fourth moments are used.
Turning to the case of microstructure noise, we find very similar performance of all
three tests when employing the modulated realized covariance to standardize returns.
As before, the realized kernel delivers rather unstable results.
4.7 Empirical Application
4.7.1 Data and Preliminaries
In the empirical part of this chapter, we apply the tests for multivariate normality
discussed above to a pair of exchange rates. The dataset we employ here have not
been widely used in the literature and hence we now provide a thorough description
of the properties of the data and the data cleaning procedures we use to eliminate
“bad ticks”.
We use high-frequency data retrieved from the EBS Data Mine Level 1.5 database.
This database contains information on the best bid and ask prices as well as the best
dealt prices in the EBS Spot Dealing System. We focus on mid-quotes and our sample
runs from June, 2002 till May, 2007. To avoid issues associated with infrequent trading
we remove all observations between Friday 2100 GMT and Sunday 2100 GMT as well
as holiday periods.
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Our data cleaning procedure follows Barndorff-Nielsen, Hansen, Lunde, and Shep-
hard (2008c). In particular, we
1. Delete all entries with missing bid or ask prices and entries for which either of
the two or both are equal to zero.
2. Delete entries for which the bid-ask spread is negative or larger than 10 times
the rolling centered median bid-ask spread, where the rolling window has a size
of 50 observations.
3. Delete entries for which the mid-quote deviated by more than 10 mean absolute
deviations from the rolling centered median mid-quote, where the rolling window
has a size of 50 observations.
These procedures are intended to remove recording errors and erroneous observations
associated with periods of low liquidity when the bid-ask spread may temporarily
shoot up.
# of ticks Duration (sec)
Exchange Rate # Days tick time refresh time tick time refresh time
EUR/USD 1227 10999 6168 8.26 14.8
USD/JPY 1227 11062 6168 8.16 14.8
EUR/JPY 1227 10446 - 8.77 -
Table 4.12: Summary statistics for exchange rate quote data. The sample period
runs from June 2002 till May 2007.
Table 4.12 reports the summary statistics for the FX data after filtering outliers.
The exchange rates are highly liquid with about 11,000 quote updates on average per
trading day. The duration between successive price changes is about 8 seconds on
average. When we synchronize the EUR/USD and USD/JPY quotes using refresh
time sampling, the average number of quotes per day drops by about 40% and the
average duration between successive quote updates in refresh time is about 15 seconds.
To see how severe the problem of microstructure noise is in the EBS market, we
now plot a number of the so-called signature plots introduced by Andersen, Bollerslev,
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Diebold, and Labys (2000). The signature plot depicts the average daily realized
volatility calculated at different sampling frequencies; in the absence of noise, this
plot should be close to a horizontal line. Similar plot can be constructed for the
realized covariance. We start with realized measure calculated from returns sampled
in calendar time, see Figure 4.3.
The left panel gives the usual signature plot for realized volatilities of EUR/USD,
USD/JPY and EUR/JPY exchange rates. We see that while for the former two mi-
crostructure noise kicks in only at relatively high sampling frequencies, the EUR/JPY
realized volatility becomes heavily upward biased already at frequencies as low as 5
minutes. The right panel of Figure 4.3 provides the signature plots for the realized co-
variance, RCt,M , the no-arbitrage estimator based on realized volatilities, RC
na
t,M , and
the no-arbitrage estimator based on the univariate flat-top realized kernel, Knat,M,H .
The Epps effect is clearly visible: the signature plots are upward sloping and hence
the covariance estimates are biased toward zero at high frequencies. For the realized
covariance estimator, the bias kicks in at about 2-minute frequency, while for RCnat,M
this occurs at much lower sampling frequency. This is not surprising given the large
degree of noise in the EUR/JPY prices. Nonetheless, when one corrects for the noise
by using the realized kernel, the resulting covariance estimates remain fairly robust
to the Epps effect up to about 1-minute frequency.
To alleviate negative bias associated with non-synchronous trading, we next ex-
amine the signature plots calculated from returns sampled in refresh time, see Figure
4.4. Recall from Table 4.12 that one tick in refresh time corresponds on average to 15
seconds in calendar time. We obtain fairly similar results for the realized covariance,
RCt,M : the Epps effect starts to have a bite at about 20-tick frequency, which is
about 5 minutes in calendar time. Using the multivariate realized kernel, Kt,M,H , one
can sample much more frequently: the signature plot is fairly stable between 5 to 40
ticks.
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Figure 4.1: Daily exchange rates and exchange rate returns. The sample period
runs from June 2002 till May 2007.
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Figure 4.2: Average autocorrelation functions of intraday FX returns. The left
panel plots the average ACF’s for 10-second returns, while the right panel plots the
ACF’s for 1-tick returns.
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Figure 4.3: Signature plots in calendar time using last-tick sampling.
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Figure 4.4: Signature plots in refresh time.
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Figure 4.5: Average cross-autocorrelation function of intraday FX returns. The
upper panel plots the average cross ACF’s for 10-second returns, while the lower
panel plots the average cross ACF’s for 1-tick returns sampled in refresh time.
4.7.2 Testing the mixture of normals hypothesis
We now apply the tests for the mixture-of-normals hypothesis to the daily returns of
EUR/USD and USD/JPY standardized by the various realized measure of integrated
covariance. For each realized measure constructed from returns sample in calendar
time, we report the test results for two sampling frequencies. For those realized
measures which are not robust to microstructure noise, we use the 5 minute and
30 minutes frequencies, while for the realized kernel based estimators, we use the
1 minute and 5 minutes sampling frequencies. When sampling in refresh time, we
calculate the realized covariance using every 40th tick and the multivariate realized
kernel and modulated realized covariance using every 5th tick. The pre-averaged
Hayashi-Yoshida estimator is based on all ticks. These choice are guided by the
volatility and correlation signature plots discussed above.
In terms of the tests we employ, we run all moment-based tests using either exact
or simulated moments corresponding to the approximated finite-sample distributions
discussed in section 4. The Kolmogorov test, on the other hand, is based on the
finite-sample distribution only in the case when the returns are standardized by the
realized covariance.
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Calendar time
RC5m RC30m RC
na
5m RC
na
30m Kna1m Kna5m BC5m BC30m BCna5m BCna30m
A. Individual moment tests
m
(1)
1 3.18
(0.001)
3.95
(0.000)
3.16
(0.002)
3.97
(0.000)
3.27
(0.001)
3.66
(0.000)
3.36
(0.000)
4.01
(0.000)
3.32
(0.001)
4.06
(0.000)
m
(1)
2 2.30
(0.022)
2.74
(0.006)
2.23
(0.025)
2.71
(0.007)
2.41
(0.016)
2.43
(0.015)
2.30
(0.021)
2.85
(0.021)
2.25
(0.023)
2.78
(0.005)
m
(2)
1 −2.34
(0.019)
−0.99
(0.324)
−2.13
(0.034)
−0.85
(0.393)
−2.49
(0.013)
−1.46
(0.144)
0.73
(0.465)
3.95
(0.000)
0.75
(0.448)
3.71
(0.000)
m
(2)
2 −6.29
(0.000)
−4.08
(0.000)
−6.05
(0.000)
−3.96
(0.000)
−5.92
(0.000)
−4.48
(0.000)
−4.23
(0.000)
−1.29
(0.195)
−4.22
(0.000)
−1.37
(0.170)
m
(1,1)
1,2 −1.95
(0.051)
−1.18
(0.237)
−3.99
(0.000)
−1.20
(0.230)
−1.31
(0.192)
−1.07
(0.283)
−1.98
(0.046)
−1.33
(0.183)
−4.28
(0.000)
−2.11
(0.034)
m
(3)
1 2.23
(0.026)
3.07
(0.002)
2.27
(0.023)
3.09
(0.002)
2.21
(0.027)
2.52
(0.012)
2.63
(0.008)
3.39
(0.001)
2.62
(0.008)
3.40
(0.001)
m
(3)
2 1.06
(0.291)
1.01
(0.311)
1.15
(0.249)
1.02
(0.309)
0.92
(0.355)
0.67
(0.506)
1.05
(0.290)
1.48
(0.138)
1.06
(0.286)
1.47
(0.139)
m
(1,2)
1,2 −0.25
(0.802)
0.67
(0.506)
−0.33
(0.744)
0.66
(0.510)
−0.25
(0.800)
0.32
(0.749)
0.00
(0.996)
0.50
(0.610)
−0.17
(0.859)
0.66
(0.506)
m
(2,1)
1,2 0.51
(0.611)
0.92
(0.360)
0.46
(0.646)
0.79
(0.430)
0.57
(0.567)
0.74
(0.461)
0.65
(0.515)
1.45
(0.144)
0.65
(0.514)
1.28
(0.199)
m
(4)
1 −2.54
(0.011)
−1.75
(0.080)
−2.38
(0.018)
−1.61
(0.107)
−2.77
(0.006)
−2.32
(0.021)
−0.06
(0.945)
3.52
(0.000)
−0.01
(0.992)
3.01
(0.002)
m
(4)
2 −4.83
(0.000)
−3.72
(0.000)
−4.62
(0.000)
−3.61
(0.000)
−4.60
(0.000)
−3.89
(0.000)
−3.31
(0.001)
−1.46
(0.142)
−3.36
(0.000)
−1.56
(0.116)
m
(2,2)
1,2 −5.20
(0.000)
−3.63
(0.000)
−4.34
(0.000)
−3.47
(0.001)
−5.00
(0.000)
−4.22
(0.000)
−2.99
(0.003)
0.04
(0.965)
−2.29
(0.021)
−0.08
(0.934)
B. Test on standardized returns
M34 44.33
(0.001)
31.00
(0.000)
38.51
(0.000)
29.53
(0.000)
41.77
(0.000)
32.09
(0.000)
24.52
(0.001)
31.33
(0.000)
22.80
(0.001)
27.30
(0.000)
M14 77.62
(0.000)
57.03
(0.000)
84.06
(0.000)
55.73
(0.000)
73.84
(0.000)
59.65
(0.000)
52.49
(0.000)
54.23
(0.000)
64.29
(0.000)
54.94
(0.000)
KS1|2 2.43 2.68 2.83 2.57 2.37 2.41 2.53 2.90 2.92 2.85
KS2|1 2.43 2.70 - - - - - - - -
C. Tests on de-meaned standardized returns
M34 40.38
(0.000)
24.35
(0.000)
34.70
(0.000)
22.66
(0.002)
38.38
(0.000)
27.86
(0.000)
17.71
(0.013)
16.87
(0.018)
16.34
(0.022)
13.49
(0.060)
M24 59.83
(0.000)
31.24
(0.000)
68.84
(0.000)
29.61
(0.000)
53.64
(0.000)
35.62
(0.000)
32.56
(0.000)
24.50
(0.006)
46.69
(0.000)
26.37
(0.003)
KS1|2 1.93 1.97 2.26 1.98 1.86 1.80 1.83 2.23 2.38 2.19
KS2|1 1.92 1.96 - - - - - - - -
D. Tests on uniform variates
KS1|2 1.08 0.83 1.56 0.94 1.00 0.83 1.07 0.93 1.57 1.19
KS2|1 1.09 0.84 - - - - - - - -
Table 4.13: Tests for bivariate normality of daily returns of EUR/USD and
USD/JPY standardized by realized measures of integrated covariance using calen-
dar time sampling. P-values are provided in parentheses. The test statistics based
on individual moments or cross-moments and are asymptotically standard normal.
M14,M24 and M34 are asymptotically distributed as a χ
2 with 12, 10 and 7 degrees of
freedom. KS follows a non-standard distribution and the simulated 5% critical value
equals 1.675.
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Refresh time Tick time
RC40ticks K5ticks MRC5ticks HY
A. Individual moment tests
m
(1)
1 3.28
(0.001)
3.12
(0.001)
3.54
(0.000)
3.12
(0.002)
m
(1)
2 2.38
(0.017)
2.28
(0.022)
2.61
(0.008)
2.14
(0.032)
m
(2)
1 −2.21
(0.026)
−2.26
(0.023)
−1.71
(0.086)
−5.03
(0.000)
m
(2)
2 −6.18
(0.000)
−6.24
(0.000)
−4.79
(0.000)
−8.30
(0.000)
m
(1,1)
1,2 −1.84
(0.065)
−1.89
(0.057)
−0.90
(0.366)
−2.66
(0.008)
m
(3)
1 2.39
(0.016)
2.05
(0.039)
2.45
(0.014)
1.93
(0.053)
m
(3)
2 1.14
(0.252)
1.03
(0.298)
0.99
(0.321)
0.80
(0.420)
m
(1,2)
1,2 −0.11
(0.906)
−0.19
(0.844)
0.14
(0.881)
0.14
(0.890)
m
(2,1)
1,2 0.65
(0.515)
0.56
(0.570)
0.89
(0.368)
0.53
(0.597)
m
(4)
1 −2.22
(0.026)
−2.47
(0.013)
−2.42
(0.015)
−4.30
(0.000)
m
(4)
2 −4.97
(0.000)
−4.82
(0.000)
−4.29
(0.000)
−6.07
(0.000)
m
(2,2)
1,2 −5.15
(0.000)
−5.00
(0.000)
−4.57
(0.000)
−6.28
(0.000)
B. Tests on standardized returns
M34 45.60
(0.000)
41.73
(0.000)
37.13
(0.000)
65.74
(0.000)
M14 75.47
(0.000)
74.90
(0.000)
62.15
(0.000)
128.5
(0.000)
KS1|2 2.33 2.45 2.41 2.79
C. Tests on de-meaned standardized returns
M34 41.15
(0.000)
38.35
(0.000)
32.83
(0.000)
64.01
(0.000)
M24 57.00
(0.000)
57.31
(0.000)
39.02
(0.000)
114.8
(0.000)
KS1|2 1.78 1.92 1.74 2.28
D. Tests on uniform variates
KS1|2 0.97 1.04 0.80 1.53
Table 4.14: Tests for bivariate normality of daily returns of EUR/USD and
USD/JPY standardized by realized measures of integrated covariance using refresh
time or tick time sampling. P-values are provided in parentheses. The test statis-
tics based on individual moments or cross-moments and are asymptotically standard
normal. M14,M24 and M34 are asymptotically distributed as a χ
2 with 12, 10 and 7
degrees of freedom. KS follows a non-standard distribution and the simulated 5%
critical value equals 1.675.
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The results are summarized in Tables 4.13 and 4.14. The null hypothesis is clearly
rejected by all tests regardless of the realized measure used to standardize returns or
the sampling frequency at which we sample. By inspecting the test statistics base on
individual moments, we find that the means are significantly different from zero, and
the standard deviations are smaller than one, especially for USD/JPY. The cross-
moments also detect departures from the null hypothesis. These results are robust to
de-meaning the standardized return prior to testing for normality, as shown in Panel
C.
Finally, we decompose the joint distribution of the standardized exchange rate
returns into the marginal distributions and the dependence structure. We leave
the marginal distribution unspecified and use the empirical distribution functions
to transform the standardized returns into uniform variates as described in section
5.3. We then employ the bivariate Kolmogorov test to see if the joint distribution of
these uniform variates conforms to the copula given in equation (4.36). The results
reported in Panel D of Tables 4.13 and 4.14 indicate that this is indeed the case. The
Kolmogorov test does not reject the null hypothesis for any realized measure of co-
variance. Thus, the deviations from the mixture-of-normals hypothesis are primarily
coming from the marginal distributions rather than the joint law.
4.8 An econometric model for bivariate returns,
realized variances and realized correlation
Since the bivariate mixture-of-normals hypothesis is clearly rejected for the EUR/USD
and USD/JPY exchange rates, we now examine their joint distribution within a
dynamic parametric framework. The goal is to shed more light on the deviations
from the mixture-of-normals hypothesis and to investigate the dependencies among
volatility, correlation and price innovations. Following a general-to-specific modeling
strategy, we propose a simple yet sufficiently rich five-equation parametric model:
there are two equations for the daily returns, two equations for the daily realized
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volatilities and an equation for the realized correlation in the model. To the best of
our knowledge, we are the first to model the joint dynamics of returns and realized
covariance in this way.
Formally, let rt denote a bivariate vector of daily returns and let RCt,M denote
the corresponding realized covariance matrix calculated from M intraday returns,
RCt,M =
 RV (1)t,M RCov(1,2)t,M
RCov
(1,2)
t,M RV
(2)
t,M
 (4.51)
Define
rv1,t := logRV
(1)
t,M ,
rv2,t := logRV
(2)
t,M ,
rct :=
1
2
log
(
1 +RCorr
(1,2)
t,M
1−RCorr(1,2)t,M
)
whereRCorr
(1,2)
t,M = RCov
(1,2)
t,M /
√
RV
(1)
t,MRV
(2)
t,M and the logarithmic and Fisher transfor-
mations ensure thatRCt,M remains positive definite for any realization of (rv1,t, rv2,t, rct)
′
in R3.
The two equations for daily exchange rate returns are given by
rt = RC
1/2
t,Mεt (4.52)
where εt is a vector of iid innovations with zero mean and identity covariance matrix.
To specify the equations for the rv1,t, rv2,t, and rct, define
rvi,t−k:t−1 =
1
k
k∑
j=1
rvi,t−j, i = 1, 2,
rci,t−k:t−1 =
1
k
k∑
j=1
rci,t−j.
that is, the average realized volatilities and correlation over the past k days.
Motivated by the work of Corsi (2009), Corsi, Mittnik, Pigorsch, and Pigorsch
(2008) and Bollerslev, Kretschmer, Pigorsch, and Tauchen (2009), who study the
joint dynamics of returns and realized volatility of a single asset, we put forward the
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following models for the unique elements of the realized covariance matrix. For each
variable in (rv1,t, rv2,t, rct) we start with a general model with the following right-hand
side variables:
rv1,t−1, rv1,t−2:t−1, rv1,t−5:t−1, rv1,t−22:t−1, (4.53)
rv2,t−1, rv2,t−2:t−1, rv2,t−5:t−1, rv2,t−22:t−1 (4.54)
rct−1, rct−2:t−1, rct−5:t−1, rct−22:t−1, (4.55)
|ε1,t|, |ε2,t|, (4.56)
1{ε1,t<0}, |ε1,t|,1{ε2,t<0}|ε2,t|. (4.57)
Thus we are essentially estimating a vector heterogeneous autoregressive model of
Corsi (2009) for the vector (rv1,t, rv2,t, rct)
′. To capture the possible asymmetries in
the response of volatility and correlation to past exchange rate shocks, we also include
the variables in (45)-(46) as in Bollerslev, Kretschmer, Pigorsch, and Tauchen (2009).
Finally, to allow for time-varying volatility of realized volatility and correlation, we
let the error term follow a GARCH(1,1) process with skewed Student t innovations
(Hansen, 1994):
ηi,t
iid∼ skt(λi, κi), i = 1, 2, 3
as was suggested by Corsi, Mittnik, Pigorsch, and Pigorsch (2008).
After estimating the full model equation-by-equation by maximum likelihood, we
employ the general-to-specific modeling strategy and successively remove insignificant
variables. The final model specifications are as follows.
The equation for the logarithmic realized volatility of EUR/USD reads
rv1,t = c1 + β
d1
1,1rv1,t−1 + β
d2
1,1rv1,t−2 + β
w
1,1rv1,t−5:t−1 + β
w
1,2rv2,t−5:t−1 (4.58)
+βm1,1rv1,t−22:t−1 + δ1|ε1,t−1|+
√
h1,tη1,t, (4.59)
h1,t = ω1 + α1(rv1,t − x′1,tβ1)2 + γ1h1,t−1, (4.60)
where x1,t is a vector containing the right-hand side variables in the equation for rv1,t.
The error term follows a GARCH(1,1) process.
The equation for the logarithmic realized volatility of USD/JPY is given by
rv2,t = c2 + β
d1
2,2rv2,t−1 + β
d2
2,2rv2,t−2 + β
w
2,2rv2,t−5:t−1 + β
m
2,1rv1,t−22:t−1 (4.61)
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+βm2,2rv2,t−22:t−1 +
√
h2,tη2,t, (4.62)
h2,t = ω2 + α2(rv2,t − x′2,tβ2)2 + γ2h2,t−1, (4.63)
where x2,t is a vector containing the right-hand side variables in the equation for rv2,t.
The error term follows a GARCH(1,1) process.
Finally, the equation for the Fisher-transformed realized correlation between EUR/USD
and USD/JPY reads
rct = c3 + β
d1
3,3rct−1 + β
d2
3,1rv1,t−2 + β
w
3,1rv1,t−5:t−1 + β
w
3,3rct−5:t−1 (4.64)
+βm3,3rct−22:t−1 + δ31{ε2,t−1<0}|ε2,t−1|+
√
h3,tη3,t, (4.65)
h3,t = ω3 + α3(rct − x′3,tβ3)2 (4.66)
where x3,t is a vector containing the right-hand side variables in the equation for rct.
The error term follows an ARCH(1) process.
The parameter estimates together with some diagnostic tests are reported in Ta-
ble 4.15. The residuals exhibit no discernable serial correlation or conditional het-
eroskedasticity indicating that model is correctly dynamically specified. The skewed
Student t distribution fits remarkably well in all three equations. Both realized
volatility and the realized correlation exhibit the usual HAR dynamics in that the fu-
ture realized measure is positively and significantly affected by its own current daily,
weekly and monthly components. In addition, the current weekly realized volatility
of USD/JPY has a negative impact on future realized volatility of EUR/USD, while
we find a positive effect of the current monthly EUR/USD volatility on future RV of
USD/JPY. Weekly and monthly realized volatility of EUR/USD also feed into the
future realized correlation, though the respective coefficients are quite small.
The second panel of Table 4.15 reports the estimates of the GARCH parameters
driving the volatility of the realized volatilities and correlation. The magnitude of
the estimated dynamic parameters (α and γ) indicates high degree of persistence in
the volatility of the realized volatilities. The realized correlation, on the contrary,
exhibits only very small time variation in its conditional volatility. The estimates
of the degrees of freedom of the skewed Student t distribution ranging from 8.44 to
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13.5 indicate that the conditional distributions of the logarithmic realized volatilities
and Fisher-transformed realized correlation exhibit fat tails. The former are also
characterized by positive skewness, while the latter is negatively skewed.
Equation for rv1 Equation for rv2 Equation for rct
c1 −0.145
(0.039)
c2 −0.087
(0.041)
c3 −0.062
(0.021)
βd11,1 0.116
(0.035)
βd12,2 0.253
(0.034)
βd13,3 0.178
(0.035)
βd21,1 0.111
(0.035)
βd22,2 0.105
(0.035)
βd23,1 −0.040
(0.013)
βw1,1 0.403
(0.080)
βw2,2 0.172
(0.073)
βw3,1 0.047
(0.016)
βw1,2 −0.102
(0.032)
βm2,1 0.093
(0.035)
βw3,3 0.510
(0.058)
βm1,1 0.377
(0.059)
βm2,2 0.303
(0.063)
βm3,3 0.214
(0.054)
δ1 0.033
(0.017)
δ3 0.034
(0.008)
ω1 0.003
(0.003)
ω2 0.006
(0.003)
ω3 0.017
(0.001)
α1 0.014
(0.010)
α2 0.055
(0.020)
α3 0.088
(0.034)
γ1 0.956
(0.034)
γ2 0.903
(0.037)
λ1 0.166
(0.043)
λ2 0.146
(0.040)
λ3 −0.125
(0.042)
κ1 13.46
(4.509)
κ2 8.438
(1.881)
κ3 11.18
(3.116)
Q(40) 57.18 25.07 28.07
ARCH(5) 7.162 7.390 1.836
KS 0.579 0.684 0.451
logL -429.46 -537.92 685.18
Table 4.15: Equation-by-equation maximum likelihood estimation of the parametric
models given in equations (4.52)-(4.66). Standard errors are provided in parentheses.
Q(40) refers to the Ljung-Box Q test for serial correlation in residuals up to lag
40, ARCH(5) denotes the Lagrange multiplier test statistics of no ARCH effects in
residuals up to lag 5 and KS denotes the Kolmogorov-Smirnov test statistics for the
null hypothesis that the distribution of the residuals is correctly specified.
Figure 4.6 shows pairwise scatter plots of the standardized residuals. They reveal
nonlinear dependence between contemporaneous shocks to prices and volatility (top
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two plots), which is highly asymmetric in case of USD/JPY. Appreciation of the JPY
w.r.t. the USD is associated with increased unexpected volatility of USD/JPY. This
is consistent with the well-known negative skew in the volatility implied by USD/JPY
options: the appreciation of the Yen usually takes place in the states of the world
characterized by increased uncertainty. There seems to be no dependence between the
price shocks and unexpected correlation shocks. The volatility innovations are highly
positively correlated, while the correlation between realized volatility and realized
correlation innovations is significantly negative. An increase in unexpected volatility
of either exchange rate is associated with a decrease in the correlation of the two
exchange rates.
4.9 Conclusion
This chapter proposes procedures for testing the multivariate mixture-of-normals hy-
pothesis using high-frequency data. Relying on the nonparametric and model-free
estimators of integrated variance, we apply moment-based tests and the Kolmogorov
test to the vector of returns standardized (in a matrix sense) by the estimated inte-
grated covariance. We also consider disentangling the marginal distribution from the
dependence structure via the use of copulas.
In an empirical application, we test the mixture of normal hypothesis for a pair of
foreign exchange rates. Our results indicate that while the null hypothesis is soundly
rejected the deviation from the null is due to the marginals rather than the dependence
structure being inconsistent with multivariate normality.
To shed more light on dynamics of the joint distribution we estimate a five-
equation parametric model for the bivariate returns, realized volatilities and realized
correlation. We find significant asymmetric dependence between return and volatility
innovations, especially for the USD/JPY, which is in line with the finding that the
univariate distribution of the USD/JPY returns standardized by realized volatility
deviates systematically from the standard normal distribution.
Our approach for testing the mixture of normal hypothesis is not confined to the
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Figure 4.6: Scatter plots for pairs of scaled residuals in the parametric model for
returns, realized volatility and realized correlation of EUR/USD and USD/JPY. The
line shows a cubic spline fitted by ordinary least squares.
bivariate case and can be readily applied in higher dimensional problems. This can
be, for example, the case, when one would like to use the analytical framework for
portfolio selection developed by Menca and Sentana (2009) but is unsure about the
validity of the mixture of normal hypothesis for the data at hand.
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4.A Proofs
Proof of Proposition 1 Write
y =
√
m((m− 1)S +mx¯x¯′)−1/2√mx¯,
≡ √mu,
where
x¯ =
1
m
m∑
i=1
xi,
S =
1
m− 1
m∑
i=1
(xi − x¯)(xi − x¯)′.
It is well known that x¯ and S are statistically independent and distributed as
√
mx¯ ∼ Np(0,Σ),
(m− 1)S ∼ Wp(m− 1,Σ)
Thus the distribution of u, and hence y, follows directly from Exercise 3.15 in Muir-
head (2005). 2
Proof of Proposition 2 Properties (1),(2),(4) and (6) follow from the fact that the
distribution of Y is spherical. The pairwise cross-moments for even powers can be
obtained by integrating in polar coordinates:
E[Y 2ki Y 2lj ] =
Γ
(
m
2
)
mpiΓ
(
m−2
2
) ∫∫
{(yi,yj):y2i+y2j≤m}
y2ki y
2l
j
(
1− y
2
i + y
2
j
m
)m−4
2
dyidyj,
=
Γ
(
m
2
)
mpiΓ
(
m−2
2
) (∫ 2pi
0
(cos θ)2k(sin θ)2ldθ
)(∫ √m
0
r2(k+l)+1
(
1− r
2
m
)m−4
2
dr
)
,
≡ Γ
(
m
2
)
mpiΓ
(
m−2
2
)I1I2,
where
I1 =
22(k+l)+1pi5/2
(2(k + l))!Γ
(
1
2
− k)Γ (1
2
− l)Γ (1
2
− k − l) ,
I2 =
mk+l+1Γ(k + l + 1)Γ
(
m
2
− 1)
2Γ
(
k + l + m
2
) .
Rearranging and simplifying produces the result. The moments of the marginals can
be obtained easily, see also Andersen, Bollerslev and Dobrev (2007). 2
224
Chapter 5
Tailing Tail Risk in the Hedge
Fund Industry
5.1 Introduction
The value of assets under management in the hedge fund industry has increased
from $50 billion in 1990 to around $1.9 trillion in October 2007. This exponential
growth is essentially due to the fact that hedge funds entail relatively high expected
returns with low volatility. In addition, the (unconditional) correlation between the
returns on hedge funds and on traditional asset classes (or risk factors) is also weak.
Most hedge funds claim that this results from their ability to carrying uncorrelated
incremental returns (or alpha) among different asset classes.
Since October 2007, the hedge fund sector has witnessed a gradual outflow of funds
under management that substantially accelerated as of September 2008. By December
2008, the total assets under management reported by Hedge Fund Research Inc.
plummeted to about 0.7 trillion, amounting to a drop of more than 60% from its all
time peak. Over the same period, the HFRI composite index, which comprises a large
cross-section of hedge funds, lost around 20% of its value. Still, this is considerably
less than the 40% drop in the value of the S&P500 index.
This leads to the important question of whether there are indeed diversification
gains resulting from investments in hedge funds. Unconditional correlation-based
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analyses, which capture the amount of linear association between returns, can only
partially address this question. Hedge funds typically engage into derivatives trad-
ing, short selling, and positions on illiquid assets, resulting in returns with serial
correlation, negative skewness, excess kurtosis, and other option-like (nonlinear) fea-
tures. See, among others, Fung and Hsieh (2001), Mitchell and Pulvino (2001), Amin
and Kat (2003), Dor, Jagannathan, and Meier (2003), Getmansky, Lo, and Makarov
(2004), Agarwal, Bakshi, and Huij (2009), and Diez de los Rios and Garcia (2009).
There is also evidence that hedge-fund trading strategies yield payoffs that are
concave to some of the usual benchmarks. This means that the correlation between
hedge-fund and broad-market returns is likely to rise in periods of financial distress
(Edwards and Caglayan 2001, Agarwal and Naik 2004).1 As a matter of fact, the
correlation between the HFRI Composite index and the S&P500 monthly returns has
been about twice as high in down markets (70%) than in up markets (34.5%) during
the period 1990-2008.
To evaluate whether hedge funds indeed bring about diversification benefits, it
does not suffice then to consider how their returns correlate with traditional asset
classes (or the usual risk factors). One must also gauge how hedge fund returns co-
vary with broad-market returns in extreme situations. In order to accomplish this, we
resort to the concept of tail risk so as to measure the risk exposure of hedge funds in
periods of market downturn. In this way, we assess diversification gains when markets
experience large and negative returns, that is to say, at times they are needed most
for the investors’ marginal utility of wealth is high.
Focusing on tail risk is also convenient for two reasons. First, it accommodates
in a natural manner investors’ preferences concerning higher-order moments such as,
e.g., skewness and kurtosis (Scott and Horvath 1980, Pratt and Zeckhauser 1987).
This is important since, as Agarwal, Bakshi, and Huij (2009) show, hedge funds have
1 Ribeiro and Veronesi (2002) develop a rational expectations equilibrium model in which news
becomes more informative about the true state of the economy in bad times and hence cross-market
correlations increase. See also Buraschi, Porchia, and Trojani (2010) for optimal portfolio choice
under time-varying stochastic correlation as well as Buraschi, Kosowski, and Trojani (2009) for
evidence of hedge funds’ exposure to correlation risk.
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substantial exposure to higher-moment risks. The corresponding premia are indeed
economically significant, playing an important role in explaining hedge funds’ returns.
The exposures to these factors should be taken into account when evaluating hedge
funds’ performance. Second, it does not impose a symmetric dependence structure
in the tails in line with the evidence that negative returns are typically much more
dependent than positive returns (Das and Uppal 2004, Patton 2004).
The attention we pay to tail dependence—rather than to the usual beta measures—
is well in line with the growing interest in tail risk (see, among others, Longin
and Solnik 2001, Ang, Chen, and Xing 2006, Patton 2006, Boyson, Stahel, and
Stultz 2010). Tail risk is particularly relevant to hedge funds for the nonlinear nature
of their payoffs is such that returns could well exhibit strong tail correlation with
more traditional asset classes, breaking down any diversification gain in periods of
financial distress.
This chapter proposes a copula-based framework to assess dynamic nonlinear risks
in the hedge fund industry. We examine daily data from September 2004 to May 2008.
This is in stark contrast with most papers in the hedge fund literature, whose reliance
on monthly data within a relatively larger time span reflects well their interest in
performance evaluation (e.g., average returns and alphas). We consider hedge-fund
returns at the daily frequency because sample size matters much more than time span
for estimating risk exposures (e.g., betas and tail dependence), especially if they are
dynamic.2
We characterize the dependence structure between asset returns using a copula ap-
proach. This is very convenient because it allows us to model the joint distribution of
asset returns in two steps. We first fit models for the individual return series and then
combine them into a coherent multivariate distribution by means of a symmetrized
Joe-Clayton copula function, which models both lower and upper tail dependence.
We let the copula parameters governing the tail dependence structure between hedge
2 Li and Kazemi (2007) and Boyson, Stahel, and Stultz (2010) are among the few exceptions
using daily data. See the latter and Li, Markov, and Wermers (2007) for a comparison of the data
features of hedge fund returns at the daily and monthly frequencies.
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funds and broad-market returns vary over time according to the degree of market un-
certainty. To proxy for the latter, we employ a single index that pools the information
given by the term spread, the swap spread, the VIX index, and the volatility risk pre-
mium. We include the term spread for it contains information about the future real
economic activity (see, among others, Harvey 1988, Estrella and Hardouvelis 1991) as
well as about future investment opportunities (Petkova 2006). The swap spread, also
known as TED spread, is a measure of credit risk that Brunnermeir (2009) advocates
as a useful basis for gauging the severity of a liquidity crisis. Whaley (2000) argues
that the VIX index is a barometer to the market’s perception of risk and, accord-
ingly, partially determines the amount of liquidity available in the market. Finally,
the volatility risk premium relates to investors’ risk aversion on top of providing a
link with macroeconomic uncertainty (Corradi, Distaso, and Mele 2008, Drechsler
and Yaron 2008, Bollerslev, Gibson, and Zhou 2009). It is also of particularly rele-
vance here given that hedge funds normally have significant exposure to variance risk
(Bondarenko 2004).
In this respect, our approach is closest in spirit to those of Adrian and Brun-
nermeier (2009) and Billio, Getmansky, and Pelizzon (2009) in that we evaluate the
degree of co-dependence conditional on the state of the market. The focus of our
investigation is, however, different from theirs. While we aim to highlight how hedge
funds vary their tail risk exposures over time according to market uncertainty, Billio,
Getmansky, and Pelizzon (2009) restrict attention to time-varying linear measures of
risk by assuming a factor structure in which loadings depend on Markov-switching
volatility regimes. As per Adrian and Brunnermeier (2009), they estimate condi-
tional tail correlations using quantile regressions so as to study risk spillovers among
financial institutions and, in particular, the role that hedge funds play in systemic
crises. Despite of the different goal of their analysis, Adrian and Brunnermeier take
a similar avenue to ours by positing that tail correlations depend on the short-term
interest rate, the credit spread, the liquidity spread, the term spread, and the VIX
index. The problem of restricting attention to tail correlations is that they are a
function of the dependence structure as well as of the marginal distributions. This
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can be a shortcoming for it does not allow one to uncover whether the time-varying
nature of conditional tail correlations is due to variations in the dependence structure
or in the conditional marginals (e.g., conditional heteroskedasticity). In contrast, we
focus on conditional tail dependence, whose invariance to changes in the marginal
distributions makes it much easier to interpret.
Our main empirical findings are as follows. A preliminary descriptive analysis
reveals that most hedge-fund style indices entail expected returns at par with equity
and bond returns, though with much lower volatility. All hedge fund returns exhibit
substantial negative skewness and excess kurtosis. The market-neutral style index is
the least asymmetric, though by far the most leptokurtic. Serial correlation is also
typically much larger for hedge-fund returns than for any broad-market return, in line
with price smoothing and liquidity effects (Getmansky, Lo, and Makarov 2004). We
also find significant unconditional correlation between returns on the S&P500 index
and on some equity-based styles (e.g., equity hedge, event driven, and market direc-
tional). The correlation between hedge-fund returns and commodity index returns is
at most moderate, with the highest values at around 0.30. In contrast, the correla-
tions with bond and currency markets are typically negative, up to -0.29. As for tail
risk, we uncover strong lower-tail dependence among styles and, to a lesser extent,
with the S&P500 index. There are only three hedge-fund styles that feature neither
correlation nor lower-tail dependence with any other style or asset class, namely con-
vertible arbitrage, distresses securities, and equity market neutral. Finally, we find
some weak evidence of upper-tail dependence only among a few hedge fund styles.
We then ask whether the picture remains the same if we condition tail dependence
with equity returns upon market uncertainty. We find that the overall panorama
actually changes drastically, illustrating well the pitfalls of restricting attention to
unconditional measures.3 The only hedge fund style indices for which we cannot
really reject tail neutrality, regardless of whether conditional or unconditional, are the
3 Fernandes, Medeiros, and Saffi (2008b) unveil similar evidence for linear measures of dependence
in the hedge fund industry by letting both alpha and betas to depend on market uncertainty. See
also Bollen and Whaley (2009) and Patton and Ramadorai (2010).
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convertible arbitrage and equity market neutral styles. All other hedge fund styles
feature time-varying conditional lower-tail equity risk driven by market uncertainty
even if they exhibit little unconditional tail dependence. In particular, the lower-
tail dependence between most hedge fund styles and the S&P500 index typically
decreases with market uncertainty, ensuring at first glance diversification gains even
within periods of falling stock markets.
The merger arbitrage and relative value arbitrage style indices are the exceptions,
with tail equity risk exposure increasing with market uncertainty. This is not sur-
prising given that these styles normally employ spread trading strategies that often
translate into low volatility bets. On the one hand, market uncertainty typically
increases in periods of falling equity markets. On the other hand, spread trading
usually entails negative returns when volatility is high. Altogether, this means that
the likelihood of a joint lower tail event increases as well, thus explaining why we find
that their tail equity risk exposure increases.
Despite their relative importance in the hedge fund sector,4 the increasing tail
risk exposure of the merger arbitrage and relative value arbitrage styles do not seem
to compromise the overall trend in the industry. Every broad index seems to exhibit
a lower-tail dependence with equity markets that chills out with market uncertainty.
This scales down the fear that hedge funds might play a major role in episodes of
financial contagion (Chan, Getmansky, Haas, and Lo 2006), and hence we carry out
a simple correlation analysis to better understand systemic risk issues. Hedge funds
reduce their tail exposure to equity risk in times of market uncertainty because of
either uncertainty timing or forced liquidations. We should expect a positive cor-
relation between changes in lower-tail dependence and stock market returns if the
former, whereas a positive correlation between hedge fund returns and changes in tail
risk if the latter due to the heavy losses that characterize fire sales. The evidence
supports only the latter, indicating that hedge funds’ tail risk reduces in times of
4 According the HFR reports, historically, these styles would together manage about 15% of
the assets in the industry (or circa 11% if including funds of funds). Their relative significance is
difficult to pin down, though, as it also depends on leverage ratios.
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market uncertainty partly because of forced liquidations. Further analysis using a
sample from June 2008 to May 2010 however shows that, by the time the liquidity
dry-up climaxes, the hedge fund industry does not have significant exposure to tail
equity risk anymore.
The outcome is very different for other traditional asset classes as well as for upper-
tail dependence. First, hedge funds do not seem to have, on average, any tail risk
exposure to bond and currency markets. Second, the only style for which we find some
evidence of significant lower-tail dependence with commodity markets is the macro
style. In particular, the tail risk exposure of macro hedge funds to commodity prices
increases with market uncertainty. This is consistent with Edwards and Caglayan’s
(2001) evidence that commodity trading advisors as well as hedge funds within the
macro style normally entail higher returns in bear stock markets, thereof providing
substantial protection to downside risk in the equity markets. Third, there is very
little, if any, conditional upper tail dependence between hedge-fund and broad-market
returns.
Our findings are very robust to variations in the copula specification. In particular,
the quantitative results are very similar if we restrict attention to the lower tail by
employing either a Clayton or a rotated Gumbel copula. Proxying market uncertainty
with options-implied variance and variance risk premium (rather than their volatility
counterparts) produces similar results, as well. If one includes both volatility and
variance in a polynomial-type specification for the tail dependence parameter, then
only the volatility terms remain significant. In addition, incorporating other measure
of credit spread into the single index that determines the time-varying nature of
the tail parameter yields insignificant coefficients that do not affect qualitatively the
outcome.
This is the first study to tackle conditional tail dependence in the hedge fund
sector. As for unconditional tail dependence, there are a few papers in the literature.
Geman and Kharoubi (2003) find significant lower-tail dependence between returns on
hedge-fund, mutual-fund, bond- and equity-market indices. In line with our results,
the market-neutral style proves an exception in that it is the only to satisfy tail
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neutrality. Bacmann and Gawron (2004) evince similar results and, in addition,
document substantial lower-tail dependence among the different hedge-fund styles.
Their findings are quite sensitive to the sample period, though. In particular, tail
dependence becomes insignificant if one excludes the Russian crisis in August 1998
from the sample. They interpret the sensitivity with respect to the Russian crisis as
evidence supporting a link between tail dependence and market liquidity. This is in
line with our evidence of time-varying tail risk driven by market uncertainty given
that the amount of liquidity in the market decreases with uncertainty. Brown and
Spitzer (2006) carry out a similar tail risk analysis using style portfolios of individual
hedge funds. They show that style portfolios display significant lower-tail dependence
with equity markets even if one eliminates periods of financial distress such as, e.g.,
the LTCM episode. This is in contrast with Patton (2009), who fails to reject tail
neutrality for most individual hedge-fund returns. A possible explanation for these
conflicting results reside in the fact that tests based on individual hedge-fund data
are presumably less powerful due to the shorter and noisier samples.
Boyson, Stahel, and Stultz (2010) take a very different avenue, focusing on a
regression-based approach to model contagion between asset classes. In particular,
they estimate the probability of a hedge-fund style index to display a performance at
the lower 10% tail as a function of the number of other hedge-fund styles with similar
poor performances. They find strong contagion across style index returns, especially
in times of low market liquidity. They also report mixed evidence of contagion running
from hedge funds to more traditional asset classes. Poor performance in the hedge
fund sector does not seem to affect much the probability of a poor performance in the
bond and equity markets, though there is a substantial impact in currency markets
probably due to the unwinding of carry trades.
The remainder of this chapter ensues as follows. Section 5.2 describes the copula
approach we employ to model tail dependence as a function of market uncertainty.
This is our primary methodological contribution to the literature in that, by modeling
tail dependence conditional on market uncertainty, we are able to track how tail risk
evolves over time in the hedge fund sector (even if the unconditional tail dependence
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is close to zero). Section 5.3 describes the main features of hedge-fund style index
data, paying special attention to how they seem to co-move with more traditional
asset classes. Section 5.4 reports the main results concerning the conditional tail
dependence between hedge funds and more traditional asset markets. It turns out
that there are indeed hedge fund styles that feature very little unconditional, but
relatively high conditional lower-tail dependence with equity markets in periods of
pronounced market uncertainty. Section 5.5 concludes by offering some final remarks,
whereas the appendix collects some technical details.
5.2 Conditional copula and tail dependence
Our set-up is the following. Let Xt and Yt denote continuous asset returns with
conditional distributions F
(X)
t and F
(Y )
t given the information set spanned by
Zt ≡ [W ′t , Xt−1, Yt−1,W ′t−1, . . . , Xt−k, Yt−j,W ′t−k]′,
which as usual contains past information on Yt, Xt and some exogenous risk factors
Wt affecting asset returns. In order to isolate the estimation of the tail-dependence
parameter from the estimation of the marginal distributions (Joe 1997), we use a
copula decomposition of the conditional joint distribution of hedge-fund and broad-
market returns. To avoid an excessive number of parameters, we employ bivariate
copula functions to model lower-tail dependence between each hedge-fund style index
with each broad-market return in a pairwise fashion. This is well in line with the
literature studying asymmetric dependence across markets. See, among others, Ang
and Chen (2002), Ane´ and Kharoubi (2003), Jondeau and Rockinger (2003), Hong,
Tu, and Zhou (2007), Okimoto (2008), Markwat, Kole, and van Dijk (2009), and
Kang, In, Kim, and Kim (2010).
In what follows, we make use of Patton’s (2006) extension of the Sklar’s theorem to
a conditional setting (see Appendix A for details). He shows that one may decompose
the conditional joint distribution of (Xt, Yt) into
F
(X,Y )
t = Ct
(
F
(X)
t , F
(Y )
t
)
, (5.1)
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where Ct is the unique conditional copula function. The latter is a bivariate distribu-
tion function with uniform marginals over the unit interval, that forms the conditional
joint distribution by coupling the conditional univariate distributions. It essentially
captures the dependence structure between Xt and Yt given Zt.
Assuming the twice-differentiability of the conditional joint distribution and of the
conditional copula function as well as the differentiability of the conditional marginal
distributions yields the equivalent decomposition for the conditional joint density
function:
f (X,Y )(x, y | zt) = f (X)(x | zt) f (Y )(y | zt) c(uX , uY | zt), (5.2)
where uX ≡ F (X)(x | zt) and uY ≡ F (Y )(y | zt). Equation (5.2) is readily available for
empirical work. Taking logs of both sides of (5.2), it follows that the conditional joint
log-likelihood function is equal to the sum of the conditional marginal log-likelihoods
and the conditional copula log-likelihood. Further, assuming that the parameters in
the copula and marginal densities are variation free, it follows from (5.2) that one may
separate the maximization of the joint likelihood into two steps. We first estimate
the marginals that provide the best fit to the univariate return series, and then model
the dependence structure by virtue of the copula function.
5.2.1 Marginal distributions
We model the first and second conditional moments of the returns using individual
MA(22)-GARCH(1,1) processes:
ri,t = µi + ei,t +
10∑
j=1
ζi,j ei,t−j, with ei,t = hi,t ηi,t (5.3)
h2i,t = ωi + αi e
2
i,t−1 + βi h
2
i,t−1, (5.4)
where ηi,t is a white noise with mean zero and unit variance for i ∈ {X, Y }. The
moving average specification is convenient for it typically controls reasonably well
for illiquidity and performance smoothing in hedge fund returns (Getmansky 2004,
Getmansky, Lo, and Makarov 2004, Patton 2009).
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We make no distributional assumptions on ηi,t, and therefore estimate the param-
eters in (5.3) and (5.4) using quasi-maximum likelihood (QML) methods. We then
transform the standardized residuals into uniform variates through the empirical cu-
mulative distribution function (see Appendix B for more details).
5.2.2 Tail dependence structure
To characterize the conditional joint distribution, one needs to specify the dependence
structure. Chen and Fan (2006a) show that, even under copula misspecification, it is
possible to estimate a particular form of dependence. This mitigates the consequences
of choosing the “wrong” functional form for the copula function. For instance, if the
interest lies exclusively on tail risk, it suffices to specify a copula function that captures
well tail dependence even if ignoring the bulk of the data. We thus restrict attention
to the symmetrized Joe-Clayton copula as in Patton (2006).5
Assuming a time-varying parameter for the symmetrized Joe-Clayton specification
yields the following copula function:
CSJC(u, v; θ
L
t , θ
U
t ) =
1
2
[
CJC(u, v; θ
L
t , θ
U
t ) + CJC(1− u, 1− v; θUt , θLt ) + u+ v − 1
]
,
(5.5)
where the Joe-Clayton copula is given by
CJC(u, v; θ
L
t , θ
U
t ) = 1−
{
1−
[(
1− (1− u)θUt
)−θLt
+
(
1− (1− v)θUt
)−θLt − 1]−1/θLt }1/θUt .
with θLt ≡ θL(zt) and θUt ≡ θU(zt). The symmetrized Joe-Clayton copula entails
lower- and upper-tail dependence coefficients given by λLt ≡ limu→0 CSJC(u,u;θ
L
t ,θ
U
t )
u
=
2−1/θ
L
t and λUt ≡ limu→∞ CSJC(u,u|;θ
L
t ,θ
U
t )
u
= 2− 21/λUt , respectively.
It now remains to specify how the conditional tail dependence parameters evolve
over time. We assume that λLt and λ
U
t are functions of market uncertainty, which
5 Interestingly, variations in the upper-tail dependence may affect the estimation of the condi-
tional lower-tail dependence and vice-versa. This means that we cannot ignore the former even if
our interest lies primarily on the lower-tail dependence. This is why we employ the symmetrized
Joe-Clayton copula rather than focusing on the lower tail dependence by means of either the Clayton
or the rotated Gumbel copulae. We thank Andrew Patton for calling our attention to this point.
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we proxy using a single index that combines the term spread, the swap spread, the
VIX index, and the volatility risk premium. The term spread stands for a leading
indicator of recessions (Harvey 1988, Estrella and Hardouvelis 1991, Estrella and
Mishkin 1998, Adrian and Estrella 2008) and thus reflects the uncertainty in the real
economy. In addition, Petkova (2006) shows that term spread innovations also help
describe future investment opportunities. The swap spread gauges credit risk and
counterpart risk by means of the difference between the interest rates on interbank
loans and on short-term US government debt (Brunnermeir 2009). The VIX index is
a model-free measure of the options-implied volatility of the S&P500 index. As such,
it essentially provides the ex-ante risk-neutral expectation of the future volatility. See
Jiang and Tian (2005) for the information context of the VIX index as a predictor of
future realized volatility.
The volatility risk premium (VOLPREMIUM) not only relates to the coefficient
of relative risk aversion but also co-moves with several macroeconomic variables,
reflecting a pronounced counter-cyclical dynamics (Corradi, Distaso, and Mele 2008,
Bollerslev, Gibson, and Zhou 2009). Drechsler and Yaron (2008) indeed establish a
link between variance risk premium and macroeconomic uncertainty within a long-run
risk model. Apart from matching the main features of asset returns, their calibration
exercise is able to reproduce a level of return predictability for the variance risk
premium similar to the one we observe in the data. In addition, within Bollerslev,
Tauchen, and Zhou’s (2009) stylized general-equilibrium model, the variance risk
premium not only explains a significant portion of aggregate stock market returns
(with high premia predicting low future returns and vice-versa), but also entails more
predictive power than the usual suspects such as the price-dividend ratio, default
spread, and consumption-wealth ratio. Finally, volatility premia are particularly
relevant for hedge funds given that they typically feature substantial exposure to
variance risk (Bondarenko 2004).
We model the time-varying nature of the tail dependence by
λjt ≡ λj(zt) = Λ(θj0 +θj1 VIXt−1 +θj2 VOLPREMIUMt−1 +θj3 TERMt−1 +θj4 SWAPt−1),
(5.6)
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where the logistic function Λ(·) ensures that the tail dependence coefficients lie in
the unit interval, i.e., 0 < λjt < 1, for j ∈ {L,U}. To avoid convergence problems
with the logistic function, we standardize the covariates by subtracting their mean
and further dividing by their standard deviation.
We estimate the copula parameters by QML. It turns out that the estimation
of the MA-GARCH model does not affect the asymptotic distribution of the QML
estimator of the copula parameters. Unfortunately, the same does not apply to the
estimation of the marginal cumulative distribution function by means of the empirical
distribution. See discussion in Chen and Fan (2006a,b). To circumvent this issue,
we compute asymptotically-valid standard errors by bootstrapping the standardized
residuals. See Appendix B for more details about the bootstrap procedure. Finally,
the Monte Carlo results in Appendix C also show that the asymptotic distribution of
the QML estimator offers a very good approximation to its finite-sample counterpart
even if the dynamic copula is driven by highly persistent covariates.
To check how well the symmetrized Joe-Clayton copula model fits the data, we
employ the joint hit test put forth by Patton (2006). This is similar in spirit to
Christoffersen’s (1998b) procedure to assess forecast interval accuracy. As in Patton
(2006), we examine by means of hit tests the empirical coverage of our copula-based
models in the several regions of the joint distribution support, namely, the lower 10%
tail, the interval from the 10th to the 25th quantile, the interval from the 25th to the
75th quantile, the interval from the 75th to the 90th quantile, and the upper 10%
tail. The empirical coverage tests indicate that our copula-based models fit well the
tails in every instance and hence we report in Section 5.4.2 only the p-values for the
hit test that considers jointly all of the above regions.
5.3 Data description
Our data set concerning the hedge-fund industry consists of the daily HFRX indices
from Hedge Fund Research, Inc. The single-strategy HFRX indices are convertible
arbitrage (CA), distressed securities (DS), equity hedge (EH), equity market neutral
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(EMN), event driven (ED), macro (M), merger arbitrage (MA), and relative value
arbitrage (RVA). To also represent the broad population of hedge funds, we employ the
following HFRX indices: global (GL), equal weighted strategies (EW), absolute return
(AR), and market directional (MD). The GL index aggregates the above strategies
into a single index by virtue of an asset-weighted average based on the distribution of
assets in the hedge fund industry, whereas every strategy receives equal weight in the
EW index. The AR and MD indices are asset-weighted as the GL index, but they
further select constituents that are likely to entail a performance not very sensitive
to market conditions and to add value by betting on the direction of various financial
markets, respectively. See http://www.hedgefundresearch.com for more details.
We employ the S&P500 index to measure the movements in equity markets, the
Lehman global bond index (LGBI) for bond markets, the Goldman Sachs commodity
index (GSCI) for commodity markets, and the US dollar index (USDX) for currency
markets. The latter gauges the trade-weighted value of the US dollar relative to the
six major world currencies: the euro, Japanese yen, Canadian dollar, British pound,
Swedish krona, and Swiss franc. The VIX index is the options-implied volatility of
the S&P500 index from the Chicago Board Options Exchange. We calculate the
volatility risk premium as the difference between the realized and implied volatilities
of the S&P500 index and compute the realized volatility using 5-minute returns on
the S&P500 futures index. Finally, we measure the term spread by the difference
between the yields of the 30-year and 3-month US treasuries, whereas the swap rate
is the difference between the 3-month T-bill and the 3-month LIBOR rates.
Our sample runs from September 2004 to May 2008, yielding a total of 926 daily
observations. Table 5.1 reveals that bond and equity returns are on average about
2.5%, even though volatility is twofold for the S&P500 index. The negative average
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return of the USDX index reflects the weakening of the US dollar, whereas the high
average GSCI return mirrors the recent commodity boom. In addition, its stan-
dard deviation confirms the traditional view that commodity prices are among the
most volatile assets (Kroner, Kneafsey, and Claessens 1995, Pyndyck 2004, Blattman,
Hwang, and Williamson 2007). As for higher-order moments, only the S&P500 index
exhibits substantial excess kurtosis, whereas skewness is material for both equity and
bond markets. In particular, skewness is negative for the S&P500 index and positive
for the Lehman global bond index. The former emulates the well-known leverage
effect, while the latter is typical of bonds with low default risk. Finally, stock mar-
ket returns and squared returns displays significantly more autocorrelation than their
counterparts in the bond, commodity and currency markets.
In line with the stylized facts of the hedge-fund literature, we find that most
styles entail average returns that are comparable with equity and bond expected
returns, though with much lower volatility. In addition, all hedge fund returns exhibit
substantial negative skewness and excess kurtosis, confirming the literature’s concern
with (fat) tail risk. It is interesting to observe that EMN is the least asymmetric, while
by far the most leptokurtic. As expected, autocorrelation is also much stronger for
hedge-fund returns than for any broad-market return due to performance smoothing
and to illiquidity exposure (Getmansky, Lo, and Makarov 2004). With the exception
of DS style index, squared returns are also very persistent in the hedge fund sector.
Altogether, these results justify the MA-GARCH specification for hedge-fund returns.
We next turn to the co-movements between hedge-fund returns and broad-market
returns. Table 5.2 unveils significant unconditional correlation between the S&P500
index and some of the equity-based styles (e.g., EH and ED). Correlation with the
commodity index is always positive, with highest values corresponding to the macro
style (about 0.36) and to the overall industry (around 0.30 for the GL, EW, AR,
and MD indices). In contrast, correlations with bond and currency markets are
typically negative, ranging from 0.11 to -0.29. Finally, there is also significant positive
correlation among hedge-fund styles as in Boyson, Stahel, and Stultz (2010).
Table 5.3 complements the above results by running Poon, Rockinger, and Tawn’s
242
(2004) test of tail dependence. There is strong (unconditional) lower-tail dependence
among styles and, to a lesser extent, with the S&P500 index. CA, DS and EMN
are the only styles featuring neither correlation nor lower-tail dependence with any
other style or asset class. As for upper-tail dependence, it appears significant mainly
among hedge-fund styles. There is significant upper-tail dependence with the S&P500
index only for very few styles, while we find none with bond, commodity, and foreign
exchange markets.
5.4 Conditional tail risk in the hedge fund indus-
try
Our empirical analysis is in two steps. We first filter the different index returns
by means of univariate MA-GARCH models, and then investigate whether market
uncertainty drives the tail dependence among their standardized residuals using the
symmetrized Joe-Clayton copula. In contrast to Boyson, Stahel, and Stultz (2010), we
focus on the conditional tail dependence between hedge fund styles and broad-market
returns.
5.4.1 Filtering index returns
To allow for illiquidity exposure and performance smoothing over the month, we start
with a MA(22) structure for the hedge fund styles and then eliminate insignificant MA
coefficients using a standard general-to-specific model selection procedure. It is worth
mentioning that filtering hedge-fund returns by means of a full MA(22) specification
does not change our qualitative results.
Table 5.4 reports the QML estimates for the different MA-GARCH(1,1) models.
The first striking feature concerns the length of the MA structure for the different
index returns. While the only broad-market return to require a MA structure is the
S&P500 index (and of first order), most hedge-fund styles exhibit a much more per-
sistent behavior, calling for a richer MA structure. It is not surprising that the serial
243
correlation (as measured by the sum of the MA coefficients) is relatively stronger for
hedge-fund returns. Getmansky, Lo, and Makarov (2004) indeed show that hedge
funds typically display higher levels of autocorrelation due to the combination of
illiquidity exposure and performance smoothing. In addition, cyclical serial corre-
lation may also arise from certain schemes for allocating gains and profits between
the investor’s account, management account and provision account (Darolles and
Gourieroux 2009).
We account for performance smoothing and illiquidity concerns using the two
measures proposed by Getmansky, Lo, and Makarov (2004). The first is the normal-
ized MA(0) coefficient ζ¯0 = 1/
∑22
j=0 ζj, where ζj is the MA(j) coefficient and ζ0 = 1.
It gauges the fraction of the true daily return that the reported return reflects. The
second is the smoothing index
∑22
j=0 ζ¯
2
j , with ζ¯j = ζj/
∑22
j=0 ζj, which measures overall
illiquidity and performance smoothing. As expected, the smoothing index is lowest
for the DS style at 0.330, reflecting the fact that distressed securities are typically less
liquid. This is consistent not only with the high degree of persistence that we observe
in the DS returns (i.e., MA coefficients sum to 0.824), but also with a normalized
MA(0) coefficient of ζ¯0 = 1/1.824 = 0.549. The latter means that the reported return
for the DS style reflects only about 55% of the true daily return. In addition, the
smoothing index is also substantially different from one for every industry index as
well as for the CA, M and RVA styles, suggesting some exposure to liquidity risk
and/or performance smoothing. In contrast, we find very little evidence of smoothing
within the EH, EMN and MA styles. These findings complement well Getmansky,
Lo, and Makarov’s (2004) smoothing analysis using hedge-fund style indices from the
TASS database. 6
As for the conditional variance, we observe that hedge-fund and broad-market
returns exhibit very persistent behavior in the second moment, though still satisfying
geometric ergodicity (α̂+ β̂ ≈ 1, with 0.026 ≤ α̂ ≤ 0.213 and 0.749 ≤ β̂ ≤ 0.970). As
we fail to find any evidence of residual heteroskedasticity at the 5% level of
6 See http://www.hedgeworld.com/download/tracked/lipper tass brochure.pdf for more
details.
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significance, we conclude that the GARCH(1,1) specification suffices to describe the
time-varying volatility of the different index returns.
Table 5.5 reports the results of Poon, Rockinger, and Tawn’s (2004) test of uncon-
ditional tail dependence between pairs of MA-GARCH standardized residuals. We
find even less evidence of unconditional tail dependence after controlling for serial
correlation and conditional heteroskedasticity. For instance, M and MA join CA, DS,
and EMN among the styles displaying no unconditional tail dependence with any
other style or asset class. As before, most of the tail dependence is among styles,
especially with respect to the broad hedge-fund indices (i.e., GL, EW, AR, and MD),
rather than across asset classes. As for the traditional asset classes, we evince only a
few hedge fund styles exhibiting tail risk exposure to equity markets. In particular,
we fail to reject the null of unconditional lower-tail dependence with the S&P500
index at the 5% significance level only for the RVA style and for the equal-weighted
index. At the 1% significance level, we start failing to reject lower-tail dependence
also for the asset-weighted global index and for the EH and M styles.
It remains to investigate whether conditioning on market uncertainty changes the
tail dependence structure between hedge-fund styles and broad-market returns. This
is precisely the goal of the next section.
5.4.2 Joint distributions
For every pair of hedge fund style/index and broad-market standardized residuals, we
estimate the symmetrized Joe-Clayton copula function with time-varying parameters
driven by market uncertainty.
Tables 5.6 and 5.7 report the conditional copula parameter estimates for every
hedge fund aggregate index and style, respectively. It is striking how the picture
changes dramatically once we condition on market uncertainty in that most hedge
fund styles now seem to exhibit exposure to equity tail risk. Lower-tail dependence
with the S&P500 index decreases in a significant manner with market uncertainty in
the hedge fund industry, seemingly mitigating the likelihood of a diversification break
down at times of falling stock markets. We further address this issue in Section 5.4.4
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to understand whether there is enough evidence to contradict the perception that
hedge funds heavily contribute to financial contagion and hence to systemic risk.
Despite little evidence of unconditional tail dependence, the DS style displays
conditional exposure to equity risk that changes mainly with the volatility premium
and with the term and swap spreads. While it increases with the former, the lower-
tail dependence decreases with the latter. This is in fact the only case in which
tail dependence declines with the swap spread. The swap spread is an indicator of
liquidity risk and so it should have a negative effect on the tail dependence if positions
are short in illiquid stocks. That is precisely the case of hedge funds within the DS
style. We also observe lower-tail dependence unambiguously decreasing with market
uncertainty for the EH and ED styles mainly through the volatility-based measures as
well as for the macro style via term spread. In contrast, the exposures of the MA and
RVA styles to equity tail risk mount significantly with the term and swap spreads,
respectively.
On the other hand, there is very little action in the upper tails. We indeed
fail to reject the null hypothesis of constant upper-tail dependence for most hedge
fund index returns. There is only evidence of time-varying upper-tail dependence
with equity markets for the DS style and, to a lesser extent, for the MD index. In
particular, they both decrease sharply with market uncertainty.
Figure 5.1 plots how the conditional lower-tail dependence with the S&P500 index
evolves for hedge-fund returns over time. In the first row, we observe that the ag-
gregate indices behave very similarly, displaying lower-tail dependence that decreases
with the volatility-based measures and with the term spread, but increases with the
swap spread. All in all, lower-tail dependence seems to diminishes with market un-
certainty due to the dominance of the VIX and volatility premium effects. The only
exception is due to the AR index. It features little lower-tail dependence that mainly
responds to the term premium.
The second and third rows in Figure 5.1 reveal a mixed pattern. On the one
hand, most hedge fund styles exhibit a conditional tail dependence that declines with
market uncertainty even if through different channels. In particular, the plots for
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Figure 5.1: Lower-tail dependence between hedge fund styles and the S&P500 index
from September 2004 to May 2008. For the macro style, we also display the evolution
of the lower-tail dependence coefficient with the Goldman Sachs commodity index
over time.
the DS and M styles are more similar in shape to that of the AR index, whereas
those for the EH and ED styles resemble more the behavior of the market directional
index. This reflects not only the effort that hedge funds within DS and M styles put
to entail performances that are not very sensitive to equity market conditions (as
here represented by equity volatility), but also the fact that the EH and ED styles
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normally do directional bets.
On the other hand, at odds with what happens in the overall industry, the con-
ditional tail dependence with the S&P500 index increases significantly with the term
premium and the swap spread for the MA and RVA styles, respectively. This is not
too surprising, given that spread trading is more likely to entail negative returns in
periods of high volatility and illiquidity, i.e., greater market uncertainty. Because of
the negative correlation between the S&P500 index returns and its volatility, the MA
and RVA tail equity risk exposures are bound to escalate with market uncertainty.
The picture is very different for the other broad-market returns. Given their
slightly negative correlations with hedge fund returns, we find neither conditional nor
unconditional tail risk exposure to bond and currency markets. Our copula analysis
however reveals that the tail risk exposure of macro hedge funds to commodity prices
increases with market uncertainty in both tails. This is consistent with Edwards and
Caglayan’s (2001) claim that commodity trading advisors and macro hedge funds
provide protection to downside risk in the equity markets.
Our results stand a number of different robustness checks. First, although we
only report in Table 5.6 the results for the symmetrized Joe-Clayton copula, there is
no qualitative change if one restricts attention to the lower tail by means of either
a Clayton or rotated Gumbel copula. The coefficient estimates are always of the
same sign and result in similar degree of lower-tail dependence. Second, the hit
test that we perform to assess the empirical coverage in the joint tails indicate that
the symmetrized Joe-Clayton copula is flexible enough to capture the corresponding
dependence structure. Third, a recursive analysis shows that the QML estimates
of the copula coefficients are very stable over time, ensuring that our findings are
not spurious due to overfitting or copula misspecification. Figure 5.2 illustrates this
stability by plotting the recursive QML estimates of the copula coefficients for the
aggregate global index.
Fourth, our empirical findings are also very robust to different specifications of the
copula model. Replacing the VIX index and the volatility risk premium with their
variance-based counterparts does not have a qualitative impact in the results. As-
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Figure 5.2: Recursive quasi-maximum likelihood estimates of the symmetrized Joe-
Clayton copula parameters for the S&P500 index and HFRX global index, with their
95% bootstrap-based confidence interval.
suming a polynomial-type specification with both volatility and variance terms does
not pay off either in that only the volatility-based measures of market uncertainty
remain significant. Finally, incorporating credit spread into the single index that de-
termines the time-varying nature of the tail parameter yields insignificant coefficients
and hence does not affect qualitatively the outcome.
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Altogether, the only hedge fund indices for which we fail to reject tail market
neutrality, regardless of whether conditional or unconditional, are AR, CA and EMN.
In the next section, we explore their tail neutrality to a deeper extent by break-
ing down equity returns into market segments based on value, growth and market
capitalization.
5.4.3 Tail neutrality
In this section, we replace the S&P500 index with the family of Russell stock market
indices to test whether tail neutrality still holds once we control for stock charac-
teristics. In particular, we estimate the symmetrized Joe-Clayton copula models of
conditional tail dependence for the Russell indices and their value and growth sub-
indices.
The Russell 3000 broad-market index measures the performance of the largest
3,000 US firms representing about 98% of the investable US equity market, whereas
the Russell top 200 index considers only the largest 200 US firms (about 65% of
the total market capitalization). The Russell midcap index reflects the performance
of the mid-cap segment of the US equity universe by looking approximately at the
smallest 800 smallest firms within the largest 1,000 firms in the US market. The
Russell 2000 index includes approximately 2,000 of the smallest securities based on a
combination of their market capitalization and current index membership (about 8%
of the US market). Finally, the Russell microcap index assesses the performance of
the microcap segment (less than 3% of the total market capitalization) by including
1,000 of the smallest securities in the small-cap Russell 2000 index. The corresponding
growth and value sub-indices also rank firms according to their price-to-book ratios
and forecasted growth values.
There is not much evidence of tail dependence with the Russell indices regardless
of the tail we look at. In particular, we find no copula parameter estimate that
differs from zero at the usual levels of significance.7 In fact, we cannot reject the null
7 We do not report these insignificant estimates to conserve on space, though they are available
from the authors upon request.
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hypothesis of constant lower- and upper-tail dependence with the Russell indices for
the AR, CA and EMN styles. Informal inspection indeed seems to confirm that they
are tail neutral with respect to the different segments of the equity market.
5.4.4 Systemic risk
The evidence that hedge funds seem to reduce their tail exposure to equity markets in
times of uncertainty is somewhat at odds with the perception that they contribute to
systemic risk. In principle, due to style convergence and multiple layers of leverage,
hedge fund failures are likely to result in a cascade of margin calls and fire sales
that could well destabilize financial markets in a severe fashion. Forced liquidation of
relatively large positions not only entails heavy losses to creditors and counterparties,
but also indirectly affects other market participants through asset price adjustments
and liquidity dry-ups.
In what follows, we carry out a simple correlation analysis to give some perspective
on these systemic risk issues. The idea is very simple. Hedge funds reduce their tail
exposure to equity risk in times of market uncertainty either by voluntarily stepping
leverage down or by forced liquidation. If the former, this sort of uncertainty timing
would lead to a positive correlation between changes in lower-tail dependence and
stock market returns. If the latter, we should expect a positive correlation between
hedge fund index returns and changes in the lower-tail dependence given that fire
sales usually entail heavy losses to the hedge fund. As fire sales normally take more
than one day to take place, we also compute correlations over a week.
Table 5.8 reveals that daily correlations with stock market returns are either neg-
ative or insignificant, whereas correlations with hedge-fund style returns are either
positive or insignificant. The picture changes at the weekly frequency. Correlation
with changes in the lower-tail dependence is mostly positive for equity market re-
turns, though there are a few exceptions. In particular, weekly correlation with the
S&P500 index remains negative only for DS (as expected), while it is insignificant for
M and RVA styles. As before, the correlation between style returns and changes in
the lower-tail dependence is either positive or insignificant (notably, for the DS, M,
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MA and RVA styles). All in all, this suggests that the reduced exposure to equity
tail risk in periods of uncertainty is more consistent with forced liquidations and fire
sales.
The above correlation analysis is unconditional, however. Given that our mea-
sure of tail dependence is conditional on market uncertainty, it makes more sense
to examine how these correlations over time. Figure 5.3 plots rolling correlations
between the changes in the lower-tail dependence with equity/commodity markets
and the corresponding broad-market returns. The correlation is mostly negative for
the aggregate indices, with exception to the AR index for which it oscillates around
zero and tends to be positive in times of low market uncertainty, whilst negative in
periods of uncertainty. Only for the macro style is the correlation with equity mar-
kets positive at almost all times, even if not very sizeable. This suggests very little
evidence supporting uncertainty timing in which hedge funds reduce their leverage
and tail risk exposure in response to increasing market uncertainty.
Figure 5.4 displays rolling correlations between hedge fund returns and the changes
in their tail risk exposure to equity/commodity markets. Although the correlations
are close to zero for many styles, it is striking how the correlation becomes significantly
positive in the wake of the credit crisis for the GL, EW and MD aggregate indices
as well as for the EH style. In turn, the correlation is almost always significantly
positive for the AR style. This seems to confirm the story that hedge funds reduce
their exposure to tail equity risk mainly thorough forced liquidations.
As an alternative to rolling correlations, we also compute conditional correlations
given whether the single index that proxies for market uncertainty is either above
or below its unconditional mean. The results are very similar in that we find little
evidence of uncertainty timing, whereas there is some evidence consistent with fire
sales as the main driver for the tail risk reduction. This is consistent with the evidence
of dramatic selloffs put forth by Ben-David, Franzoni, and Moussawi (2010).
Two caveats are in order. First, the above correlation analysis provides only
indirect evidence on systemic risk. It is virtually impossible to come up with conclu-
sive evidence on systemic risk without portfolio holdings data. Second, although it
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Figure 5.3: Rolling correlation between the S&P 500 index returns and the changes
in the tail risk exposure to equity markets from September 2004 to May 2008. For the
macro style, we also display the rolling correlation between the Goldman Sachs com-
modity index returns and the changes in the tail equity risk exposure to commodity
markets for the same period.
concerns hedge fund indices, the correlation analysis also gives some insights about
individual hedge funds because of style convergence and of how tail dependence aggre-
gates within a style. Style convergence occurs when hedge funds end up with similar
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Figure 5.4: Rolling correlation between hedge fund returns and the changes in the
tail risk exposure to equity markets from September 2004 to May 2008. We also
display the rolling correlation between macro style returns and the changes in the tail
equity risk exposure to commodity markets.
positions/tradings even if for different reasons (Fung and Hsieh 2000). It is more
likely to happen in times of market uncertainty such as falling markets and liquidity
dry-ups. This means that we should expect less dispersion across funds and hence
style returns become closer to individual hedge fund returns. The properties of tail
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dependence also imply that the tail dependence coefficient of a hedge fund index is
equal to the maximum coefficient of the component hedge fund returns. Altogether,
this means that our results for hedge fund styles are actually conservative with respect
to individual hedge funds.
5.4.5 Credit crunch
The original sample for the tail risk analysis does not include the peak of the recent
financial crisis. This is unfortunate, both because of the severity of the crisis and
also because it actually represents a a tail event, with many hedge fund failures.
Expanding the tail risk analysis to include the crisis period is not straightforward,
however. It is indeed very difficult to model the conditional marginals of the broad-
market returns as well as of the hedge fund styles in a congruent manner once we
include the crisis period in the sample. To avoid modeling the credit crunch as a
structural break, we consider the sample from June 2008 to May 2010 on its own.
Table 5.9 reports the main descriptive statistics, which differ substantially from
the statistics within the non-crisis period. With the exception of the MA style, the
mean return is negative across every hedge fund index and style as well as for equity
and commodity markets. It is true that, in the overall, the hedge fund sector did
not suffer as much as equity markets, though styles such as CA and DS experienced
heavy losses. As expected, the volatility is higher within the crisis period, though
skewness does not change much (apart from the MA style). Kurtosis is higher as well,
with exception to the EMN and M styles. It is interesting how the EMN style now
features the lowest kurtosis (rather than the highest).
Despite the palpable changes in the moments, the main difference is in the auto-
correlation patterns. The Ljung-Box Q-statistics indicate that, even though autocor-
relation in squared returns diminishes to some extent, serial correlation dramatically
increases especially for the hedge fund returns. The latter makes it very difficult to
find a congruent model for the conditional mean within the class of AR processes. As
a result, we carry out the copula analysis for the crisis sample using a full MA(22)-
GARCH(1,1) specification for every hedge fund index/style.
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Copula parameters usually result in statistically insignificant tail dependence.8
All in all, we find very little evidence of tail dependence within the crisis period.
5.5 Conclusion
This paper asks whether market uncertainty drives tail risk exposure in the hedge
fund industry. Although Ribeiro and Veronesi’s (2002) rational expectations model
posits that cross-correlations among different markets should rise in bad times due to
increases in their volatility, it is not necessarily the case that tail dependence should
vary as well. The latter is actually invariant to changes in the conditional marginal
distributions and hence time-varying volatility does not play a role. We nonethe-
less find that most hedge fund styles feature time-varying tail risk exposure to the
S&P500 index driven by market uncertainty even if they exhibit little unconditional
tail dependence. In particular, the lower-tail dependence of the overall hedge-fund
industry seems to decrease with market uncertainty, ensuring some diversification
gains even within periods of falling stock markets. The only exceptions are the MA
and RVA styles for which tail risk exposure to the S&P500 index increases as market
uncertainty builds up.
Also, we cannot reject market tail neutrality for two hedge-fund styles, namely CA
and EMN as well as for the AR index. This result is robust to decomposing US equity
market returns according to stock characteristics (e.g., value, growth and market cap).
Book-to-market ratio does not seem to have any effect, whereas lower-tail dependence
for the AR index seems slightly larger, though still very small, for indices that consider
only mid-cap firms. Finally, we also find very little evidence of tail dependence of
hedge funds with bond and currency markets. As for the commodity markets, we
document that the macro style exhibits more tail risk exposure in periods of high
uncertainty. This is not so surprising given that, in bear markets, macro hedge funds
presumably increase their exposure to emerging markets, whose performance typically
depends heavily on commodity prices.
8 These unreported estimates are of course available upon request.
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All in all, our findings cast at least some doubt on the claims that the hedge fund
sector heavily contributes to the systemic risk in the economy. Lower-tail dependence
with traditional asset classes is obviously only an indirect measure and, as such, it
is hard to gauge the actual exposures to systemic risk. However, it is important
to stress that focusing on tail dependence rather than on tail correlation provides
a better picture given that it explicitly controls for changes in the first and second
moments of the returns. The latter is paramount given Adrian’s (2007) evidence
that the recent increase in the correlation among hedge funds is mostly due to lower
volatility rather than to higher covariances.
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5.A Extension of Sklar’s theorem to conditional
distributions
Patton’s (2006) Theorem 1: Let FXY |Z(·, ·|z) denote the conditional joint distri-
bution of (X, Y ) given Z = z, with conditional marginals FX|Z(·|z) ≡ FXY |Z(·,∞|z)
and FY |Z(·|z) ≡ FXY |Z(∞, ·|z). If FX|Z(·|z) and FY |Z(·|z) are continuous in x and
y for all z ∈ Z, where Z is the support of Z, there then exists a unique conditional
copula C(·, ·|z) such that
FXY |Z(x, y|z) = C(FX|Z(x|z), FY |Z(y|z)|z) (5.7)
for each z ∈ Z and every (x, y) ∈ R¯2, with R¯ ≡ R∪{±∞}. The converse is also true
in that FX|Z(·|z) as defined by (5.7) is a conditional bivariate distribution function
with conditional marginal distributions FX|Z(·|z) and FY |Z(·|z) given a family of
conditional copulae {C(·, ·|z)} measurable in z.
5.B Details on the estimation strategy
It follows from (5.2) that the conditional joint log-likelihood function is
`(φX ,φY ,θ) =
T∑
t=1
log f (X)(xt|zt;φX) +
T∑
t=1
log f (Y )(yt|zt;φY ) +
T∑
t=1
log ct(ut, vt;θ).
(5.8)
Under the assumption of weak exogeneity, it is possible to estimate the parameters in
(5.8) in two steps. First, we estimate the marginal parameters φX and φY by quasi-
maximum likelihood and then transform the standardized residuals by means of the
empirical distribution to obtain uniform variates, namely, ût =
1
T+1
∑T
τ=1 1(η̂X,τ ≤
η̂X,t) and v̂t =
1
T+1
∑T
τ=1 1(η̂Y,τ ≤ η̂Y,t) for η̂i,t ≡ ηi,t(φ̂i) with i ∈ {X, Y }. Second, we
obtain the QML estimate θ̂ by maximizing with respect to θ the empirical counterpart
of the third term of (5.8), i.e., θ̂ ≡ argmaxθ
∑T
t=1 log ct(ût, v̂t;θ).
It turns out that the estimation of the parameters in the conditional marginal
distribution does not have an impact on the limiting distribution of the estimator of
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the copula parameters. Unfortunately, the same does not apply to the estimation of
the resulting cumulative distribution functions by means of the empirical distribution.
Replacing ut and vt with their empirical counterpart is not without consequences. The
estimation errors that arise while computing ût and v̂t affect the covariance matrix of
θ̂ and hence standard inference on θ is invalid.
To solve this problem, we use a simple conditional bootstrap procedure. In par-
ticular, we proceed as follows:
1. Transform the cross-dependent vector (ût, v̂t) into independent uniform variates
(u˜t, v˜t) on the unit square [0, 1]
2 for all t = 1, . . . , T using the probability integral
transform implied by the conditional copula distribution given zt.
2. Draw B bootstrap artificial samples of the form (u˜
(b)
t , v˜
(b)
t ) for all t = 1, . . . , T .
3. Transform them into cross-dependent variates (û
(b)
t , v̂
(b)
t ) using the inverse prob-
ability integral transform implied by the conditional copula distribution given
zt.
4. Transform the vector (û
(b)
t , v̂
(b)
t ) into (η̂
(b)
X,t, η̂
(b)
Y,t) using the inverse empirical cu-
mulative distribution function for all t = 1, . . . , T .
5. Estimate θ̂(b) by quasi-maximum likelihood for every bootstrap replication b =
1, . . . , B.
We employ B = 1, 000 artificial bootstrap samples. As B grows to infinity, the
sample covariance matrix of (θ̂(1), . . . , θ̂(B)) entails a consistent estimator for the true
covariance matrix of θ̂, allowing us to perform valid asymptotic inference on θ (see,
for instance, Hidalgo and Zaffaroni 2007). Note that, as the estimation of the MA-
GARCH models does not affect inference, it is not necessary to re-estimate them for
each bootstrap sample.
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5.C Finite-sample behavior of the QML estimator
Little is known about the finite-sample properties of the QML estimator in dynamic
copula models, especially in the presence of highly persistent covariates. We thus run
a small Monte Carlo experiment to shed more light on this issue. The design of the
simulation is as follows. In each Monte Carlo replication, we draw a sample of size
T = 1, 000 from the conditional symmetrized Joe-Clayton copula given by (5.5) with
λjt = Λ(θ
j
0 + θ
j
1 zj,t), j ∈ {L,U},
where zj,t is a zero-mean, unit-variance AR(1) process with Gaussian innovations. We
set the autoregressive parameters to 0.95 at the upper tail (j = U) and to 0.99 at
the lower tail (j = L). The remaining parameters read θL0 = 0.5, θ
U
0 = 0, and θ
U
1 =
θL1 = 0.5. This configuration approximately reflects the degree of tail dependence we
observe in the hedge fund data. Given that the conditioning variate zj,t is ancillary,
we fix the AR(1) process throughout the 1,000 replications.
Table 5.C.1 reports the bias, standard deviation, and root mean squared error of
the QML estimator, whereas Figure 5.C.1 compares its distribution to the asymptotic
Gaussian distribution. It is apparent that QML entails unbiased estimators. It also
turns out that precision is somewhat higher at the lower tail despite the fact zL,t is
more persistent than zU,t. Finally, even if the dynamic copula is driven by highly
persistent AR processes, the asymptotic Gaussian distribution seems to offer a very
good approximation of the QML estimator in finite samples.
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Figure 5.C.1: The density of the QML estimator for a dynamic copula model
with time-varying tail dependence driven by highly persistent AR(1) processes. The
results refer to a sample size of T = 1, 000 observations and hinge on 1,000 Monte
Carlo replications.
θL0 θ
L
1 θ
U
0 θ
U
1
true value 0.500 0.000 0.500 0.500
bias -0.006 -0.001 -0.005 0.002
standard deviation 0.083 0.068 0.126 0.120
root mean squared error 0.083 0.068 0.126 0.121
Table 5.C.1: Monte Carlo results based on 1,000 replications about the QML esti-
mator for a dynamic copula with time-varying parameters driven by highly persistent
covariates.
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Chapter 6
Model-free Estimation of Large
Variance Matrices
6.1 Introduction
Variance matrices are an important input for various applications in social sciences.
Examples go from financial time series, where variance matrices are used as a measure
of risk, to molecular biology, where they are used for gene classification purposes.
Yet estimation of variance matrices is a statistically challenging problem, since the
number of parameters grows as a quadratic function of the number of variables. To
make things harder, conventional methods deliver nearly-singular (ill-conditioned)
estimators when the dimension k of the matrix is large. As a result, estimators are
very imprecise and operations such as matrix inversions amplify the estimation error
further.
One strand of the literature has tackled this problem by trying to come up with
methods that are able to achieve a dimensionality reduction by exploiting sparsity, im-
posing zero restrictions on some elements of the variance matrix. Wu and Pourahmadi
(2003) and Bickel and Levina (2008b) propose banding methods to find consistent
estimators of variance matrices (and their inverse). Other authors resort to thresh-
olding (Bickel and Levina, 2008b, Karoui, 2009) or penalized likelihood methods (see,
e.g., Fan and Peng, 2004 for the underlying general theory) to estimate sparse large
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variance matrices. Notable examples of papers using the latter method are Huang,
Liu, Pourahmadi, and Liu (2006) and Rothman, Bickel, Levina, and Zhu (2008). Re-
cently, Lam and Fan (2009) propose a unified theory of estimation, introducing the
concept of sparsistency, which means that (asymptotically) the zero elements in the
matrix are estimated as zero almost surely.
An alternative approach followed by the literature is to achieve dimensionality
reduction using factor models. The idea is to replace the k individual series with a
small number of unobservable factors such that they are able to capture most of the
variation contained in the original data. Interesting examples are given by Fan, Fan,
and Lv (2008), Wang, Li, Zou, and Yao (2009) and Lam and Yao (2009).
A third route is given by shrinkage, which entails substituting the original ill-
conditioned estimator with a convex combination including it and a target matrix.
The original idea is due to Stein (1956). Applications to variance matrix estimation
include Jorion (1986), Muirhead (1987) and Ledoit and Wolf (2001, 2003, 2004). In-
tuitively, the role of the shrinkage parameter is to balance the estimation error coming
from the ill-conditioned variance matrix and the specification error associated with
the target matrix. Ledoit and Wolf (2001) propose an optimal estimation procedure
for the shrinkage parameter, where the chosen metric is the Frobenius norm between
the variance and the shrinkage matrix.
Finally, within the family of multivariate ARCH models, Engle, Shephard, and
Sheppard (2008) are able to estimate time-varying variance matrices allowing for the
cross-sectional dimension to be larger than the time series one. The main idea behind
their approach is to use bivariate quasi-likelihoods for each pair of series and aggregate
them into a composite likelihood. This also helps in improving the computational
efficiency.
In this chapter, we introduce a new method to estimate large nonsingular vari-
ance matrices. We propose a different approach for tackling this problem. Starting
from the orthogonal decompositions of symmetric matrices, we exploit the fact that
orthogonal matrices are never ill-conditioned, thus identifying the source of the prob-
lem as the eigenvalues. Our task is then to come up with an improved estimator of
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the eigenvalues. We achieve this by estimating the eigenvectors from just a fraction
of the data, then using them to transform the data into approximately orthogonal
series that we use to estimate a well-conditioned matrix of eigenvalues.
The result is a well-conditioned consistent estimator, which performs very well in
terms of mean squared error and other traditional precision criteria. Because of the
orthogonalization of the data, the resulting estimate is always nonsingular, even when
the dimension of the matrix is larger than the sample size. Our estimator outperforms
the traditional one, not only by achieving a substantial improvement in the condition
number (as expected), but also by lower error norms that measure its deviation from
the true variance. This is an important result, given that the existing literature shows
that gains in reducing ill-conditioning are associated with small (or no) gains in the
precision of the better-conditioned estimator (see, e.g., Fan, Fan, and Lv, 2008).
Our method has a number of attractive features. First, it is model-free, in the
sense that no assumptions are made on the densities of the random sample or on
any underlying parametric model for the structure of the variance matrix. Second,
it always delivers nonsingular well-conditioned estimators, hence remaining precise
when further operations (such as inversions) are required.
This chapter is organized as follows. Section 6.2 introduces the proposed esti-
mator and establishes its main properties. By means of a Monte-Carlo experiment,
Section 6.3 studies the finite-sample properties of the estimator and provides guidance
on its use in practice. Finally, Section 6.4 concludes.
6.2 The new estimator
This section contains two parts. First, we briefly present the setup and the intuition
for why the new estimator will perform well. Then, we investigate the estimator’s
properties and describe the optimal choice of two subsampling parameters. We do so
for the simplest formulation of our estimator, which is to be generalized in Subsection
6.3.3 later.
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6.2.1 The setup and the idea behind the estimator
Let Σ := var(x) be a finite k × k positive definite variance matrix of x. Suppose we
have an i.i.d. sample {xi}ni=1, arranged into the n× k matrix X := (x1, . . . ,xn)′ on
which we base the usual estimator (ill-conditioned when k is large)
Σ̂ ≡ v̂ar(x) := 1
n
X ′MnX,
where Mn := In − 1nını′n is the demeaning matrix of dimension n and ın is a n × 1
vector of ones. The assumption of an i.i.d. setup is not as restrictive as it may seem:
the data can be filtered by an appropriate model (rather than just demeaning by
Mn) and the method applied to the residuals; for example, fitting a VAR model (if
adequate) to a vector of time series and applying the method to the residuals. We
will stick to the simplest setup, so as to clarify the workings of our method.
We can decompose this symmetric matrix as
Σ̂ = P̂ Λ̂P̂ ′, (6.1)
where P̂ is orthogonal and has typical column p̂i (i = 1, . . . , k), Λ̂ being the diagonal
matrix of eigenvalues of Σ̂; e.g. see Abadir and Magnus (2005) for this and subsequent
matrix results and notation in this chapter. The condition number of any matrix is
the ratio of the largest to smallest singular values of this matrix, a value of 1 being
the best ratio. By orthogonality, all the eigenvalues of P̂ lie on the unit circle and
this matrix is always well-conditioned for any n and k. This leaves Λ̂ as the source
of the ill-conditioning of the estimate Σ̂. We will therefore consider an improved
estimator of Λ: a simple consistent estimator of P will be used to transform the data
to achieve approximate orthogonality of the transformed data (in variance terms),
hence yielding a better-conditioned estimator of the variance matrix.
We can rewrite the decomposition as
Λ̂ = P̂ ′Σ̂P̂ = diag(v̂ar(p̂′1x), . . . , v̂ar(p̂
′
kx)) (6.2)
since Λ̂ is diagonal by definition. Now suppose that, instead of basing P̂ on the
whole sample, we base it on only m observations (say the first m ones, since the
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i.i.d. setup means that there is no gain from doing otherwise), use it to approximately
orthogonalize the rest of the n−m observations (as we did with p̂′ix) which are then
used to reestimate Λ. Taking m → ∞ and n − m → ∞ as n → ∞, standard
statistical analysis implies that the resulting estimators are consistent. Notice that
the choice of basing the second step on the remaining n−m observations comes from
two considerations. First, it is inefficient to discard observations in an i.i.d. setup,
so we should not have fewer than these n −m observations. Second, we should not
reuse some of the first m observations because they worsen the estimate of Λ, as will
be seen in Proposition 1 below, hence making m the only subsampling parameter in
question. Proposition 2 will show that the precision of the new estimator is optimized
asymptotically by m ∝ n and will be followed by a discussion of how to calculate the
optimal m by resampling in any finite sample.
6.2.2 Investigation of the estimator’s properties
To summarize the procedure in equations, we start by writing
X ′ = (x1, . . . ,xn) =: (X ′1,X
′
2) , (6.3)
where X1 and X2 are m× k and (n−m)× k, respectively. Calculating v̂ar(x) based
on the first m observations yields
1
m
X ′1MmX1 = P̂1Λ̂1P̂
′
1, (6.4)
whence the desired first-step estimator P̂1. Then, estimate Λ from the remaining
observations by
dg
(
v̂ar(P̂ ′1x)
)
=
1
n−m dg
(
P̂ ′1X
′
2Mn−mX2P̂1
)
=: Λ˜ (6.5)
to replace Λ̂ of (6.1) and obtain the new estimator
Σ˜ := P̂ Λ˜P̂ ′ =
1
n−mP̂ dg
(
P̂ ′1X
′
2Mn−mX2P̂1
)
P̂ ′. (6.6)
Note that we use the traditional estimator of variance matrices v̂ar(·) in each of the
two steps of our procedure, albeit in a different way. When we wish to stress the
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dependence of Σ˜ on the choice of m, we will write Σ˜m instead of Σ˜. There are
three remarks to make here. First, by standard statistical analysis again, efficiency
considerations imply that we should use dg(v̂ar(P̂ ′1x)) rather than v̂ar(P̂
′
1x) in the
second step given by (6.5)–(6.6), since by doing so we impose the correct restriction
that estimators of Λ should be diagonal. Second, the estimate Σ˜ is almost surely
nonsingular, like the true Σ, because of the use of dg in (6.5). Third, we choose
to demean X2 by its own mean (rather than the whole sample’s mean) mainly for
robustness considerations, in case the i.i.d. assumption is violated, e.g. due to a break
in the level of the series.
We now turn to the issue of the choice of the last n−m observations, rather than
reusing some of the first m observations in addition to the last n −m in (6.5). The
following relies on asymptotic results, rather than the exact finite-sample arguments
based on i.i.d. sampling that were used in the previous subsection.
Proposition 6.1 Define yi := xi − x, where x := 1n
∑n
i=1 xi, and consider the
estimator
Λ˜j :=
1
n− j dg
(
P̂ ′1
n∑
i=j+1
yiy
′
iP̂1
)
for j = 0, 1, . . . ,m. It is assumed that the fourth-order moment of x exist. As
n −m → ∞ and m → ∞, the condition number of Λ˜j is minimized with probability
1 by choosing j/m→ 1.
Before we prove this proposition, we make the following remark. The estimator Λ˜j
differs slightly from the one used in (6.5) for j = m, because of the demeaning by the
whole sample’s mean x in the proposition, as opposed to X ′2Mn−mX2 demeaning the
last n−m observations by their own sample mean. The difference tends to zero with
probability 1 as n−m → ∞ and does not affect the leading term of the expansions
required in this proposition. Also, the assumption of the existence of the fourth-order
moments for x is sufficient for the application of the limit theorem that we will use
to prove the proposition, but it need not be a necessary condition.
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Proof For m > j + 2,
Λ˜j =
1
n− j dg
(
P̂ ′1
m∑
i=j+1
yiy
′
iP̂1
)
+
1
n− j dg
(
P̂ ′1
n∑
i=m+1
yiy
′
iP̂1
)
(6.7)
=
m− j
n− j dg (Sj) +
n−m
n− j Λ˜m,
which is a weighted average of dg (Sj) and Λ˜m with
Sj :=
1
m− j P̂
′
1
m∑
i=j+1
yiy
′
iP̂1.
Notice the special case S0 = Λ̂1 by (6.4), which is the ill-conditioned estimator that
arises from the traditional approach. Intuitively, we should get a better-conditioned
estimator here by giving more weight to the latter component of the weighted average,
the one that Λ˜m represents. We will now show this by means of the law of iterated
logarithm (LIL).
Recalling that m,n − m → ∞ and P̂1 asymptotically orthogonalizes the two∑
i yiy
′
i sums in (6.7), the two limiting matrices for the components in (6.7) are both
diagonal and we can omit the dg from Sj. This omission is of order 1/
√
m and will not
affect the optimization with respect to j, so we do not dwell on it in this proposition
for the sake of clarity. It will however affect the optimization with respect to m, as
we will see in the next proposition.
For any positive definite matrix, denote by λ1 the largest and λk the smallest
eigenvalue. The condition number is asymptotically equal to the ratio of the limsup
to the liminf of the diagonal elements (which are the eigenvalues here because of the
diagonality of the limiting matrices) and is given with probability 1 by
cn :=
λ1 + ω1δn
λk − ωkδn ,
where the LIL yields δn :=
√
2 log (log (n)) /n and ω2i /n as the asymptotic variance
(which exists by assumption) of the estimator of λi. Writing c for c∞ = λ1/λk,
cn =
λ1 + ω1δn
λk − ωkδn =
(
c+
ω1δn
λk
)(
1 +
ωkδn
λk
+O(δ2n)
)
= c+
ω1 + cωk
λk
δn+O(δ
2
n). (6.8)
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This last expansion is not necessary to establish our result, but it will clarify the
objective function. Applying this formula to the two matrices in (6.7) and dropping
the remainder terms, we get the asymptotic condition number of Λ˜j as
C := c+
ω1 + cωk
λk (n− j)
(√
2 (m− j) log (log (m− j)) +
√
2 (n−m) log (log (n−m))
)
,
which is minimized by letting j/m → 1 since lima→0 a log (log a) = 0 and n > m
(hence n− j ≥ 1). The condition m > j + 2, given at the start of the proof, ensures
that log (m− j) > 1 and that C is real. The cases m = j, j + 1, j + 2 are not covered
separately in this proof, because they are asymptotically equivalent to m = j + 3 as
m→∞. 2
Note the conditions n − m → ∞ and m → ∞, needed for the consistency of
the estimator. We now turn to the final question, inquiring how large m should be,
relative to n. As in the previous proposition, the approach will be asymptotic. We
will need, in addition, to assume the existence of fourth-order moments for x when
we consider MSE-type criteria for the estimation of Σ.
Define the following criteria for the (inverse) precision of the new estimator Σ˜:
Rl(Σ˜) := E(|| vec(Σ˜ −Σ)||ll), l = 1, 2, (6.9)
and
Rl,S(Σ˜) := E(|| vech(Σ˜ −Σ)||ll), l = 1, 2, (6.10)
where the l-th norm is ||a||l := (
∑j
i=1 |ai|l)1/l for any j-dimensional vector a. In the
case of k = 1, these criteria reduce to the familiar mean absolute deviation (MAD)
and mean squared error (MSE) for l = 1, 2, respectively. The half-vec operator, vech,
selects only the distinct elements of a general symmetric matrix. If Σ has a Toeplitz
structure (as in the case of autocovariance matrices for stationary series), σij depends
only on the distance |i− j| from the diagonal and we define
Rl,T(Σ˜) := E(||(Σ˜ −Σ)e1||ll), l = 1, 2, (6.11)
where e1 := (1,0
′
k−1)
′ is the first elementary vector: postmultiplying a matrix with it
selects the first column of that matrix.
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Since the dimension k is finite as n increases, there is asymptotically no difference
in considering the usual, the S, or the T version for each l. However, we advocate
the use of the relevant criterion in finite samples, in order to give the same weight to
each distinct element in Σ.
Proposition 6.2 As n−m→∞ and m→∞, the precision criteria in (6.9)–(6.11)
are optimized asymptotically by taking m ∝ n.
Proof The result will be obtained by deriving a stochastic expansion for Λ˜ and
balancing the nonzero second-order terms in m and n.
Since standard asymptotics give that Σ̂1 = P̂1Λ̂1P̂
′
1 is
√
m-consistent, both com-
ponents P̂1, Λ̂1 will be
√
m-consistent:
P̂1 = P
(
1 +Op
(
1/
√
m
))
and Λ̂1 = Λ
(
1 +Op
(
1/
√
m
))
;
otherwise, Σ̂1 6= Σ (1 +Op (1/
√
m)) in general. Furthermore, the Op (1/
√
m) terms
will be nonzero because of the standard i.i.d. setup. Defining yi := xi − x2, where
x2 :=
1
n−m
∑n
i=m+1 xi, we have
Λ˜ =
1
n−m dg
(
P̂ ′1
n∑
i=m+1
yiy
′
iP̂1
)
= dg
(
P̂ ′1Σ̂2P̂1
)
,
where Σ̂2 = Σ
(
1 +Op
(
1/
√
n−m)) and the Op (1/√n−m) term is nonzero. As a
result,
Λ˜ = dg
(
P ′
(
1 +Op
(
1/
√
m
))
Σ
(
1 +Op
(
1/
√
n−m))P (1 +Op (1/√m)))
= Λ+Op
(
1/
√
m
)
+Op
(
1/
√
n−m)+Op (1/√m (n−m)) .
Balancing the remainder terms gives m ∝ n: the term with a larger order of magni-
tude dominates asymptotically and should be reduced until all three terms are equally
small, whatever the chosen norm (l = 1, 2). The stated result follows from the def-
inition of the estimator Σ˜ in (6.6) and P̂ being unaffected by m for any given n.
2
Because of the i.i.d. setup, we can use resampling methods as a means of automa-
tion of the choice of m for any sample size. Standard proofs of the validity of such
procedures apply here too. We shall illustrate with the bootstrap in the next section.
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6.3 Simulations
In this section, we run a Monte Carlo experiment to study the finite-sample properties
of our two-step estimator and compare it to the usual sample variance matrix. In
particular, we are interested in answering the question of how large m should be
relative to n in order to balance the estimation of P (need large m) and the estimation
ofΛ (need small m). To this end, we employ the precision criteria defined in equations
(6.9)–(6.11). Additionally, we investigate the reduction in the condition number of
the two-step estimator (c˜n−m) relative to the sample variance matrix benchmark (ĉn).
We do these calculations both for the simple version of our estimator seen so far, as
well as for a more elaborate one introduced in Subsection 6.3.3 where we investigate
its performance. Finally, Subsection 6.3.4 investigates the automation of the choice
of m.
Our simulation design is as follows. We let the true variance matrix Σ have
Toeplitz structure with typical element given by σij = ρ
|i−j|, i, j = 1, . . . , k, where
ρ ∈ [0, 1] and k ∈ {30, 100, 250} is the dimension of the random vector x to which
the variance matrix pertains. We consider three different correlation values, ρ ∈
{0.5, 0.75, 0.95}, covering scenarios of mild (ρ = 0.5) and relatively high (ρ = 0.75, 0.95)
correlation but omitting the case ρ = 0 of a scalar matrix Σ = σ2Ik.
1 The random
vector x is drawn either from the normal distribution or from the multivariate Stu-
dent t distribution with eight degrees of freedom (denoted t(8)), with population
mean equal to zero (without loss of generality). All simulations are based on 1,000
Monte Carlo replications, to save computational time. For example, the simulations
for k = 250 and n = 500 with 1,000 replications required about 73 hours of run time.
The exercise for k = 30 was repeated with 10,000 replications and essentially identical
1The case of a scalar matrix is obvious (and differs from the slightly more general case of di-
agonal matrices which we simulated for a few cases and will report qualitatively). This is because
Q(σ2Ik)Q′ = σ2Ik for any orthogonal Q, not necessarily the true P that we try to estimate. In
other words, we do not need consistency of the estimate of P as a result, and the optimal choice of
m is as small as possible. The case of a scalar matrix (which is rare) is essentially the case of scalar
estimation of one variance.
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results were obtained.
6.3.1 Estimator’s Precision
We start with dimension k = 30 and simulate random samples of size n ∈ {20, 30, 50}.
The results are summarized in the left panels of Tables 6.1 - 6.2. Starting from the
mean squared error, R2,S(Σ˜), reported in Table 6.1, we see that the two-step estimator
is more precise in small samples as long as ρ is less than the extreme 0.95. The MSE
tends to be smaller for small values of m. The reduction in the mean squared error
is very large, but decreases with ρ and is more pronounced for data generated from
the fat-tailed Student t distribution.
Figure 6.1: Ratio of condition numbers c˜n−m/ĉn, averaged over simulations, for
k = 30, n = 50, ρ = 0.5 and x ∼ Nk(0,Σ). Here, we illustrate the general version of
the two-step estimator: we estimate P1 using the first m1 observations and use the
last m2 (instead of n−m1) observations to calculate Σ˜. In the notation of Proposition
1, m2 := n− j.
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Restricting attention to the distinct elements of the true variance matrix by look-
ing at R2,T(Σ˜) in Table 6.2, we get similar conclusions: large gains in precision are
found for small values of m, except for the case of ρ = 0.95. However, we find that
the optimal m is slightly larger in the case of R2,S(Σ˜) than for R2,T(Σ˜). This is due
to the former criterion giving more weight to repeated off-diagonal elements which we
have seen to require a larger m. The choice of criterion to use in practice will depend
on the user’s objective function: some applications may prefer the precision of all the
elements (e.g. for CAPM estimation in finance), while others may care only about
the distinct underlying parameters of interest.
The results for k = 100 and k = 250 are reported in the left panels of Tables 6.3
- 6.4 and 6.5 - 6.6, respectively. In the case of k = 100 we simulate samples of size
n ∈ {50, 100, 250}, whereas, for k = 250, n ∈ {100, 250, 500}.
Across the various precision measures, we observe similar patterns to the case of
k = 30. Sizeable improvements in precision are found for all data generating processes
except ρ = 0.95. For the alternative precision measures, R2(Σ˜), R1(Σ˜), R1,S(Σ˜), and
R1,T(Σ˜), the results are qualitatively similar and are omitted to save space. The main
difference is that the optimal m for the MAD criteria are determined largely by n,
and are robust to the dimensions k, to the distribution (Gaussian or t(8)), and to
ρ as long as it was not the extreme ρ = 0.95. These m were comparable to the
MSE-optimal ones for intermediate values of ρ, but holding across the range, hence
somewhat smaller overall.
6.3.2 Reduction in ill-conditioning
Moving to analyze the reduction in ill-conditioning, the left panel of Table 6.7 reports
the average ratio of condition numbers c˜n−m/ĉn for k, n and m. Note that for n ≤ k,
the sample variance matrix is singular and hence its condition number is not defined.
Starting from the case k = 30, we find that choosing small m delivers the largest
improvements in the conditioning of the estimated variance matrix, and that the gains
are massive. Moreover, the condition number appears to be relatively insensitive to
the choice of m as long as it remains smaller than approximately half of the sample
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Figure 6.2: Ratio of condition numbers c˜n−m/ĉn (left panel) and R2,S(Σ˜m,S) (right
panel), averaged over S simulations (horizontal axes), for k = 30, n = 50, and
x ∼ Nk(0,Σ).
size. Within this range, the two-step estimator achieves about 15-20 times smaller
condition number than the sample variance matrix. See also Figure 6.1, for a graphical
display of the results.
The general picture emerging from the case k = 30 is confirmed for k = 100 and
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k = 250, with gains that are generally increasing in k and condition numbers that
seem to be less sensitive to m as k increases.
An attractive feature of the two step estimator is that the reduction in ill-conditioning
is preserved even in situations where k ≥ n and the conventional estimator is not pos-
itive definite. Unreported simulation results show that, for example, when n = 20,
k = 30, m = 5, condition numbers for Σ˜ are on average 40% higher than the corre-
sponding ones obtained when n = 50, k = 30, m = 5, but still much lower than those
of the sample variance matrix.
6.3.3 Resampling and averaging
In the previous section, we constructed the estimator Σ˜ by basing P̂1 on the first m
observations in the sample and using it to approximately orthogonalize the remaining
n −m observations. This is, of course, only one out of (n
m
)
possibilities of choosing
the m observations to calculate P̂1, all of them being equivalent due to the i.i.d.
assumption. In this subsection, we investigate how much does averaging over the
different possibilities improve our original estimator Σ˜. The intuition behind this is
that averaging will reduce the variability that comes with the choice of any one specific
combination of m observations. More specifically, averaging over Σ˜m := P̂ Λ˜mP̂
′ is
the same as averaging over Λ˜m, since P̂ is based on the full sample and hence does not
depend on m. As a result, the asymptotic expansions of Λ˜m (e.g. as in Proposition
2) lose the higher-order terms that have zero mean.
Let X ′s := (X
′
1,s,X
′
2,s), where X
′
1,s :=
(
xs1,1, . . . ,x
s
1,m
)
is obtained by randomly
sampling without replacementm columns from the originalX ′, andX ′2,s :=
(
xs2,1, . . . ,x
s
2,n−m
)
is filled up with the remaining n − m columns from X ′ that were not selected for
X1,s. Let Σ˜m,s denote our estimator calculated from Xs, and let
Σ˜m,S :=
1
S
S∑
s=1
Σ˜m,s (6.12)
denote the average over S samples. Computational burden makes the choice S =
(
n
m
)
prohibitive, especially for large n. Unreported simulation results nonetheless show
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that relatively small number of samples S suffices to reap most of the benefits of
averaging. To illustrate them, we have included Figure 6.2, where we vary S on the
horizontal axis: we can see that all the benefits to be achieved occur very quickly
for small S and there is not much to be gained from taking a large S. We simulated
S = 10, 20, . . . ., 100 but only plotted 10, . . . , 50 together with no-averaging at the
origin of the horizontal axis.
The right panels of Tables 6.1 - 6.7 report results obtained by averaging over
S = 20 samples. Starting from efficiency measures, one can immediately gauge
the improvements due to averaging. For k = 30 (Tables 6.1 - 6.2), the various
efficiency measures are improved markedly. Benefits decrease as ρ increases, but
remain substantial (about 50%).2 For k = 100 (Tables 6.3 and 6.4), we observe a
similar pattern. In the case of the student t distribution, the two-step estimator
is now more (or as) efficient than the sample variance matrix even when ρ = 0.95.
For large matrices (k = 250, Tables 6.5 and 6.6), we observe that the the two-step
estimator is now more efficient than the sample variance matrix when ρ = 0.95 in
the Gaussian case as well. Efficiency improvements are typically larger than those
obtained by other approaches to estimate variance matrices (shrinkage, banding and
thresholding; see Bickel and Levina, 2008b, Table 1, p.2598).
Important improvements are also observed in the condition number of the averaged
two-step estimator (see Table 6.7). The largest (relative) improvements are obtained
for k = 30, are slightly decreasing in k and seem to be uniform over the different
values of ρ.
6.3.4 Data-dependent procedures to choose m
We next turn to the optimal choice of m in practical applications. One possibility is to
use resampling techniques. The i.i.d. setup of the previous section implies that stan-
dard bootstrap applies directly to our estimator. We denote by Xb :=
(
xb1, . . . ,x
b
n
)′
a bootstrap sample obtained by drawing independently n observations with replace-
2Unreported simulation results show that, in the case of diagonal matrices, averaging improves
efficiency measures by an order of magnitude.
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ment from the original sample X = (x1, . . . ,xn)
′. The corresponding bootstrap ver-
sions of Σ̂ and Σ˜m are denoted by Σ̂b and Σ˜m,b, respectively. Given B independent
replications of Σ̂b and Σ˜m,b, we define
Σ̂B :=
n
(n− 1)B
B∑
b=1
Σ̂b, and Σ˜m,B :=
1
B
B∑
b=1
Σ˜m,b,
where Σ̂B is the average bootstrapped sample variance matrix rescaled in order to
remove the bias (which is O(1/n)), and Σ˜m,B is the average bootstrapped Σ˜m. To
balance the trade-off between variance and bias, we find the m that minimizes
1
B
B∑
b=1
(vech(Σ˜m,b − Σ˜m,B))′(vech(Σ˜m,b − Σ˜m,B))
+
(
1
B
B∑
b=1
vech(Σ˜m,b − Σ̂B)
)′(
1
B
B∑
b=1
vech(Σ˜m,b − Σ̂B)
)
,
where the first term estimates the “variance” associated with the distinct elements of
Σ˜m, while the second term approximates the squared “bias”. Simple algebra shows
that minimizing this objective function with respect to m is equivalent to minimizing
1
B
B∑
b=1
||vech(Σ˜m,b − Σ̂B)||22,
which is computationally more convenient (it is also possible to use the l1 norm
instead of l2 norm). In practice, we set up a grid M = {m1,m2, . . . ,mM}, where
1 ≤ m1 ≤ mM ≤ n and calculate the objective function for each m ∈ M. The grid
may be coarser or finer depending on the available computational resources. The
bootstrap-based optimal m is then given by
mB := argmin
m∈M
1
B
B∑
b=1
||vech(Σ˜m,b − Σ̂B)||22.
Results are reported in Table 6.8 and in general show a very good performance of
the suggested procedure. The bootstrap selects mB very close to the optimal m and
the percentage increase in the mean squared error of the bootstrap-based estimator
is minimal, well below 1%.
Another possibility is offered by observing that the precision of Σ˜m,S is relatively
stable over a wide range of m, approximately m ∈ [0.2n, 0.8n] (see Tables 6.1 - 6.6).
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ρ0.5 0.75 0.95
Optimal m 20 21 16
Median 24 22 16
Mean 23.5 22.1 16.3
Std. Dev. 1.22 1.61 2.31
Min 20 16 11
10% quantile 22 20 13
25% quantile 23 21 15
75% quantile 24 23 18
95% quantile 25 24 19
Max 27 26 23
Increase in MSE 0.49% 0.05% 0.00
Table 6.8: Bootstrap-based choice of m. k = 30, n = 50, Gaussian distribution. This
table reports results for the bootstrap procedure to choose m in order to minimize the
mean squared error (MSE). The first line reports the value of m that minimizes R2,S(Σ˜m).
The last line “Increase in MSE” reports the percentage increase in MSE by choosing the
bootstrap-based mB as opposed to the optimal m. For example, for ρ = 0.5 the bootstrap
suggests taking mB = 24, which results in the MSE being 6.905, while the optimal MSE at
m = 20 is 6.871, hence an increase of 0.49%. All results are based on 1,000 simulations and
1,000 bootstrap replications.
This suggests to construct an estimator based on averaging Σ˜m,S over m. This “grand
average” estimator is defined as
Σ˜M,S :=
1
M
∑
m∈M
Σ˜m,S, (6.13)
where M is the number of elements in M. Results are reported in Tables 6.1 - 6.7.
The performance of Σ˜M,S is very good in terms of precision. In many cases Σ˜M,S is
the most precise estimator. The price to pay for this increase in precision is a slight
increase in ill-conditioning (with respect to Σ˜ calculated with the smallest m), since
the condition number seems to be monotonically increasing in m.
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6.4 Conclusion
In this chapter, we provide a novel approach to estimate large variance matrices. Ex-
ploiting the properties of symmetric matrices, we are able to identify the source of
ill-conditioning related to the standard sample variance matrix and hence provide an
improved estimator. Our approach delivers more precise and well-conditioned estima-
tors, regardless of the dimension of the problem and of the sample size. Theoretical
findings are confirmed by the results of a Monte-Carlo experiment, which also offers
some guidance on how to use the estimator in practice.
The substantial reduction in ill-conditioning suggests that our estimator should
perform well in cases where matrix inversions operations are required, as for example
in portfolio optimization problems. This substantial application is currently being
investigated and is beyond the scope of this chapter.
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Conclusion
This thesis exploits the information contained in high-frequency data to test and
model the distributions of returns of financial assets and their volatility. In Chapter
1 we study the asymptotics of some common tests for normality when applied to re-
turns standardized by noise measures of volatility based on the use of high-frequency
data. We provide conditions under which the tests deliver valid inference and study
their finite-sample performance in a Monte Carlo simulation. In an empirical appli-
cation, we find that the univariate mixture of normals hypothesis tends to hold for
the EUR/USD exchange rate but is soundly rejected for USD/JPY.
Chapter 2 proposes dynamic models for conditional quantiles of daily returns
and realized volatility exploiting the information contained in various components of
historical volatility as well as option-implied volatility.
Chapter 3 provides a comprehensive simulation-based comparison of alternative
tests for jumps in asset prices in order to get a better understanding of the perfor-
mance of the tests under different, empirically relevant, scenarios. We show that
important differences among the tests indeed exist and that it is very important to
take into account the various microstructure effects omnipresent in high-frequency
data in order to obtain valid inference about the presence of jumps.
Chapter 4 extends the testing procedures studies in Chapter 1 to the multivariate
context and provides new empirical evidence about the validity of the mixture of
normals hypothesis in foreign exchange markets. In particular, the mixture of normal
hypothesis is soundly rejected by the data and a closer inspection reveal that the
rejection is due to the deviation of the marginal distributions from standard normal-
ity. We propose and estimate a parametric model for the bivariate returns, realized
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volatilities and realized correlation and uncover non-linear relationship between re-
turn and volatility innovations, which helps explain the failure of mixed normality.
Chapter 5 studies the dynamics of the tail risk in the hedge fund industry. We find
that the hedge fund exposure to tail risk varies considerably over time and is inversely
related to market uncertainty. That is, the tail dependence between the general
market and hedge fund indices tends to decreases when uncertainty increases. Further
analysis shows mixed evidence on how much hedge funds contribute to systemic risk.
On the one hand, we uncover indirect evidence that the reduction in the exposure
to equity tail risk is due primarily to forced liquidations and fire sales. On the other
hand, we also find that lower-tail dependence reduces to insignificant levels as from
June 2008 to May 2010, illustrating how hedge funds had no exposure to tail equity
risk by the time the liquidity and credit crisis peaked.
Finally, Chapter 6 introduces a new method for estimating large covariance matri-
ces. Exploiting the properties of symmetric matrices, we are able to identify the source
of ill-conditioning related to the standard sample variance matrix and hence provide
an improved estimator. Our approach delivers more precise and well-conditioned
estimators, regardless of the dimension of the problem and of the sample size.
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