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Abstract
Long-range and thermal effects in nonlinear
lattice dynamics
with applications in bio and nano science
The scope of the thesis at hand is the role of long-range and thermal effects in nonlinear lattice
dynamics and its applications in bio and nano science. The body of the thesis is devided into
three parts, in which extensions of the famous Fermi-Pasta-Ulam-chain, the discrete nonlinear
Schro¨dinger equation and a two-dimensional Fermi-Pasta-Ulam-array with graphite-like interaction
potentials between the particles are considered.
In the first part, we extend prior studies on thermal diffusion of non-topological solitons to
anharmonic Fermi-Pasta-Ulam-chains with additional long-range coupling. Two types of long-
range interactions are considered: harmonic long-range interactions with Kac-Baker or power-law
dependence of the coupling on the distance of the interacting particles. The observed superdiffusive
behavior turns out to be the dominating mechanism for the soliton diffusion on chains with
long-range interactions, whereas it is less decisive on chains with nearest neighbor interactions.
Using a collective variable technique in the framework of a variational analysis for the continuum
approximation of the chain, we derive a set of Langevin-equations for the collective variables
soliton position and inverse soliton width. The simulations and the perturbative treatment of
the Langevin-equations show, that for both types of long-range interactions, the solitons reach
(on different time-scales) the same superdiffusive long-time limit of the position variance with a
characteristic t3/2-dependence.
In the second part, the effect of Kac-Baker long-range interactions with and without nonli-
near damping are considered in the discrete nonlinear Schro¨dinger equation. The combination of
long-range forces and damping yields a periodic pattern of stationary breathers which evolves
from an originally uniformly distributed background. The long-range interaction radius determines
the periodicity which can be understood in the quasi-continuum approximation of the system.
For the undamped system, the impact of the long-range interactions on the transition to a
persistent-breather phase is investigated, which only depends on the energy and the norm of the
DNLS. Using Monte-Carlo techniques, the localization strength can be monitored as a function of
the long-range interaction radius and the system temperature, which is formally negative in the
persistent-breather phase.
The third part is motivated by the applications of carbon nanotubes in novel micro devi-
ces. The carbon nanotubes are modeled by a Fermi-Pasta-Ulam-plane with periodic boundary
conditions in the direction transverse to the tube axis. Along the tube axis, two heat baths are
connected to the system. In the simulations, the heat flux and the thermal conductivity are
obtained in dependence of the tube length and the mean temperature. The observed values of the
thermal conductivity resemble prior results from experiments and molecular dynamic simulations.
The thermal conductivity of a ten particle broad FPU-carbon-plane and a FPU-carbon-chain
diverges for long enough systems with the same power of the system length, which depends on the
temperature of the system.
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Kapitel 1
Einleitung
In den letzten Jahrzehnten hat bei der Modellierung physikalischer Pha¨nomene ein Paradigmen-
wechsel hin zu einer gro¨ßeren Anerkennung komplexer Zusammenha¨nge zwischen Ursache und
Wirkung stattgefunden. Dies kann vielleicht als der Wandel von einer reduktionistischen Sichtwei-
se, die das Ganze als Summe seiner einzelnen Teile sieht, hin zu einer holistischen Anschauung
beschrieben werden, bei der das Ganze mehr als die Summe seiner Einzelteile darstellt. Viele phy-
sikalische Modelle lassen sich nicht durch lineare Zusammenha¨nge und der daraus resultierenden
großen Vereinfachung der Superposition beschreiben. Dieser Paradigmenwechsel hat zur Entwick-
lung der Nichtlinearen Dynamik als interdisziplina¨res Feld beigetragen, die Forscher aus der Physik,
Biologie, Chemie, O¨konomie, Medizin, Mathematik und Technik zusammenbringt.
Diese Arbeit behandelt nichtlineare Systeme und ihr Verhalten in der Gegenwart von thermischem
Rauschen und langreichweitigen Wechselwirkungen. Nichtlinearita¨t, Diskretheit, thermisches Rau-
schen und langreichweitige Wechselwirkungen sind u¨berall in der Natur pra¨sent und das Zusam-
menwirken dieser Pha¨nomene ist der Schlu¨ssel zum Versta¨ndnis vieler wichtiger Vorga¨nge in der
Welt, die uns umgibt.
1.1 Historisches
In den letzten drei bis vier Dekaden la¨sst sich eine explosionsartige Steigerung der wissen-
schaftlichen Aktivita¨t auf dem Gebiet der nichtlinearen Physik verzeichnen, die in [1] in die
(sich gegenseitig u¨berlappenden) Kategorien Chaostheorie, Reaktions-Diffusionssysteme und
Solitonentheorie eingeteilt wird. In den Jahren 1970-1990 stieg die ja¨hrliche Zahl wissenschaftlicher
Artikel, die einen der Begriffe CHAOS, SOLITON oder REACTION-DIFFUSION im Titel oder
Abstract verwenden, exponentiell an, gefolgt von einer langsamen Sa¨ttigung (ab etwa 1995)
bei etwa 3000 Publikationen pro Jahr. Der Verlauf der Daten erinnert an eine Funktion, die
Pierre Verhulst in der Mitte des neunzehnten Jahrhunderts zur Beschreibung des Wachstums
von biologischen Populationen einfu¨hrte [1]. Diese drei Begriffe ko¨nnen natu¨rlich nur als eine
mo¨gliche Auswahl angesehen werden, denn andere wichtige Pha¨nomene der nichtlinearen Physik
wie die Strukturbildung und die Turbulenz befinden sich ebenfalls seit vielen Jahren im Fokus der
Forschung.
Die hier vorliegende Arbeit geho¨rt zur Kategorie der Solitonentheorie. Die Geschichte der
Solitonen in der nichtlinearen Physik beginnt im Jahre 1834 bei technischen Messungen zur
Antriebsleistung von Lastbooten durch den schottischen Ingenieur John Scott Russell in einem
Kanal nahe der Stadt Edinburgh. Beim plo¨tzlichen Stoppen eines Bootes hatte sich vor dem Bug
des Bootes eine beachtliche Wasserwelle gebildet, die begann, mit unvera¨nderter Form und einer
Geschwindigkeit von 8-9 Meilen pro Stunde den Kanal entlang zu laufen [2]. Diese Entdeckung
veranlasste Russell zu weiteren Experimenten in Kana¨len und Wassertanks. Dabei stellte er fest,
1
Seite: 2 Kapitel 1.1: Historisches
dass sich zwei dieser solita¨ren Wellen ohne jegliche Wechselwirkung zu passieren scheinen. Im
Jahre 1895 konnten Korteweg und de Vries mit ihrer Theorie zu Seichtwasserwellen Russells
Beobachtung mathematisch erkla¨ren. Sie reduzierten das Problem auf eine nichtlineare partielle
Differentialgleichung (PDE), der Korteweg-de Vries Gleichung (KdV). Diese besitzt formstabile
(koha¨rente) Lo¨sungen mit der Geschwindigkeit als Parameter und stellt eine mathematische
Beschreibung des glatten wohldefinierten Wasserbergs aus Russells Beobachtung dar. Russells
Arbeiten zu hydrodynamischen Solitonen gerieten aber wegen der damaligen ablehnenden Haltung
seiner Zeitgenossen Airy und Stokes weitgehend in Vergessenheit. In den folgenden Jahrzehnten
gab es viele weitere Entdeckungen in verschiedensten Systemen, bei denen nichtlineare Effekte den
Schlu¨ssel zu deren Versta¨ndnis darstellen. Die Messungen der Geschwindigkeit von Nervenpulsen
(in Ischiasnerven von Fro¨schen) durch den Biologen Hermann Helmholtz im Jahre 1850, die zu
einem u¨berraschend kleinen Wert von etwa 27 m/s fu¨hrten, waren der erste Hinweis auf die
physikalisch-chemische Grundlage der Nervenleitung - autokatalytische chemische Reaktionen ba-
sierend auf den Gesetzen der nichtlinearen Diffusion. Im Jahre 1868 konnte durch Julius Bernstein
erstmal der Spannungsverlauf eines Nervenpuls aufgezeichnet werden. Bernstein war es auch, der
1902 die Hypothese aufstellte, dass ein Nachlassen des Oberfla¨chenwiderstands des Nervs der
grundlegende Mechanismus der Implusu¨bertragung ist. Zur etwa gleichen Zeit, 1906, demonstrierte
Robert Luther, dass die Geschwindigkeit einer chemischen autokatalytischen Reaktionsfront durch
das Produkt der ionischen Diffusionskonstante und der Reaktionszeit gegeben ist, was zu den
beobachteten langsamen Geschwindigkeiten der Axonen fu¨hrt (siehe [3]). Ein weiteres Beispiel
sind die fru¨hen Versuche von Gustav Mie im Jahre 1912, eine Theorie der Materie zu entwerfen,
die im Wesentlichen aus einer nichtlinearen Erweiterung der Maxwellgleichungen bestand und in
den 30er Jahren von Born und Infeld aufgegriffen wurde.
Zu dieser Zeit wurde auch das Konzept des Polarons vom sowjetischen Physiker Landau entwickelt
und spa¨ter, ebenfalls in der Sowjetunion, von Frenkel und Kontorova die Sine-Gordon-Gleichung
(sG) zur Beschreibung von Versetzungen in Kristallen herangezogen. Ein anderes Gebiet, das zu
den fru¨hen Beispielen nichtlinearer Forschung za¨hlt, ist die Moleku¨lphysik. Wa¨hrend der 30er
Jahre konnte Reinhard Mecke von IR-Absorptionsspektren kleiner Moleku¨le wie Benzol auf lokale
Moden schließen, bei denen praktisch die gesamte Vibrationsenergie des Moleku¨ls an einer C-H
Bindung lokalisiert ist. Die Beitra¨ge von Mecke gerieten in den Folgejahren in Vergessenheit, bis
die Lokalisierung von Vibrationsenergie in Moleku¨len und molekularen Kristallen in den 70er
Jahren wiederentdeckt wurde. Die Theorie dieser Selbstlokalisierung in molekularen Kristallen
ha¨ngt eng mit Landaus Polaron zusammen und wurde in den spa¨ten 70er Jahren von Davydov auf
den Transport von Vibrationsenergie in Proteinen angewandt.
Da es in dieser Arbeit vornehmlich um die Dynamik anharmonischer Ketten, ihre numerische
Simulation und analytische Beschreibung gehen soll, ist besonders das beru¨hmte rechnergestu¨tzte
Experiment von Fermi, Pasta und Ulam (FPU-Experiment) von Bedeutung [4]. Das Experi-
ment wurde 1954 in Los Alamos am MANIAC-Computer durchgefu¨ht, der aus etwa 18 000
Vakuumro¨hren bestand. Dabei wurden die Bewegungsgleichungen einer Kette aus 64 Massen
aufintegriert, die durch ein Federpotenzial mit kubischen und/oder quartischen Anharmonizita¨ten
gekoppelt waren. Die Motivation fu¨r das numerische Experiment war das Studium des Therma-
lisierungsverhaltens der anharmonischen Kette als das einfachste Modell eines Festko¨rpers. Mit
einer Anfangsbedingung, die die gesamte Energie in einer der 64 mo¨glichen Moden des Systems
konzentrierte, sollte im Zuge der Thermalisierung A¨quipartition unter allen Moden auftreten.
Das Ergebnis der Simulation zeigte jedoch, dass nach einer anfa¨nglichen Interaktion mit einigen
benachbarten Moden die Energie wieder fast vollsta¨ndig in die anfangs angeregte Mode zuru¨ckkam
(recurrence) [5, 6].
Dieses Ra¨tsel blieb ungelo¨st, bis 1965 Norman Zabusky und Martin Kruskal die FPU-Kette
im Kontinuumsgrenzfall durch eine KdV-Gleichung approximierten und feststellten, dass die
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Anfangsbedingung des FPU-Experiments in ein Spektrum solita¨rer Wellen zerfallen muss, die
nach einiger Zeit die Anfangsbedingung fast identisch wiederherstellen [7]. Bei ihren numerischen
Untersuchungen stellten sie außerdem fest, wie lange vor ihnen John S. Russell, dass solita¨re
Wellen unvera¨ndert (bis auf eine ra¨umliche Versetzung) aus Streuung untereinander hervorge-
hen und pra¨gten den Ausdruck ”Soliton“ fu¨r diese stabilen teilchenartigen Anregungen. Diese
Eigenschaften der Soliton-Soliton-Streuung ist bei integrablen Systemen zu finden. Der Ausdruck
”integrabel“ bezeichnet ein Hamiltonsches System, bei dem die Anzahl der Erhaltungsgro¨ßen der
Anzahl der Freiheitsgrade im System entspricht. Eine partielle Differentialgleichung entspricht
einem unendlich-dimensionalen Hamiltonschen System und daher sind zur Integrabilita¨t unend-
lich viele Erhaltungsgro¨ßen no¨tig. Integrabilita¨t ist aber eine nichtgenerische Eigenschaft und
verschwindet mit fast allen denkbaren Sto¨rungen, die im System vorkommen ko¨nnen. Solitonen
sind deshalb seltene mathematische Pha¨nomene. Die gegenla¨ufigen Effekte von Nichtlinearita¨t
und Dispersion (oder Diffraktion) fu¨hren aber sehr allgemein zur Existenz formstabiler Lo¨sungen,
oder solita¨rer Wellen, mit sehr a¨hnlichen Eigenschaften, die man oftmals in einer weniger strikten
Sprechweise als ”Solitonen“ bezeichnet.
Im Jahre 1967 konnte Gardner et al. [8] zeigen, dass sich die KdV-Gleichung durch eine Um-
formulierung in ein vollsta¨ndig lo¨sbares Streuproblem u¨berfu¨hren la¨sst, wobei den Lo¨sungen die
Rolle eines zeitabha¨ngigen Potenzials der Schro¨dingergleichung zukommt. Die Formulierung der
inversen Streutheorie (IST) nach Lax wird heute benutzt, um exakte Lo¨sungen einer großen Klasse
nichtlinearer PDEs zu erhalten. Da mittlerweile viele integrable PDEs (und Gittergleichungen)
gefunden wurden, werden die KdV-Gleichung, die nichtlineare Schro¨dingergleichung (NLS) und die
Sine-Gordon-Gleichung (sG) als die klassischen integrablen Solitonengleichungen bezeichnet [9–12].
Man klassifiziert Solitonen auch als ”topologisch“ oder ”nicht-topologisch“. Dabei bezeichnet
man die Solitonen als topologisch, die ihre Stabilita¨t einer nicht-trivialen Randbedingung oder
Topologie verdanken, wohingegen die Stabilita¨t nicht-topologischer Solitonen dynamisch ist und
nicht mit den Randbedingungen zusammenha¨ngt. Das Standardbeispiel fu¨r ein topologisches
Soliton ist das stufenartige Sine-Gordon-Soliton, dessen Werte weit links bzw. rechts vom Soli-
tonenzentrum auf 0 bzw. 2pi festgelegt sind. Die nicht-topologischen Solitonen unterteilen sich in
Puls- und Envelope-Solitonen, wobei beide Spezies Lo¨sungen des FPU-Systems sind [9, 11]. Fu¨r
genu¨gend kleine Geschwindigkeiten ergeben sich sehr breite und kleine niederenergetische Pulse
bzw. Einhu¨llende. Beim Erreichen der Schallgeschwindigkeit verschwinden diese Anregungen, weil
deren Energie und Amplitude gegen Null gehen.
Trotz ihrer langen Geschichte ist die eindimensionale FPU-Kette auch jetzt noch eines der meist
untersuchtesten Modelle in der Nichtlinearen Physik. Gerade weil sie nicht integrabel ist, war
sie immer wieder Gegenstand von Untersuchungen unterschiedlichster Pha¨nomene. Besonders
bemerkenswert ist, dass dieses ”einfache“ System von eindimensional gekoppelten Massen immer
noch oft als Paradebeispiel fu¨r aktuelle Forschungsinhalte dient, wie etwa der Existenz von
diskreten Breathern (dB) [13, 14], der Supratransmission [15], der Wa¨rmeleitung [16, 17], der
Thermalisierung [18] und des chaotischen Verhaltens [19]. Die seit einigen Jahren intensiv
untersuchte Wa¨rmeleitung in FPU-Systemen tra¨gt zur Kla¨rung des immer noch nicht vollsta¨ndig
verstandenen Problems der Wa¨rmeleitung in niedrigen Dimensionen bei und es ko¨nnen Anomalien
der Wa¨rmeleitfa¨higkeit studiert werden, die auch bei nanostrukturierter quasi-eindimensionaler
Materie wie etwa den vor 15 Jahren entdeckten Kohlenstoff-Nanoro¨hrchen zu finden sind [20].
Die Theorie der solita¨ren Wellen und Solitonen ru¨ckte nach der Lo¨sung der Korteweg-de
Vries Gleichung durch Zabusky und Kruskal und der nichtlinearen Schro¨dingergleichung durch
Zakharov und Shabat [21] in den 70er Jahren in den Fokus vieler Wissenschaftler, die sich mit
nichtlinearen Pha¨nomenen befassten. Obwohl zu dieser Zeit durch die Arbeiten von Frenkel und
Kontorova oder Toda bereits sehr interessante Gittergleichungen bekannt waren, wurde bei der
Erkla¨rung nichtlinearer Pha¨nomene in diskreten Systemen vornehmlich mit Vereinfachungen wie
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der Kontinuumsna¨herung und den daraus resultierenden Solitonengleichungen gearbeitet [22–26].
Frenkel und Kontorova beschrieben die plastische Verformung von Kristallen im Jahre 1939
mit einer (nichtintegrablen) diskreten Version der integrablen Sine-Gordon-Gleichung und Toda
gelang es 1967 erstmals eine vollsta¨ndig integrable atomare Kette zu finden [9, 22]. Beigetragen
hat zu dieser Situation sicherlich auch, dass das bei der diskreten und ebenfalls nichtintegrablen
FPU-Kette entdeckte Wiederkehr-Pha¨nomen (recurrence) von Zabusky und Kruskal erfolgreich
durch die (integrable) KdV-Gleichung beschrieben werden konnte, was als die Geburtsstunde der
Solitonentheorie gilt. Im u¨brigen standen die vielen anderen Beispiele von integrablen Gittern, die
in den folgenden Jahren gefunden wurden, nicht im direkten Zusammenhang mit physikalischen
Anwendungen. Das Paradebeispiel ist wohl das in den verschiedensten Disziplinen der Physik
Anwendung findende nichtintegrable Gitter der diskreten nichtlinearen Schro¨dingergleichung
(DNLS), im Gegensatz zur integrablen Ablowitz-Ladik-Gleichung [9].
Ende der 80er Jahre setzte ein versta¨rktes Interesse an nichtintegrablen Gittergleichungen ein,
weil man zur Erkenntnis gelangte, dass diese Gitter eine neue Klasse von Lo¨sungen besitzen, fu¨r
die die Diskretheit und Nichtlinearita¨t des Gitters ausschlaggebend ist [13, 27, 28]. Diese diskreten
Breather (oder intrinsisch lokalisierte Moden) sind allgemein gesprochen ra¨umlich lokalisierte
zeitperiodische stabile Anregungen in diskreten nichtlinearen (auch ho¨herdimensionalen) Systemen.
In der Festko¨rperphysik waren bereits fru¨her Lokalisierungsmechanismen bekannt, die durch die
extrinsische Unordnung im translationsinvarianten Kristallgitter verursacht wurden, wie die
Phonon-Lokalisierung um Defekte oder die Anderson-Lokalisierung in ungeordneten Medien.
Der Grund fu¨r die Stabilita¨t der diskreten Breather ist das Zusammenspiel von Nichtlinearita¨t
und Diskretheit. Die Bezeichnung ”diskreter Breather“ stammt aus der rechnergestu¨tzten Unter-
suchung von zeitperiodischen lokalisierten Lo¨sungen einiger PDEs (breather z.B. als Lo¨sung der
sG-Gleichung bekannt), die in den Simulationen zwangsla¨ufig in diskretisierter Form vorlagen.
Man kam hierbei zum Ergebnis, dass bei zunehmender Diskretisierung stabile Lo¨sungen existieren
ko¨nnen, die im Kontinuumsgrenzfall verloren gehen (z.B. im φ4-Modell). Die alternative Bezeichung
als intrinsisch lokalisierte Moden (intrinsic localized modes) stammt aus der Festko¨rperphysik,
wo Teilchen und Quasiteilchen in diskreten Systemen durch eine intrinsische Nichtlinearita¨t
Lokalisierungstendenzen zeigen. Dieser Mechanismus entspricht dem des von Landau postulierten
Polarons, bei dem die intrinsische Nichtlinearita¨t durch die starke Kopplung eines Elektrons an
die Gitterschwingungen entsteht. Diese Selbstlokalisierungs-Pha¨nomene (self-trapping) ko¨nnen in
analoger Weise auf Exzitonen in Moleku¨len angewendet werden und fu¨hren auf Gleichungen vom
Typen der DNLS, was 1959 erstmals von Holstein gezeigt wurde [9, 24, 29].
Das derzeitig große Interesse und die rasant zunehmenden Publikationen in diesem Feld ha¨ngen
vor allem damit zusammen, dass in den letzten Jahren diskrete Breather in einer Vielzahl von
unterschiedlichen Systemen (kleine Moleku¨le, Ionenkristalle, magnetische Materialien, ringfo¨rmige
Josephson-Leiter, Optische Wellenleiter, Bose-Einstein-Kondensate) experimentell nachgewiesen
werden konnten. Zum anderen liegt das große Interesse vielleicht noch mehr darin begru¨ndet, dass
man sie noch in einer Vielzahl anderer wichtiger Systeme (wie Biopolymeren und photonischen
Kristallen) vermutet [30].
Ein letzter Punkt zur Geschichte solita¨rer Wellen soll wieder zu Russells hydrodynamischen
Wellen zuru¨ckfu¨hren. Am 26. Dezember 2004 hat ein Seebeben vor der Ku¨ste Sumatras einen
Tsunami ausgelo¨st, der beim Durchlaufen des Ozeans die Form einer NLS-artigen solita¨ren Welle
annahm. Dieser Tsunami transportierte große Energien ohne Dispersion u¨ber mehrere hundert
Kilometer an die fernen Ku¨sten Indiens, Sri Lankas und Thailands, und forderte dort viele tausend
Menschenleben. Auf offener See sind die gewaltigen Wassermassen schwer zu erfassen. Doch wenn
sie auf ein Kontinentalschelf treffen, wird der Tsunami langsamer, gewinnt an Ho¨he und spaltet
sich in einige solita¨re Wellen auf. Diese Tendenz fu¨r das Flachwasserverhalten la¨sst sich gut
durch KdV-artige Gleichungen beschreiben [1, 31] und zeigt sich in kleinerem Maßstab auch bei
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Experimenten in einfachen Wassertanks.
1.2 U¨berblick
Diese Arbeit behandelt den Einfluss langreichweitiger Wechselwirkungen in nichtlinearen Systemen
bei endlichen Temperaturen. Insbesondere stehen die Wechselwirkungen zwischen langreichweitigen
Kra¨ften und thermischen Fluktuationen, sowie deren Einfluss auf die nichtlinearen Anregungen der
Systeme im Mittelpunkt.
Dabei werden zu Beginn jedes Kapitels die folgenden Untersuchungen durch ihre Anwendungen in
der aktuellen Forschung motiviert. Den zentralen Punkt nimmt dabei die Biophysik ein und im
Speziellen die Modellierung molekularer Vorga¨nge durch vereinfachte nichtlineare Modelle. Nichtli-
neare Anregungen wurden wegen ihrer Robustheit gegen Sto¨rungen schon sehr fru¨h zur Erkla¨rung
der Funktion von Biomoleku¨len herangezogen und vor allem auf die zwei Hauptklassen, Proteine
und Nukleinsa¨uren, angewendet [24–26].
Kapitel 2 und 3 der vorliegenden Arbeit sind vor allem durch die Anwendung nichtlinearer Modelle
auf die Proteindynamik motiviert. Bei den Proteinen gibt es verla¨ssliche experimentelle Hinweise,
dass temperaturabha¨ngige strukturelle A¨nderungen die Funktion der Proteine beeinflussen (z.B.
bei Ha¨moglobin [32]) und dass Proteine in der Lage sind, die durch die Hydrolyse von ATP ge-
wonnene Energie zu speichern und zu transportieren. Der Transport und die Speicherung von
biomechanischer Energie ist no¨tig fu¨r die wichtigen biologischen Funktionen der Proteine, wie etwa
als molekulare Motoren bei der Muskelkontraktion [33].
Kapitel 2 und 3 dieser Arbeit handeln von Erweiterungen in Systemen, die in der Vergangenheit
ha¨ufig auf die Proteindynamik angewendet wurden: Gittersolitonen in der α-Helix von Protei-
nen [34] und die fu¨r den Mechanismus des Energietransports und -speicherung in Proteinen disku-
tierten Davydov-Solitonen [9, 29].
In Kapitel 4 wird ein zweidimensionales nichtlineares Gittersystem in einer Nichtgleichgewichts-
situation untersucht und auf eine aktuell in der Nanotechnologie diskutierte Frage, die anomale
Wa¨rmeleitung in Kohlenstoff-Nanoro¨hrchen (carbon nanotubes), angewendet.
1.2.1 Kapitel 2
Im zweiten Kapitel geht es um eine Modifikation der bekannten Fermi-Pasta-Ulam-Kette. Aufgrund
ihrer Anwendbarkeit auf viele physikalische Problemstellungen und ihrer Rolle als vielleicht ty-
pischstes Beispiel eines Soliton-tragenden Systems, dient die FPU-Kette seit mehr als 50 Jahren als
Ausgangsmodell fu¨r die weitergehende theoretische Modellierung echter Systeme. Eine sehr nahe-
liegende Erweiterung des FPU-Modells stellt die Beru¨cksichtigung thermischen Rauschens dar, was
sofort klar wird, wenn man sich an die urspru¨ngliche Verwendung des FPU-Modells zur Modellie-
rung der Thermalisierung in Festko¨rpern [5] oder auch des Energietransfers in Biomoleku¨len [35, 36]
erinnert.
Studien zum Verhalten der Pulssolitonen in FPU-Ketten haben gezeigt, dass die Solitonen sehr
robust in Gegenwart thermischer Fluktuationen sind [37, 38]. Sie ko¨nnen sehr lange Strecken
zuru¨cklegen, bevor sie vom Rauschen und der Da¨mpfung, deren Energiestro¨me sich im thermi-
schen Gleichgewicht ausgleichen, zersto¨rt werden. Den Haupteffekt der thermischen Fluktuationen
stellt eine anomale Varianz der Solitonenposition dar. Dabei kann man beobachten, dass sich durch
das direkte Wirken des thermischen Rauschens auf das Solitonenzentrum, wie bei der Diffusion
eines Brownschen Teilchens, eine lineare Positionsvarianz V ar[X(t)] = 〈X2(t)〉 − 〈X(t)〉2 (X(t)
bezeichnet die Position des Solitons) ergibt, dass aber unter bestimmten Umsta¨nden ho¨here Po-
tenzen im Zeitverhalten auftreten ko¨nnen (Superdiffusion). Es konnte gezeigt werden, dass dieser
Effekt durch die Fluktuationen der Solitonenbreite oder der Solitonenform verursacht wird und
u¨ber den fu¨r Solitonen typischen Zusammenhang zwischen deren Geschwindigkeit und Breite auf
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die Positionsvarianz wirkt [39]. Besonders fu¨r hochenergetische schmale Solitonen sind die relati-
ven Schwankungen der Solitonenform groß und das verrauschte Soliton zeigt starke superdiffusive
Beitra¨ge in seiner Ortsvarianz.
Die Solitonen sind nicht nur robust gegen thermische Fluktuationen, sondern auch gegen lang-
reichweitige Wechselwirkungen in der FPU-Kette, was am Beispiel von harmonischen Wechselwir-
kungen mit abstandsabha¨ngigen Kopplungskoeffizienten gezeigt wurde. Dabei wird hier besonders
auf den Fall von exponentiell (Kac-Baker [40, 41]) oder potenzartig abfallenden Kopplungskoef-
fizienten eingegangen, da diese physikalisch relevante Situationen darstellen. Untersuchungen zu
FPU-Ketten mit Kac-Baker langreichweitigen Wechselwirkungen zeigten, dass sich auch in diesen
Systemen Solitonen finden lassen, die bei gleicher Geschwindigkeit breiter und hochenergetischer
sind als die Solitonen der FPU-Kette [42]. Eine bemerkenswerte Eigenschaft dieser Solitonen ist die
Existenz einer oberen kritischen Geschwindigkeit, bei der die pulsartigen Solitonen einen Kamm
entwickeln, was man aus der Camassa-Holm-Gleichung kennt, die in der Hydrodynamik große
Bedeutung hat. Bei na¨herer Betrachtungsweise stellt man fest, dass oberhalb eines verbotenen
Geschwindigkeitsintervalls (oder einer Energielu¨cke) schnellere diskretere Lo¨sungen existieren, die
durch eine Zwei-Komponenten-Lo¨sung beschrieben werden ko¨nnen [43]. Bei ultra-langreichweitigen
Wechselwirkungen kann sogar Bistabilita¨t der beiden Lo¨sungen beim gleichen Wert der Solitonen-
geschwindigkeit vorliegen [43, 44]. Bei potenzartig abfallenden Wechselwirkungen ist es ratsam,
sich (aus technischen Gru¨nden) auf den Fall zu beschra¨nken, bei dem die Kopplung mit der vierten
Potenz des Abstands abfa¨llt. Fu¨r diesen Fall ergeben sich Lorentz-fo¨rmige Solitonen, die fu¨r kleine
Geschwindigkeiten durch die integrable Benjamin-Ono-Gleichung beschrieben werden ko¨nnen [45].
Durch Vergleich von analytischen Rechnungen und Simulationen wird das Zusammenwirken der
langreichweitigen Kra¨fte mit den thermischen Fluktuationen beleuchtet. Es stellt sich insbesondere
die Frage, inwiefern die von den langreichweitigen Wechselwirkungen bestimmte Solitonenform die
anomale Diffusion der Gittersolitonen beeinflusst.
1.2.2 Kapitel 3
Das dritte Kapitel soll sich mit dem Einfluss langreichweitiger Wechselwirkungen auf diskrete per-
sistente Breather in der diskreten nichtlinearen Schro¨dingergleichung (DNLS) bescha¨ftigen. Wie
bereits erwa¨hnt, beschreibt dieses Modell die Selbst-Lokalisierung (self-trapping) in verschiedenen
Systemen, wie optischen Wellenleitern, Bose-Einstein-Kondensaten in optischen Gittern, Polaro-
nen im Festko¨rper oder Exzitonen in molekularen Systemen [46]. Das Modell, das hier verwen-
det werden soll, ist besonders durch die Problemstellung des Energietransports in molekularen
Scheibe-Aggregaten motiviert. Dabei wird die diskrete nichtlineare Schro¨dingergleichung um einen
Da¨mpfungsterm erweitert, der sich direkt aus den quantenmechanischen Davydov-Gleichungen ab-
leiten la¨sst [47, 48]. Um prinzipiell den Einfluss langreichweitiger Wechselwirkungen zu studieren,
wird (wie im Fall des FPU-Gitters) eine langreichweitige harmonische Kopplung angenommen, die
exponentiell mit dem Abstand abklingt (Kac-Baker-Form). Mit dieser Form der Gleichung erha¨lt
man ein mit der diskreten self-trapping-Gleichung (DST) [49] verwandtes Modell, das ebenfalls
eine Approximation des Davydov-Modells darstellt (ohne die Beschra¨nkung auf Na¨chste-Nachbar-
Wechselwirkungen). Die DST stellt ein realistisches Modell zur Beschreibung von Energietransport
in Proteinen dar, wobei man im Gegensatz zu der in Kapitel 2 betrachteten Mo¨glichkeit von Git-
tersolitonen in der α-Helix, von einem Polaron-artigen Mechanismus fu¨r den Transport der CO-
Schwingungsenergie ausgeht. Im Gegensatz zum Konzept des Gittersolitons in der α-Helix, fu¨r das
es bisher nur Hinweise aus Computersimulationen gibt [34, 50, 51], konnte der Polaron-artige Zu-
stand bereits in Experimenten nachgewiesen werden [52, 53].
Der Einfluss der langreichweitigen Wechselwirkungen wird im Fall der geda¨mpften DNLS sowie
der ungeda¨mpften DNLS untersucht. Dabei steht nicht die Dynamik eines einzelnen Breathers im
Mittelpunkt (der schon an anderer Stelle untersucht wurde [54, 55]), sondern die Zeitentwicklung
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des Systems und die Ausbildung von diskreten Breathern aus ausgedehnten Anfangszusta¨nden.
Im Fall der Da¨mpfung la¨sst sich durch Simulationen und Berechnungen (in der Quasikontinu-
umsna¨herung [56]) ein relativ einfacher Zusammenhang zwischen der sich ausbildenden Breather-
Landschaft und dem Wechselwirkungsradius finden. Im ungeda¨mpften Fall legt die Vielzahl von
Breather-Phonon-Wechselwirkungen eine statistische Betrachtungsweise des Systems nahe, bei dem
man fu¨r hochenergetische Anfangsbedingungen (die im großkanonischen Ensemble der Situation
negativer Temperaturen entspricht) eine entropisch begu¨nstigte Ausbildung von persistenten Brea-
thern beobachten kann. Es wird gezeigt, dass die langreichweitigen Wechselwirkungen zu inter-
essanten Vera¨nderungen in der Breather-Statistik und zu einer sta¨rkeren Lokalisierung im System
fu¨hren [57–60].
1.2.3 Kapitel 4
Die Wa¨rmeleitung in FPU-Systemen stellt keine Gleichgewichtssituation dar, denn die Enden des
FPU-Systems werden mit Wa¨rmeba¨dern unterschiedlicher Temperatur verbunden. Es stellte sich
heraus, dass fu¨r diesen Nichtgleichgewichtszustand der FPU-Kette das Fouriersche Gesetz nicht gilt,
da die Wa¨rmeleitfa¨higkeit u¨ber ein Potenzgesetz mit der Systemla¨nge divergiert [17]. Es hat sich
gezeigt, dass dieses Verhalten auf die Eindimensionalita¨t der FPU-Kette und die spezielle Form des
Wechselwirkungspotenzials zuru¨ckzufu¨hren ist [61]. Gegenstand aktueller Forschung ist die Kla¨rung
der Frage, inwiefern die Wa¨rmeleitfa¨higkeit eindimensionaler Systeme wie der FPU-Kette universell
ist, wie von einer renormierungsgruppentheoretischen Rechnung vorhergesagt wird [62, 63], oder ob
mehrere Universalita¨tsklassen existieren. Es ergeben sich beispielsweise aus aufwendigen Simulatio-
nen und analytischen Rechnungen (Modenkopplungstheorie) Hinweise, dass FPU-Ketten mit rein
kubischer (α-FPU) oder rein quartischer (β-FPU) Anharmonizita¨t auf unterschiedliche Potenzge-
setze fu¨r die Abha¨ngigkeit der thermischen Leitfa¨higkeit von der Systemgro¨ße fu¨hren [64]. In diesem
Zusammenhang ist auch besonders interessant zu erwa¨hnen, dass vor kurzem ein grundlegender Zu-
sammenhang zwischen der Wa¨rmeleitfa¨higkeit und der Superdiffusivita¨t in verschiedenen Systemen
gezeigt wurde [65]. Im Gegensatz zu oben sind aber nun vor allem die ”Phononen“ der nichtlinea-
ren Systeme die Energietra¨ger des superdiffusiven Prozesses. Zweidimensionale FPU-Systeme waren
bisher seltener Gegenstand solcher Untersuchungen [17, 66]. Es besteht in der aktuellen Literatur
noch keine endgu¨ltige U¨bereinstimmung, ob die Divergenz der Wa¨rmeleitung logarithmisch (was die
Modenkopplungstheorie ergibt) oder ebenfalls potenzfo¨rmig ist, was neuere Simulationen ergaben.
Neben der Kla¨rung des Mechanismus der anomalen Wa¨rmeleitung steht in dieser Arbeit die Frage
im Mittelpunkt, ob solche Systeme in der Lage sind, reelle Materialien zu modellieren. In dieser Ar-
beit wird ein zweidimensionales FPU-Feld benutzt, um die thermische Leitfa¨higkeit von Kohlenstoff-
Nanoro¨hrchen (carbon nanotubes) zu beschreiben, die in Molekulardynamik-Simulationen anomale
Wa¨rmeleitfa¨higkeiten gezeigt haben [67–69]. Der Einfluss der Dimensionalita¨t des Systems oder
der konkreten Form des FPU-Potenzials auf die thermische Leitfa¨higkeit sind wichtige Fragen, da
die Kohlenstoff-Nanoro¨hrchen durch ihre besonderen elektronischen und thermischen Eigenschaften
als vielversprechendes Material im Bereich der Nanoelektronik in neuen Prozessorgenerationen, im
Bereich neuer Energiespeicher und neuartiger LEDs gelten.
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Kapitel 2
Diffusion von Solitonen auf
FPU-artigen Ketten mit
langreichweitiger Kopplung
2.1 Motivation
Das vor mehr als 50 Jahren von Fermi, Pasta und Ulam durchgefu¨hrte numerische Experiment zum
Studium der Thermalisierung einer eindimensionalen anharmonischen Kette als einfachstes Modell
eines Festko¨rpers war sicherlich eines der Schlu¨sselmomente in der nichtlinearen Physik und gleich-
zeitig ein Meilenstein in der Geschichte der rechnergestu¨tzten Physik [1]. Seit dieser Zeit dient das
FPU-Modell trotz seiner Einfachheit bis heute in vielen Gebieten der Physik als oft verwendetes
Modell und zeigt immer wieder neue aufregende Pha¨nomene. Die langsame Relaxation ins Gleichge-
wicht, die Wa¨rmeleitung und die solita¨ren Anregungen der FPU-Kette sind immer noch Gegenstand
aktueller Forschung. Aber auch fu¨r relativ neue Gebiete wie diskrete Breather, die zum Beispiel in
der Biophysik diskutiert werden, oder die Modellierung von Bose-Einstein-Kondensaten stellt das
FPU-System eine gute Grundlage dar (siehe CHAOS 15: focus issue: THE FERMI-PASTA-ULAM
PROBLEM - THE FIRST 50 YEARS) [2].
Dieses Kapitel ist insbesondere durch die Anwendungen FPU-artiger Systeme in der Biophysik
motiviert. Dabei versuchen Physiker die grundlegende Funktionsweise von sehr komplizierten Pro-
zessen in lebenden Zellen, wie zum Beispiel die Transkription der DNA, die Funktionsweise von
Proteinen als molekulare Motoren und das Speichern und den Transport der aus der Hydrolyse von
ATP gewonnenen biomechanischen Energie durch physikalische Modelle zu beschreiben [3–8]. In
der Vergangenheit entstanden aber oft allzusehr vereinfachte Modelle, die frei propagierende Soli-
tonen in DNA-Stra¨ngen oder in der α-Helix von Proteinen vorhersagten. Solche Modelle sind nach
heutigem Stand zu ungenau, um die Funktionsweise von Biomoleku¨len erkla¨ren zu ko¨nnen. Beach-
tet man bei der Modellbildung den diskreten Aufbau der dreidimensionalen molekularen Struktur,
deren thermische Fluktuationen und realistische Wechselwirkungen, sollte es mo¨glich sein, qualita-
tive U¨bereinstimmung mit den Experimenten zu erzielen. Das bekannteste Modell zur Beschreibung
des Energietransports in Proteinen wurde von Davydov vor mehr als 30 Jahren vorgeschlagen und
beschreibt die Selbst-Lokalisierung der Schwingungsenergie der C=0-Bindung der Peptidgruppe
durch eine aus der Festko¨rperphysik bekannte Polaron-artige Dynamik, bei dem die Schwingungs-
quanten mit den Gitterschwingungen koppeln, was zu einer intrinsischen Nichtlinearita¨t im System
fu¨hrt [6, 9, 10]. Durch spektroskopische Experimente am kristallinen Modellprotein ACN konn-
te dieser Mechanismus direkt nachgewiesen werden (fu¨r die N-H Schwingung). Davydov-Solitonen
ko¨nnten daher eine wichtige Rolle in der Funktionsweise von Biomoleku¨len spielen, selbst wenn
die beobachtete Lebensdauer der Anregung in isolierten Moleku¨len kleiner ist als urspru¨nglich von
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Davydov angenommen [11, 12]. In einem anderen Zugang zu dem Problem beschreibt Yomosa [13]
die Wasserstoff-Bindungen, die die Sekunda¨rstruktur der Proteine stabilisieren, als eine FPU-artige
Kette, wobei die Massen, an die sie koppeln, die relativ starren Peptidgruppen darstellen. In der
Kontinuumsna¨herung fu¨hrt dieses Modell auf KdV- oder Toda-Solitonen, durch die der Energie-
transfer entlang der Helix beschrieben wird. Verbesserte Modelle konnten aber schon relativ bald
aufzeigen, dass sich bei Erweiterungen wie der Beru¨cksichtigung transversaler Bewegungen der Pep-
tidgruppen qualitative Unterschiede zu der eindimensionalen Kette ergaben [14].
Aufgrund dieser starken Vereinfachungen wurde die Idee der Gittersolitonen in Proteinhelices wei-
ter verfeinert. Unter Beru¨cksichtigung der dreidimensionalen Struktur der Helix konnte in [15]
numerisch gezeigt werden, dass das System nicht-topologische Soliton-Lo¨sungen besitzt. Die-
ses Konzept wurde vor kurzem herangezogen, um Ergebnisse von Pump-Probe-Messungen von
Bacteriorhodopsin-Proteinmoleku¨len zu erkla¨ren, bei denen sehr langlebige Schwingungsmoden
(ca. 500 ps) beobachtet wurden [16, 17]. In [17] wurde vermutet, dass es sich dabei um kollek-
tive Bewegungen (Biege-, Deformations- und Torsionsschwingungen) des Moleku¨ls handelt, die das
Protein eventuell in verschiedene ra¨umliche Strukturen u¨berfu¨hren ko¨nnen. Die Langlebigkeit wur-
de durch die schwache Wechselwirkung mit dem Lo¨sungsmittel begru¨ndet, wozu es aber in der
Literatur gegensa¨tzliche Auffassungen gibt.
In einem theoretischen Ansatz wird vorgeschlagen, dass die Langlebigkeit der beobachteten Schwin-
gungen von dem langsamen Zerfall eines Gittersolitons der Helix in die vielen mo¨glichen Schwin-
gungsmoden (Bereich ∼ 100 cm−1) herru¨hrt [18, 19]. Bei der Modellierung der dreidimensionalen
Helix wurden drei molekulare Ketten mit Wasserstoffbru¨ckenbindungen (Sekunda¨rstruktur) be-
nutzt, die durch Peptidbindungen (Prima¨rstruktur), beide beschrieben durch Lennard-Jones- oder
Toda-Potenziale, miteinander verbunden sind. Es wurde gezeigt, dass sich bei einer Sto¨rung in
einer dieser Ketten ein Tripel-Soliton (in den drei Ketten) ausbildet, das sich, stabilisiert durch
die Peptidbindungen, entlang der Helix bewegen kann und eine langlebige Energiequelle fu¨r die
beobachteten Schwingungsenergien von etwa 118 cm−1 darstellen wu¨rde [20]. In einer anderen Stu-
die wird davon ausgegangen, dass die α-Helices in diesem Protein zu kurz sind, als dass Solitonen
darin existieren ko¨nnten [21] und es wird stattdessen ein diskreter Breather in der Peptidkette
vorgeschlagen, dessen Schwingungsfrequenz im beobachteten Bereich liegt.
Da sehr realistische Modelle oder ab-initio Studien von biologischen Modellen meist nur mit zeitauf-
wendigen Computersimulationen bewerkstelligt werden ko¨nnen, ist es besonders wichtig, einfachere
Modelle zu untersuchen, an denen sich qualitativ richtige Aussagen u¨ber die komplexe Dynamik
ableiten lassen. Diese sind in Computersimulationen und analytischen Rechnungen einfacher hand-
habbar. Im Zuge der realita¨tsnahen Beschreibung von Biomoleku¨len ist es insbesondere no¨tig,
thermische Fluktuationen und Da¨mpfungseffekte zu beru¨cksichtigen. Wichtig ko¨nnen aber auch
langreichweitige Wechselwirkungen sein, wenn beispielsweise geladene Moleku¨lgruppen oder Grup-
pen mit Dipolmomenten vorhanden sind. Der Einfluss thermischer Fluktuationen auf die solita¨ren
Anregungen von FPU-Ketten (mit kubischer und quartischer Anharmonizita¨t) wurde ku¨rzlich un-
tersucht [22–24]. Es wurde gezeigt, dass beide Arten nicht-topologischer solita¨rer Anregungen der
FPU-Kette, Envelope- und Pulssolitonen, eine sta¨rker als lineare Ortsvarianz als Funktion der Zeit
zeigen (Superdiffusion), wenn auch aus unterschiedlichen Gru¨nden [23]. Bei Envelope-Solitonen
verursacht die zeitlich durch die Da¨mpfung exponentiell wachsende Solitonenbreite eine Ortsva-
rianz, die mit der Zeit kubisch und ho¨her ansteigt. Pulssolitonen sind viel stabiler in Gegenwart
von Dissipation. Hier fu¨hren vor allem die Fluktuationen der Solitonenbreite neben der linearen
Zeitabha¨ngigkeit der Ortsvarianz zu quadratischen und kubischen Korrekturtermen, besonders im
Fall schmaler schneller Gittersolitonen. Insgesamt weisen Studien verschiedener Systeme darauf hin,
dass Superdiffusivita¨t typisch fu¨r nicht-topologische Solitonen sein du¨rfte. Sie wurde beispielsweise
auch fu¨r Pulssolitonen in klassischen Heisenbergketten beobachtet [25], wohingegen gezeigt werden
konnte, dass sie bei topologischen Solitonen wie etwa des Sine-Gordon-Systems nicht auftritt [26].
Seite: 15
2.2 Modell
Das Modell ist eine eindimensionale Kette mit N Massen m (m = 1) und dem interatomaren
Abstand a (a = 1). Die Auslenkung der n-ten Masse aus der Ruhelage soll als un bezeichnet
werden. Das Wechselwirkungspotenzial besteht aus einem Na¨chste-Nachbar-Anteil, a¨hnlich dem
von Fermi, Pasta und Ulam gewa¨hlten Potenzial, und einem langreichweitigen Anteil, wobei Jnm
die harmonische Kopplungssta¨rke zwischen Partikel n und m darstellt. Die Lagrangefunktion des
Systems ergibt sich daher zu:
L = Tkin − UNN − ULR (2.1)
mit
Tkin =
1
2
∑
n
(
dun
dt
)2
, UNN =
∑
n
V (un+1 − un)
ULR =
1
2
∑
n,m
Jn,m(un − um)2 . (2.2)
Das Potenzial V (r) zwischen na¨chsten Nachbarn stellt eine Entwicklung des Toda-Potenzials bis
einschließlich dritter Ordnung dar, das auch in [18] verwendet wurde:
V (r) =
1
2
r2 − 1
3
r3 . (2.3)
Zur Modellierung der Umgebung werden die Rausch- und Da¨mpfungsterme (FNn (t) und FDn (t))
benutzt, die auf die einzelnen Partikel wirken und global das Fluktuations-Dissipations-Theorem
erfu¨llen (siehe Anhang A). Damit ist gewa¨hrleistet, dass das System nach einiger Zeit (die ty-
pischerweise mit dem Inversen des Da¨mpfungskoeffizienten skaliert) ins thermische Gleichgewicht
u¨bergeht, was man beispielsweise durch die Berechnung des Mittelwertes der A¨quipartitionsenergie
Heq nachpru¨fen kann
〈Heq(t)〉 = 〈
∑
n
∂H(t)
∂un(t)
un(t)〉 (2.4)
(H = 2Tkin − L), die (von unten) gegen NkBT geht [22]. Als Da¨mpfung soll die hydrodyna-
mische Da¨mpfung FDn (t) = Fhyn (t) gewa¨hlt werden, da diese die langwelligen Komponenten des
Fourierspektrums nicht beeinflusst, wohingegen am Rand der ersten Brillouin-Zone eine imagina¨re
Dispersionsrelation ω(k) den kurzwelligen Teil des Spektrums da¨mpft. Fu¨r Stokes-Da¨mpfung wer-
den die langwelligen Komponenten des Spektrums geda¨mpft, was zu Verformungen des Solitons
fu¨hrt [27]. Mit hydrodynamischer Da¨mpfung, die von der zeitlichen A¨nderung der Relativkoordina-
ten wn(t) = un+1(t)−un(t) abha¨ngt, und dem Rauschen lassen sich die Euler-Lagrange-Gleichungen
mit der Dissipationsfunktion der hydrodynamische Da¨mpfung
Ψhy =
1
2
νhy
∑
n
w˙2n , (2.5)
durch Ausfu¨hren von
d
dt
∂L
∂u˙n
− ∂L
∂un
+
∂Ψhy
∂u˙n
= FNn (t) (2.6)
gewinnen. Benutzt man das berechnete Ergebnis (Anhang A) fu¨r den Rauschterm FNn (t), der
mit der hydrodynamischen Da¨mpfung das Fluktuations-Dissipations-Theorem erfu¨llt, so lauten die
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Bewegungsgleichungen in Relativkoordinaten (Dhy = 2νhyT mit der Festlegung kB = 1):
w¨n = V ′(wn+1)− 2V ′(wn) + V ′(wn−1)−
∑
m
Jm(wn − wn+m)
+ νhy(w˙n+1 − 2w˙n + w˙n−1)
+
√
Dhy(ξn+1(t)− ξn(t)) . (2.7)
Die langreichweitige Wechselwirkung wurde als harmonische Kopplung der einzelnen Partikel ein-
gefu¨hrt. U¨ber die Federsta¨rke Jm, die die Sta¨rke der harmonischen Kopplung in Abha¨ngigkeit vom
Abstand der Teilchen n und n +m reguliert, wurde noch keine Annahme gemacht. Im folgenden
werden fu¨r die konkrete Form der langreichweitigen Kopplung Jm zwei Fa¨lle unterschieden: Mit
dem Abstandm exponentiell oder potenzartig abklingende Kopplungssta¨rken. Im Fall der exponen-
tiellen Kopplung bezeichnet α−1 den Wechselwirkungsradius, nach dem die Kopplung auf den Wert
J0/e abgefallen ist. Im Fall der potenzartig abnehmenden Kopplung soll s die Potenz bezeichnen,
mit der die Kopplung zwischen den Teilchen auf der Kette abnimmt:
exponentiell: Jm ∼ e−αm , potenzartig: Jm ∼| m |−s . (2.8)
Die Statistische Mechanik von Systemen mit langreichweitigen Wechselwirkungen nimmt in der
physikalischen Grundlagenforschung noch immer einen großen Raum ein. Es treten hierbei oftmals
konkurierende theoretische Konzepte, wie etwa die Einfu¨hrung einer nicht-extensiven Entropie,
auf [28]. Bei nichtlinearen Systemen fu¨hrt die Einfu¨hrung langreichweitiger Wechselwirkungen oft
zu neuartigen Pha¨nomenen [29]. Langreichweitige Wechselwirkungen stellen eine natu¨rliche Er-
weiterung dar, um realistischere Modelle zu erhalten. In Bezug auf die vorher erwa¨hnten Biomo-
leku¨le wirken vor allem geladene Atomgruppen oder Dipolmomente (z.B. das Dipolmoment des
DNA-Basis-Paars) u¨ber große Entfernungen. Es ist zu erwarten, dass diese Wechselwirkungen Aus-
wirkungen auf solitonische und diskrete Anregungen in der Kette haben. Es wurde gezeigt, dass
nichtlineare Anregungen in Fermi-Pasta-Ulam-Ketten neue Eigenschaften zeigen, wenn die Wechsel-
wirkung einen kritischen Wert u¨bersteigt [30, 31]. In FPU- und nichtlinearen Schro¨dinger-Systemen
zeigen sich neue Solitonentypen, die beim gleichen Wert des spektralen Parameters (Geschwindig-
keit bzw. Norm) existieren ko¨nnen [32]. Das kontrollierte Hin- und Herschalten zwischen verschie-
denen Solitonenzusta¨nden wurde als mo¨glicher Mechanismus fu¨r Speicherung und Transport von
Vibrationsenergie in Biomoleku¨len vorgeschlagen [7]. In der Vergangenheit wurden auch nichtli-
neare Klein-Gordon-Systeme mit langreichweitigen Wechselwirkungen studiert und auf zahlreiche
physikalische Pha¨nomene wie die Dislokationen in Festko¨rpern [33, 34], die Beschreibung absorbier-
ter Atome an Oberfla¨chen oder Doma¨nenwa¨nde in Ferromagneten oder Ferroelektrika angewendet
(siehe Referenzen in [35] ). Das bekannte Peyrard-Bishop-Dauxois-Modell fu¨r DNA stellt formal
auch ein Klein-Gordon-Gitter dar und in einigen Studien ergeben sich durch die Einfu¨hrung lang-
reichweitiger Dipolwechselwirkungen interessante Effekte bezu¨glich der nichtlinearen Anregungen
und den Auswirkungen von Kru¨mmungen der Kette [36].
Interessanterweise ergibt sich im Fall ultra-langreichweitiger Wechselwirkungen in FPU- und NLS-
Systemen die Multistabilita¨t verschiedener Solitonentypen [32], na¨mlich zwischen relativ breiten
Solitonen und den wesentlich energiereicheren diskreteren Anregungen. Im Fall der Kac-Baker-
Wechselwirkungen in anharmonischen Ketten bedeutet Multistabilita¨t, dass die beiden Solitonen-
typen (und ein instabiles Soliton mit mittlerer Energie) mit verschiedenen Energien bei dem gleichen
Wert des spektralen Parameters Geschwindigkeit v existieren ko¨nnen. Bei NLS-Systemen bedeutet
Multistabilita¨t dagegen, dass es (mobile) breite und (immobile) diskrete Anregungen mit verschie-
denen Werten der Norm bei der gleichen nichtlinearen Frequenz geben kann.
Bei der vorliegenden Arbeit liegt das Hauptaugenmerk bei der Untersuchung des gesto¨rten FPU-
Systems vor allem auf den kontinuumsartigen Anregungen, da sich die diskreteren Hochgeschwindig-
keitssolitonen als sehr anfa¨llig fu¨r Da¨mpfung gezeigt haben. Aufgrund der schnellen Auslenkungen
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der Koordinate wn(t) bei dieser Spezies transformieren sie sich relativ rasch zu niederenergetischen
Solitonen.
2.2.1 Kac-Baker-Wechselwirkungen
Diese Art der Wechselwirkungen wurde in der Vergangenheit ha¨ufig benutzt, um die Einflu¨sse
langreichweitiger Wechselwirkungen auf Phasenu¨berga¨nge in Ising-Systemen oder in van-der-Waals
Gasen zu studieren [37, 38]. Die Kopplung soll durch eine zusa¨tzliche multiplikative Konstante er-
weitert werden, die sicherstellt, dass das Integral u¨ber die Kopplungskoeffizienten eine Konstante
ergibt, die in Zukunft als Systemkonstante betrachtet wird. Der Einfluss gro¨ßerer Wechselwirkungs-
radien geht daher mit abnehmenden effektiven Kopplungssta¨rken einher:
Jn−m =
1
2
J(eα − 1)e−α|n−m| ,
∞∑
m=1
Jm = J . (2.9)
In der Kontinuumsna¨herung ergibt sich fu¨r dieses Modell eine nicht-lokale Boussinesq-Gleichung,
die im Vergleich zur FPU-Kette neuartige solita¨re Anregungen unterstu¨tzt.
2.2.2 Potenzartige Wechselwirkungen
Viele Naturkra¨fte zeigen ein potenzfo¨rmiges Abklingen mit dem Abstand, u¨ber den sie wirken. Bei-
spiele sind die Gravitation, zweidimensionale oder geophysikalische Fluiddynamik, spezielle Modelle
aus der Plasmaphysik, Spinmodelle oder andere ”toy models“ [29].
Im Modell 2.7 wird eine Kopplung der Art
Jm =
J
| m |s ,
∞∑
m=1
Jm = ζ(s) (2.10)
angenommen, wobei ζ(s) die Zetafunktion ist. Im folgenden wird sich auf den Fall s = 4
(ζ(4) ≈ 1.08232) beschra¨nkt, um eine analytisch lo¨sbare Gleichung in der Kontinuumsna¨herung
(im na¨chsten Abschnitt) der anharmonischen Kette zu erhalten. Fu¨r s = 4 ergibt sich ebenfalls
eine Boussinesq-artige Gleichung mit einer Hilbert-Transformierten, wie diese von der integrablen
Benjamin-Ono-Gleichung bekannt ist, die Lorentz-fo¨rmige Soliton-Lo¨sungen liefert.
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2.3 Kontinuumsna¨herung
Fu¨r langreichweitige Wechselwirkungen stellt die Kontinuumsna¨herung ein passendes Instrument
dar. Das Solitonenprofil wird bei relativ geringen Werten der Kopplung J wesentlich breiter und
kontinuierlicher als im Fall der Na¨chste-Nachbar-Wechselwirkung.
Die ersten Versuche, die Effekte langreichweitiger Wechselwirkungen auf Solitonen in anharmo-
nischen Ketten zu untersuchen, gehen auf Ishimori [39] zuru¨ck. Er zeigte, dass eine anharmoni-
sche Kette mit einem (2n, n)-Lennard-Jones Wechselwirkungspotenzial im Fall n = 2 durch eine
Benjamin-Ono-Gleichung und fu¨r n ≥ 4 durch eine Boussinesq-Gleichung beschrieben werden kann.
Remoissenet und Flytzanis studierten die Renormalisierung von Solitonenparametern durch lang-
reichweitige Wechselwirkungen und die Stabilita¨t langwelliger ebener Wellen [40]. Tchawona et
al. studierten insbesondere den Einfluss von langreichweitigen Wechselwirkungen auf Solitonen in
diatomaren anharmonischen Ketten, wobei sie Kink-und Envelope-Soliton-Lo¨sungen fanden [41].
2.3.1 Kac-Baker-Wechselwirkungen
Um die Gleichung (2.7) fu¨r die Kac-Baker-Wechselwirkungen in eine partielle Differentialgleichung
zu u¨berfu¨hren, wird im folgenden die Quasikontinuumsna¨herung in Referenz [30] benutzt. Man
erha¨lt eine Boussinesq-artige Gleichung (siehe Anhang B)
∂2tw = (c
2 − 1) κ
2∂2x
κ2 − ∂2x
w + ∂2x(w − w2) + λ∂2x∂2tw
+νhy∂2x∂tw +
√
Dhy∂2xξ(x, t) (2.11)
λ =
1
12
, κ = 2sinh
(
α
2
)
(2.12)
c =
[
1 +
1
2
J
e−α + 1
(e−α − 1)2
] 1
2
(2.13)
mit zusa¨tzlichen Da¨mpfungs-, Rausch- und langreichweitigen Termen. Die Schallgeschwindigkeit
c der Kette ergibt sich aus der Berechnung der Dispersionsrelation der linearisierten Kette unter
Verwendung ebener Wellen. Der Pseudo-Differentialoperator, in den der Wechselwirkungsradius
α−1 eingeht, ist u¨ber folgenden Integraloperator definiert:
(α2 − ∂2x)−1f(x) =
1
2α
∫ ∞
−∞
dx′e−α|x−x
′|f(x′) . (2.14)
In [30, 42] wurde die Gleichung (2.11) im Fall der ungesto¨rten Kette (νhy = 0, Dhy = 0) im-
plizit gelo¨st. Eine Lo¨sung des Problems, das die Soliton-Lo¨sung auf eine numerische Integrati-
on zuru¨ckfu¨hrt, erscheint technisch einfacher und ist im Anhang D skizziert. Es wurde gezeigt,
dass die Kette Soliton-Lo¨sungen im Geschwindigkeitsintervall c < v < vc hervorbringt, wobei
vc '
√
(4c2 − 1)/3 die kritische Geschwindigkeit darstellt, bei der sich kammtragende Soliton-
Lo¨sungen (Peakonen) ergeben, die aus der Theorie seichter Wasserwellen [43] als Lo¨sungen der
integrablen Camassa-Holm-Gleichung [44] bekannt sind. Eine Stabilita¨tsanalyse zeigt, dass die So-
litonen instabil werden, bevor sie Peakon-Gestalt annehmen. In einer anderen Arbeit [45] wird
gezeigt, dass sich in anharmonischen Gittern mit passenden langreichweitigen Potenzialen von vorn-
herein (diskrete) Peakon-Lo¨sungen ergeben. Es wird hier nicht versucht Gleichung (2.11) zu lo¨sen,
sondern die Tatsache verwendet, dass die Lo¨sung fu¨r Geschwindigkeiten, die nicht zu nahe bei vc
liegen, gut durch eine pulsfo¨rmige Kurve approximiert werden kann. Wie man der Abbildung 2.1
(a) entnehmen kann, fu¨hrt ein wachsender Wechselwirkungsradius α−1 zu massiveren und breite-
ren Lo¨sungen, selbst wenn J relativ klein ist. Fu¨r α = 0.5 und J = 0.1 ist das Soliton mit der
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normierten Geschwindigkeit co = v/c = 1.01 wesentlich breiter als die Lo¨sung mit der gleichen
Geschwindigkeit auf der Kette ohne langreichweitige Wechselwirkungen (J → 0). Fu¨r die Werte
J = 0.1 und α = 0.3 ergibt sich eine kritische Geschwindigkeit von vc ≈ 1.09c. Fu¨r diesen Fall
sind in Abbildung 2.1 (b) Solitonen mit wachsender normierter Geschwindigkeit co dargestellt. Fu¨r
Geschwindigkeiten kleiner als v ≈ 1.07c ergeben sich pulsfo¨rmige Solitonen, die gut durch einen
sech-Puls beschrieben werden ko¨nnen, welcher sich auch fu¨r die Soliton-Lo¨sungen der Boussinesq-
Gleichung (ohne langreichweitige Wechselwirkungen) ergibt.
Der Fall der Na¨chste-Nachbar-Wechselwirkung ist fu¨r die Kac-Baker-Form durch den Grenzfall
J → 0 (α 6= 0) gegeben. In diesem Limes verschwindet der Term (c2 − 1) → 0 und man erha¨lt
eine verbesserte Boussinesq-Gleichung (improved Boussinesq equation, IBq) mit c = 1 [22]. Der
Grenzfall α → ∞ fu¨hrt zu einer IBq mit einer zusa¨tzlichen Na¨chste-Nachbar-Kopplung von J/2
und einer Schallgeschwindigkeit c =
√
1 + J/2.
2.3.2 Potenzartige Wechselwirkungen
Wenn man fu¨r die Gleichung (2.7) mit dem Jm aus (2.10) zur Kontinuumsna¨herung u¨bergeht, wobei
man die diskrete Ortsvariable n durch das kontinuierliche x und Funktionen am Ort x+m durch
deren Taylor-Reihe um x ersetzt
wn(t)→ w(x, t) , ξn(t)→ ξ(x, t) , f(x+m, t)→ em∂xf(x, t) , (2.15)
dann ergibt sich die partielle Differentialgleichung
∂2tw(x, t) = 2(cosh(∂x)− 1)V ′(w(x, t))
− 2J
∞∑
m=1
1− cosh(m∂x)
ms
w(x, t) + νhy∂2x∂tw(x, t)
+
√
Dhy∂2xξ(x, t) . (2.16)
Das weitere Vorgehen ha¨ngt vom Wert s ab. In [46] wird gezeigt, dass sich im Fall s > 5 in der
Kontinuumsna¨herung eine Boussinesq-artige Gleichung, a¨hnlich zum Fall der Kette mit ausschließ-
lich Na¨chste-Nachbar-Wechselwirkungen ergibt. Fu¨r 3 < s ≤ 5 bilden sich am Soliton algebraische
anstelle exponentieller Schwa¨nze aus und fu¨r s ≤ 3.5 entsteht eine Energielu¨cke zwischen dem
Solitonenspektrum und dem Spektrum der ebenen Wellen. Im Fall s = 4 ergibt sich die Hilbert-
Boussinesq-Gleichung, die auf die integrable Benjamin-Ono-Form zuru¨ckgefu¨hrt werden kann, wel-
che bekanntermaßen Lorentz-fo¨rmige Soliton-Lo¨sungen (im folgenden auch algebraische Solitonen
genannt) ergibt. Da die Soliton-Lo¨sungen fu¨r s > 5 durch eine Boussinesq-Gleichung beschrieben
werden ko¨nnen, sind keine gro¨ßeren Unterschiede zu der in [22] durchgefu¨hrten Analyse fu¨r die
Solitonen ohne langreichweitige Wechselwirkungen zu erwarten. Um den Effekt der algebraischen
Solitonenschwa¨nze auf der verrauschten Kette zu untersuchen, wird im folgenden stets der Wert
s = 4 benutzt, der als exemplarisch fu¨r den Wertebereich 3 < s ≤ 5 angenommen wird. Außerdem
entstehen in der folgenden Kollektivvariablen-Theorie relativ komplizierte stochastische Ausdru¨cke.
Es ist daher ratsam, zuerst den technisch weniger aufwendigen Fall s = 4 zu betrachten. Die gesto¨rte
Hilbert-Boussinesq-Gleichung ergibt sich zu
∂2tw − c2∂2xw − λ∂4xw −
Jpi
6
H(∂3xw) + 2∂2xw2 =
= νhy∂2x∂tu+
√
Dhy∂xξ(x, t) (2.17)
mit c2 = (1 + Jpi2/6) und λ = (1/12 − J/24), wobei die Differentialoperatoren fu¨r den Na¨chste-
Nachbar-Teil und den langreichweitigen Teil Q(s, ∂x) = 2
∑
m(1− cosh(m∂x))/ms in (2.16) folgen-
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Abbildung 2.1: a: Soliton-Lo¨sungen fu¨r Gleichung (2.11) mit der gleichen normierten Geschwin-
digkeit co = v/c = 1.01 fu¨r eine Kette mit Na¨chste-Nachbar-Wechselwirkungen (J = 0) und einer
Kette mit relativ schwacher langreichweitiger Kopplung J = 0.1 fu¨r verschiedene Werte des Wech-
selwirkungsradius α−1.
b: Soliton-Lo¨sungen fu¨r verschiedene Werte fu¨r co fu¨r J = 0.1 und α = 0.3. Fu¨r co = vc/c = 1.092
nimmt das Soliton Peakon-Gestalt an.
Unterkapitel 2.3.2 Seite: 21
350 400 450
x
-0.25
-0.2
-0.15
-0.1
-0.05
0
w
Kac-Baker: α=0.430, J=0.19177
power-law: J=0.787679, s=4
c
o
=1.01, c=1.51516, H=0.358
350 400 450
x
-0.25
-0.2
-0.15
-0.1
-0.05
0
Kac-Baker: α=0.765,J=0.505541
power-law: J=0.787679, s=4
c
o
=1.03, c=1.51516, H=1.09
Abbildung 2.2: Soliton-Lo¨sungen fu¨r algebraische (s = 4) und Kac-Baker-Wechselwirkungen. Die
zwei Solitonen im linken und rechten Feld haben jeweils die gleiche (normierte) Geschwindigkeit co
und Energie H.
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dermaßen entwickelt wurden:
2(cosh(∂x)− 1) = 2
(
∂2x
2!
+
∂4x
4!
+ ...
)
(2.18)
Q(4, ∂x) = −pi
2
6
∂2x −
pi
6
H(∂3x) +
1
24
∂4x . (2.19)
H(f(x)) = 1/piP ∫∞−∞ f(y)/(y − x)dy bezeichnet die Hilbert-Transformation und P den Cauchy-
schen Hauptwert des Integrals. Die Quasikontinuumsna¨herung ist fu¨r die potenzartigen Wechsel-
wirkungen nicht so einfach durchzufu¨hren wie bei der Kac-Baker-Form, da der exakte Ausdruck
fu¨r Q(s, ∂x) auf Polylogarithmusfunktionen fu¨hrt, die in der Quasikontinuumsna¨herung sehr kom-
plizierte komplexwertige Ausdru¨cke zur Folge haben.
Die Gleichung (2.17) besitzt fu¨r νhy = 0 und Dhy = 0 Lorentz-fo¨rmige Soliton-Lo¨sungen [7], die im
na¨chsten Abschnitt noch genauer untersucht werden. Die deutlichen Unterschiede fu¨r die Solitonen-
schwa¨nze im Fall der exponentiellen und potenzartigen langreichweitigen Wechselwirkungen kann
man sich am einfachsten durch direkten Vergleich der Form der Solitonen in den verschiedenen
Systemen klarmachen. In Abbildung 2.2 werden Soliton-Lo¨sungen der anharmonischen Kette mit
potenzartigen und exponentiellen langreichweitigen Wechselwirkungen verglichen, die die gleiche
Geschwindigkeit co und die gleiche Energie H haben. Die exponentiellen Solitonen wurden dabei
durch systematisches Abgleichen der beiden Werte J und α auf die Geschwindigkeit und Energie
der algebraischen Solitonen ermittelt.
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2.4 Kollektive Variablen
Die Solitonendynamik eignet sich besonders gut fu¨r die Anwendung der Theorie kollektiver Va-
riablen. Dabei nimmt man an, dass ein System mit vielen Freiheitsgraden durch wenige effektive
Freiheitsgrade, den kollektiven Koordinaten oder kollektiven Variablen Xi(t), festgelegt ist [47]. Im
Fall der Solitonen nimmt man dabei an, dass das Soliton durch ein feste Formfunktion (generalized
traveling wave ansatz) approximiert werden kann und dass A¨nderungen nur auf die zeitabha¨ngigen
kollektiven Variablen wie die Solitonenposition, -breite oder -amplitude wirken. Diese Technik hat
sich in der Vergangenheit besonders bei der Beschreibung solita¨rer Anregungen großer Beliebtheit
erfreut und fand Anwendungen in verschiedensten Systemen der nichtlinearen Optik, auf magneti-
sche Systeme, auf Solitonenratschen oder anharmonische Gitter [48–50].
Um die Dynamik des Solitons im Rahmen der Kollektivvariablen-Na¨herung zu studieren, bieten
sich mehrere Ansa¨tze an. In der Vergangenheit hat sich beispielsweise die Projektionsmethode [48]
bewa¨hrt, die in Untersuchungen der thermischen Diffusion von FPU-Solitonen angewendet wur-
de [22]. Eine weitere Mo¨glichkeit stellen Variationsverfahren dar, die auf die Methode von Whi-
tham [43] zuru¨ckgehen. Hier wird die Lagrangedichte L der PDEs ra¨umlich integriert und aus der
resultierenden Lagrangefunktion die Euler-Lagrange-Gleichungen der kollektiven Variablen Xi(t)
berechnet. Da die hier untersuchten Gleichungen Boussinesq-artig sind, bietet sich eine Variations-
methode an, da durch die hohen Zeit- bzw. Ortsableitungen in diesen PDEs die Projektionsmethode
mit zu großem Rechenaufwand verbunden ist.
Um die PDEs (2.11) und (2.17) aus der Lagrangedichte L ableiten zu ko¨nnen, muss das absolute
Auslenkungsfeld u(x, t) (w(x, t) = ∂xu(x, t)) verwendet werden [51]:
−∂L
∂u
+
∂
∂t
∂L
∂ut
+
∂
∂x
∂L
∂ux
− ∂
2
∂x∂t
∂L
∂uxt
+ .... = Φ . (2.20)
Der Reibungsterm Φ = νhy∂2x∂tu(x, t) kann nicht aus der Lagrangedichte abgeleitet werden. Nach
dem generalisierten Hamiltonschen Prinzip fu¨r nichtlineare dissipative Wellen von Ostrovsky et
al. [52], das eine Erweiterung der Whitham-Methode auf dissipative Medien darstellt, kann der
Effekt der Da¨mpfung auf die kollektiven Variablen durch die folgenden Bewegungsgleichungen
beru¨cksichtigt werden:
δ < L >
δXi
=
∂ < L >
∂Xi
− ∂
∂t
∂ < L >
∂X˙i
= −
〈
Φui
〉
, (2.21)
wobei die Klammern eine ra¨umliche Integration u¨ber x bezeichnen und ui die Ableitung des An-
satzes nach der kollektiven Variable Xi darstellt.
Kollektivvariablen-Ansa¨tze sind natu¨lich nicht auf Soliton-Soliton-Wechselwirkungen oder strahlen-
de Solitonen anwendbar. Eine vollsta¨ndigere Diskussion der sto¨rungstheoretischen Behandlungen
von Solitonengleichungen findet sich etwa in [53]. Dissipative nichtlineare Wellendynamik ist vor
allem auf dem Gebiet der granularen Materie [54] oder der Hydrodynamik [55] aktueller Forschungs-
gegenstand.
Im folgenden werden die Soliton-Lo¨sungen in der gesto¨rten Boussinesq-Gleichung mit passenden
Kollektivvariablen-Ansa¨tzen beschrieben, wobei die inverse Breite und die Position des Solitons als
zeitabha¨ngig angenommen werden, jedoch nicht die Amplitude 2Ao der Stufenfunktion in absolu-
ten Koordinaten u(x, t) (2Ao =
∫ +∞
−∞ w(x, t)dx, Kinkamplitude). Diese ist eine Erhaltungsgro¨ße der
Boussinesq- und der Korteweg-de Vries-Gleichung, selbst wenn man hydrodynamische Da¨mpfung
annimmt, wie in [22] gezeigt wurde. Fu¨r eine grundlegende mathematische Theorie der Boussinesq-
Gleichung mit viskoser Da¨mpfung sei auf [56] und die darin angegebenen Referenzen verwiesen.
Grundsa¨tzlich stellt die Annahme einer konstanten Kinkamplitude fu¨r das Soliton eine Na¨herung
dar, da durch die Da¨mpfung Verunreinigungen am Solitonenrumpf auftreten (siehe auch [22, 54, 55])
und dadurch die Kinkamplitude des Solitons abnimmt. Das Soliton wandelt sich in der Gegenwart
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der Da¨mpfung in langsamere Solitonen mit kleinerer Kinkamplitude um. Die Differenz wird von
der Strahlung aufgenommen. Fu¨r die Solitonen mit kleinen Geschwindigkeiten ist dieser Effekt
eher klein, aber fu¨r Hochgeschwindigkeitssolitonen wird dieser Mechanismus der ausschlaggebende.
Grundsa¨tzlich fu¨hrt aber der Rauschterm und die Pra¨senz der langreichweitigen Wechselwirkun-
gen dazu, dass die Abweichungen von der idealen Solitonenform am Rumpf in guter Na¨herung
vernachla¨ssigt werden ko¨nnen.
2.4.1 Kac-Baker-Wechselwirkungen
Zur Untersuchung von Gittersolitonen mit exponentiellen langreichweitigen Wechselwirkungen bie-
tet sich als Ansatz ein sech-Puls an. In den Abbildungen 2.1 war zu sehen, dass in relativen
Koordinaten bei sta¨rkeren langreichweitigen Wechselwirkungen das Soliton bei kleinen Geschwin-
digkeiten unter Beibehaltung seiner sech-Form breiter wird. Bei ho¨heren Geschwindigkeiten nahe
vc bildet sich im Solitonenzentrum ein Kamm aus und das entstehende Peakon zeigt im ganzen
Bereich einen exponentiellen Verlauf.
In absoluten Auslenkungskoordinaten u(x, t) ergibt sich eine Stufenfunktion mit der Amplitude
2Ao =
∫ ∞
−∞
w(x, t)dx , (2.22)
die - wie fu¨r die Boussinesq-Gleichung - eine Erhaltungsgro¨ße des Systems ohne Rauschen darstellt.
Der Kollektivvariablen-Ansatz
u(x, t) = Aotanh
(
γ(t)(x−X(t))) (2.23)
w(x, t) = ∂xu(x, t) = Aoγ(t)sech2
(
γ(t)(x−X(t)) , (2.24)
mit den kollektiven Variablen γ(t) (inverse Breite), X(t) (Position) und 2Ao (Kinkamplitude)
hat auch schon fu¨r die ungesto¨rte Kette im gesamten Geschwindigkeitsbereich qualitativ gute
U¨bereinstimmung mit den Simulationsergebnissen erzielt [57]. Im Grenzfall der Na¨chste-Nachbar-
Wechselwirkung (J → 0) ergibt die Variation nach den kollektiven Variablen fu¨r das ungesto¨rte
System die exakte Soliton-Lo¨sung fu¨r das Boussinesq-Soliton
γ =
√
3
√
v2 − 1
v
, Ao =
√
3
2
√
v2 − 1v , X(t) = vt+Xo . (2.25)
Im Fall des gesto¨rten Systems la¨sst sich zeigen, dass die Lagrangedichte, die durch Anwendung der
Vorschrift (2.20) auf die nicht-lokale Boussinesq-Gleichung in absoluten Auslenkungskoordinaten
∂2t u − λ∂2x∂2t u− (c2 − 1)
κ2∂2x
κ2 − ∂2x
u− ∂2xu+ 2(∂xu)(∂2xu)
−
√
Dhy∂xξ(x, t) = νhy∂2x∂tu (2.26)
fu¨hrt, durch die Ausdru¨cke
L = u
2
t
2
− u
2
x
2
+
u3x
3
+
λ
2
u2xt +
√
Dhyuxξ(x, t)
+
(c2 − 1)κ
4
∫ ∞
−∞
e−κ|x−s|u(x, t)∂2su(s, t)ds (2.27)
Φ = νhy∂2x∂tu (2.28)
gegeben ist. Im Gegensatz zum Rauschterm und den aus der Boussinesq-Gleichung bekannten
Termen ist die Ableitung des langreichweitigen Terms in L nicht auf den ersten Blick ersichtlich.
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Hier wurde ausgenutzt, dass sich der Term ∼ ∂2x/(κ2−∂2x)u(x, t) in (2.26) durch die Variation eines
Terms
L ∼ 1
2
u(x, t)
∂2x
κ2 − ∂2x
u(x, t) =
1
2
∞∑
i=0
u(x, t)
(
∂x
κ
)2i+2
u(x, t) (2.29)
in der Lagrangedichte ergibt, dessen Integraloperator (zu sehen in 2.27) sich durch die Identita¨t
(2.14) ergibt. Nach einer Integration 〈.〉 = ∫ +∞−∞ . dx ergibt sich die Lagrangefunktion L = 〈L〉, die
sich aus der ungesto¨rten Lagrangefunktion des Systems Lo und dem Rauschanteil LN zusammen-
setzt
L = 〈L〉 = Lo + LN
Lo =
(−6 + pi2)
18
A2oγ˙
2
γ3
+
2
3
A2oγ(X˙
2 − 1)− 16
45
A3oγ
2 +
2pi2
45
λ
A2oγ˙
2
γ
+
+
8
15
λA2oγ
3X˙2 − (c
2 − 1)
4
κA2oγ
2I(κ, γ)
LN = Ao
√
Dhyγ
∫ ∞
−∞
sech2[γ(x−X)]ξ(x, t)dx (2.30)
mit ∫ ∞
−∞
∫ ∞
−∞
dx˜ds˜sech2[s˜]tanh[s˜]tanh[x˜] =
γ2
2
I(κ, γ) (2.31)
und
I(κ, γ) = 2κ
2
γ4
Ψ′
(
κ
2γ
)
− 4
γ2
− 4κ
γ3
. (2.32)
Die Identita¨t (2.31) kann durch partielle Integration des entsprechenden Ausdrucks I (mit α = κ)
in [57] gezeigt werden, der fu¨r das ungesto¨rte System nach Einfu¨hrung der mitbewegten Koordinate
z = x− vt (und zweimaliger Integration) berechnet wurde.
2.4.2 Potenzartige Wechselwirkungen
Im Fall der Hilbert-Boussinesq-Gleichung ergeben sich fu¨r Geschwindigkeiten co = v/c ≤ 1.03 (bei
s = 4, J = 0.7877 und damit c = 1.51516) Solitonen, die gut durch Lorentz-fo¨rmige Lo¨sungen
approximiert werden ko¨nnen. Fu¨r gro¨ßere Geschwindigkeiten werden die Lo¨sungen sehr diskret im
Solitonenzentrum und die Hilbert-Boussinesq-Gleichung (als Resultat der Kontinuumsna¨herung)
beschreibt die Lo¨sung nur noch unzureichend. Der Grenzfall J → 0 fu¨hrt auf die Boussinesq-
Gleichung mit sech-fo¨rmigen Solitonen.
Die Lagrangedichte der Hilbert-Boussinesq-Gleichung kann nur fu¨r das absolute Auslenkungsfeld
u(x, t) angegeben werden. Es la¨sst sich zeigen, dass die Variation (2.20) der Lagrangedichte
L = ut
2
− c
2u2x
2
+
u3x
Jpi
+
Jpi
6
uxxH(ux) + λu
2
xx
2
−
√
Dhyuxξ(x, t) (2.33)
auf die Hilbert-Boussinesq-Gleichung
∂2t u− c2∂2xu− λ∂4xu−
Jpi
6
H(∂3xu) + 2∂xu∂xxu =
= νhy∂2x∂tu+
√
Dhy∂xξ(x, t) (2.34)
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fu¨hrt. Der Ansatz fu¨r das Lorentz-fo¨rmige Soliton lautet
u(x, t) = −Aoarctan[σ(t)(x−X(t))]
w(x, t) = − Aoσ(t)
1 + σ(t)2(x−X(t))2 (2.35)
mit den kollektiven Variablen σ(t) (inverse Breite), X(t) (Position) und 2Ao (Kink-Amplitude).
Man kann sich davon u¨berzeugen, dass die Variation der Lagrangefunktion
L = 〈L〉 =
∫ +∞
−∞
dxL =
=
A2opi
4
(
σ˙2
σ3
+ σX˙2
)
− c
2A2opiσ
4
− pi
8
A3oσ
2 +
A2oJΠ
2σ2
48
+
A2opiγσ
3
8
+
√
Dhy
∫ +∞
−∞
dx
Aoσ
1 + σ2(x−X(t))2 ξ(x, t) (2.36)
nach den kollektiven Variablen σ(t), X(t) und Ao im ungesto¨rten Fall (νhy =
√
Dhy = 0) die
korrekten Werte liefert (vergleiche mit [46] fu¨r λ = 0 )
Ao =
Jpi
3
+ 4λσo , σo =
6
piJ
(v2 − c2) , X(t) = vt+Xo , (2.37)
wenn man als Lo¨sung einen koha¨renten Puls mit konstanter Geschwindigkeit annimmt (σ˙ = A˙o = 0,
X˙ = v).
Seite: 27
2.5 Langevin-Systeme
Aus der Kollektivvariablen-Technik lassen sich durch Anwendung von (2.21) auf die im
vorigen Abschnitt berechneten Lagrangefunktionen zwei gekoppelte stochastische Integro-
Differentialgleichungen gewinnen, die die zeitliche Entwicklung der inversen Breite (allgemein als
X1(t) bezeichnet) und der Position (allgemein als X2(t) bezeichnet) beschreiben. Nach der Ver-
nachla¨ssigung kleiner Terme kann man diese Systeme in der Form
dXi
dt
= Ai( ~X) +
∫ +∞
−∞
dxBij( ~X, x)ξ(x, t) (2.38)
schreiben. Der Rauschterm ξ entspricht dem Rauschterm in den Boussinesq-artigen Gleichungen
(2.11 und 2.17). Diese Form ist sehr ungu¨nstig fu¨r weitergehende numerische und eventuelle ana-
lytische Untersuchungen der Dynamik der kollektiven Variablen. Deswegen ist das Ziel dieses Ab-
schnitts, fu¨r die kollektiven Variablen ein Langevin-System (mit unabha¨ngigen Rauschtermen ξj)
dXi
dt
= ai( ~X) + bij( ~X)ξj(t) , 〈ξi(t)ξj(s)〉 = δ(t− s)δij (2.39)
abzuleiten, das statistisch gleichwertig zum System (2.38) ist. Diese Forderung ist erfu¨llt, wenn
man sicherstellen kann, dass beide stochastischen Gleichungen die gleiche Fokker-Planck-Gleichung
fu¨r die Wahrscheinlichkeitsdichte ρ( ~X, t) erfu¨llen. Die Vorschrift zur Berechnung der Fokker-
Planck-Gleichung fu¨r das stochastische Integro-Differentialsystem (2.38) lautet in Stratonovich-
Interpretation [58]
∂tρ = −
∑
i
∂Xi(ρAi) +
1
2
∑
ijkm
∫ +∞
−∞
dx∂Xi
(
Bij∂Xm
[
ρBmk
])
. (2.40)
Es ergibt sich nach einiger Rechnung ein Ausdruck der Form
∂tρ = fo( ~X)ρ+ fX1( ~X)∂X1ρ+ f
X2( ~X)∂X2ρ+ f
X1X2( ~X)∂X1X2ρ
+ fX
2
1 ( ~X)∂2X1ρ+ f
X22 ( ~X)∂2X2ρ . (2.41)
Die Fokker-Planck-Gleichung fu¨r das Langevin-System (2.39) muss nun derart bestimmt werden,
dass es auf die gleichen Funktionen f fu¨hrt. Dieses System ist exakt lo¨sbar, da man mit sechs
Gleichungen sechs unbekannte Funktionen (zwei ai, vier bij) zu bestimmen hat. Die Vorschrift
zur Berechnung der Fokker-Planck-Gleichung (in Stratonovich-Interpretation [59]) aus den noch
unbekannten Diffusions- und Drifttermen bij( ~X) und ai( ~X) lautet
∂ρ = −
∑
i
∂Xi(ρai) +
1
2
∑
ijk
∂Xi
(
bij∂Xk
[
ρbkj
])
. (2.42)
Da bei der Ableitung der Fokker-Planck-Gleichung (2.40) in beiden Fa¨llen (Kac-Baker oder po-
tenzartige Wechselwirkungen) der Mischterm fX1X2 = 0 verschwindet, liegt es nahe, auch in der
Langevin-Gleichung verschwindende Mischterme anzusetzen (b12 = b21 = 0).
In den folgenden Abschnitten wird im Fall der Kac-Baker und der potenzartigen Wechselwirkun-
gen das stochastische Integro-Differentialsystem berechnet und das jeweils statistisch a¨quivalente
Langevin-System bestimmt. Dabei werden in beiden Fa¨llen kleine Terme in den Gleichungen (2.40),
wie beispielsweise Terme proportional zu X¨, vernachla¨ssigt. Diese Na¨herung hat hier andere Gru¨nde
als etwa bei Ratschen-Systemen, bei denen diese Na¨herung zutrifft, wenn man eine u¨berda¨mpfte Dy-
namik annimmt. Im folgenden wird klar, dass die Solitonendynamik von der Zeitskala tr ∼ X21νhyt
abha¨ngt. Fu¨r die betrachteten Solitonen erscheint daher die Zeitableitung einer Gro¨ße in der Ord-
nung O(²4), denn sie besitzen typischerweise inverse Breiten X1 ∼ ² und es werden moderate
Da¨mpfungskoeffizienten von νhy ∼ ²2 angenommen.
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2.5.1 Kac-Baker-Wechselwirkungen
Die Euler-Lagrange-Gleichungen (2.21) fu¨r die Lagrangefunktion (2.30) ergeben (θ = κ/2γ, x¯ =
x−X(t))
4
3
γ˙X˙ − 2
√
Dhyγ2
Ao
∫ ∞
−∞
sech2[γx¯]tanh[γx¯]ξ(x¯, t)dx¯ = −16
15
νhyγ
3X˙ (2.43)
−2(X˙2 − 1) + 16
9
Aoγ − 4(c2 − 1)
[
θ + θ2 + θ4Ψ′′(θ)
]
− 2
√
Dhy
Ao
∫ ∞
−∞
dx¯sech2[γx¯]ξ(x, t)
+
2
√
Dhyγ
Ao
∫ ∞
−∞
dx¯sech2[γx¯]tanh[γx¯]x¯ξ(x¯, t) = 0 , (2.44)
wobei die erste Gleichung aus der Variation nach X(t) und die zweite Gleichung aus der Variation
nach γ(t) und nach der zeitunabha¨ngigen Kinkamplitude Ao (nach Subtraktion) folgt. Bei diesen
Gleichungen wurden bereits kleine Beitra¨ge ∼ γ˙2, ∼ X¨ und ∼ γ¨ vernachla¨ssigt, um analytisch
besser handhabbare Gleichungen zu gewinnen. Eine ungefa¨hre Vorstellung vom Beitrag dieser Ter-
me kann durch das Auswerten der Simulationen gewonnen werden. Eine Klassifikation nach einem
kleinen Parameter γ(t = 0) = γo ∼ ² macht klar, dass diese Terme nur unbedeutend zur Dyna-
mik beitragen. Zu diesem Ergebnis kommt man auch, wenn man die Gleichungen (2.43,2.44) ohne
Rauschterme numerisch lo¨st (z.B. in MATHEMATICA) und mit dem Ergebnis vergleicht, das sich
bei Beru¨cksichtigung der kleinen Terme ergibt. Es ergeben sich praktisch die gleichen numerischen
Werte.
Um eine Gleichung erster Ordnung in X(t) zu erhalten, muss (2.44) zu
X˙2 = v2d
(
1 +
1
v2d
(
− 2
√
Dhy
Ao
∫ ∞
−∞
dxsech2[γx¯]ξ(x, t) +
+
2
√
Dhyγ
Ao
∫ ∞
−∞
dxsech2[γx¯]tanh[γx¯]x¯ξ(x, t)
))
(2.45)
umgeschrieben werden, wobei der Ausdruck vd der Geschwindigkeit des geda¨mpften Solitons ent-
spricht (fu¨r Dhy = 0)
v2d = 1 +
8
9
Aoγ(t)− 2(c2 − 1)
[
θ + θ2 + θ4Ψ′′(θ)
]
. (2.46)
Wenn nun X˙ in (2.43) und vd in (2.45) durch die Startgeschwindigkeit des Solitons v (c < v <
vc ≈ 1.09c) ersetzt wird, zieht man die Wurzel von (2.45) (was zum gewu¨nschten Term X˙ auf
der linken Seite fu¨hrt) und entwickelt den Ausdruck auf der rechten Seite bis zur ersten Ordnung
nach dem kleinen Parameter
√
Dhy. Das Mitnehmen des exakten Ausdrucks fu¨r vd wu¨rde zu sehr
komplizierten Koeffizienten Bij fu¨hren. Als Ergebnis erha¨lt man ein gekoppeltes stochastisches
Integro-Differentialsystem erster Ordnung in den kollektiven Variablen γ(t) und X(t):
(
γ˙
X˙
)
=
(
A1
A2
)
+
∫ ∞
−∞
dx
(
B11 0
B21 B22
)(
ξ
ξ
)
, (2.47)
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mit
A1 = −0.8νhyγ3 , A2 = vd (2.48)
B11 =
3
2
√
Dhyγ2
Aov
sech2
[
γx¯
]
tanh
[
γx¯
]
(2.49)
B21 = −
√
Dhy
2Aov
sech2
[
γx¯
]
(2.50)
B22 =
√
Dhyγ
2Aov
sech2
[
γx¯
]
tanh
[
γx¯
]
x¯ . (2.51)
Mit der im vorigen Abschnitt beschriebenen Prozedur la¨sst sich zeigen, dass das Langevin-System
mit unabha¨ngigen weißen Rauschtermen ξj (j = 1, 2) auf die gleiche Fokker-Planck-Gleichung
(2.41) fu¨hrt: (
γ˙
X˙
)
=
(
a1
a2
)
+
(
b11 0
0 b22
)(
ξ1
ξ2
)
(2.52)
mit
a1 = A1 +
1
4
Dhy
A2ov
2
γ2 , a2 = vd
b11 =
√
3
5
√
Dhy
Aov
γ
3
2
b22 =
√(1
6
+
pi2
180
)√Dhy
Aovγ
1
2
. (2.53)
2.5.2 Potenzartige Wechselwirkungen
Fu¨r die Lagrangefunktion des Gittersolitons fu¨r potenzartige langreichweitige Wechselwirkungen
(2.36) ergeben sich nach Anwendung von (2.21) die folgenden Gleichungen fu¨r die kollektiven Va-
riablen σ(t) und X(t)
σ˙X˙ =
4
√
Dhyσ3
Aopi
∫ ∞
−∞
dx
x¯ξ(x, t)
(1 + σ2x¯2)2
− νhy
2
X˙σ3 (2.54)
(X˙2 − c2) = Aoσ
2
+
λσ2
2
− 8
√
Dhyσ2
piAo
∫ ∞
−∞
dx
x¯2ξ(x, t)
(1 + σ2x¯2)2
(2.55)
mit
Ao =
Jpi
3
+ 4λσ0 , x¯ = x−X(t) , (2.56)
wobei sich (2.54) durch Variation nach X(t) und (2.55) durch Variation nach σ(t) und Ao ergibt.
Wie bei den exponentiellen Wechselwirkungen wurden hier aus den gleichen Gru¨nden die kleinen
Terme ∼ σ˙2, ∼ X¨ und σ¨ vernachla¨ssigt. Die Stimmigkeit dieser Na¨herung kann man wieder explizit
durch Vergleich der numerischen Lo¨sung der Gleichungen (2.54,2.55) fu¨r Dhy = 0 mit dem entspre-
chenden System unter Beibehaltung der vernachla¨ssigten Terme nachpru¨fen. Um eine Gleichung
erster Ordnung in X˙ zu erhalten, kann man wie vorher fu¨r den Kac-Baker-Fall die Geschwindigkeit
des geda¨mpften Solitons einfu¨hren
vd =
√
c2 +
Ao
2
σ(t) +
λ
2
σ(t)2 , (2.57)
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die Wurzel von Gleichung (2.55) ziehen und den Ausdruck auf der rechten Seite bis zur ersten
Ordnung in
√
Dhy entwickeln, wobei der Ausdruck fu¨r vd im stochastischen Teil von (2.55) durch
die Startgeschwindigkeit des Solitons approximiert wird (c < v < 1.03c). Ohne diese Approximation
wu¨rden die stochastischen Gleichungen und die folgende Ableitung der Fokker-Planck-Gleichung
wesentlich umfangreicher, da die Diffusionskoeffizienten Bij in diesem Fall viel komplizierter von
den kollektiven Variablen abha¨ngen wu¨rden. Das stochastische Integro-Differentialsystem lautet
somit (
σ˙
X˙
)
=
(
A1
A2
)
+
∫ ∞
−∞
dx
(
B11 0
0 B22
)(
ξ
ξ
)
, (2.58)
mit
A1 = −νhy2 σ
3 , A2 = vd (2.59)
B11 =
4
√
Dhyσ3
piA0v
(x−X(t))
(1 + σ2(x−X(t))2)2 (2.60)
B22 = −4
√
Dhyσ2
piA0v
(x−X(t))2
(1 + σ2(x−X(t))2)2 . (2.61)
Das statistisch a¨quivalente Langevin-System ergibt sich durch Ausfu¨hren der vorher beschriebenen
Vorgehensweise zu (
σ˙
X˙
)
=
(
a1
a2
)
+
(
b11 0
0 b22
)(
ξ1
ξ2
)
(2.62)
mit
a1 = −νhyσ
3
2
− D
hyσ2
4A2opiv2
, a2 = vd
b11 =
√
Dhyσ
3
2
Ao
√
piv
, b22 =
√
Dhy√
σAo
√
piv
. (2.63)
2.5.3 Struktur der Langevin-Systeme
An dieser Stelle macht es Sinn, die gewonnenen Langevin-Gleichungen fu¨r exponentiell und potenz-
artig abfallende langreichweitige Wechselwirkungen miteinander und mit fru¨heren Ergebnissen auf
der FPU-Kette ohne langreichweitige Wechselwirkungen [22] zu vergleichen. Die beiden Langevin-
Systeme (2.52) und (2.62) ha¨ngen in nahezu identischer Weise von den kollektiven Variablen in-
verse Breite und Position und den Parametern wie der Kinkamplitude, der Startgeschwindigkeit,
der Da¨mpfung und der Temperatur ab. Besonders das Verhalten der Solitonenbreite in Gegen-
wart der Da¨mpfung X˙1 ∼ νhyX31 ist in beiden Fa¨llen identisch. Dieses Verhalten scheint sehr
typisch fu¨r nichtlineare Anregungen zu sein, denn es zeigt sich ebenfalls fu¨r die niederenergetischen
Gittersolitonen der α- und β-FPU-Kette und bei diskreten Breathern im Phononenbad [60]. Die
langreichweitigen Wechselwirkungen scheinen dieses Verhalten wohl nicht prinzipiell zu vera¨ndern,
obwohl die Dynamik fu¨r X1(t) (bei Solitonen mit gleichem co) auch vom numerischen Faktor in
dieser Relation und vor allem vom Startwert der inversen Breite abha¨ngt, der sehr stark von den
langreichweitigen Wechselwirkungen beeinflusst wird (siehe Abbildung 2.1).
Dagegen scheint die deterministische Solitonengeschwindigkeit vd und ihre Abha¨ngigkeit von der
inversen Breite stark von der konkreten Form der langreichweitigen Wechselwirkungen abzuha¨ngen.
Im Fall der exponentiellen Wechselwirkungen ergibt sich ein wesentlich komplizierterer Ausdruck
fu¨r vd als fu¨r die potenzartig-abfallenden Wechselwirkungen.
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2.6 Stochastische Sto¨rungsrechnung
Eine Sto¨rungsrechung fu¨r kleines Rauschen wurde bereits in [22] auf die stochastischen
Kollektivvariablen-Gleichungen erfolgreich angewendet, um einen analytischen Ausdruck fu¨r die
Positionsvarianz des Solitons abzuleiten. Fu¨r langreichweitige Wechselwirkungen wird diese Vorge-
hensweise von der Tatsache gestu¨tzt, dass hier energetisch massivere Anregungen erscheinen, die
stabiler gegen Sto¨rungen sind als Solitonen in der FPU-Kette mit ausschließlich Na¨chste-Nachbar-
Wechselwirkungen. Die prinzipielle Vorgehensweise der Sto¨rungsrechung findet sich in [61] und
besteht aus einer Entwicklung des Systems nach dem kleinen Temperaturparameter
√
Dhy.
Im Anhang C wird mit dieser Methode die vom Rauschen verursachte ra¨umliche Versetzung des
Solitons X(1)2 (t) (in erster Ordnung in
√
Dhy) aus den Langevin-Systemen fu¨r exponentielle und
potenzartige Wechselwirkungen berechnet. Die Komplexita¨t des Resultats
V ar[X(1)2 (t)] = lims→t〈X
(1)
2 (t)X
(1)
2 (s)〉 (2.64)
ha¨ngt sehr davon ab, auf welche Weise der Driftkoeffizient a2(X1(t)) = vd(X1(t)) von der inversen
Breite X1(t) abha¨ngt. Im Fall der Kac-Baker-Wechselwirkungen kann der komplexe Ausdruck fu¨r
vd fu¨r Solitonen mit deutlich kleineren Geschwindigkeiten als vc auf eine lineare und quadratische
Abha¨ngigkeit von der inversen Breite zuru¨ckgefu¨hrt werden. Im Fall der potenzartig abfallenden
Wechselwirkungen ha¨ngt vd ebenfalls linear und quadratisch von der inversen Breite ab, wobei der
lineare Beitrag aber deutlich dominiert.
Die folgenden Na¨herungen fu¨r die Geschwindigkeiten vd fu¨r beide Solitonentypen sind jeweils gut
fu¨r niederenergetische Solitonen. Es gibt im Wesentlichen zwei Gru¨nde, warum diese Na¨herungen
keine echten Einschra¨nkungen darstellen. Zum einen bricht bei hochenergetischen Solitonen die
Approximation durch den gewa¨hlten Kollektivvariablen-Ansatz zusammen und zum anderen lie-
fert die stochastische Sto¨rungsrechnung fu¨r schmale und schnelle Hochenergiesolitonen keine guten
Resultate mehr, da die relativen Formschwankungen (δX1/X1) groß werden und eine Beschra¨nkung
auf das Resultat in erster Ordnung nicht mehr ausreicht. Im Fall der Kac-Baker-Wechselwirkung
wu¨rde das Mitnehmen des Ausdrucks mit der Trigamma-Funktion in (2.46) außerdem auf ho¨chst
komplizierte Ausdru¨cke fu¨hren.
In den folgenden beiden Abschnitten werden die Ergebnisse der Sto¨rungsrechnung fu¨r die beiden
Typen langreichweitiger Wechselwirkungen angegeben. Es wird dabei vor allem auf die gewa¨hlten
Approximationen fu¨r den Ausdruck vd eingegangen und auf das Resultat fu¨r die Positionsvarianz
V ar[X(t)] im Limes großer Zeiten tr >> 1.
2.6.1 Kac-Baker-Wechselwirkungen
Der wichtigste Schritt bei der Sto¨rungstheorie im Fall der Kac-Baker-Wechselwirkungen ist eine
gute Na¨herung des relativ komplizierten Ausdrucks vd (2.46) zu finden, um analytisch auswertbare
Formeln zu erhalten. Eine Expansion der Trigamma-Funktion fu¨r große θ = κ/2γ [62]
Ψ′′(θ) ≈ − 1
θ2
− 1
θ3
− 1
2θ4
+
1
6θ6
(2.65)
ist relativ gut fu¨r die Werte θ(t = 0) ∈ [1.5, 3], die man fu¨r Solitonen auf der FPU-Kette mit
langreichweitigen Wechselwirkungen (α ≈ 0.3 , J ≈ 0.1) erha¨lt. Auf gro¨ßeren Zeitskalen tr > 1
(die fu¨r die Diffusion des Solitons ausschlaggebend sind) ergeben sich wegen der Verbreiterung
der Solitonen in Gegenwart der Da¨mpfung aber zwangsla¨ufig ausreichend große Werte fu¨r θ. Im
Rahmen dieser Na¨herung la¨sst sich zeigen, dass die deterministische Solitonengeschwindigkeit linear
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und quadratisch von γ abha¨ngt:
vd =
√
1 +
8
9
Aoγ(t)− 2(c2 − 1)
[
θ + θ2 + θ4Ψ′′(θ)
]
≈
√
1 +
8
9
Aoγ(t)− 2(c2 − 1)
[− 1
2
+
1
6θ2
]
≈ c
√
1 +
8
9
Ao
c2
γ(t)− 4
3
(c2 − 1)
c2κ2
γ2
≈ c+ 4
9
Ao
c
γ(t)− ( 8
81
A2o
c3
+
2
3
(c2 − 1)
cκ2
)
γ(t)2 . (2.66)
Mit diesem Ausdruck ergeben sich die im Anhang C nachzulesenden stochastischen Gleichungen
fu¨r die Korrektur des Solitonenortes in erster Ordnung, mit der fu¨r genu¨gend kleine Temperaturen
die Positionsvarianz V ar[X(1)2 (t)] ≈ V ar[X(t)] beschrieben werden kann. Bei der Berechnung von
V ar[X(1)2 (t)] = lims→t < X
(1)
2 (t)X
(1)
2 (s) > (2.67)
ergibt sich ein sehr la¨nglicher Ausdruck, der von Parametern wie Dhy, νhy, Ao und verschiedenen
Potenzen von tr abha¨ngt. Nach dem Umschreiben der Formel la¨sst sich der Term bestimmen, der
fu¨r große tr den Ausdruck dominiert:
V ar[X(t)]inf =
1
64
Dhy
c2v2ν1.5hy
t3/2 . (2.68)
Nach der Berechnung des entsprechenden Ausdrucks fu¨r potenzartige Wechselwirkungen im fol-
genden Unterabschnitt werden die beiden Resultate verglichen und die qualitativen Unterschiede
herausgestellt.
2.6.2 Potenzartige Wechselwirkungen
Fu¨r die potenzartig abfallenden harmonischen Wechselwirkungen ergibt sich ein weitaus weniger
komplexer Ausdruck fu¨r die deterministische Solitonengeschwindigkeit vd als fu¨r den Kac-Baker-
Fall. Dieser Ausdruck kann wegen der Kleinheit des Parameters λ = 1/12 − J/24 < Ao weiter
vereinfacht werden:
vd =
√
c2 +
Ao
2
σ(t) +
λ
2
σ2(t) ≈ c
√
1 +
Ao
2c2
σ(t)
≈ c+ Ao
4c
σ(t) . (2.69)
Mit der im Anhang C beschriebenen Vorgehensweise erha¨lt man nach einiger Rechnung (in erster
Ordnung in
√
Dhy) ein relativ la¨ngliches Resultat fu¨r die Positionsvarianz des Solitons, das lediglich
von der reduzierten Zeit tr = νhyσ2ot abha¨ngt:
V ar[X(t)] = Dhy
(
A2o[−16(−1 +
√
η) + (η − 1)(18− 10√η + (η − 1)(η + 2))]
60A2oc2ν3hypiσ
3
ov
2η
3
2
− 2c
2ν2hyη(−1 +
√
η − (η − 1)(η + 1))
3A2oc2ν3hypiσ
3
ov
2η
3
2
)
(2.70)
mit
η = 1 + tr = 1 + σ2oνhyt . (2.71)
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Um leichter handhabbarere Ausdru¨cke und eine Vorstellung von der Zeitabha¨ngigkeit der Positi-
onsvarianz zu gewinnen, werden aus dem Resultat die dominierenden Beitra¨ge fu¨r große (tr >> 1)
und kleine (tr << 1) Zeiten berechnet. Technisch gesehen entwickelt man die Ausdru¨cke, in denen
η auftaucht, fu¨r kleine tr fu¨r kleine Zeiten (oder kleine 1/tr fu¨r große Zeiten) und u¨bernimmt nur
den fu¨hrenden Term. Das Ergebnis fu¨r kleine Zeiten lautet
V ar[X(t)]0 =
4
3
Dhy
A2opiσ
2
ov
2
t . (2.72)
Das im Grenzfall großer Zeiten gu¨ltige Resultat
V ar[X(t)]inf =
Dhy
60c2ν1.5hy piv
2
t3/2 (2.73)
ist das ausschlaggebende fu¨r das Diffusionsverhalten des Solitons.
Der U¨bergang zwischen den beiden Grenzwerten erfolgt in typischen Zeiten von einigen wenigen
1/(νhyσ2o) und zeigt einen sta¨rkeren zeitlichen Anstieg als ∼ t3/2.
2.6.3 Diffusionsverhalten
Die Ergebnisse der stochastischen Sto¨rungsrechung fu¨r Solitonen auf FPU-Ketten mit den beiden
betrachteten Typen von langreichweitigen Wechselwirkungen zeigen fu¨r große Zeiten das gleiche
Diffusionsverhalten V ar[X] ∼ t3/2. Dieses Ergebnis gilt auch fu¨r Solitonen auf der FPU-Kette [22],
da die Kette im Fall des Kac-Baker-Potenzials im Grenzfall J → 0 einer FPU-Kette mit kubischer
Anharmonizita¨t entspricht. Da die Lebensdauer der niederenergetischen Solitonen in [22] wesentlich
ku¨rzer ist als fu¨r gleich schnelle Solitonen in Ketten mit zusa¨tzlichen langreichweitigen Wechsel-
wirkungen, wurden in den Simulationen in U¨bereinstimmung mit den analytischen Resultaten vor
allem quadratische Abweichungen vom linearen (normalen) Zeitverhalten beobachtet. Diese Er-
gebnisse fu¨gen sich gut mit den neuen Resultaten zusammen, denn die Solitonen der FPU-Kette
erreichen nicht den Zeitbereich mit der typischen t3/2-Abha¨ngigkeit. Da in [22] langsame Solitonen
mit co < 1.01 mit relativ großer Breite untersucht wurden, konnten die Solitonen nur bis zu Zeiten
tr ∼ 1 nachgewiesen werden. Im Fall der langreichweitigen Wechselwirkungen sollte es grundsa¨tzlich
leichter sein, Zeiten tr >> 1 zu erreichen, da die Solitonen durch die langreichweitigen Wechselwir-
kungen mehr Energie haben als ihre Gegenstu¨cke auf den Ketten mit Na¨chste-Nachbar-Potenzialen.
Außerdem haben die langreichweitigen Potenziale den Effekt, Solitonen mit ho¨heren Geschwindig-
keiten co ≈ 1.07 zu stabilisieren, die durch ihre relativ geringe Breite sehr bald (gemessen in t) in
den Bereich tr >> 1 vorstoßen.
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2.7 Simulationen
In diesem Kapitel geht es darum, die in Simulationen der verrauschten langreichweitigen FPU-
Kette (2.7) gemessenen Positionsvarianzen von Solitonen mit verschiedenen Geschwindigkeiten co
mit den analytischen Ergebnissen des letzten Abschnitts zu vergleichen.
Im Fall der exponentiellen Wechselwirkungen werden die Simulationsergebnisse mit der numeri-
schen Lo¨sung des Langevin-Systems (2.52) verglichen, um eventuelle Einflu¨sse der Vereinfachungen
bei der stochastischen Sto¨rungsrechnung ausschließen zu ko¨nnen. Vergleiche mit dem Ergebnis der
Sto¨rungsrechnungen zeigen kleine, aber merkliche Abweichungen. Im Fall der Lorentz-fo¨rmigen So-
litonen zeigt das analytische Ergebnis (2.70) aus der Sto¨rungsrechnung einen Verlauf, der nahezu
identisch zur numerischen Lo¨sung des Langevin-Systems (2.62) ist. Deshalb wird in diesem Fall
die in den Simulationen gemessene Positionsvarianz direkt mit den Ergebnissen (2.73) und (2.70)
verglichen.
In dem darauf folgenden Abschnitt wird die Positionsvarianz von einem Lorentz-fo¨rmigen (”alge-
braischen“) und einem sech-fo¨rmigen (”exponentiellen“) Soliton gegenu¨bergestellt, wobei durch die
Wahl der Parameter J und α sichergestellt wird, dass die beiden Solitonen die gleiche Geschwin-
digkeit v = 1.03 c und die gleiche Energie H = 1.09 zu Beginn der Simulation besitzen; sie sind in
Abbildung 2.2 dargestellt. Eine Analyse der Resultate (2.68) und (2.73) fu¨r sehr lange Zeiten erkla¨rt
die in der Simulation festgestellten Unterschiede bezu¨glich der asymptotischen t3/2-Abha¨ngigkeit
der Positionsvarianz und den Einfluss der Solitonengestalt auf dieses universelle Verhalten.
Aber vorher soll mit einigen Bemerkungen zur Implementierung des Codes und der Erzeugung
der Soliton-Lo¨sungen als Anfangsbedingungen auf die prinzipielle Vorgehensweise bei der Numerik
eingegangen werden.
2.7.1 Vorbemerkungen
Die Zeitintegration der Bewegungsgleichungen (2.7) wurde mit Hilfe des Heun-Algorithmus durch-
gefu¨hrt, der in der Vergangenheit bereits vielfach auf partielle Differentialgleichungen und Git-
tergleichungen in der Pra¨senz von additivem oder multiplikativem Rauschen angewendet wurde.
Periodische Randbedingungen wurden benutzt, um lange Simulationszeiten von Systemen mit typi-
scherweise N = 3000 Partikeln zu ermo¨glichen. Die Systeme waren dabei stets gro¨ßer als der in den
Simulationen verwendete Abschneidewert (cut-off value), bis zu dem die langreichweitigen Wechsel-
wirkungen beru¨cksichtigt wurden. Fu¨r exponentielle Wechselwirkungen lag der Wert beispielsweise
bei INT(50/α). Da bei langreichweitigen Wechselwirkungen die beno¨tigte CPU-Zeit zum Lo¨sen des
Systems quadratisch mit der Systemgro¨ße N skaliert, ist der numerische Aufwand sehr viel gro¨ßer
als bei der FPU-Kette mit Na¨chste-Nachbar-Wechselwirkung. Die Rechenzeit (bei einem Zeitschritt
von h = 0.01) fu¨r einen Simulationslauf bis t = 10000 und einem α ≈ 0.3 betra¨gt auf einem 3 GHz
Xeon-CPU etwa 24 Stunden. Um die Varianz des Solitonenortes zu messen, wurde die selbe Simula-
tion 100 mal mit verschiedenen Zufallszahlen wiederholt. Die zu bewa¨ltigende Rechenzeit fu¨r die im
folgenden dargestellten Simulationsla¨ufe betra¨gt also mehrere 100 Tage, weshalb fu¨r diese Arbeit
die Benutzung eines CPU-Clusters oder einer anderen parallelen Rechnerarchitektur unabdingbar
war.
Fu¨r die Messung des Solitonenortes wurde eine Methode gewa¨hlt, die der Bestimmung des Schwer-
punktes einer eindimensionalen Massenverteilung entspricht, wobei das Quadrat wi(t)2 der relativen
Auslenkungskoordinate am Ort i die Rolle einer Masse spielt:
X(t) =
∑
i∈F i wi(t)
2∑
i∈F wi(t)2
. (2.74)
Durch die relativ massiven Soliton-Lo¨sungen in der Pra¨senz langreichweitiger Wechselwirkungen ist
das Solitonenprofil trotz des verwendeten Rauschens stets klar erkennbar. Diese Methode der Orts-
bestimmung ist einer Fit-Methode u¨berlegen. Das trotz des Rauschens relativ glatte Stufenprofil
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des Solitons in absoluten Auslenkungskoordinaten un(t) wurde verwendet, um den Messbereich F
festzulegen. Eine Summierung u¨ber das ganze System wu¨rde fu¨r große N stets den Wert N/2 lie-
fern. Die Breite des Solitons kann dagegen nur durch Anpassen der Datenpunkte an eine gewa¨hlte
Formfunktion bestimmt werden.
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Abbildung 2.3: Simulationsergebnisse fu¨r die Positionsvarianz von Solitonen mit co = 1.05 auf einer
anharmonischen Kette mit J = 0.1, α = 0.3, c = 1.51516, νhy = 0.01 mit T = 0 (schwarze Linie)
und T = 5 ·10−5H (rote Linie), wobei H die Energie der ungesto¨rten Solitonen darstellt. Die beiden
Solitonen zeigen nach einer Zeit von 66 ν−1hy unterschiedliche Positionen.
In Abbildung 2.3 sind zwei Solitonen mit Startgeschwindigkeit co = 1.05!c auf einer anharmoni-
schen Kette mit Kac-Baker-Wechselwirkungen (α = 0.3, J = 0.1) nach einer Zeit von 66 ν−1hy zu
sehen. Fu¨r ein Soliton (rote Linie) wurde neben der Da¨mpfung νhy = 0.01 ein Rauschterm mit der
Sta¨rke T = 5 · 10−5H angenommen, wobei H die Energie der ungesto¨rten Solitonen entspricht. Im
Vergleich mit dem Soliton auf der geda¨mpften Kette (schwarze Linie) ist neben der Fluktuationen
in der Solitonenform deutlich ein ra¨umliche Versetzung zwischen den beiden Solitonen zu erkennen.
Zu Beginn der Simulation wird die Kette mit der Soliton-Lo¨sung initialisiert, die sich aus der un-
gesto¨rten Boussinesq-artigen Gleichung ergibt, die den Kontinuumslimes des behandelten Systems
beschreibt. Regionen auf der Kette weit weg vom Soliton werden mit wi(0) = 0 und w˙i(0) = 0
initialisiert. Da die Kette (ohne Soliton) in typischen Zeiten ∼ 1/νhy thermalisiert, sollten Ein-
schalteffekte fu¨r die gewa¨hlten Simulationszeiten t ≈ 100/νhy keine Rolle spielen.
Die Soliton-Lo¨sungen fu¨r die exponentiellen langreichweitigen Wechselwirkungen sind in impliziter
Form in [30] angegeben. Bei den hier gezeigten Simulationen wurden die Lo¨sungen aber durch eine
numerische Integration (siehe Anhang D) bestimmt, was einfacher zu implementieren ist. Im An-
hang D wird gezeigt, dass die in [30] abgeleitete Solitonengleichung fu¨r die Anregungen mit v ≤ vc
auf eine Bernoullische Differentialgleichung zuru¨ckgefu¨hrt werden kann.
Fu¨r die algebraischen Solitonen werden die vorher erwa¨hnten Lo¨sungen der ungesto¨rten Boussinesq-
Hilbert-Gleichung (2.37) verwendet. Da diese ein Ergebnis der Kontinuumsna¨herung darstellen,
erha¨lt man keine guten Resultate fu¨r relativ diskrete Solitonen mit co ≥ 1.03. Deshalb sind in sol-
chen Fa¨llen relativ lange Simulationsla¨ufe no¨tig, bis sich durch Abstrahlung von kleinamplitudigen
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Sto¨rungen am Solitonenrumpf eine ungesto¨rte Lo¨sung des Systems (mit kleinerer Geschwindigkeit
als v(t = 0)) ergibt.
2.7.2 Kac-Baker-Wechselwirkungen
Da das Ergebnis der stochastischen Sto¨rungsrechnung erst durch die Na¨herung der determinis-
tischen Solitonengeschwindigkeit (2.66) zu Stande gekommen ist, werden die Simulationsergeb-
nisse mit der numerischen Lo¨sung des Langevin-Systems (2.52) verglichen. Um die Rolle der
Rauschterme ξ1 und ξ2 in (2.52), die die stochastischen Einflu¨sse auf die Solitonenform und
Solitonenposition darstellen, besser unterscheiden zu ko¨nnen, werden zusa¨tzlich die Varianzen
V ar[X]b11=0 und V ar[X]b22=0 berechnet. Sie bezeichnen das Ergebnis aus der numerischen Lo¨sung
des Langevin-Systems, wenn der im Index erscheinende Diffusionskoeffizient per Hand zu Null
gesetzt wird und die berechnete Positionsvarianz nur vom belassenen Prozess stammt. Obwohl
die Positionsvarianz nicht in die Anteile V ar[X]b11=0 und V ar[X]b22=0 zerlegt werden kann,
V ar[X]Langevin 6= V ar[X]b11=0 + V ar[X]b22=0, zeigt ein Vergleich der beiden Terme deutlich, dass
die Diffusion V ar[X]Langevin der Gittersolitonen sehr stark vom Rauschen der Solitonenform do-
miniert wird (V ar[X]Langevin ≈ V ar[X]b22=0). Die Werte fu¨r α und J sind im folgenden immer so
gewa¨hlt, dass sich eine konstante Schallgeschwindigkeit c = 1.51516 ergibt, was zur Folge hat, dass
sich fu¨r gro¨ßere Wechselwirkungsradien α−1 kleinere Werte fu¨r die Kopplung ergeben.
In Abbildung 2.4 ist die in den Simulationen gemessene Positionsvarianz und die Ergebnisse der
numerischen Lo¨sung des Langevin-Systems (2.52), V ar[X]Langevin, V ar[X]b11=0 und V ar[X]b22=0
fu¨r α = 0.3 und J = 0.1 fu¨r drei verschiedene Solitonengeschwindigkeiten co = {1.03, 1.05, 1.07}
dargestellt. In Abbildung 2.5 sind die gleichen Ergebnisse fu¨r Solitonen auf einer Kette mit
α = 0.2 und J = 0.046819 gezeigt. Zum einen ist festzustellen, dass sich eine qualitativ sehr gu-
te U¨bereinstimmung zwischen den Simulationsergebnissen und den Resultaten fu¨r V ar[X]Langevin
ergibt. Die Tatsache, dass die U¨bereinstimmung fu¨r den kleineren Wert α = 0.2 besser ist als fu¨r
den Wert α = 0.3 spricht dafu¨r, dass die betriebenen analytischen Rechnungen den Effekt der
langreichweitigen Wechselwirkungen in der richtigen Weise widerspiegeln. Besonders der Einfluss
der Formfluktuationen auf die Positionsvarianz, der zum Ergebnis V ar[X]b22=0 fu¨hrte, gibt die Si-
mulationsergebnisse im Fall α = 0.2 nahezu exakt wieder. Neben der guten U¨bereinstimmung fu¨r
genu¨gend große Zeiten fa¨llt noch auf, dass der durch die Formschwankungen des Solitons verur-
sachte superdiffusive Beitrag von V ar[X]b22=0 praktisch identisch mit der Lo¨sung V ar[X]Langevin
ist, was besonders im Fall der hochenergetischen Solitonen mit großem co ≥ 1.05 zutrifft. Hier tritt
die gute U¨bereinstimmung auch fru¨her ein, was zu erwarten ist, da bei großen Werten γo (kleinen
Breiten) die Zeitskala tr schneller mit t anwa¨chst.
Die Tatsache, dass die theoretischen Werte tendenziell kleiner sind als die der Simulation, kann mit
dem Argument begru¨ndet werden, dass in der Theorie keine Soliton-Phonon-Wechselwirkungen
angenommen wurden. Diese fu¨hren aber in der Simulation zu gro¨ßeren Positionsvarianzen, weil es
dadurch zu zusa¨tzlichen Ortsversetzungen des Solitons kommt. Diese Schlussfolgerung wurde auch
schon in [22] gezogen und analytisch an Toda-Systemen nachgewiesen [24]. Insbesondere die Dis-
krepanzen zwischen den Simulationswerten und den Lo¨sungen V ar[X]b11=0 und V ar[X]b22=0 fu¨r
kleine Zeiten (siehe Insets von Abbildung 2.4 und 2.5) lassen auf Soliton-Phonon-Streuereignisse
schließen. Die Werte von V ar[X]b22=0 sind bei diesen Zeiten zu klein und ihr Verlauf zeigt eine
andere Zeitabha¨ngigkeit. Die Werte V ar[X]b11=0, die vom Rauschterm ξ
2 verursacht werden, der
direkt auf die Position wirkt, zeigen auch eine lineare Zeitabha¨ngigkeit (wie die Werte der Simu-
lationen fu¨r genu¨gend kleine Zeiten), sind jedoch meist um einen Faktor zwei kleiner. A¨hnliche
Verla¨ufe haben sich bei der Diffusion niederenergetischer Solitonen der FPU-Kette mit Na¨chste-
Nachbar-Wechselwirkungen fu¨r die gesamte Simulationszeit gezeigt. Mit Simulationen und durch
Vergleich mit der Toda-Kette [22, 24] wurde gezeigt, dass der nichtdissipative Anteil der beobach-
teten Solitonendiffusion auf Phononeneinflu¨sse zuru¨ckgeht.
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Abbildung 2.4: Simulationsergebnisse fu¨r die Positionsvarianz unterschiedlicher Solitonen (co = 1.03
in (a), co = 1.05 in (b) und co = 1.07 in (c)) auf einer Kette mit J = 0.1, α = 0.3, νhy = 0.01
und T = 0.0001 . Die Ergebnisse V ar[X]b11=0 und V ar[X]b22=0 wurden durch (numerisches) Lo¨sen
des Systems (2.52) fu¨r b11 = 0 und b22 = 0 erhalten. Das Ergebnis fu¨r V ar[X]b22=0 illustriert die
Dominanz des superdiffusiven Mechanismus.
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Abbildung 2.5: Simulationsergebnisse fu¨r die Positionsvarianz unterschiedlicher Solitonen (co =
1.03 in (a), co = 1.05 in (b) und co = 1.07 in (c)) auf einer anharmonischen Kette mit J =
0.046819, α = 0.2, νhy = 0.01 und T = 0.0001. Die Ergebnisse V ar[X]b11=0 und V ar[X]b22=0
wurden durch (numerisches) Lo¨sen des Systems (2.52) fu¨r b11 = 0 und b22 = 0 erhalten. Das
Ergebnis fu¨r V ar[X]b22=0 illustriert die Dominanz des superdiffusiven Mechanismus. Das schnelle
Anwachsen der Simulationsergebnisse in der Na¨he von t = 0 in (a) stammt von Ungenauigkeiten
bei der Positionsbestimmung (2.74) und ist typisch fu¨r relativ breite Solitonen.
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Der superdiffusive Teil der Simulationsergebnisse kann stets sehr gut an quadratische und kubische
Terme angepasst werden. Auf diese Beobachtung wird im na¨chsten Abschnitt weiter eingegangen.
Sie ist konsistent mit den Beobachtungen in [22], wo als Korrektur zur normalen Solitonendif-
fusion ein quadratischer Beitrag erscheint, was besonders gut fu¨r schnellere KdV-artige Solito-
nen (co ≥ 1.007) zu sehen ist. Dieser Geschwindigkeitsbereich entspricht im Fall der nicht-lokalen
Boussinesq-Gleichung dem Bereich kleiner Geschwindigkeiten mit sehr breiten Soliton-Lo¨sungen,
die eher kollektive Anregungen des Systems darstellen (z.B. Abbildung 2.1 fu¨r co = 1.01). In die-
sem Bereich sind die superdiffusiven Beitra¨ge sehr klein und es zeigt sich vorwiegend eine lineare
Zeitabha¨ngigkeit. Die Ergebnisse a¨hneln denen fu¨r die Solitonen in Abbildung 2.4 und 2.5 fu¨r kleine
Zeiten, was dadurch erkla¨rt werden kann, dass im Fall breiter Solitonen der Bereich kleiner Zeiten
tr < 1 (in dem die normale Diffusion vorherrscht) im ganzen Zeitbereich der Simulationen t ≤ 10000
zutrifft.
Neben der numerischen Lo¨sung des Langevin-Systems sei noch angemerkt, dass das Resultat der
stochastischen Sto¨rungsrechnung V ar[X]small noise expansion ebenfalls gute U¨bereinstimmung mit
den Simulationsergebnissen und mit V ar[X]Langevin erzielt. Anstatt mehrere Vergleiche mit den
oben gezeigten Simulationswerten fu¨r α = 0.3 und α = 0.2 anzugeben, soll die Qualita¨t der
U¨bereinstimmung an einem typischen Beispiel demonstriert werden. In Abbildung 2.6 sind die
Simulationsergebnisse fu¨r α = 0.2 und co = 1.03 mit den Werten V ar[X]Langevin und dem Ergebnis
der Sto¨rungsrechnung abgebildet. Die U¨bereinstimmung ist fu¨r ho¨here Solitonengeschwindigkeiten
co weniger gut, da die Werte V ar[X]small noise expansion tendenziell zu groß sind. Die gleiche Tendenz
findet sich spa¨ter bei schnellen diskreten algebraischen Solitonen wieder. Fu¨r schma¨lere Solitonen
scheint die Sto¨rungsrechnung in erster Ordnung nicht auszureichen, da die relativen Formschwan-
kungen fu¨r schma¨lere Solitonen sta¨rker sind.
Ein Vergleich mit dem Langzeitlimes V ar[X]inf ist im Fall der hier gezeigten Solitonen wenig sin-
voll, da der Bereich tr >> 1 durch die großen Werte der Solitonenbreite γ−1o bei sehr viel gro¨ßeren
Zeiten t >> 10000 liegt.
2.7.3 Na¨chste-Nachbar-Wechselwirkungen
Die Theorie fu¨r die exponentiellen Kac-Baker-Wechselwirkungen gilt ebenfalls im Grenzfall
der FPU-Kette mit Na¨chste-Nachbar-Wechselwirkungen (J = 0), da in beiden Fa¨llen der
Kollektivvariablen-Ansatz eine gute Approximation der Solitonengestalt darstellt. Die Ergebnisse
in diesem Fall stimmen gut mit den fru¨heren Untersuchungen [22, 24, 27] u¨berein. Der superdiffusive
Mechanismus ist prinzipiell der gleiche. Doch da die Solitonen der FPU-Kette wesentlich schmaler
sind (siehe Abbildung 2.1), verhindern Diskretheitseffekte vergleichbar hohe Solitonengeschwindig-
keiten wie im Fall langreichweitiger Wechselwirkungen. Bei den KdV-artigen Solitonen in [22] ist
die normale Diffusion dominierend fu¨r kleine Solitonengeschwindigkeiten von etwa co = 1.005, da
die superdiffusiven Effekte erst bei Zeiten auftreten, bei denen niederenergetische Solitonen bereits
vom Rauschen und der Da¨mpfung zersto¨rt wurden. Fu¨r gro¨ßere Geschwindigkeiten wie co = 1.01
oder co = 1.02 dominieren bereits superdiffusive Effekte (siehe Abbildung 2.7).
Zusammenfassend la¨sst sich feststellen, dass die Solitonen auf Ketten mit langreichweitigen Wech-
selwirkungen sta¨rker von superdiffusiven Effekten kontrolliert werden, da fu¨r sie ho¨here Geschwin-
digkeiten und la¨ngere Lebensdauern mo¨glich sind.
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Abbildung 2.6: Simulationsergebnisse fu¨r die Positionsvarianz eines Solitons mit co = 1.03 auf einer
anharmonischen Kette mit J = 0.046819, α = 0.2, c = 1.51516, νhy = 0.01 und T = 0.0001. Die
Ergebnisse stimmen gut mit der numerischen Lo¨sung des Langevin-Systems (2.52) u¨berein. Das
Ergebnis der stochastischen Sto¨rungsrechung reproduziert die Werte der numerischen Lo¨sung des
Langevin-Systems qualitiativ gut.
2.7.4 Potenzartige Wechselwirkungen
Fu¨r die Simulationen der anharmonischen Kette mit potenzartig abfallenden langreichweitigen
Wechselwirkungen wurden die Parameter J = 0.7877, T = 0.0001 und νhy = 0.01 gewa¨hlt, da-
mit die Schallgeschwindigkeit c = 1.51516 und die Da¨mpfungs- und Rauschsta¨rke die gleiche ist
wie im Fall der Kac-Baker-Wechselwirkungen. Da wegen der Festlegung auf s = 4 kein langreich-
weitiger Parameter (wie α) zur Variation des Wechselwirkungsradius zur Verfu¨gung steht, ist als
einziger Parameter die Solitonengeschwindigkeit frei wa¨hlbar. Wie bereits in Abbildung 2.2 zu se-
hen ist, fu¨hren die Kac-Baker-Wechselwirkungen zu tendenziell breiteren Solitonen. Fu¨r co = 1.01
ergibt sich eine deutlich schma¨lere und ho¨here Soliton-Lo¨sung als fu¨r ein energetisch a¨quivalentes
exponentielles Soliton.
Bei den Lorentz-fo¨rmigen Solitonen erha¨lt man fu¨r co = 1.03 (σo ≈ 0.3) bereits eine relativ diskrete
Anregung. Es gelang in den Simulationen nicht, Solitonen mit ho¨heren Geschwindigkeiten zu gene-
rieren, aber fu¨r diese Anregungen wa¨re eine Kontinuumsbeschreibung sowieso stark fehlerbehaftet.
In der Abbildung 2.8 werden die Ergebnisse aus den Simulationen fu¨r co = 1.01 und co = 1.03
mit dem Resultat der Sto¨rungsrechnung (2.70) verglichen. In beiden Fa¨llen ergibt sich eine gute
U¨bereinstimmung zwischen den Simulationsergebnissen und V ar[X]small noise expansion. Wie bereits
im Fall der Kac-Baker-Wechselwirkungen erwa¨hnt, erwartet man aus den Langevin-Systemen fu¨r
die Positionsvarianz kleinere Werte als die in den Simulationen gemessenen, weil in der Theorie kei-
ne Soliton-Phonon-Wechselwirkungen beru¨cksichtigt sind. Die in den Simulationsergebnissen bei
kleinen Zeiten vorkommenden Diskrepanzen mit dem analytischen Resultat (z.B. fu¨r co = 1.01)
kommen wohl durch diesen Effekt zustande. Dafu¨r spricht, dass man dieses Problem gleichermaßen
fu¨r exponentielle Solitonen feststellt [22, 24]. Die im Fall von co = 1.03 beobachteten, tendenziell zu
großen Werte fu¨r V ar[X]small noise expansion lassen sich durch die diskrete Struktur dieses Solitons
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Abbildung 2.7: Positionsvarianz fu¨r unterschiedliche Solitonengeschwindigkeiten (co = 1.01 in (a)
und co = 1.02 in (b)) auf einer Kette mit Na¨chste-Nachbar-Wechselwirkungen (J = 0, c = 1) und
νhy = 0.003 und T = 5 · 10−6.
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begru¨nden. Dieses Verhalten wurde ebenfalls bei relativ diskreten Solitonen auf Ketten mit Kac-
Baker-Wechselwirkungen beobachtet und ist typisch fu¨r stark fluktuierenden Solitonen wegen der
Beschra¨nkung auf die Korrekturen in erster Ordnung in der stochastischen Sto¨rungsrechnung. Die
Abbildung 2.8: Positionsvarianz fu¨r ein Soliton mit co = 1.01 und co = 1.03 auf der anharmonischen
Kette mit potenzartig abfallenden langreichweitigen Wechselwirkungen (J = 0.7877, s = 4). Es wird
das Resultat der Sto¨rungsrechnung (2.70) mit den Simulationsergebnissen verglichen.
Tatsache, dass das Soliton sein Langzeitverhalten erst fu¨r große Zeiten tr >> 1 erreicht, hat bei
den exponentiellen Solitonen einen direkten Nachweis der t3/2-Charakteristik in den Simulationen
verhindert. Im Fall der schmalen algebraischen Solitonen besteht die Mo¨glichkeit, diese Vorhersage
der Theorie innerhalb der bisher verwendeten Simulationszeiten t = 10000 zu testen. Da fu¨r das
Soliton mit co = 1.03 (σo ≈ 0.3) tr = 1 fu¨r t ≈ 1111 gilt, ist zwar fu¨r t ≤ 10000 noch keine
sehr gute U¨bereinstimmung mit V ar[X]inf (2.73) zu erwarten. Man kann aber in Abbildung 2.9
deutlich sehen, dass sich die Simulationsergebnisse (von unten) an das Resultat des Langzeitlimes
V ar[X]inf anna¨hern.
Bei dieser Gelegenheit sei angemerkt, dass der Ausdruck V ar[X]h
V ar[X(t)]h ≈ D60c2ν2hypiσ3ov2
t3r
t1.5r + 1.5
√
tr
, (2.75)
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auf den man im Zuge der Ableitung des Ergebnisses V ar[X]inf sto¨ßt, eine im ganzen Zeitbereich t ≤
10000 ausgezeichnete Approximation der Simulationsergebnisse darstellt. Im Fall der exponentiellen
Solitonen findet man eine a¨hnlich gute U¨bereinstimmung durch die Anpassung eines kubischen
Polynoms an die Simulationsergebnisse.
Abbildung 2.9: Die Positionsvarianz fu¨r ein Hochgeschwindigkeitssoliton (co = 1.03) auf der an-
harmonischen Kette mit potenzartig abfallenden langreichweitigen Wechselwirkungen (J = 0.7877,
s = 4). Es sind die Simulationsergebnisse und die zwei verschiedenen Langzeitna¨herungen fu¨r
(2.70) V ar[X(t)]inf (2.73) und V ar[X(t)]h (2.75) dargestellt. Fu¨r Zeiten t ≈ 10000 (tr ≈ 9) ist
das Langzeitverhalten noch nicht erreicht, aber die Simulationsergebnisse na¨hern sich dem Resul-
tat V ar[X(t)]inf deutlich an, wohingegen V ar[X(t)]h im ganzen Zeitbereich eine ausgezeichnete
Approximation darstellt.
2.7.5 Einfluss der Solitonenform
Solitonen auf Ketten mit langreichweitigen Wechselwirkungen sind energiereicher als die Solito-
nen der FPU-Kette und zeichnen sich sogar in der Gegenwart von thermischen Fluktuationen und
Da¨mpfung durch eine lange Lebensdauer aus. Die breiten Solitonen mit niedrigen Geschwindig-
keiten werden kaum von der Da¨mpfung beeinflusst, da die Partikel im Solitonenprofil nur geringe
relative Geschwindigkeiten w˙i(t) haben.
Die wichtigste Reaktion auf das thermische Rauschen stellt die Superdiffusion der Solitonen dar,
die durch Fluktuationen der inversen Solitonenbreite u¨ber den Driftkoeffizienten vd auf die Soli-
tonenposition wirkt. Da die Superdiffusion (die sehr gut von den Langevin-Systemen beschrieben
wird) nach diesen U¨berlegungen stark von der Solitonengeschwindigkeit vd abha¨ngt, liegt es nahe zu
vermuten, dass sie prima¨r von der Solitonenform kontrolliert wird. Diese Vermutung wurde in den
Simulationen besta¨tigt. Im Fall der exponentiellen Solitonen lassen sich die Simulationsergebnisse
sehr gut an ein kubisches Polynom anpassen, wohingegen der Verlauf der Positionsvarianz der al-
gebraischen Solitonen sehr gut durch V ar[X]h (2.75) wiedergegeben wird (Abbildung 2.10). Dabei
ist zu beachten, dass es sich in der Abbildung 2.10 um Verla¨ufe der Positionsvarianzen energetisch
a¨quivalenter Solitonen mit co = 1.03 unter gleich starker Sto¨rung handelt. Die Positionsvarianz des
algebraischen Solitons folgt nach einiger Zeit dem t3/2-Verlauf, wohingegen beim exponentiellen
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Abbildung 2.10: Simulationsergebnisse fu¨r die Positionsvarianz von zwei Solitonen, wobei das ei-
ne eine Lo¨sung fu¨r die anharmonische Kette mit potenzartigen langreichweitigen Wechselwirkun-
gen (J = 0.7877, s = 4) und das andere eine Lo¨sung fu¨r die anharmonische Kette mit Kac-
Baker-Wechselwirkungen darstellt. In beiden Fa¨llen wurde die Temperatur und die Da¨mpfung auf
T = 0.0001 und νhy = 0.01 festgelegt. Der Wechselwirkungsradius α−1 = 0.765−1 und die Kopp-
lungssta¨rke J = 0.505541 wurde so gewa¨hlt, dass die Geschwindigkeit co = 1.03 und die Energie
H = 1.09 des exponentiellen Solitons denen des Lorentz-fo¨rmigen Solitons entsprechen. Um die
unterschiedliche Zeitabha¨ngigkeit der Positionsvarianz der beiden Solitonen zu unterstreichen, wur-
den die Werte V ar[X(t)] an Kurven mit unterschiedlicher Zeitabha¨ngigkeit angepasst. Man kann
deutlich sehen, dass die Ergebnisse fu¨r das Lorentz-fo¨rmige Soliton (fu¨r große Zeiten) auf eine t3/2-
Abha¨ngigkeit hinweisen, wa¨hrend die Positionsvarianz des exponentiellen Solitons sehr gut durch
quadratische und kubische Terme dargestellt werden kann.
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Soliton ein sta¨rkerer Anstieg vorherrscht, der ab t > 8000 zu gro¨ßeren Werten der Positionsvari-
anz fu¨hrt. Fu¨r beide Solitonen sollte sich laut dem Resultat der Sto¨rungsrechnung V ar[X]inf fu¨r
genu¨gend lange Zeiten (wenn tr >> 1 gilt) eine t3/2-Abha¨ngigkeit ergeben. Da das exponentielle
Soliton deutlich breiter ist als das algebraische (γo = 0.132 < σo = 0.297), ist es nicht u¨berraschend,
dass der Grenzfall tr >> 1 erst nach wesentlich la¨ngeren Zeiten t eintritt.
Das unterschiedliche Verhalten der beiden Solitonen spiegelt sich auch in ihrer Geschwindigkeit
wieder. Trotz des gleichen Startwerts und des identischen thermischen und dissipativen Umfelds
zeigt die in der Simulation gemessene mittlere Geschwindigkeit der Solitonen sehr unterschiedliche
Verla¨ufe (Abbildung 2.11). Der Grund dafu¨r ist die sta¨rkere Abha¨ngigkeit der Geschwindigkeit vd
vom Quadrat der inversen Solitonenbreite im Kac-Baker-Fall und der unterschiedlichen Solitonen-
breiten γo bzw. σo bei t = 0. Es sind in Abbildung 2.11 zusa¨tzlich die analytischen Ergebnisse
fu¨r vd in nullter Ordnung vd(γ(0)(t)) bzw. vd(σ(0)(t)) eingezeichnet, die die Geschwindigkeit der
geda¨mpften Solitonen beschreiben. In einzelnen Realisierungen ko¨nnen sich die Werte von γ(t)
bzw. σ(t) und somit die Werte fu¨r X˙ sehr stark von den Ergebnissen in nullter Ordnung unter-
scheiden. Durch die Mittelung zeigt sich aber, dass sich fu¨r 〈X˙〉 ein a¨hnlicher Verlauf wie der von
vd(γ(0)(t)) bzw. vd(σ(0)(t)) ergibt. Die Form der Solitonen und die dadurch festgelegte Solitonenge-
schwindigkeit kann als der entscheidende Grund fu¨r die beobachteten unterschiedlichen zeitlichen
Verla¨ufe von V ar[X] und 〈X˙〉 ausgemacht werden.
Um das Diffusionsverhalten der exponentiellen Solitonen fu¨r große Zeiten zu untersuchen, wird im
folgenden das Resultat der stochastischen Sto¨rungsrechnung verwendet, da Simulationen fu¨r den
Zeitbereich t > 104 zu zeitaufwendig sind. Werden die Ergebnisse V ar[X]small noise expansion und
V ar[X]inf der beiden Solitonen fu¨r lange Zeiten auf einer doppelt-logarithmischen Skala abgebil-
det (Abbildung 2.12), fa¨llt sofort auf, dass die exponentiellen Solitonen erst wesentlich spa¨ter den
Bereich mit der typischen t3/2-Abha¨ngigkeit der Positionsvarianz erreichen. Die exponentiellen So-
litonen erreichen im Langzeitlimes ho¨here Positionsvarianzen, weil die Diffusionskonstante in (2.68)
um etwa einen Faktor pi gro¨ßer ist als fu¨r algebraische Solitonen (2.73).
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Abbildung 2.11: Simulationsergebnisse fu¨r die mittlere Solitonengeschwindigkeit 〈X˙〉 im Fall einer
gesto¨rten Kette mit T = 0.0001 fu¨r energetisch gleichwertige algebraische oder exponentielle Solito-
nen mit co = 1.03. Die Resultate in nullter Ordnung (ohne Rauschen) der Sto¨rungsrechnung fu¨r die
Solitonengeschwindigkeit vd(σ(0)(t)) und vd(γ(0)(t)) stimmen gut mit den Simulationsergebnissen
u¨berein und demonstrieren die Unterschiede zwischen den beiden Solitonentypen hinsichtlich des
Einflusses der Solitonenformen auf ihre Geschwindigkeiten.
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Abbildung 2.12: V ar[X(t)] und V ar[X(t)]inf aus der stochastischen Sto¨rungsrechnung fu¨r die bei-
den Solitonen aus der Abbildung 2.10. Algebraische Solitonen erreichen das Langzeitverhalten
V ar[X(t)]inf wesentlich schneller als exponentielle Solitonen mit der gleichen Energie (H = 1.09)
und Geschwindigkeit (co = 1.03). Das Ergebnis V ar[X(t)]inf zeigt fu¨r beide Solitonentypen die
gleiche Zeitabha¨ngigkeit, aber die Diffusionskonstante fu¨r Lorentz-fo¨rmige Solitonen ist ungefa¨hr
um einen Faktor pi kleiner.
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2.8 Zusammenfassung und Ausblick
Die Simulationen und die in der Kontinuumsna¨herung gemachten analytischen Berechnungen wei-
sen darauf hin, dass die Diffusion der Solitonen und die von der Da¨mpfung verursachte Restrukturie-
rung der Solitonenform von der Zeitskala tr abha¨ngen, die proportional zum Da¨mpfungskoeffizienten
und zur dritten Potenz der inversen Solitonenbreite ist. Die Dynamik von sehr breiten Solitonen ist
daher tra¨ger als die der schmaleren Hochgeschwindigkeitssolitonen. Anschaulich wird dieser Zusam-
menhang sofort klar, denn bei einem ausgedehnten Solitonenprofil haben benachbarte Teilchen sehr
kleine relative Geschwindigkeiten und werden deshalb nur sehr schwach von der Da¨mpfung beein-
flusst. Der Einfluss des Rauschens ist ebenfalls fu¨r schma¨lere Solitonen sta¨rker. Der Diffusionsterm
b11 in den Langevin-Systemen wa¨chst mit großen Werten der inversen Breite. In den Simulationen
ist auch deutlich zu erkennen, dass bei schma¨leren Solitonen das Solitonenprofil sta¨rker fluktuiert
als bei breiteren Anregungen. Da die Fluktuationen der Solitonenform bei den relativ massiven
Solitonen in der Gegenwart langreichweitiger Wechselwirkungen (und die dadurch fluktuierende
Solitonengeschwindigkeit vd) den deutlich dominierenden Beitrag zur gesamten Positionsvarianz
liefern, sollte die Form der Solitonen und der daraus resultierende Ausdruck fu¨r vd die Solito-
nendiffusion maßgeblich bestimmen. Es zeigt sich in den Simulationen und in den analytischen
Ergebnissen, dass fu¨r kleine Zeiten tr ∼ 1 deutliche Unterschiede im Zeitverhalten der betrachteten
Lorentz-fo¨rmigen und sech-fo¨rmigen Solitonen zu sehen sind. Im Langzeitlimes tendieren aber beide
Solitonentypen in ihrer Positionsvarianz zur einer t3/2-Abha¨ngigkeit, wobei sich die sech-fo¨rmigen
Solitonen durch eine um pi ho¨here Diffusionskonstante von den Lorentz-fo¨rmigen Solitonen unter-
scheiden. Diese Asymptotik wird aber bei den sech-fo¨rmigen Solitonen erst nach wesentlich la¨ngeren
Zeiten erreicht, was sich wiederum anhand der fu¨r die Solitonendynamik maßgeblichen Zeitskala tr
verstehen la¨sst.
Abgesehen von den Details der Solitonendiffusion ist an dieser Untersuchung besonders bemerkens-
wert, dass langreichweitige Wechselwirkungen die Solitonen energetisch stabilisieren und ihnen sehr
viel la¨ngere Lebensdauern verleihen als ihren Verwandten in den FPU-Ketten. Selbst fu¨r sehr kleine
Kopplungskonstanten J erha¨lt man diese robusten Energiepulse, die vielversprechende Kandida-
ten fu¨r den Energietransport in Biomoleku¨len sein ko¨nnten. Bei der Kla¨rung dieser Frage ko¨nnten
die gefundenen analytischen Resultate hilfreich sein, obwohl die anharmonische Kette eine starke
Vereinfachung echter Moleku¨le darstellt. Realistischere Modelle fu¨r Biomoleku¨le, bei denen z.B. die
Geometrie der Moleku¨lketten beru¨cksichtigt wird [36], sind nur noch numerisch handhabbar.
Vom theoretischen Standpunkt wa¨ren sicherlich weitere Untersuchungen an anderen Systemen oder
mit anderen Anregungen, wie etwa den diskreten Breathern, interessant, um zu testen, ob sich
auch dort die charakteristische Zeitabha¨ngigkeit von V ar[X] ∼ t3/2 findet. Simulationsergebnisse
in FPU-Ketten weisen interessanterweise auf das gleiche Zeitverhalten fu¨r die Ortsvarianz von hoch-
amplitudigen diskreten Breather-Lo¨sungen hin [63]. Diese Abha¨ngigkeit scheint sehr fundamental
zu sein, weil sie fu¨r verschiedene Kraftkonstanten und Temperaturen der FPU-Kette beobachtet
wurde. Im Gegensatz zu der Rechnung hier wird in dieser Arbeit aber auf die Streuprozesse mit
niederamplitudigen Breathern/Phononen als Hauptgrund fu¨r das superdiffusive Verhalten verwie-
sen [63].
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2.9 Anmerkungen
In der Physik ist es wichtig, die bei einer Arbeit benutzten Konzepte und die gefundenen Ef-
fekte im gro¨ßeren Zusammenhang zu sehen, wodurch sich evtl. neue Aspekte ergeben. Mit den
modernen technischen Mo¨glichkeiten bei Austausch oder Archivierung der zahlreichen Ergebnisse
in der Grundlagenforschung kommt der Literaturrecherche ein großer Stellenwert zu, besonders im
Hinblick auf die seit mehreren Jahrzehnten weltweit wachsenden Anzahl von Universita¨ten und
Forschungszentren. In den Naturwissenschaften gibt es viele bekannte Beispiele, wie etwa die For-
mulierung des Periodensystems der Elemente, die belegen, dass oftmals mehrere Wissenschaftler
gleichzeitig am gleichen Problem arbeiten, ohne voneinander zu wissen. Deshalb soll zum Abschluss
des Kapitels noch kurz auf die bestehende Literatur zu zentralen Begriffen wie der anomalen Dif-
fusion und der Sto¨rung von FPU-Systemen eingegangen werden.
2.9.1 Anomale Diffusion
Was man unter dem Begriff Diffusion normalerweise versteht, geht auf eine der vier im Jahre
1905 vero¨ffentlichten Arbeiten von Albert Einstein zuru¨ck. Die Vero¨ffentlichung, die den Titel
”U¨ber die von der molekularkinetischen Theorie der Wa¨rme geforderte Bewegung von in ruhen-
den Flu¨ssigkeiten suspendierten Teilchen“ tra¨gt, erkla¨rt die Entdeckung von der Zitterbewegung
kleiner Partikel in Wasser durch den Schotten Robert Brown im Jahre 1827, und begru¨ndet auf
diese Weise die probalistische Formulierung der Statistischen Mechanik (siehe Referenzen in [64]).
Diese Vero¨ffentlichung leitet eine Beziehung zwischen der Diffusionskonstante der Teilchen und
der Viskosita¨t der Flu¨ssigkeit ab, was spa¨ter in den 50er Jahren zum beru¨hmten Fluktuations-
Dissipations-Theorem verallgemeinert wurde. Das entscheidende Ergebnis zum Diffusionsverhalten
der Partikel ist, dass die mittlere quadratische Abweichung (und die Varianz) der Partikel linear
in der Zeit anwa¨chst. Seit dieser Zeit haben sich in Mathematik und Physik viele neue wichtige
Konzepte entwickelt, wie etwa die Fluktuationstheoreme der Nichtgleichgewichtsthermodynamik,
Quanten-Brownsche-Bewegung, die Dynamik nicht-markovscher Prozesse, die Stochastische Reso-
nanz, Brownsche Motoren oder Erweiterungen wie die fraktale Brownsche Bewegung und gene-
ralisierte Langevin- und Fokker-Planck-Gleichungen. Das Erscheinen von anomaler Diffusion, also
eine vom linearen Zeitverhalten abweichende Positionsvarianz, ha¨ngt insbesondere mit den letzt-
genannten Punkten zusammen; ein aktueller Artikel der diese Ergebnisse zusammenfasst ist [65].
Seit den ersten Beobachtungen von anomaler Diffusion in turbulenten Stro¨mungen und amorphen
Halbleitern ist die Anzahl der Systeme mit anomalen Diffusionseigenschaften mittlerweile so groß,
dass die normale Diffusion eigentlich als die Ausnahme von der Regel betrachtet werden mu¨sste.
Viele natu¨rliche Prozesse zeichnen sich etwa durch eine divergierende charakteristische Wartezeit
(bei endlicher mittlerer quadratischer Schrittweite) aus, was an einer nichtintegrablen Form der
Wartezeit-Wahrscheinlichkeitsverteilung liegt und zu fraktalen Diffusionsgleichungen und Subdif-
fusion fu¨hrt. Die bekanntesten Beispiele sind Ladungstra¨gertransport in amorphen Halbleitern oder
die Dynamik von Polymeren, Gla¨sern und Biomoleku¨len. Bei endlicher charakteristischer Wartezeit,
aber divergierender mittlerer quadratischer Schrittweite ergeben sich die sogenannten Le´vy-Flu¨ge
(Le´vy-flights) mit ihrem typisch superdiffusiven Zeitverhalten. Solches Verhalten ist aus der tur-
bulenten Richardson-Diffusion, der Einzelmoleku¨lspektroskopie, bakterieller Bewegungen oder aus
sozio-physikalischen Fragestellungen wie der Ausbreitung von Epidemien durch den globalen Flug-
verkehr [66] bekannt.
Um in diesem Zusammenhang wieder auf die vorher erwa¨hnten Proteine zuru¨ckzukommen, sei
angemerkt, dass anomales Diffusionsverhalten einer der Eckpfeiler der Funktionsweise von Pro-
teinen ist. Mo¨ssbauerspektroskopie an der Ha¨mo-Gruppe von Proteinen wie Myoglobin, einem
Verwandten des Ha¨moglobins, zeigt deutlich, dass Proteindynamik bei physiologischen Tempera-
turen sehr von ra¨umlicher Diffusion der einzelnen Moleku¨lgruppen abha¨ngt. Durch diese o¨ffnen
Unterkapitel 2.9.2 Seite: 49
sich auf kurzen Zeitskalen Reaktionspfade fu¨r O2-Moleku¨le, die an das Eisen der Ha¨mo-Gruppe
anbinden. Man sieht in den Experimenten deutlich, dass nichtlineare Effekte bei physiologischen
Temperaturen eine Rolle spielen [67]. Die theoretische Modellierung arbeitet ha¨ufig mit generali-
sierten Langevin-Gleichungen [68]. In einer anderen Arbeit, bei der es um Elektronenaustausch zwi-
schen Moleku¨lgruppen eines Proteins geht, ist die Theorie mit generalisierten Langevin-Gleichungen
in der Lage, qualitativ gute U¨bereinstimmungen mit experimentellen Befunden der Einzelmo-
leku¨lspektroskopie zu erzielen [69].
2.9.2 Getriebene FPU-Systeme
Der hier betrachtete thermische Rauschterm wurde durch die mo¨glichen Funktionen von Solitonen
in Biomoleku¨len motiviert. Es soll erwa¨hnt werden, dass eine andere große Klasse von Sto¨rtermen,
na¨mlich zeitlich periodische Sto¨rungen der anharmonischen Ketten auch zu sehr interessanten Ef-
fekten fu¨hren ko¨nnen, die ebenfalls durch biologische Fragestellungen motiviert sind. In den letz-
ten Jahren wurden z.B. viele Untersuchungen (bevorzugt in Klein-Gordon-Systemen) zum soge-
nannten Ratschen-Effekt (ratchet effect) gemacht, bei dem die von Teilchen in asymmetrischen
periodischen Potenzialen bekannte gerichtete Bewegung unter Einfluss solcher Kra¨fte auf solita¨re
Anregungen u¨bertragen wurde [70]. Dabei geht es besonders um die Modellierung von molekula-
ren Motoren [71]. Aber auch bei diskreten nichtlinearen Schro¨dingersystemen wurde dieser Effekt
theoretisch nachgewiesen [72] und ko¨nnte fu¨r experimentell beobachtbare diskrete Hohlraumso-
litonen (cavity solitons) wichtig sein, die zum Beispiel in Halbleiter-Ausho¨hlungen oder optisch
nichtlinearen Medien vorkommen. An der FPU-Kette sind ebenfalls viele Untersuchungen mit An-
triebstermen unternommen worden. Generell la¨sst sich sagen, dass die Existenz von FPU-Solitonen
in Anwesenheit solcher Sto¨rungen sehr eingeschra¨nkt ist [73], wohingegen sich diskrete Breather
als stabiler erwiesen haben [74]. Anharmonische FPU-artige Gitter mit realistischen langreichwei-
tigen Wechselwirkungspotenzialen beschreiben die Erzeugung von diskreten Breather-Moden, wie
z.B. durch gepulsten Laserbeschuss des Ferroelektrikums LiNb03 geschehen [34]. Ein weiterer in-
teressanter Effekt in getriebenen nichtlinearen Systemen ist die Supratransmission, bei der ab einer
bestimmten Antriebsamplitude diskrete Solitonen an den getriebenen Ra¨ndern der FPU-Kette [75]
oder des DNLS-Systems [76] erzeugt werden und ballistisch durch das System propagieren.
Eine a¨hnliche Entdeckung in Bezug auf die anfangs vorgestellete Proteindynamik wurde in [77] dis-
kutiert, wo aufgrund der Asymmetrie der Helices von Proteinen ein Ratschen-Effekt vorhergesagt
wurde.
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Kapitel 3
Persistente Breather in
langreichweitigen diskreten
nichtlinearen Schro¨dinger-Modellen
3.1 Motivation
In den vergangenen Jahren wurden die von der Theorie vorhergesagten diskreten Breather
(oder intrinsisch lokalisierte Moden) in vielen unterschiedlichen Systemen wie in Ionenkristallen,
Antiferromagneten, Josephson-Kontakten und optischen Wellenleitern experimentell besta¨tigt [1].
Besonders die diskrete nichtlineare Schro¨dingergleichung (DNLS) zeichnet sich auf vielen Gebieten
als a¨ußerst erfolgreiches Modell aus. Dazu za¨hlt die Beschreibung diskreter Solitonen in der
Optik, Anregungen in Bose-Einstein-Kondensaten und die Beschreibung von Schwingungsmoden
in kleinen Moleku¨len wie Benzol [2, 3]. Die Anwendung der DNLS in der Biophysik geht auf die
Idee von Davydov zuru¨ck, den Transport und die Speicherung von biomechanischer Energie durch
einen Polaron-artigen Mechanismus zu beschreiben [4, 5]. Zu Beginn der 70er Jahre gelangte man
zur Ansicht, dass die Speicherung der aus Hydrolyse von ATP gewonnenen Energie no¨tig ist, um
die beobachtete Effizienz des Energietransports in biologischen System zu erkla¨ren [6]. Die 1973
von David Green organisierte Konferenz ”crisis in bioenergetics“ diskutierte verschiedene Ansa¨tze
wie etwa die damals vorherrschende Vorstellung einer Speicherung von molekularer Energie mittels
elektrostatischer Felder von durch Membranen getrennten Ladungen innerhalb der Zelle. Arbeiten
von McClare u¨ber resonanten Energietransport und -speicherung in Biomoleku¨len du¨rften Davydov
maßgeblich zu seinen Arbeiten motiviert haben, bei denen er den Polaron-artigen Energietransfer
unter gewissen Na¨herungen durch Solitonen der NLS beschrieb [7].
Urspru¨nglich geht das Konzept des Polarons auf eine kurze Note Landaus [8] aus dem Jahre 1933
zuru¨ck und beschreibt die Bewegung eines Elektrons im Kristallgitter eines Festko¨rpers und die
damit zusammenha¨ngenden Gitterverformungen - a¨hnlich einer Murmel, die sich durch einen Teller
Spaghetti arbeitet. Der Hamilton-Operator, den Davydov zur Beschreibung des Energie- und
spa¨ter auch Ladungstransports vorschlug, ist im Wesentlichen der gleiche, den Holstein 1959 bei der
Beschreibung von Polaronen in molekularen Kristallen verwendete. Im Davydov-Modell kommt es
durch die Wechselwirkung der C=O-Schwingung (Amid-I Schwingung) mit (optischen) Phononen
(in den Wasserstoffbru¨ckenbindungen, die die α-Helix stabilisieren) zu einer Verstimmung der
Oszillationsfrequenz und somit zu einer Selbst-Lokalisierung (self-trapping) des Exzitons, weil die
Dispersion der Vibrationsenergie zu benachbarten C=O-Gruppen blockiert ist.
Der erste experimentelle Hinweis auf Selbst-Lokalisierung in Proteinen wurde im Kristall von Ace-
tanilid (ACN) gefunden, das Ketten aus Wasserstoffbru¨ckenbindungen a¨hnlich wie in natu¨rlichen
Proteinen entha¨lt (siehe [4]). Eine zu den freien delokalisierten Exzitonen der Amid-I-Schwingung
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um 15 cm−1 rotverschobene Absorptionslinie im Spektrum des Modellproteins wurde nach
Ausschluss anderer denkbarer Ursachen den selbst-lokalisierten Exzitonen zugeschrieben. Eine
quantenmechanische Sto¨rungsrechnung von Scott et al. (in der die Exziton-Kopplung als Sto¨rung
des mit einem Bloch-Ansatz beschriebenen entkoppelten Systems behandelt wird) war in der
Lage, die Temperaturabha¨ngigkeit und die Oberton-Frequenzen der neuen Bande zu erkla¨ren [4].
Die seither teilweise kontroverse Diskussion bezu¨glich der Lebensdauer solcher selbst-lokalisierten
Anregungen in gelo¨sten Proteinen bei physiologischen Temperaturen konnte durch den Einsatz
moderner Femto-Lasertechnologie beendet werden [9–11]. In Myoglobin wurde eine Lebenszeit
von 15 ps fu¨r Amid-I-Schwingungen gefunden [9]. Bei der Pump-Spektroskopie mit intensiven
IR-Pulsen im Femtosekundenbereich konnten selbst-lokalisierte Amid-I und N-H-Schwingungen
beobachtet werden, wobei sich fu¨r die N-H-Schwingung eine Lebensdauer von 20 ps im ACN-
Kristall und 1 ps fu¨r isoliertes ACN bei Raumtemperatur ergab [11–13]. Die experimentellen
Untersuchungen zur Temperaturabha¨ngigkeit der Bande weisen aber darauf hin, dass die Selbst-
Lokalisierung bei relativ niedrigen Temperaturen dominiert, wohingegen bei physiologischen
Temperaturen dynamische und statische Unordnung im Moleku¨l zu Energie-Lokalisierung fu¨hrt
(Anderson-Lokalisierung). Dieses Ergebnis steht in U¨bereinstimmung mit Computersimulationen
von Cruzeiro-Hansson und Takeno [14]. Diese letzten Erfolge der Davydov-Theorie lassen Fragen
laut werden, ob dynamische nichtlineare Anregungen eventuell auch zum wichtigen Prozess der
Proteinfaltung beitragen [15, 16], was in der Vergangenheit vor allem als komplexes statistisches
Problem verstanden wurde.
In diesem Abschnitt soll es vor allem um den Einfluss langreichweitiger Wechselwirkungen in
der DNLS gehen. Dies geschieht durch die Einfu¨hrung von Kac-Baker-Wechselwirkungen, die
durch die Wahl des Wechselwirkungsradius α−1 zwischen den Grenzfa¨llen der Na¨chste-Nachbar-
Wechselwirkung und der homogenen Kopplung aller Oszillatoren vermitteln ko¨nnen.
Eine realistische Modellierung sollte langreichweitige Wechselwirkungen in Betracht ziehen, wie
sie etwa im Fall der Dipol-Dipol-Wechselwirkungen in Biomoleku¨len durch die C=0-Gruppen in
Proteinen oder die Basenpaare der DNA zustande kommen.
Anregungen in solchen langreichweitigen DNLS-Systemen wurden bereits als mo¨gliche Kandidaten
fu¨r das kontrollierte Hin- und Herschalten zwischen Energietransport und -speicherung [17] oder
als Auslo¨ser von strukturellen A¨nderungen in Biomoleku¨len in Betracht gezogen [18, 19].
Die Rolle der langreichweitigen Dipol-Dipol-Wechselwirkungen auf den Lokalisierungsmecha-
nismus in einem Protein wurde auch schon in Computersimulationen beobachtet. In einer
aktuellen Studie [20] wurden mit einer atomistischen Simulation eines Proteins mit Hilfe
des AMBER-Molekulardynamik-Codes [21] die Dipol-Dipol-Wechselwirkungen in Proteinen
direkt aus den dreidimensionalen Positionen der Atome der Carbonyl-Gruppe bestimmt. Es
zeigte sich, dass am sta¨rksten (in der Prima¨rstruktur) benachbarte C=O Gruppen mitein-
ander wechselwirken, gefolgt von benachbarten Gruppen entlang der Achse des Proteins in
Richtung der Wasserstoffbru¨ckenbindungen. Diese Studie vernachla¨ssigt den besprochenen Selbst-
Lokalisierungs-Mechanismus, da die Wirkung der Amid-I Schwingungen auf die Proteinstruktur
nicht beru¨cksichtigt wurde. Die beobachtete Lokalisierung stammt von der Unordnung in der
Dipol-Wechselwirkungsmatrix.
Abgesehen von der Anwendbarkeit auf Biopolymere wurde Energie-Lokalisierung auch in anderen
Systemen anhand DNLS-artiger Gleichungen vorhergesagt und experimentell nachgewiesen. Neben
dem fru¨hen Beispiel des Acetanilid wurde Lokalisierung von Vibrationsenergie in Raman-Spektren
des linearen Ladungstransfers in PtCl, bei zeitaufgelo¨sten Pump-Probe-Experimenten du¨nner
organischer Schichten und pi-konjugierter Polymere (wie Acetylen) entdeckt (siehe [22]). Eine
interessante theoretische Arbeit, bei der ebenfalls langreichweitige Kac-Baker-Wechselwirkungen
fu¨r die DNLS angenommen wurden um den Ladungstransfer in DNA-artigen Substanzen zu
beschreiben ist [23].
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3.2 Modell
Das Modell ist eine DNLS-Gleichung mit langreichweitigen harmonischen Wechselwirkungen, wobei
Jn−m die Kopplung zwischen den Oszillatoren n und m und γd/dt | φn |2 einen nichtlinearen
Da¨mpfungsterm darstellt
2iωoφ˙n −
∑
m
Jn−m(φn − φm) + 3B | φn |2 φn − γφn(| φn |2)t = 0 . (3.1)
Die Plancksche Wirkungskonstante h¯ (aus der quantenmechanischen Formulierung nach Davy-
dov) steckt bei dieser quasiklassischen Gleichung in der normierten Zeit t, die Dipol-Dipol-
Wechselwirkungsmomente sind im Parameter Jn−m verborgen und die Kopplung zwischen dem
Exziton und den (optischen) Phononen fu¨hrt auf die Nichtlinearita¨t 3B (siehe z.B. [4], [24]).
Diese Gleichung hat eine Erhaltungsgro¨ße N , die Norm
N =
∑
n
| φn(t) |2 . (3.2)
Die Energie
H =
∑
n=1
−3
4
B
ωo
| φn |4 +12
∑
m=1
Jm
ωo
| φn − φm+n |2 (3.3)
ist nur im Fall γ = 0 erhalten. Diese Gleichung kann aus dem diskreten Klein-Gordon-Modell (KG)
HKG =
∑
n
u˙2n
2
+
1
2
∑
n,m
Jn−m(un − um)2 +
∑
n
ω2o
2
u2n −
∑
n
B
4
u4n (3.4)
durch Betrachtung der Modulationen der harmonischen Schwingung (rotating wave approximation)
φn(t) mit dem Ansatz un(t) = φn(t) exp(−iωot)+c.c. abgeleitet werden [25]. Fu¨r die langreichweitige
Wechselwirkung wird die Kac-Baker-Form fu¨r die Kopplung angenommen
Jm = J(α,N)e−α|m| = J
(eα − 1)
(1− e−αN )e
−α|m| (3.5)
N∑
m
Jm = J , (3.6)
die zwischen den Grenzfa¨llen der Na¨chste-Nachbar-Wechselwirkung (α → ∞) und der Situati-
on der gleichma¨ßigen Kopplung aller Oszillatoren der Kette (α → 0) vermittelt. Die Generali-
sierung der DNLS fu¨r beliebige Dipol-Dipol-Wechselwirkungen zwischen den einzelnen Oszillato-
ren ist als diskrete Self-Trapping-Gleichung (DST) bekannt [3]. Die Einfu¨hrung des nichtlinearen
Da¨mpfungsterms γφnd/dt | φn |2 in (3.1) ermo¨glicht einen Da¨mpfungsmechanismus, der die Norm
oder auch Anregungszahl (number of quanta) genannt, zeitlich konstant la¨sst. Diese Da¨mpfung
erscheint, wenn die Davydov-Gleichungen fu¨r Exzitonen im Phononenbad mit Da¨mpfungs- und
Rauschtermen auf eine DST-artige Gleichung fu¨r die quantenmechanische Wellenfunktion des Ex-
zitons reduziert werden [26, 27]. Diese Form der Da¨mpfung ist interessanterweise sehr a¨hnlich zu
dem aus der nichtlinearen Optik bekannten Da¨mpfungsterm, der die Intensita¨tsverluste des NLS-
Solitons aufgrund von Raman-Streuung beschreibt. Lo¨sungen dieser Gleichung wurden innerhalb
der Quasikontinuumsna¨herung des ungeda¨mpften Systems gefunden. Es wurde unter anderem ge-
zeigt, dass sich fu¨r bestimmte Anfangsbedingungen a¨hnlich zur zweidimensionalen NLS ein Kollaps
der Wellenfunktion ergibt. Eigenschaften der diskreten Breather-Lo¨sungen und ihre Dynamik in
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der Gegenwart von Rauschen und Da¨mpfung sind in [28] zu finden. Die Breather-Dynamik im Fall
eines zweidimensionalen DNLS-Systems wurde in [29] behandelt.
Bevor Simulationsergebnisse diskutiert werden, soll betont werden, dass die spezielle Form der
Kopplung fu¨r alle Werte α−1 und fu¨r alle Systemgro¨ßen N die Bedingung (3.6) erfu¨llt. Das fu¨hrt zu
relativ kleinen Kopplungskonstanten fu¨r große Wechselwirkungsradien und legt bei den in den Simu-
lationen beobachteten Effekten die Schlussfolgerung nahe, eine Konsequenz der neuen La¨ngenskala
α−1 des Systems zu sein.
3.3 Geda¨mpftes System
In diesem Kapitel sollen die Einflu¨sse langreichweitiger Wechselwirkungen in der geda¨mpften
DNLS (3.1) betrachtet werden. Dieses Modell wurde vor allem zur Erkla¨rung des Energietransfers
in Scheibe-Aggregaten verwendet [24, 30]. Scheibe-Aggregate sind geordnete molekulare Systeme,
die eine Unterklasse der Langmuir-Blodgett-Filme darstellen. Sie wurden in den 1930er Jahren
entdeckt und sind kompakte Aggregate aus Farbstoffmoleku¨len, bestehend aus Chromophoren
und Fettsa¨uren. In den 1970er Jahren wurde von Kuhn und Mo¨bius [31] entdeckt, dass in diesen
molekularen Systemen Energietransfer u¨ber große Entfernungen von etwa 100 nm von Donor- zu
Akzeptor-Farbstoffmoleku¨len stattfindet, der bei geringem Akzeptor-Donor-Verha¨ltnis und (etwas
u¨berraschend) fu¨r steigende Temperaturen im Intervall [20K, 320K] besonders effektiv ist. Die Zer-
fallszeit in Nanosekunden aufgrund Energieabstrahlung wurde zu τrad = (T/3000) K gescha¨tzt [32].
Durch die beobachteten maximalen Ausbeuten von u¨ber 50 Prozent wurden sie fu¨r zuku¨nftige
Anwendungen in Bereichen der Photographie und der Photodetektion vorgeschlagen [33]. Au-
ßerdem wurden große Anstrengungen unternommen, den Mechanismus des Energietransfers zu
begreifen, da man sich dadurch ein besseres Versta¨ndnis der Photonenabsorption in lebenden Zellen
versprach. Dieses Problem ist aber noch weitgehend ungelo¨st, da es verschiedene konkurrierende
theoretische Konzepte gibt, deren Anwendbarkeit auf die experimentelle Situation noch diskutiert
wird. Quantenmechanische Modelle gehen beispielsweise von harmonischen Wechselwirkungen
zwischen schwingenden Moleku¨lgruppen na¨chster Nachbarn aus und erzielen bei der Vorhersage
gute Ergebnisse, wenn die Wechselwirkungen mit dem Phononenbad klein sind [34, 35]. Bei
nichtlinearen Modellen wird der Energietransfer durch Davydov-Solitonen modelliert, was spa¨ter
auf (diskrete) DNLS-Systeme erweitert wurde [27]. Diese Idee geht auf Huth zuru¨ck [30], setzt
aber eine starke Kopplung zwischen den Exzitonen und den Phononen voraus.
Die geda¨mpfte DNLS wurde vor kurzem zur Erkla¨rung von schnellem katalytischem Elek-
tronentransfer bei niedrigen Temperaturen als Erweiterung der Marcus-Theorie verwendet [36].
Dabei taucht die DNLS als resultierende Gleichung bei einer quantenmechanischen Behand-
lung eines schwach mit einem nicht-adiabatischen Phononenbad wechselwirkenden Elektrons
im Tight-Binding-Modell auf. Die Da¨mpfung ist no¨tig, um die Transfer-Reaktionsenergie zu
verbrauchen und die Irreversiblilita¨t des Elektronenu¨bergangs herbeizufu¨hren. Die experimentell
beobachteten photosynthetischen Reaktionen von primitiven Bakterien [37] zeigen Eigenschaften,
die qualitativ gut von diesem Ansatz vorhergesagt werden. Der nichtlineare Da¨mpfungsterm in der
DNLS entsteht allgemein unter gewissen Na¨herungen (erstmals in [27]) aus einer Erweiterung des
Davydov-Modells, bei dem ein Stokes-artiger Da¨mpfungsterm zur Phonon-Dynamik hinzugefu¨gt
wurde. Diese Art der Da¨mpfung sollte in vielen Systemen relevant sein, da man allgemein auf sie
sto¨ßt, wenn man thermisches Rauschen und Da¨mpfung fu¨r das Phononenbad annimmt, wie zum
Beispiel auch beim ”kinetischen Ansatz“ zur Protein-Faltung [38].
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3.3.1 Mikrokanonische Simulationen
Das System wird zu Beginn mit einer gleichma¨ßig verteilten Norm N = Na plus einer kleinen
Sto¨rung initialisiert. Dabei wird entweder der Fall betrachtet, dass φn nur fu¨r einen Partikel n1
vom Einheitswert
√
a abweicht oder dass alle Partikel eine kleine zufa¨llige Sto¨rung erleiden:
Anfangsbedingung I: φn6=n1(0) =
√
a , φn1 = (1 + ²)
√
a (3.7)
Anfangsbedingung II: φn =
√
a+ ² ranf() . (3.8)
In den Simulationen wird stets ω2o = A = 1 benutzt. Fu¨r die Da¨mpfung wird (recht willku¨rlich)
γ = 1 angenommen. Kleinere Werte fu¨r γ scheinen nur den U¨bergang zu einem stationa¨ren Pro-
fil der Normverteilung zu verla¨ngern. In Abbildung 3.1 sind deutlich einige interessante Konse-
quenzen der langreichweitigen Wechselwirkungen zu erkennen. Die La¨ngenskala des nach einigen
hundert Zeiteinheiten entstehenden Breather-Musters wa¨chst mit dem Wechselwirkungsradius α−1.
Die diskreten Breather haben eine deutlich gro¨ßere Norm und die Ausbreitungsgeschwindigkeit des
Breather-Musters ist gro¨ßer fu¨r kleinere Werte von α. Der Effekt der Da¨mpfung wird klar, wenn
man dieses Ergebnis mit Simulationen des ungeda¨mpften Systems (z.B. in [39]) vergleicht, wo
die diskreten Breather eine starke Tendenz haben, durch gegenseitige Kollisionen einen entropisch
gu¨nstigen Zustand von persistenten großamplitudigen Breathern herbeizufu¨hren.
Die Anfangsbedingung II fu¨hrt zu sehr a¨hnlichen Mustern | φn(t) |2 bezu¨glich der Anzahl und
Gro¨ße der persistenten Breather.
Ein sehr bemerkenswerter Sachverhalt ist der Mechanismus der Breather-Entstehung, der in Ab-
bildung 3.1 nicht gut zu sehen ist. Obwohl der Zeitraum (etwa 350 Zeiteinheiten in Abbildung 3.1)
nicht von α abha¨ngt, spiegelt die Formation der Breather fu¨r kleine Werte von α mehr und mehr
einen Quasikollaps-Prozess wieder, bei dem sich die Energie und Norm eines Breathers plo¨tzlich
in seinem Zentrum sammelt. Diese Beobachtung wurde in diesem System (aber ohne Da¨mpfung)
in der Quasikontinuumsna¨herung fu¨r bestimmte Anfangsbedingungen bereits gemacht [40]. Wa¨hlt
man gro¨ßere Werte fu¨r J , erho¨ht man die Kopplung zwischen den Oszillatoren und der oben be-
schriebene Lokalisierungseffekt wird sogar noch drastischer. Im Fall von α = 0.2 und J = 1 = 10B
ist man bereits in einer Situation, in der sich die gesamte Norm des Systems auf ein oder zwei ”hot
spots“ vereinigt (Abbildung 3.2 a). Diese Situation soll im folgenden benutzt werden, um einen
na¨heren Blick auf den Quasikollaps im System zu werfen. In Abbildung 3.2 (b) sieht man, dass bei
kleinen Zeiten sehr breite Anregungen im System entstehen. Im Laufe des Kollaps sammelt sich
praktisch die ganze Norm in den Zentren der beiden Anregungen und das System nimmt einen
stationa¨ren Endzustand mit zwei großamplitudigen ”hot spots“ an.
Dieser Kollaps kann verhindert werden, wenn man die im System verfu¨gbare Norm vermindert.
Ein System mit den gleichen Anfangsbedingungen, aber einer Teilchenzahl von N = 500 anstatt
N = 512, la¨uft in einen Endzustand, bei dem die beiden Anregungen nicht kollabieren. Vor dem
Kollaps entstehen langwellige kontinuumsartige Norm-Modulationen des Systems, eine Situation
von der man annehmen kann, dass die Quasikontinuumsna¨herung anwendbar ist [40].
Das System in Abbildung 3.1 erscheint nach etwa 5000 Zeitschritten relativ stationa¨r. Doch es gibt
zwischen den immobilen Breathern weiterhin kleine bewegliche Anregungen oder kleinere Breather.
Fu¨r lange Zeiten wird das Muster immer klarer und die gro¨ßeren Breather wachsen auf Kosten der
kleineren. Manchmal wachsen Breather auch und schrumpfen erst nach relativ langen Zeiten, wenn
alle kleineren Anregungen verschwunden sind. Um anhand der Simulationen eine Abha¨ngigkeit zwi-
schen dem Wechselwirkungsradius α−1 und dem mittleren Breather-Abstand l ablesen zu ko¨nnen,
mu¨ssen daher die Simulationen relativ lange Zeiten laufen (einige 105 Zeiteinheiten). Das Resultat
ist in Abbildung 3.3 fu¨r ein System mit N = 1024, γ = 1, B = 0.1 und J = 0.1 oder J = 0.05
dargestellt. Der mittlere Abstand der stationa¨ren Breather wa¨chst linear mit demWechselwirkungs-
radius α−1 und der Kopplungskonstante J . Dieses Resultat stu¨tzt die intuitive Vorstellung, dass
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(a) α = 2
(b) α = 0.2
Abbildung 3.1: Es ist andhand der Gro¨ße | φn(t) |2 die Entstehung und Zeitentwicklung eines
Breather-Musters in der DNLS mit B = 0.1 , J = 0.1 , γ = 1 und α = 2 (a) bzw. α = 0.2 (b) fu¨r
die Anfangsbedingung I dargestellt. Das Muster gibt die Norm | φn(t) |2 auf einer Schwarz-Weiß-
Skala in Einheiten von a = 0.16 von jedem Oszillator n bis zur Zeit t = 5000 wieder.
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Abbildung 3.2: Es ist anhand der Gro¨ße | φn(t) |2 die Entstehung und Zeitentwicklung eines
Breather-Musters in der DNLS mit B = 0.1 , J = 1 , γ = 1 und α = 0.2 (a) fu¨r die An-
fangsbedingung I dargestellt. Anfa¨nglich bilden sich sehr breite Anregungen im System, die sich im
Laufe der Zeit um n = 300 und n = 20 konzentrieren und schließlich in einen Zustand kollabieren,
bei dem praktisch die ganze Norm an zwei Oszillatoren konzentriert sind, von denen einer in (b)
fu¨r verschiedene Zeiten dargestellt ist.
Seite: 62 Kapitel 3.3: Geda¨mpftes System
die Norm in auf der Kette hintereinander liegenden Bereichen, deren Gro¨ße mit α−1 anwa¨chst, auf
jeweils einen ”hot spot“ zusammenkommt. Fu¨r kleine α ergeben sich Abweichungen vom linearen
Verlauf, was daran liegt, dass in den Simulationen die Systemgro¨ße immer bei N = 1024 belassen
wurde, was fu¨r kleine α zu weniger Breathern im System fu¨hrt und deshalb zu einer weniger guten
Statistik. In den Simulationen sind gro¨ßere Systemla¨ngen sehr zeitaufwendig, da fu¨r langreichwei-
tige Wechselwirkungen die Simulationszeiten quadratisch mit N anwachsen.
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Abbildung 3.3: Mittlerer Breather-Abstand im stationa¨ren Zustand des Systems (N = 1024, γ = 1,
B = 0.1 und J = 0.1 bzw. J = 0.05) fu¨r verschiedene Werte von α. Der mittlere Breather-Abstand
wa¨chst linear mit α−1 und die Steigung der Geraden wa¨chst mit dem Wert der Kopplung J . Die
Geraden stellen einen Datenfit der Simulationsergebnisse mit den Steigungen 4.803 ± 0.225 fu¨r
J = 0.05 und 10.233 ± 0.516 fu¨r J = 0.1 dar. Fu¨r α−1 = 17 betra¨gt die Zeit, bis zu der simuliert
werden muss, damit alle kleinen Anregungen verschwinden, typischerweise einige 105 Zeiteinheiten.
In der folgenden Quasikontinuumsna¨herung soll analytisch ein Versta¨ndnis fu¨r die lineare
Abha¨ngigkeit der mittleren Breather-Absta¨nde von J und α−1 entwickelt werden.
3.3.2 Quasikontinuumsna¨herung
Die volle Dynamik des Systems (3.1) ist relativ kompliziert, da Diskretheit, langreichweitige Effekte
und Da¨mpfung wichtig sind. Die verwandte DNLS-Gleichung ohne Da¨mpfung und eine quantisierte
Version der DNLS wird in [6] ausfu¨hrlich behandelt. Dabei geht es um die Beschreibung von lokalen
Schwingungsmoden in kleinen Moleku¨len und es wird untersucht, unter welchen Umsta¨nden es zu
chaotischen Trajektorien im Phasenraum kommt.
Abgesehen von der komplizierten Dynamik der DNLS (3.1) liegt in diesem Abschnitt das Haupt-
augenmerk auf der Erkla¨rung der in den Simulationen beobachteten Abha¨ngigkeit des mittleren
Breather-Abstands l (im stationa¨ren Endzustand des Systems) vom Wechselwirkungsradius α−1
und der Kopplung J . Es bietet sich an, eines der Ergebnisse in [40] fu¨r die Quasikontinuumsna¨herung
des Systems zu betrachten, die besagt, dass zwei Lo¨sungen der langreichweitigen DNLS fu¨r ver-
schiedene Werte α u¨ber eine einfache Skalierungsrelation zusammenha¨ngen. Der Quasikollaps selbst
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kann natu¨rlich nicht im Rahmen einer Kontinuumsna¨herung verstanden werden. Doch fu¨r die Be-
rechnung von l ist es ausreichend, die sich in den breiten pulsfo¨rmigen Anregungen des Systems
anha¨ufende Norm zu kennen. Diese Norm konzentriert sich auf die durch Quasikollaps entstehenden
diskreten Breather und liefert somit unter der Annahme, dass es eine Zahl Z identischer diskreter
Breather im System gibt, auf die die gesamte Norm N = Na des Systems aufgeteilt ist, sofort die
beobachteten Abha¨ngigkeiten. Die Annahme, dass es sich um identische Breather-Lo¨sungen han-
delt, wird von den Simulationen gestu¨tzt, obwohl die Dynamik in einem relativ klaren Breather-Feld
sehr langsam ist. Die Rolle der Da¨mpfung ist im Wesentlichen die (schnelle) Ausbildung eines stati-
ona¨ren Profils zu ermo¨glichen. Durch die Form der nichtlinearen Da¨mpfung werden Fluktuationen
der lokalen Norm | φn(t) |2 weggeda¨mpft und es kommt zur Ausbildung stationa¨rer Profile. In den
Simulationen ist deutlich zu erkennen, dass der stationa¨re Zustand dann eintritt, wenn die Ge-
samtenergie des Systems sich nach einem langsamen Abfall auf einen konstanten Wert zubewegt.
Fu¨r kleinere Da¨mpfungskoeffizienten γ dauert dieser U¨bergang la¨nger, fu¨hrt aber qualitativ zu den
gleichen Ergebnissen.
Um die Norm der stationa¨ren Breather abscha¨tzen zu ko¨nnen, wird die Quasikontinuumsna¨herung
auf das System angewendet (n→ x, φn(t)→ φ(x, t)), wodurch sich aus dem System (3.1) mit der
Skalierung φ→√2/3B φ, J → J/2 und unter Vernachla¨ssigung der nichtlinearen Da¨mpfung eine
nicht-lokale nichtlineare Schro¨dingergleichung (NLS) ergibt
i∂tφ+
2J(α,N)
α
∂2x
α2 − ∂2x
φ+ | φ |2 φ = 0 . (3.9)
Eine Skalierung der Zeit- und der Ortskoordinate sowie des Feldes φ (z = αx, τ = 2J(α,N)/α t,
ψ =
√
α/2J φ) fu¨hrt zur Gleichung
i∂τψ +
∂2z
1− ∂2z
ψ+ | ψ |2 ψ = 0 , (3.10)
die von Gaididei et al. [40] unter Verwendung des Ansatzes
ψ =
b√
b2 − 1F (z, b)e
iλ2τ (3.11)
gelo¨st wurde, wobei λ den spektralen Parameter und b = λ−1
√
λ2 + 1 die Breite des Solitons
darstellen. F (z, b) konnte nur fu¨r b ≥ 3 in impliziter Form angegeben werden, doch die Norm der
Lo¨sung ergab sich zu
Nφ =
∫ ∞
−∞
| φ(x, t) |2 dx = 2
3B
J(α,N)
α2
Nψ (3.12)
Nψ =
∫ ∞
−∞
| ψ(z, τ) |2 dz = 1
b2 − 1
[
3b+
b2 − 9
8
ln
(
b2 + 4b+ 3
b2 − 4b+ 3
)]
. (3.13)
Nimmt man an, dass sich die gesamte Norm N des Systems auf Z identische Lo¨sungen (gleiches b,
gleiches Nψ ) aufteilt
N = ZNφ = Z 23B
J(α,N)
α2
Nψ , (3.14)
kann der mittlere Breather-Abstand l (fu¨r kleine Werte α) sofort durch Teilen der Systemla¨nge
L = N durch die Breather-Anzahl Z abgescha¨tzt werden
l =
N
Z
= Nψ 23a(1− e−αN )︸ ︷︷ ︸
const. fu¨r N>>α−1
J
eα − 1
Bα2
∼ J
B
α−1 , (3.15)
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woraus sich die beobachteten Proportionalita¨ten ergeben.
Mit dieser Vorgehensweise kann auch die im vorigen Kapitel erwa¨hnte Abha¨ngigkeit des
Quasikollaps-Prozess von der Norm des Systems erkla¨rt werden. Mit dem Ergebnis fu¨r die kri-
tische Norm N cψ des NLS Solitons aus [40] (N cψ ' 1.128) kann mit Hilfe von (3.14) auf die kritische
Norm N cφ der DNLS geschlossen werden. Das bedeutet, fu¨r die Parameterwerte des Systems aus
Abbildung 3.2 ergibt sich fu¨r Z = 2 Anregungen die Kollaps-Bedingung N ≥ 2N cφ = 83.25. Der
Kollaps ergibt sich im System bereits bei einer Norm von N = Na = 512 · 0.16 = 81.92, jedoch
nicht bei einem kleineren System mit N = Na = 500 · 0.16 = 80. Es la¨sst sich also festhalten,
dass die Quasikontinuumsna¨herung in der Lage ist, das System qualitativ richtig zu beschreiben.
Zusammenfassend kann man den Effekt der langreichweitigen Wechselwirkung in der geda¨mpften
DNLS als die Tendenz zur Ausbildung (weniger) sehr massiver immobiler diskreter Breather be-
schreiben. Selbst bei relativ schwacher Kopplung J ergibt sich diese Tendenz, wenn nur ausreichend
große Wechselwirkungsradien α−1 vorliegen.
3.3.3 Dimer
Im Grenzfall α→ 0 erha¨lt man eine gleichma¨ßige Kopplung zwischen allen Oszillatoren der Kette
Jm = J
(eα − 1)
(1− e−αN )e
−αm α→0≈ J
N
. (3.16)
Dieser Grenzfall soll im folgenden benutzt werden, um die Tendenz zur Akkumulierung der Norm
auf einzelne ”hot spots“ im System zu verstehen. In [27] wurde der stationa¨re Zustand bei der
geda¨mpften und verrauschten DNLS im Grenzfall des Dimers mit N = 2 Oszillatoren exakt gelo¨st.
In [41] wurde gezeigt, dass die DST mit 2 Freiheitsgraden auf die Bewegungsgleichung eines an-
harmonischen Oszillators in einem φ4-Potenzial reduziert werden kann. Die Hamiltonfunktion in
diesem Grenzfall ergibt sich (ohne Da¨mpfung und unter Vernachla¨ssigung eines konstanten Terms)
zu
HD = −1
4
J
N
N∑
n,m6=n
(φmφ˜n + φnφ˜m)− 3B4
N∑
n
| φn |4 . (3.17)
Die korrespondierende Bewegungsgleichung mit dem Da¨mpfungsterm aus (3.1) lautet
2iφ˙n +
J
N
N∑
m6=n
φm + 3B | φn |2 φn − γ(| φn |2)tφn = 0 . (3.18)
Da die Amplitude des Oszillators am Punkt n1 nur (infinitesimal) vom Einheitswert φn 6=n1 =
√
a
abweicht, kann das System aus N Teilchen als Dimer-Gleichung geschrieben werden, wobei φo den
Oszillator bei n1 beschreibt und φ1 alle anderen Oszillatoren. Nach der Transformation φo := φn1 =√
N − 1φ¯o , φ1 := φn 6=n1 = φ¯1, ergeben sich die Dimer-Gleichungen zu
i ˙¯φo = −J¯ φ¯1 − V¯oφ¯oρ¯ | φ¯o |2 (3.19)
i ˙¯φ1 = −J¯ φ¯o −E1φ¯1 − V¯1φ¯1ρ¯ | φ¯1 |2 (3.20)
mit
J¯ =
J
√
N − 1
2N
, V¯o =
3
2
B(N − 1)
ρ¯ = (1− γ
3B
d
dt
) , E1 =
J(N − 2)
2N
, V¯1 =
3
2
B . (3.21)
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Fu¨hrt man die neuen Variablen Θ und Ψ bzw. x(t), y(t), z(t) nach der Vorschrift
φ¯∗oφ¯1 + φ¯oφ¯
∗
1 = sinΘ cosΨ = x(t) (3.22)
−i(φ¯∗oφ¯1 − φ¯oφ¯∗1) = sinΘ cosΨ = y(t) (3.23)
| φ¯o |2 − | φ¯1 |2= cosΘ = z(t) (3.24)
N¯ =| φ¯o |2 + | φ¯1 |2= N
N − 1 (3.25)
ein, erha¨lt man die Dimer-Gleichungen:
Ψ˙ =
2J¯z cosΨ√
N¯ − z2 −
V¯o − V¯1
2
N¯ − V¯o + V¯1
2
ρ¯z (3.26)
z˙ = −2J¯
√
N¯ − z2 sinΨ . (3.27)
Dieses System ist lo¨sbar fu¨r γ = 0 und fu¨hrt zu kleinamplitudigen Schwingungen von z(t) um
seinen Startwert. Bei einem nicht-verschwindenden Wert fu¨r γ kann man das System numerisch
lo¨sen und es la¨sst sich ein effektiver Norm-Transfer auf den Oszillator φo beobachten, da z(t) von
seinem Startwert z(0) ≈ −N¯ auf den Maximalwert z(∞) = N¯ anwa¨chst (a¨hnlich dem Modell
fu¨r Elektronentransfer in [36]). Dieses Ergebnis und die Beobachtungen in den Simulationen legen
somit die Interpretation nahe, dass die sich fu¨r kleine Zeiten im System ausbildenden Anha¨ufungen
der lokalen Norm (mit einer Ausdehnung, die mit dem Wechselwirkungsradius α−1 anwa¨chst) qua-
litativ als eine Sequenz von Dimer-Regionen aufgefasst werden ko¨nnen. In diesen Regionen, deren
Gro¨ße von α und J kontrolliert wird, tritt aufgrund des Da¨mpfungsmechanismus eine sehr effektive
Lokalisierung der darin befindlichen lokalen Norm ein.
Eine vielleicht anschaulichere Behandlung des Normtransfers im Dimer-Modell wurde bei Untersu-
chungen u¨ber die Peierls-Nabarro-Barriere der diskreten Breather in [42] angewendet. Diese Formu-
lierung soll hier u¨bernommen und mit den Ergebnissen der Simulationen fu¨r den Dimer-Fall α→ 0
verglichen werden. Dabei setzt man die speziellen Anfangsbedingungen
φo = φn=n1 (3.28)
φ1 = φn 6=n1 (3.29)
in die Hamiltonfunktion (3.17) ein und erha¨lt
H =
−2J(N − 1)
4N
(φ1φ˜o + φoφ˜1)− −J(N − 1)(N − 2)4N (φ1φ˜o + φoφ˜1)−
3B
4
(| φo |4 +(N − 1) | φ1 |4) .
(3.30)
Mit dem U¨bergangsparameter ν(t), der den Normfluss vom Anfangszustand ν = 0 mit
(| φo |2=| φ1 |2= a) bis zum Endzustand ν = 1 mit (| φo |2= N , | φ1 |2= 0) regelt und der Phase
θ(t) zwischen den beiden Wellenfunktionen la¨sst sich das Problem folgendermaßen schreiben:
φ1(ν) =
√
a
√
1− ν eiψeiθ (3.31)
φo(ν) =
√
a
√
1 + (N − 1)ν eiψ (3.32)
HD =
−J(N − 1)
N
a
√
1− ν
√
1 + (N − 1)ν cosθ
− −2J(N − 1)(N − 2)
4N
a(1− ν) +−3B
4
a2N(1 + (N − 1)ν2) . (3.33)
In Abbildung 3.4 sind die Simulationsergebnisse fu¨r ein DNLS-System mit B = 0.2, J = 0.1 und
N = 500 fu¨r α = 0 mit dem minimalen theoretischen Wert HDmin(ν) = H
D(ν, θ = 0) und dem
maximalen theoretischen Wert HDmax(ν) = H
D(ν, θ = pi) fu¨r verschiedene Werte von ν ∈ [0, 1]
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aufgetragen. Man kann gut erkennen, dass die in der Simulation gemessenen Energien des Dimers
zeitlich abnehmen, wobei der aktuelle Wert der Energie schnell zwischen HDmax und H
D
min schwankt
(Abbildung 3.4 a). Diese Ergebnisse lassen sich auch in Abha¨ngigkeit der Norm | φo |2 auftragen.
Fu¨r große Zeiten, wenn schon etwa die Ha¨lfte (| φo |2≈ 250 a) der gesamten Norm N = 500 a am
Oszillator φo vorliegt, gibt es Abweichungen vom theoretischen Verlauf (siehe Abbildung 3.4 b).
Das liegt an der Tatsache, dass fu¨r die in diesem Fall sehr schnelle Dynamik von φo(t) sehr kleine
Zeitschritte in den Simulationen erforderlich werden.
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Abbildung 3.4: a: Energie eines DNLS-Dimers (α → 0) mit B = 0.2, J = 0.1 und N = 500 a in
der Simulation verglichen mit der theoretisch maximalen und minimalen Energie, HDmax und H
D
min,
fu¨r kleine Werte des U¨bergangsparameters ν. Die Anfangsbedingung fu¨r den Oszillator n1 = 300
unterscheidet sich bei t = 0 infinitesimal vom Wert φn 6=n1 =
√
a (a = 0.16). Ohne die Dynamik fu¨r
die Phase θ(t) fu¨r den Ansatz (3.33) exakt zu kennen, kann der Verlauf der Dimer-Energie HD in
Abha¨ngigkeit vom U¨bergangsparameter ν gut vorhergesagt werden. Es sind lediglich die Ergebnisse
fu¨r relativ kleine Werte ν gezeigt, damit das Hin- und Herpendeln der Systemenergie zwischen den
Werten HDmax und H
D
min deutlich wird.
b: Fu¨r gro¨ßere Werte von ν ≈ 0.5 und damit großen Werten | φo |2≈ 250 a weichen die Simulati-
onswerte vom theoretischen Verlauf HD ≈ HDmax ≈ HDmin ab, weil der Zeitschritt der numerischen
Integration nicht mehr ausreicht, um die schnelle Dynamik φo(t) zu beschreiben, was außerdem mit
einer schnellen A¨nderung der Erhaltungsgro¨ße N einhergeht.
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3.4 Thermalisierung
Obwohl die Existenz diskreter Breather theoretisch in vielen Systemen bewiesen wurde, gibt es
kontroverse Diskussionen bezu¨glich ihrer Relevanz im Fall endlicher Temperaturen. Nur bei großen
Lebensdauern der Anregungen in Gegenwart thermischer Fluktuationen kann man davon ausgehen,
dass sie zu Transporteigenschaften in Kristallen oder Biomoleku¨len beitragen. Deshalb ist beson-
ders interessant zu kla¨ren, unter welchen Bedingungen persistente Breather im System entstehen.
Wegen der neueren Anwendungen der DNLS bei optischen Wellenleitern und bei der Beschreibung
von Bose-Einstein-Kondensaten sind besonders bei DNLS-Gleichungen, insbesondere der DNLS mit
kubischer Nichtlinearita¨t, viele Fortschritte erzielt worden [39, 43]. Es wa¨re erstrebenswert, diese
Ergebnisse auf erweiterte DNLS-Modelle und andere nichtlineare Gitter, fu¨r die die DNLS unter
gewissen Bedingungen eine Na¨herung darstellt, zu u¨bertragen [44]. Bei der DNLS stehen besonders
Erweiterungen auf die physikalisch relevanteren Situationen zwei- und dreidimensionaler Systeme
im Vordergrund, weswegen oftmals eindimensionale DNLS-Gleichungen mit allgemeinerer Nichtli-
nearita¨t (| φn |2σ φ, σ 6= 1 ) untersucht werden, die a¨hnliche Eigenschaften zeigen wie die DNLS in
zwei und drei Dimensionen. Beispielsweise ergibt sich bei σ > 1 wie in zwei- und dreidimensionalen
Systemen eine Energielu¨cke fu¨r die Anregung von diskreten Breathern. Die Bedingung fu¨r das Vor-
handensein einer Energielu¨cke im Anregungsspektrum entspricht der aus dem Vakhitov-Kolokolov-
Kriterium abgeleiteten Bedingung fu¨r den Kollaps der NLS-Grundzustandslo¨sung: σD > 2. Die
Tight-Binding DNLS-Approximation von Bose-Einstein-Kondensaten motiviert dagegen die Situa-
tion σ < 1 [45].
Verwandte Gittermodelle, wie das Peyrard-Bishop-Dauxois-Modell [46], werden zur Beschreibung
der DNA benutzt, da durch sie die experimentell beobachtete diskrete Dynamik der Basenpaare bei
wichtigen Prozessen (z.B. lokales O¨ffnen, Transkription) gut beschrieben wird [47]. Da die DNLS
ein System mit zwei Erhaltungsgro¨ßen ist (Energie und Norm), zeigen sich andere Eigenschaften als
etwa in Klein-Gordon- oder Fermi-Pasta-Ulam-Systemen [48]. Dies ist auch der Grund, weshalb die
Energielokalisierung in der DNLS gut durch eine großkanonische statistische Beschreibung vorherge-
sagt werden kann [39, 43, 44]. Dabei la¨sst sich allgemein beantworten, welche Anfangsbedingungen
im System (Energie und Norm) zu persistenter Energielokalisierung fu¨hren. Fru¨here Ergebnisse zur
linearen Instabilita¨t ebener und stehender Wellen in der DNLS [2] oder einer spontanen Breather-
Bildung aus einem anfangs von thermischen Fluktuationen beherrschten Untergrund wurden vor
einiger Zeit als erster Schritt zu Energielokalisierung in nichtlinearen Systemen betrachtet [49].
Oftmals wurde lineare Instabilita¨t in einem System automatisch mit der Fa¨higkeit zur Ausbildung
persistenter Breather gleichgesetzt. In der statistischen Beschreibung la¨sst sich anhand der Werte
fu¨r die Energie und Norm des Systems vorhersagen, ob normales (Gibbsches) Thermalisierungsver-
halten im System oder persistente Energielokalisierung eintritt, was in [43] als ein Phasenu¨bergang
zu einem u¨berhitzten Zustand des Systems mit formal negativen Temperaturen beschrieben wurde.
Die Bedingung fu¨r den Phasenu¨bergang, eine beno¨tigte mittlere Energiedichte (fu¨r eine bestimmte
mittlere Norm) im System, entspricht dabei fu¨r den Fall σ = 1 genau der Bedingung fu¨r die lineare
Instabilita¨t einer stehenden Welle [44]. In [39] wurde analytisch gezeigt, dass die Bildung persis-
tenter Breather aus einer Minimierung der Entropie des gesamten Systems folgt.
In diesem Kapitel soll es um die Einflu¨sse langreichweitiger Wechselwirkungen auf die statistische
Mechanik des DNLS-Systems gehen. Dabei wird wie im vorigen Abschnitt von harmonischen expo-
nentiell abklingenden Wechselwirkungen vom Kac-Baker-Typ ausgegangen. Im Grenzwert α→∞
ergeben sich die Ergebnisse fu¨r die in [39, 43, 44] betrachteten DNLS. Es soll dabei nicht in erster
Linie um die Eigenschaften einzelner diskreter Breather und deren Wechselwirkung untereinander
bzw. mit Phononen gehen, sondern um die Norm-Lokalisierung η und die mittlere Besetzungswahr-
scheinlichkeit pn = 〈| φn |2 /N〉 fu¨r das DNLS-System als Funktion des Wechselwirkungsradius
α−1.
Ein Maß fu¨r Energielokalisierung, definiert als
∑
n | φn |4 /
∑
n | φ |2, wurde bereits in [50] fu¨r die
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DST-Gleichung benutzt, um die Energieverteilung der C=O-Schwingungen beim Protein Adenylat
Kinase (bestehend aus f = 194 Aminosa¨uren) zu bestimmen, wobei die f(f − 1) = 18721 Nicht-
diagonalelemente zufa¨llig festgelegt wurden. Das Ergebnis der Untersuchung war, dass es in der
DST bei relevanten Werten der Nichtlinearita¨t zu einer Energielokalisierung vom Anderson-Typ
kommt. Aktuelle experimentelle und theoretische Ergebnisse bezu¨glich der Temperaturabha¨ngig-
keit der Energielokalisierung in Proteinen bei physiologischen Temperaturen deuten (wie bereits
vorher erwa¨hnt) ebenfalls auf die Dominanz der Anderson-Lokalisierung durch dynamische und
statische Unordnung u¨ber den Davydovschen Selbst-Lokalisierungs-Mechanismus hin.
Durch Hinzunahme langreichweitiger Wechselwirkungen wird sich zeigen, dass die lineare Instabi-
lita¨t einer ebenen Welle (als Anfangsbedingung) keine hinreichende Bedingung fu¨r die Ausbildung
persistenter Breather darstellt, sondern dass die statistische Betrachtungsweise notwendig ist, um
die persistente Breather-Phase zu beschreiben.
Die statistische Beschreibung fu¨r Energielokalisierung in der DNLS wurde vor kurzem auf die DNLS-
Na¨herung eines KG-FPU-Systems (mit anharmonischen Oszillator- und Wechselwirkungspotenzia-
len) angewendet [51]. Dabei wurde festgestellt, dass die Phasenkurve im Konfigurationsraum stark
vom Verha¨ltnis der Anharmonizita¨ten des Oszillatorpotenzials und des Wechselwirkungspotenzials
abha¨ngt und dass die Bedingung fu¨r lineare Instabilita¨t nicht zur Vorhersage persistenter Ener-
gielokalisierung ausreicht. Fu¨r starke Wechselwirkungspotenziale ergibt sich ein Szenario a¨hnlich
der Thermalisierung eines FPU-Systems, bei dem sich nach langen Zeiten nur noch eine mobi-
le großamplitudige Anregung im System befindet, die durch Kollisionen mit den Phononen eine
Zufallsbewegung zeigt (daher ihre Bezeichnung als chaotische Breather) [52], was zu der in [53] be-
obachteten Positionsvarianz ∼ t3/2 fu¨hrt. Im Gegensatz zu KG- und DNLS-Systemen, wo immobile
diskrete Breather nach einiger Zeit nicht mehr mit ihrer Umgebung wechselwirken, wurden in ein-
und zweidimensionalen FPU-Systemen die Zersto¨rung des chaotischen Breathers durch Wechsel-
wirkungen mit langwelligen Phononen beobachtet [52, 54].
3.4.1 Simulation
Die Ausbildung von persistenten Breathern in der DNLS basiert auf inelastischen Kollisionen der
Breather untereinander und mit Phononen. Es wurde gezeigt, dass die einfachste Breather-Lo¨sung
der DNLS mit einer Spitze (single-peaked breather) Lyapunov-stabil ist, das heißt, dass sie stabil
ist gegen Norm-erhaltende Sto¨rungen, was ebenfalls an der Normerhaltung in der DNLS liegt und
nicht auf andere Hamiltonsche Gitter zutrifft [2, 55]. Eine dynamische Beschreibung der Breather-
Breather- und Breather-Phonon-Wechselwirkungen (die nicht in Rahmen von Stabilita¨tsanalysen
mo¨glich ist) ist mitunter sehr komplex. Die Breather-Breather-Wechselwirkungen zeigen die Ten-
denz, dass gro¨ßere Breather auf Kosten der kleineren wachsen, was auch bei anderen Gittern be-
obachtet wurde [56, 57]. Breather ko¨nnen von einem Phonon (unter Aussendung eines Phonons
mit doppelter Frequenz) Energie aufnehmen. Zu Breather-Zerfall kommt es dagegen nur bei Multi-
Phonon-Streuprozessen [58, 59]. Ab einer genu¨gend großen Amplitude scheinen die diskreten Brea-
ther sich nicht mehr wesentlich zu vera¨ndern (in fu¨hrender Ordung einer Sto¨rungsrechnung), wobei
nicht klar ist, ob dies den Endzustand des Systems darstellt oder ob es zu einem Breather-Zerfall
fu¨r lange Zeiten kommen kann (wie bei FPU-Systemen beobachtet [60]). Bei Untersuchungen der
DNLS mit nichtlinearer Da¨mpfung und weißem Rauschen (einer Idealisierung des farbigen Rau-
schens in [27]) sind sehr langlebige großamplitudige Breather gefunden worden mit einer in der Zeit
linearen Zerfallsrate, die proportional zur Rauschsta¨rke im System ist.
Ein qualitatives Versta¨ndnis dafu¨r, welche (ra¨umlich ausgedehnten) Anfangsbedingungen zur Aus-
bildung von persistenten Breathern fu¨hren, erfordert eine statistische Beschreibung. Die Resultate
in [39, 43, 44] ko¨nnen vereinfacht folgendermaßen zusammengefasst werden:
Das Formieren persistenter Breather ist grundsa¨tzlich der Versuch eines u¨berhitzten Systems (mi-
krokanonisch T < 0), sich selbst durch das Kreieren einiger ”hot spots“ aus lokalisierter Energie
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zu ku¨hlen. Im mikrokanonischen Ensemble (N ,H konstant) la¨sst sich zeigen, dass dieser Prozess
entropisch getrieben ist, wobei das System bei β = 0 (β ist die inverse Temperatur) einen Zustand
maximaler Entropie einnimmt und weitere Energie an die ”hot spots“ abgibt, um den fu¨r das restli-
che System der kleinamplitudigen Fluktuationen gu¨nstigen Zustand mit β = 0 aufrechtzuerhalten.
Die maximale Energie des Systems entspricht einem einzelnen Breather mit Norm N . Verwendet
man die Energie als einen durch die Anfangsbedingungen vera¨nderbaren Parameter, so nimmt die
Anzahl von Mikrozusta¨nden im System (fu¨r feste Norm) fu¨r wachsende Energie in der persistenten
Breather-Phase ab, was gema¨ß der Definition der Temperatur 1/T = (∂S/∂E)N der Situation ne-
gativer Temperaturen entspricht.
Die Energiezunahme fu¨hrt zu einer wachsenden Lokalisierung der Norm, die in den folgenden Si-
mulationen anhand der Gro¨ße
η = N
∑N
i | φi |4
(
∑N
i | φi |2)2
(3.34)
veranschaulicht wird. Die Norm-Lokalisierung kann Werte im Bereich [1, N ] annehmen, was bei
η = 1 der Situation einer gleichma¨ßig verteilten Norm und bei η = N der Situation einer kompletten
Lokalisierung an einem Oszillator entspricht. Diese Gro¨ße gibt keine Informationen u¨ber die Art der
ra¨umlichen Verteilung, sondern nur u¨ber den Grad der Lokalisierung. In der folgenden Abbildung
3.5 sollen mit der Zeitentwicklung der lokalen Normverteilung pn =| φn |2 /N (in Einheiten von
a = N/N) die qualitativen Unterschiede bei der Thermalisierung eines Systems (mit Anfangsbedin-
gung II) fu¨r die verschiedenen Wechselwirkungsparameter α = 5 und α = 0.2 dargestellt werden.
Die Einbeziehung langreichweitiger Wechselwirkung (bei α = 0.2) fu¨hrt zu deutlichen Unterschieden
zum Fall α = 5, der praktisch der Situation einer DNLS mit Na¨chste-Nachbar-Wechselwirkungen
entspricht. Dabei ist immer zu beachten, dass gro¨ßere Werte α−1 zu kleineren Kopplungskonstan-
ten fu¨hren. Der lange Zeitraum der Breather-Breather-Kollisionen fu¨r α = 5 (Abb. 3.5 a) ist fu¨r
kleinere Werte von α ersetzt durch einen schnelleren Prozess, bei dem großamplitudige Breather
ihrer Umgebung (definiert durch α−1) Energie entziehen. Manchmal befindet sich eine kleinere An-
regung in der Na¨he einer gro¨ßeren und wird von dieser ohne Positionsa¨nderung absorbiert (Abb.
3.5 b). Insgesamt ergibt sich durch den langreichweitigen Transfer eine marmorierte Struktur im
Gegensatz zu den kollidierenden Trajektorien bei Na¨chste-Nachbar-Wechselwirkungen. Abgesehen
von der schnelleren Lokalisierung ergeben sich auch gro¨ßere Werte fu¨r η fu¨r lange Zeiten. Ein ande-
rer Unterschied besteht beim Quasikollaps-Prozess zu Beginn der Simulation (wenn nach etwa 350
Zeiteinheiten die diskreten Breather in der Abbildung 3.5 erscheinen), der fu¨r α = 0.2 wesentlich
sta¨rker zu sein scheint.
Nach diesen augenscheinlichen Unterschieden soll nun die Statistik der DNLS und deren Abha¨ngig-
keit von α untersucht werden. In [43] wurde die Wahrscheinlichkeit pn(An) eines Oszillators, eine
gewisse Norm An =| φn |2 (φn(t) =
√
An(t)eiθn(t)) zu haben, mit der Transfer-Integral-Methode
numerisch bestimmt (unter der Annahme eines unendlich ausgedehnten Systems). Es wurde ge-
zeigt, dass sich im Grenzfall β → 0 ein linearer Zusammenhang zwischen Log[p(An)] und An ergibt
(Log[p(An)] ∼ −ΓAn) mit Γ = βµ, wobei µ das chemische Potenzial bezeichnet, das im Grenzfall
großer Temperaturen gegen große Werte geht, so dass Γ endlich bleibt. Das chemische Potenzial
µ folgt aus der Interpretation der Norm N als Teilchenzahl im System. Dieses Resultat konnte
durch analytische Rechnung besta¨tigt werden, da die großkanonische Zustandssumme im Grenzfall
β → 0 relativ einfach berechnet werden kann. In Anhang E wird gezeigt, dass sich selbst im Fall
langreichweitiger Wechselwirkungen das gleiche Ergebnis ergibt. Im Fall positiver oder negativer
Temperaturen ergibt sich fu¨r die Kurve Log[p(An)] eine negative oder positive Kru¨mmung. Die-
ses Verhalten konnte auch durch Simulationen der DNLS mit allgemeinerer Nichtlinearita¨t nach-
gewiesen werden, bei denen die Werte An u¨ber lange Zeiten gemittelt wurden [44]. Fu¨r kleine
Fluktuationen (kleine Werte An) ergibt sich im Bereich negativer Temperaturen in den in [43, 44]
betrachteten Fa¨llen stets eine lineare Abha¨ngigkeit Log[p(An)] ∼ −An und die Kru¨mmung setzt
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Abbildung 3.5: Zeitentwicklung von | φn |2 der DNLS mit (B = 0.1 , J = 0.1) ohne Da¨mpfung
(γ = 0) mit α = 5 (a) und α = 0.2 (b) mit der Anfangsbedingung II und a = 0.16. Fu¨r den
kleineren Wert α = 0.2 ergeben sich keine Breather-Kollisionen, sondern langreichweitiger Transfer
von Energie und Norm, was zu einer marmorierten Struktur der Norm-Verteilung fu¨hrt.
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erst bei gro¨ßeren Werten fu¨r An ein. Dieses Ergebnis rechtfertigt den Ansatz von Rumpf [39], den
Wertebereich der Amplituden in zwei Teile aufzuspalten: Den der kleinamplitudigen Fluktuationen
mit einer statistischen Verteilung, die dem Wert β = 0 entspricht, und den Teil der persistenten
Breather bei gro¨ßeren An, was die fu¨r negative Temperaturen typische positive Kru¨mmung von
Log[p(An)] hervorruft.
Im folgenden soll die Wahrscheinlichkeit p(A), im System die lokale Norm A = An bei einem Oszil-
lator n zu finden, fu¨r das System (3.1) bei den verschiedenen Werten α = 5, α = 0.2 und α = 0.04
gemessen werden, um den Einfluss der langreichweitigen Wechselwirkungen im thermalisierten Sys-
tem herauszustellen. Dabei wurden nach einer ausreichend langen Wartezeit bei mehr als 1000
verschiedenen Zeiten in einem System mit 4096 Oszillatoren die Werte An gemessen, aufgezeichnet
und aus den mehr als 4·106 Datenpunkten die Wahrscheinlichkeit p(A) berechnet. In Abbildung 3.6
sind die Verla¨ufe dargestellt, die sich ergeben, wenn das System (nach einigen 105 Zeitschritten) das
thermische Gleichgewicht erreicht hat, was durch konstante Mittelwerte von p(A) und η angezeigt
wird. Es ergeben sich durch die Einfu¨hrung langreichweitiger Wechselwirkungen einige wichtige Un-
terschiede im Gleichgewichtszustand. Der Bereich bei kleinen Werten A, bei dem Log[p(A)] linear
in A ist, ist fu¨r kleinere α auf deutlich kleinere Werte A reduziert und a¨ndert seinen Verlauf. Im
weiteren ist festzustellen, dass das Minimum fu¨r mittlere Werte A fu¨r kleinere Werte α verschwindet
und durch einen nahezu horizontalen Verlauf in diesem Bereich ersetzt wird. Die Ergebnisse zeigen
also deutlich, dass die Aufteilung des Phasenraums in den Bereich kleinamplitudiger Fluktuationen
(bei β = 0) und großamplitudiger Breather fu¨r langreichweitige Potenziale nicht mehr gegeben ist.
Insgesamt scheint eine Umverteilung der Norm vom Gebiet kleiner Werte auf mittlere und große
Werte fu¨r A stattzufinden. Es ist fu¨r beliebige Anfangsbedingungen problematisch, die Effekte der
langreichweitigen Wechselwirkungen auf die Thermalisierung, wie in Abbildung 3.5 gemacht, nur
durch A¨ndern des Wechselwirkungsradius α−1 zu untersuchen, da die Energie des Systems von
α abha¨ngt. Da aber die Anfangsbedingungen I und II (| φn |=
√
Ane
iθn =
√
a) dem System die
α-unabha¨ngige maximal mo¨gliche Energie (bei gleichma¨ßig verteilter Norm) zufu¨hren, besitzt das
System aus Abbildung 3.6 fu¨r alle drei Werte von α die gleiche Energie.
Man kann analog zu [44] vorgehen, um fu¨r eine gleichma¨ßig verteilte feste Norm N = Na im System
die maximale Energie −Hu (fu¨r φn(0) =
√
a), die minimale Energie −Hs (fu¨r φn(0) =
√
aeipin) und
die Energie −Hβ=0+ beim Phasenu¨bergang zu bestimmen (siehe Anhang E). Die Gro¨ße −Hu be-
zeichnet die maximale Energie des Systems, die durch Vera¨nderung der Phasen θn erreicht werden
kann. Der eigentliche obere Grenzwert der Energie −H ist natu¨rlich durch einen einzelnen Breather
mit der Norm N gegeben. Doch dieser Zustand ist durch die Abkopplung der Breather-Dynamik
von der Umgebung fu¨r große Breather auf natu¨rlichem Wege nicht erreichbar [58].
Die Minuszeichen bei den Energien (3.35-3.38) erscheinen, damit die folgenden Grafiken einfacher
mit denen in [43, 44] verglichen werden ko¨nnen, wo die Energie (3.3) mit einem anderen Vorzeichen
definiert wurde. Fu¨r die mittlere Energiedichte −h = −H/N und die mittlere Norm a = N/N la¨sst
sich dann ein dem in [43] entsprechendes Phasendiagramm zeichnen, wobei gilt
−hβ=0+ = −
Hβ=0+
N
= −Ja+ 3
2
Ba2 (3.35)
−hs(α→∞) = −H
s(α→∞)
N
= −2Ja+ 3
4
Ba2 (3.36)
−hs(α→ 0) = −H
s(α→ 0)
N
= −Ja+ 3
4
Ba2 (3.37)
−hu = −H
u
N
=
3
4
Ba2 . (3.38)
Nur die untere Grenze −Hs von −H (3.3) ha¨ngt von α ab. In die obere Grenze −Hu und in die
Phasenu¨bergangsenergie −Hβ=0+ geht der Wechselwirkungsanteil der Hamiltonfunktion (3.3) nicht
ein. Im Grenzfall α→ 0 verschwindet der Bereich der Gibbschen Thermalisierung fu¨r kleine Werte a
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Abbildung 3.6: Zeitgemittelte und normalisierte Verteilung p(An) fu¨r die DNLS mit Anfangsbedin-
gung II mit a = 0.16. Die Daten wurden durch Mittelung u¨ber 1000 Zeitpunkte in einem System
mit N = 4096 Gitterpunkten (∼ 4 × 106 Datenpunkte) in einer Zeit von ∼ 105 Zeitschritten
gewonnen, nachdem die Lokalisierung η einen zeitlich konstanten Mittelwert erreicht hatte. Die
Simulation wurde jeweils mit den Werten α = 5 (schwarze Kreise), α = 0.2 (rote Quadrate) und
α = 0.04 (orange Dreiecke) durchgefu¨hrt. Der Wechselwirkungsradius α−1 hat starken Einfluss auf
den Verlauf von p(A), obwohl die Kopplung J(α,N) fu¨r große Wechselwirkungsradien sehr klein
wird.
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Abbildung 3.7: Die Abbildung gibt die Abha¨ngigkeit der Energiedichten −h = −H/N (3.35-3.38)
von a wieder. Die Datenpunkte stellen die mittleren Energiedichten 〈−h〉 bei den Temperaturen
aus der Abbildung 3.11 fu¨r die DNLS (3.1) mit B = J = 0.1 und γ = 0 dar.
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und man befindet sich fu¨r alle mo¨glichen Energien−h in der Phase persistenter Energielokalisierung.
Um zu untersuchen, ob die bisher nur fu¨r H = Hu (Abbildung 3.6) beobachtete Tendenz einer mit
α−1 anwachsenden Lokalisierung im ganzen Energiespektrum vorliegt, muss ein Weg gefunden
werden, systematisch Anfangsbedingungen des DNLS-Systems mit fester Norm und Energie fu¨r
verschiedene Werte α zu generieren. Diese Anfangsbedingungen werden fu¨r das System 3.1 (fu¨r
ein bestimmtes α) ausgehend von Anfangsbedingung II nur durch zufa¨llige Vera¨nderungen der
Phasen θn erzeugt, was die Energie des Systems a¨ndert, aber die Norm N unvera¨ndert la¨sst. In der
folgenden Simulation wird sich auf den Fall B = J = 0.1, a = 0.16 und N = 512 beschra¨nkt, was
zu den Energien (siehe Anhang E)
−Hβ=0+ = −6.23 , −Hs(α→∞) = −15.40
−Hs(α→ 0) = −7.21 , −Hu = 0.98 (3.39)
fu¨hrt. Diese Werte korrespondieren zu den Energiedichten in der Abbildung 3.7 fu¨r den Wert
a = 0.16. In der Abbildung 3.8 sind die Ergebnisse fu¨r den Mittelwert der Lokalisierung η fu¨r
die Werte α = 5 und α = 0.2 fu¨r verschiedene Energien dargestellt. Man kann erkennen, dass
die obere und untere Grenze der mo¨glichen Systemenergien fu¨r α = 5 und α = 0.2 bereits sehr
gut mit den Werten (3.39) fu¨r α→∞ und α→ 0 u¨bereinstimmen. Die Mittelwerte von η bei der
Phasenu¨bergangsenergie stimmen fu¨r die beiden gewa¨hlten Werte α u¨berein, was zu erwarten ist, da
fu¨r β = 0+ die großkanonische Zustandssumme (und somit die statistischen Mittelwerte im System)
nicht mehr von der konkreten Form des harmonischen Wechselwirkungspotenzials abha¨ngen.
3.4.2 Monte-Carlo-Simulationen
Die im letzten Abschnitt dargestellten Ergebnisse in Abbildung 3.8 zeigen, dass die Einfu¨hrung
eines gro¨ßeren Wechselwirkungsradius α−1 zu einer merklichen Zunahme der Norm-Lokalisierung
bei konstanter Norm N und Energie −H fu¨hrt. Um die Thermodynamik des DNLS-Systems weiter
zu studieren, sollen die bisherigen Studien (am mikrokanonischen Ensemble) durch die experimen-
tell relevantere Fragestellung nach der Temperaturabha¨ngigkeit der Lokalisierung erga¨nzt werden
(kanonisches Ensemble). Deshalb wurde eine zweite Serie von Messungen der Lokalisierungssta¨rke η
fu¨r vorgegebene Temperaturen T unternommen, wobei die Anfangsbedingungen des Systems durch
Hybrid-Monte-Carlo-Simulationen generiert wurden. Dabei wurden die Phasen θn des Systems auf
zufa¨llige Weise manipuliert (was zur einer A¨nderung ∆H der Systemenergie fu¨hrt) und eine neue
Konfiguration mit der Wahrscheinlichkeit exp(−β∆H) akzeptiert. Wenn die A¨nderungsrate (mit
der neue Konfigurationen akzeptiert werden) zu klein wird, wird das System durch mikrokanonische
Simulationen aufgefrischt. Die Monte-Carlo-Methode wurde auf positive und negative Temperatu-
ren angewendet. Nach vielen Monte-Carlo-Schritten erreicht das System den Zustand mit einem
konstanten Mittelwert der Energie −H, der von der gewa¨hlten Temperatur T und dem Wechsel-
wirkungsradius α−1 abha¨ngt (siehe Abbildung 3.9). In Abbildung 3.9 sind die Mittelwerte (mit
Fehlerbalken) der Systemenergien fu¨r α = 5 und α = 0.2 gegen den Betrag der Temperatur aufge-
tragen. Dabei befinden sich die Werte fu¨r positive (negative) Temperaturen unterhalb (oberhalb)
der gestrichelten Linie. Es ist deutlich zu sehen, dass die Monte-Carlo-Simulationen die Vorher-
sagen fu¨r die Energie des Phasenu¨bergangs −Hβ=0+ besta¨tigen. Fu¨r betragsma¨ßig große positive
oder negative Werte fu¨r T (β → 0) nimmt das System den berechneten Wert −Hβ=0+ = −6.23
(gestrichelte Linie) an. Bei ungleichma¨ßiger Verteilung der Norm sind fu¨r das System gro¨ßere Ener-
gien als −Hu mo¨glich. Die Ergebnisse des hier betrachteten Monte-Carlo-Verfahrens stimmen im
Bereich β ≈ 0+ sehr gut mit den Vorhersagen der Theorie u¨berein. Im Grenzfall T → 0− ergibt
sich aber in den Simulationen eine sehr langsame Konvergenz, was eventuell am Algorithmus liegt
(critical slow down) oder/und an der erwa¨hnten Tra¨gheit großamplitudiger diskreter Breather,
u¨ber eine gewisse Gro¨ße hinaus weiter zu wachsen. Dieses Problem und die Auswirkungen auf die
Monte-Carlo-Technik erfordern weitere Untersuchungen. In der bestehenden Literatur zur DNLS
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Abbildung 3.8: Der zeitliche Mittelwert der Norm-Lokalisierung η (gemittelt u¨ber 1000 Messpunkte)
als Funktion der Energie. Die Resultate (3.39) fu¨r α→ 0 und ∞ stimmen sehr gut mit dem in der
Grafik sichtbaren Wertebereich von H fu¨r α = 5 und 0.2 u¨berein. Bei der Energie Hβ=0+ = −6.23
ist der Wert von η gleich fu¨r die beiden Werte von α, was zu erwarten ist, da fu¨r β = 0+ die
großkanonische Zustandssumme (und somit die statistischen Mittelwerte im System) nicht mehr
von der konkreten Form des harmonischen Wechselwirkungspotenzials abha¨ngen. (B = J = 0.1,
a = 0.16, N = 512)
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Abbildung 3.9: Es sind die Mittelwerte (mit Fehlerbalken) der Systemenergien fu¨r α = 5 und α = 0.2
gegen den Betrag der Temperatur aufgetragen. Dabei befinden sich die Werte fu¨r positive (negative)
Temperaturen unterhalb (oberhalb) der gestrichelten Linie. Fu¨r betragsma¨ßig große positive und
negative Temperaturen T fu¨hrt die Vorgehensweise unabha¨ngig vom Wert α auf eine Systemenergie
von −H = −Hβ=0+ = −6.23 (gestrichelte Linie). (B = J = 0.1 ,a=0.16, N = 512)
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Abbildung 3.10: Der Mittelwert der Norm-Lokalisierung η als Funktion der Systemtemperatur fu¨r
α = 5 und α = 0.2. Die Anfangsbedingungen wurden mit Monte-Carlo-Simulationen der DNLS
gewonnen. Die Werte oberhalb des Wertes η ≈ 2 im Hochtemperaturlimes geho¨ren zu negativen
Temperaturen und die Werte unterhalb zu positiven Temperaturen. (B = J = 0.1 ,a=0.16, N =
512)
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gibt es meines Wissens bisher keine a¨hnlichen Studien, die die DNLS-Dynamik mit der Monte-
Carlo-Methode kombinieren.
Die erhaltenen Systemkonfigurationen wurden als Anfangsbedingung weiterer mikrokanonischer
Simulationen benutzt, um die Lokalisierung η(T ) in Abha¨ngigkeit von der Temperatur zu bestim-
men. Es ist zu sehen, dass der Verlauf von η(T ) im Bereich negativer Temperaturen stark von α
abha¨ngt. Fu¨r stark u¨berhitzte Systeme T → 0− zeigen sich fu¨r gro¨ßere Wechselwirkungsradien (und
somit kleiner Kopplung J(α,N)) deutlich gro¨ßere Werte fu¨r η. In den Arbeiten [43, 44] wird das
Pha¨nomen als Phasenu¨bergang bezeichnet, wohingegen in [39] nicht von einem Phasenu¨bergang
gesprochen wird. Die Bezeichnung als Phasenu¨bergang suggeriert die Vorstellung einer bei der kri-
tischen Temperatur plo¨tzlich einsetzenden Vera¨nderung des Ordnungsparameters des Systems (in
unserem Fall η), aber der Verlauf von η bei | β |→ 0 erscheint in den Simulationen sehr glatt. Der
Zusammenhang des U¨bergangs zur persistenten Breather-Phase mit dem Konzept des Phasenu¨ber-
gangs stammt aus der U¨berlegung [43, 44], dass anstelle der Norm N als effektive Teilchenzahl in
der großkanonischen Zustandssumme Z (die fu¨r β < 0 divergiert) der Ausdruck N 2 stehen sollte.
Im Bereich T → 0− wird die Energie hauptsa¨chlich auf persistente großamplitudige Anregungen
verteilt, fu¨r die H ∼ N 2 gilt. Fu¨r genu¨gend kleine Werte des neuen (zu N 2 korrespondierenden
chemischen Potenzials) erreicht man einen konvergierenden Ausdruck fu¨r Z. Diese Vorgehensweise
und die Anwendung der Transfer-Integral-Methode liefert in [43] gute U¨bereinstimmung mit den
Simulationen. Die bei β = 0 erscheinende Diskontinuita¨t der großkanonischen Zustandssumme bei
β = 0 sollte dann nach den Regeln der Statistischen Mechanik als Phasenu¨bergang beobachtbar
sein.
In den Simulationen kann man bei verschiedenen Temperaturen die Ausbildung der persistenten
Breather direkt verfolgen. Bei der Bildung persistenter Breather sollte festzustellen sein, dass die
Anregungswahrscheinlichkeit pn =| φn |2 /N bei bestimmten Oszillatoren n im Zeitmittel gro¨ßer
ist als bei anderen Oszillatoren. An Orten, bei denen sich persistente Breather ausbilden, soll-
te sich der beobachtete Wert pn deutlich von seinem Mittelwert 1/N unterscheiden. Wie man in
Abbildung 3.11 (fu¨r α = 5) sehen kann, verha¨lt sich pn im Limes T → ∞ (bei dem theoretisch
der Phasenu¨bergang eintreten muss) sehr homogen (Temperatur T = 0.3, T = −0.3). Erst bei
betragsma¨ßig kleineren negativen Temperaturen wie T = −0.001 sind deutliche Spitzen in der
Anregungswahrscheinlichkeit pn zu erkennen. Da die β = 0+-Linie im Phasenraum die Stellen
markiert, bei denen die Ausbildung großamplitudiger persistenter Anregungen anla¨uft, sind dort
anschaulich auch keine drastischen A¨nderungen zu erwarten. Da keine quantitativen Informationen
u¨ber die Analyzita¨t der großkanonischen Zustandssumme Z an diesem Punkt bekannt sind, ist die
Bezeichnung des Vorgangs als Phasenu¨bergang vielleicht etwas irrefu¨hrend.
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Abbildung 3.11: Die Mittelwerte der Besetzungswahrscheinlichkeit pn fu¨r sechs unterschiedliche
Temperaturen (oben: T = −0.3 (Kreise), T = 0.3 (Quadrate), T = 0.001 (Dreiecke); unten: T =
−0.001 (Kreise), T = −0.01 (Quadrate), T = −0.03 (Dreiecke) ) zeigen erst bei betragsma¨ßig relativ
kleinen negativen Temperaturen wie T = −0.001 eine signifikante Ausbildung von persistenten
Anregungen.(B = J = 0.1 ,a=0.16, N = 512, α = 5)
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3.4.3 Lineare Stabilita¨t
Die lineare Instabilita¨t von ebenen Wellenlo¨sungen wurde in der Vergangenheit als erster Schritt
zur Energielokalisierung in nichtlinearen Gittern bezeichnet [49]. Aber wie schon in [51] fu¨r die
FPU-KG-DNLS-Gleichung geschehen, soll hier fu¨r die DNLS mit langreichweitigen Wechselwir-
kungen (3.1) demonstriert werden, dass die lineare Instabilita¨t keine hinreichende Bedingung fu¨r
die Ausbildung persistenter Anregungen darstellt. Fu¨r die DNLS ergibt sich die lineare Instabilita¨t
stehender Wellen φn =
√
a cos(qn+ β) fu¨r den gleichen Zusammenhang h(a), der auch fu¨r hβ=0+
gilt [44]. Fu¨r allgemeine Nichtlinearita¨ten σ 6= 1 in der DNLS verschwindet diese U¨bereinstimmung
und es kommt zu Bereichen, in denen linear instabile Anfangsbedingungen auf Gibbsche Therma-
lisierung fu¨hren, aber keine persistenten Breather entstehen.
Um diesen Sachverhalt und die guten Vorhersagen der statistischen Beschreibung der DNLS zu
demonstrieren, wird im folgenden die Bedingung fu¨r die lineare Stabilita¨t ebener Wellen berechnet
und die Resultate mit einigen Simulationen verglichen.
Wenn man eine ebene Welle φn = φoei(qn−ωt) in
iφ˙n −
∑
m∈Z
Jm
2
(φn − φm) + 3B2 | φn |
2 φn = 0 (3.40)
einsetzt, erha¨lt man exakte Lo¨sungen mit
ω =
∑
m∈N
Jm(1− cos(mq))− 3B2 φ
2
o . (3.41)
Eine lineare Stabilita¨tsanalyse beginnt mit der Einfu¨hrung einer Modulation der ebenen Welle mit
der kleinen Amplitude bn << φo und der kleinen Sto¨rphase Ψn << θn = qn− ωt:
φn = (φo + bn)ei(θn+Ψn) . (3.42)
In einer linearen Stabilita¨tsanalyse werden die linearisierten Gleichungen fu¨r bn und Ψn betrachtet.
Dieses Gleichungssystem liefert mit den Lo¨sungsansa¨tzen (bn = bei(Qn−Ωt), Ψn = Ψei(Qn−Ωt)) fu¨r
Ω eine Bedingung der Form (
Ω+
∑
m∈N
Jmsin(mq)sin(mQ)
)2
=
2
∑
m∈N
Jmcos(mq)sin(0.5mQ)2
(
2
∑
m∈N
Jmcos(mq)sin(0.5mQ)2 − 6Bφ2o
)
. (3.43)
Zu imagina¨ren Werten von Ω (und dadurch zu exponentiellem Anwachsen der kleinen Sto¨rung)
kommt es, wenn der rechte Teil der Gleichung negativ wird. Dies ist fu¨r jeden Wert Q der Fall,
wenn die Bedingung
φ2o >
1
3B
|
∑
m∈N
Jmcos(mq) | (3.44)
erfu¨llt ist, was beispielsweise fu¨r q = 0 (Anfangsbedingung I und II) bedeutet, dass alle Modulatio-
nen Q fu¨r φ2o > J/3B zu linearer Instabilita¨t fu¨hren. In den Simulationen wurden kleinere Werte
von φo benutzt, weswegen sich auch linear stabile Modulationen ergeben.
In Abbildung 3.12 sind fu¨r die Werte J = B = 0.1 und φo =
√
a = 0.4 die Bereiche linearer
Instabilita¨t (schwarz) in der (Q,q)-Ebene fu¨r die Werte α = {0.2, 5} eingezeichnet. In [61] wurde
die lineare Instabilita¨t fu¨r die DNLS mit Na¨chste- und U¨berna¨chste-Nachbar-Wechselwirkungen
behandelt. Im Falle der Kac-Baker-Wechselwirkungen kann man fu¨r die gewa¨hlten Parameter
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sehen, dass fu¨r alle α-Werte im Bereich q ≤ pi/2 instabile Modulationen existieren.
In Abbildung 3.13 ist die Zeitentwicklung von | φn(t) |2 fu¨r die DNLS (3.1) mit γ = 0, N = 512,
B = J = 0.1 fu¨r die zwei Werte α = 5 (Abbildung 3.13 a) und α = 0.2 (Abbildung 3.13 b)
dargestellt, die zur Zeit t = 0 mit einer ebenen Welle mit q = 100pi/N = 0.195pi < pi/2 und
φo = 0.4 initialisiert worden ist. Die lineare Stabilita¨tsanalyse liefert fu¨r diese Parameter fu¨r alle
Werte α im Bereich q < pi/2 instabile Modulationen. Man kann deutlich erkennen, dass es in
beiden Fa¨llen zur Instabilita¨t der fu¨r kleine Zeiten vorliegenden wellenfo¨rmigen Norm-Verteilung
der Anfangsbedingung kommt, aber dass nur im Fall α = 5 persistente Breather mit großen
Amplituden An > 6 auftreten. Fu¨r α = 0.2 sind nur fu¨r relativ kurze Zeiten Lokalisierungen in
der Norm-Verteilung von maximal An ≈ 3 zu beobachten. Dieses Ergebnis la¨sst sich mit Hilfe
der statistischen Beschreibung erkla¨ren. Beide Systeme wurden anfangs mit dem gleichen Wert
N initialisiert, was zur Energie −Hβ=0+ = N(Ja + 3/2 Ba2) = −6.23 fu¨hrt. Da die Energie der
Anfangsbedingung von α abha¨ngt, ergibt sich fu¨r α = 0.2 ein Wert −H = −6.72, der im Bereich
der normalen Thermalisierung liegt, wa¨hrend man sich fu¨r α = 5 mit −H = 0.05 bereits deutlich
in der Phase persistenter Breather befindet. Persistente Energielokalisierung und die damit fu¨r
echte Systeme wie Festko¨rper, Magnete oder Biomoleku¨le verbundenen Konsequenzen ko¨nnen
demnach nicht durch lineare Stabilita¨tsanalysen vorhergesagt werden.
Durch die Statistische Physik der DNLS lassen sich auch qualitativ die Einflu¨sse von J und B
auf die Norm-Lokalisierung fu¨r bestimmte Anfangsbedingungen verstehen. Im Fall der eingangs
gewa¨hlten Anfangsbedingungen I oder II wird das System mit B = 0.1 bei gleichma¨ßig verteilter
Norm N = Na unabha¨ngig vom Wechselwirkungsterm und somit unabha¨ngig von den Werten
fu¨r J und α mit der Energie −H = 0.983 initialisiert. Da die Kurve hβ=0+ maßgeblich vom
Wert J abha¨ngt, ist klar, dass fu¨r große Kopplungen J (J >> Ba) eine sehr starke und fu¨r
kleine Kopplungen J (J ∼ Ba) keine persistente Lokalisierung eintritt. Fu¨r große J wird die
Phasenu¨bergangsenergie −Hβ=0+ zu sehr kleinen Werten verschoben. Das System mit Anfangsbe-
dingung I befindet sich somit in einem Bereich im Phasenraum −h(a), der formal zu negativen
Temperaturen korrespondiert. Dynamisch kann man diesen Vorgang als Verbesserung der von
J abha¨ngigen Energietransfereigenschaften deuten. In [42] wird fu¨r die DNLS gezeigt, dass die
Mobilita¨t und die Fa¨higkeit zur Akkumulation von Norm hauptsa¨chlich vom Wechselwirkungs-
koeffizienten abha¨ngt, da bei Positionswechsel großamplitudiger Anregungen viel Energie im
Wechselwirkungsterm gespeichert werden muss. In Abbildung 3.14 ist zu sehen, dass ein System
mit B = 0.1 bei schwacher Kopplung J = 0.01 (Abbildung 3.14 a, b) und starker Kopplung J = 1
(Abbildung 3.14 c, d) vo¨llig unterschiedliche Zusta¨nde einnimmt. Die Ursache ist, dass fu¨r J = 1 die
Phasenu¨bergangsenergie den Wert −Hβ=0+ = −79.95 und fu¨r J = 0.01 den Wert −Hβ=0+ = 1.15
annimmt. Deshalb ergibt sich in Abbildung 3.14 (a) und (b) keine Energielokalisierung, sondern
lediglich eine fluktuierende Norm-Verteilung. Fu¨r J >> B in 3.14 (c),(d) kommt es zu persistenten
Anregungen, wobei der Endzustand fu¨r große α durch Breather-Wechselwirkungen und fu¨r kleine
α u¨ber langreichweitigen Energietransfer erreicht wird.
Man kann anhand der Ergebnisse fu¨r hs(α) und hβ=0+ vermuten, dass fu¨r große J der Ein-
fluss langreichweitiger Effekte am deutlichsten zu Tage tritt. Immerhin unterscheiden sich die
Verla¨ufe der Grundzustandsenergien der DNLS hs(α) fu¨r große J sehr fu¨r verschiedene Werte
α. Fu¨r kleine Werte J (J << Ba) verlaufen die Kurven hs(α → 0) = −Ja + 3/4Ba2 und
hs(α → ∞) = −2Ja + 3/4Ba2 im Phasenraum sehr a¨hnlich, weil die Nichtlinearita¨t im Vorder-
grund steht und nicht die dispersiven Terme. Das ist gut zu sehen in den Abbildungen 3.14 (a)
und (b), wo sich fu¨r J = 0.01 fu¨r α = 5 und α = 0.2 sehr a¨hnliche Lokalisierungssta¨rken ergeben
(obwohl die Strukturen Unterschiede aufweisen). Wenn aber die dispersiven Terme bei großen J
oder kleinen a fu¨r das System wichtig werden (J >> Ba), ergeben sich sehr große Unterschiede
zwischen den Systemen mit oder ohne langreichweitigen Wechselwirkungen (siehe Abbildung 3.7
fu¨r kleine a). In der Abbildung 3.14 (c) und (d) ist zu sehen, dass fu¨r J = 1 im Fall α = 0.2
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sehr hohe Breather-Amplituden mo¨glich sind und sich im Wesentlichen nur zwei diskrete Breather
im System die vorhandene Norm teilen (der zweite bei n ≈ 300 scheint erst nach Aufnahme von
Strahlung bei t ≈ 3800 immobil zu werden). Fu¨r α = 5 ist der Mechanismus der Breather-Bildung
(inelastische Breather-Breather-Kollisionen) komplett unterschiedlich. Aufgrund der einsetzenden
Tra¨gheit der Breather fu¨r gro¨ßere Amplituden ist fu¨r α = 5 keine vergleichbar starke Lokalisierung
mo¨glich.
(a) (b)
Abbildung 3.12: Die Auswertung der Bedingung (3.43) ergibt fu¨r die Parameter J = B = 0.1 und
a = 0.16 und α = 5 (a) bzw. α = 0.2 (b) die schwarz dargestellten Bereiche linearer Instabilita¨t in
der (q,Q)-Ebene.
(a) α = 5 (b) α = 0.2
Abbildung 3.13: Norm-Profil der DNLS mit J = B = 0.1, a = 0.16 fu¨r α = 5 (a) und α = 0.2
(b) fu¨r die Anfangsbedingung einer ebenen Welle mit q ≈ 0.195pi. Fu¨r beide Werte α kommt es
erwartungsgema¨ß zur Instabilita¨t der Anfangsbedingung, doch eine persistente Energielokalisierung
ist nur fu¨r α = 5 zu beobachten, da nur in diesem Fall die Bedingung −H > −Hβ=0+ gilt.
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(a) α = 5, J = 0.01 (b) α = 0.2, J = 0.01
(c) α = 5, J = 1 (d) α = 0.2, J = 1
Abbildung 3.14: Die Norm-Verteilung der DNLS (3.1) mit B = 0.1, γ = 0 und jeweils 2 verschiede-
nen Werten fu¨r J ∈ {1, 0.01} und fu¨r α ∈ {5, 0.2}. Fu¨r schwache Kopplung J = 0.01 << B = 0.1
kommt es zu keiner persistenten Energielokalisierung. Fu¨r starke Kopplung J = 1 >> B = 0.1
kommt es zu Energielokalisierung, da durch den großen Wert J die Energiedichte hβ=0+ bei extrem
kleinen Werten liegt. Fu¨r α = 0.2 ergibt sich fu¨r J = 1 eine sehr viel sta¨rkere Lokalisierung als fu¨r
α = 5, da die Kurve hs(α → 0) weit oberhalb der Kurve hs(α → ∞) verla¨uft (siehe Abbildung
3.7 fu¨r kleine Werte a) und die von der Anfangsbedingung bereitgestellte (nicht von α abha¨ngige)
Energie somit relativ zu hβ=0+ sehr hoch im Energiespektrum liegt.
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3.5 Zusammenfassung und Ausblick
Im Fall der DNLS konnte gezeigt werden, dass fundamentale Erweiterungen wie langreichweiti-
ge Wechselwirkungen und nichtlineare Da¨mpfung zu deutlichen Vera¨nderungen des Energieloka-
lisierungsprozesses fu¨hren. Besonders die Kombination der beiden Erweiterungen kann zu sehr
intensiven stabilen persistenten Breathern fu¨hren. Bei den betrachteten Studien wurden jeweils
harmonische langreichweitige Wechselwirkungen mit einer von der Oszillator-Oszillator-Distanz
abha¨ngigen Kopplung vom Kac-Baker-Typ angenommen. Der frei wa¨hlbare Parameter des Sys-
tems ist der Wechselwirkungsradius α−1, der starken Einfluss auf den Lokalisierungsmechanismus
des Systems hat. Die Summe der Kopplungssta¨rken fu¨r das System wurde unabha¨ngig von α zu J
gewa¨hlt und der beobachtete langreichweitige Transfer bei der Breather-Bildung und die erho¨hte
Lokalisierungsta¨rke sind daher als Folge der neuen La¨ngenskala des Systems, demWechselwirkungs-
radius α−1, zu sehen. Ohne Da¨mpfung ergibt sich im thermalisierten System durch langreichweiti-
ge Wechselwirkungen eine deutliche Vera¨nderung der Breather-Amplituden-Statistik, die besonders
bei großen Energien zu einer merklich sta¨rkeren Energielokalisierung und zur Ausbildung persisten-
ter ”hot spots“ im System fu¨hrt. Eine Messung der Lokalisierungssta¨rke im System in Abha¨ngigkeit
vom Wechselwirkungsradius α−1 fu¨r positive und negative Temperaturen wurde mit Hilfe von neu-
artigen Hybrid-Monte-Carlo-Simulationen fu¨r die DNLS durchgefu¨hrt, die das analytisch exakte
Resultat der Phasenu¨bergangsenergie Hβ=0+ wiedergeben.
Die beobachteten Pha¨nomene sollten grundsa¨tzlich die Dynamik in realen Systemen beeinflussen, da
die nichtlineare Da¨mpfung allgemein bei der Ankopplung eines Phononenbades an die quantenme-
chanischen Gleichungen fu¨r die Anregungsamplitude φ entsteht. Die dispersiven langreichweitigen
Wechselwirkungen vom Kac-Baker-Typ stellen zwar eine spezielle Wahl dar, es wird aber erwartet,
dass das Vorhandensein dispersiver Wechselwirkungen qualitativ gut mit ihnen beschrieben werden
kann. Unabha¨ngig von der aktuell vorliegenden Kopplung erwartet man, dass nichtlineare Systeme
auf das Vorhandensein zusa¨tzlicher dispersiver Wechselwirkungen mit der Schaffung von großam-
plitudigen Anregungen antwortet, um diese weiterhin effektiv zu lokalisieren. Technisch hat die
Kac-Baker-Form den Vorteil, dass man sich durch die Wahl des Parameters α nach Belieben zwi-
schen den Grenzfa¨llen der Na¨chste-Nachbar-Wechselwirkung und der gleichma¨ßigen Kopplung aller
Oszillatoren bewegen kann. Fu¨r langreichweitige Wechselwirkungen (kleine α) ergeben sich neue
Zusta¨nde des Systems, die fu¨r große α nicht mo¨glich sind. Bei Na¨chste-Nachbar-Wechselwirkungen
(großen α) kommt es ab einem gewissen Lokalisierungsgrad im System zu einer Immobilita¨t der
Breather durch die Peierls-Nabarro-Energie, die ein Breather beim Positionswechsel aufbringen
muss. Fu¨r große Wechselwirkungsradien ergibt sich fu¨r das System die Mo¨glichkeit des langreich-
weitigen Energietransfers, womit sich diese Hu¨rde umgehen la¨sst und das System somit in der Lage
ist, sehr massive Anregungen zu generieren. Der Einfluss der Kopplungssta¨rke J auf die Lokali-
sierung kann ebenfalls sehr gut mit der statistischen Behandlung der DNLS erkla¨rt werden. Die
Hinzunahme langreichweitiger Potenziale zeigt auch, dass lineare Stabilita¨tsanalysen der DNLS im
Allgemeinen nicht die Phase persistenter Energielokalisierung vorhersagen ko¨nnen.
Abgesehen von den vor allem im Bereich der Biophysik bereits diskutierten Anwen-
dungsmo¨glichkeiten der DNLS mit Da¨mpfung und langreichweitigen Wechselwirkungen (z.B. Ener-
gielokalisierung in Proteinen, effektiver Energietransfer in Scheibe-Aggregaten, Elektronentrans-
fer in Biomoleku¨len wie Enzymen und DNA) ergeben sich in vielen Systemen zwangsla¨ufig lang-
reichweitige Wechselwirkungen. Die DNLS ohne langreichweitige Wechselwirkungen stellt in diesen
Fa¨llen lediglich eine Beschreibung mit der Beschra¨nkung auf Na¨chste-Nachbar-Wechselwirkungen
dar. Ein Beispiel ist die Beschreibung von Bose-Einstein-Kondensaten (BEC) in optischen Git-
tern oder kleinskaligen Supergittern, die sowohl vom theoretischen als auch vom experimentellen
Standpunkt sehr interessante Systeme darstellen. Unter anderem wurden bereits Pha¨nomene wie
der Josephson-Effekt, Landau-Zener-Tunneln, Bloch-Oszillationen und Suprafluid-Mott-Isolator-
U¨berga¨nge studiert. Die BEC ko¨nnte in der Zukunft ein vielversprechendes System zur Realisie-
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rung eines Registers fu¨r Quantencomputer darstellen (siehe Referenzen in [62]). In einer Mole-
kularfeldna¨herung wird das BEC sehr gut durch die Gross-Pitaevskii-Gleichung beschrieben, eine
NLS-Gleichung mit externem Potenzial. Vor kurzem wurden Lo¨sungen dieser Gleichung im Fall
eines periodischen externen Potenzials (erzeugt durch ein optisches Gitter) experimentell beobach-
tet, sogenannte Gap-Solitonen [63]. In der Tight-Binding-Approximation kann die kontinuierliche
NLS-Gleichung durch die diskrete DNLS ersetzt werden und daher sollten großamplitudige diskre-
te Breather beobachtbar sein. Bei der Ableitung der DNLS kommt es durch eine Expansion nach
Wannier-Funktionen (die nahe der Potenzialminima lokalisiert sind) zu einer DNLS mit effektiver
langreichweitiger Kopplung. In der Tight-Binding- und Einzelband-Approximation kann diese auf
eine DNLS-Gleichung mit Na¨chste-Nachbar-Wechselwirkungen zuru¨ckgefu¨hrt werden, die eine gute
Na¨herung im Fall tiefer optischer Potenziale darstellt [62]. Eine Voraussage der DNLS, der mittels
linearer Stabilita¨tsanalyse gefundene Schwellwert zur dynamischen Instabilita¨t des Kondensates
(der sogenannte Suprafluid-Mott-Isolator-U¨bergang) wurde vor kurzem durch experimentelle Mes-
sungen belegt [64].
Ein weiteres Beispiel sind zweidimensionale photonische Kristalle, bei denen sich gezeigt hat, dass
es bei vielen Geometrien zu langreichweitiger Kopplung der einzelnen Wellenleiter kommt und dass
in manchen Fa¨llen eine exponentielle Kopplung eine gute Na¨herung darstellt [65]. Diese Tatsache
sollte bei den beobachteten linearen Moden, die in Richtung des Wellenleiters lokalisiert sind, zu
neuartigen Eigenschaften wie unter anderem zu Bistabilita¨t fu¨hren.
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Kapitel 4
Wa¨rmeleitung von
Kohlenstoff-Nanoro¨hrchen in
Fermi-Pasta-Ulam Approximation
It seems there is no problem in modern physics for which there are on record as many false starts,
and as many theories which overlook some essential feature, as in the problem of the thermal
conductivity of nonconducting crystals
R.E. Peierls, Theoretical Physics in the Twentieth Century, edited by M. Fiera and V.F. Weisskopf
(Wiley, New York, 1961)
4.1 Motivation
Viele allta¨gliche Pha¨nomene sind die Konsequenz eines bestimmten Ungleichgewichts, wie etwa
der elektrische Strom eines Leiters, wenn an seinen Enden eine Potenzialdifferenz anliegt oder der
Wa¨rmestrom durch ein Material, wenn an seiner Oberfla¨che verschiedene Temperaturen vorherr-
schen. Trotz der Allgegenwart solcher Pha¨nomene stellt ihre theoretische Beschreibung immer noch
eine große Herausforderung dar und viele Physiker versuchen, diese Nichtgleichgewichtspha¨nomene
mikroskopisch zu erkla¨ren. Da Transportpha¨nomene die Antwort des Systems auf einen bestimmten
a¨ußeren Zwang darstellen, ha¨ngen diese sehr mit der mikroskopischen Beschaffenheit des Systems
und seiner Dimensionalita¨t zusammen. Niedrigdimensionale Materialien ru¨cken immer mehr in den
Fokus der aktuellen Forschung. Einerseits interessieren natu¨rlich vorkommende niedrigdimensionale
Materialien wie Moleku¨le, Schichtstrukturen oder molekulare Ro¨hrchen und andererseits techno-
logisch hergestellte Nanostrukturen, die fu¨r integrierte Schaltungen oder Halbleiterlaser eingesetzt
werden [1]. Hier geht es um das Wa¨rmemanagement zur Sicherstellung der Funktionalita¨t von
Schaltungen auf Nanoskalen oder um die Manipulation von Wa¨rmestro¨men zur thermoelektrischen
oder thermovoltaischen Energieumwandlung. Die moderne Silizium-Elektronik arbeitet - wie durch
das Mooresche Gesetz beschrieben - bereits auf Nanoskalen. Feldeffektransistoren mit einer Ka-
nalla¨nge von 45 bis 32 nm sind in naher Zukunft Standard. Experimente haben gezeigt, dass kleine
Absta¨nde zwischen Schnittstellen, fu¨r die Welleneffekte der Phononen nicht vernachla¨ssigbar sind,
und extrem kleine Volumina, in denen die anfallende Joulsche Wa¨rme dissipiert wird, die thermi-
schen Eigenschaften der Materialien bei nanotechnologischen Anwendungen stark beeinflussen und
das thermische Management erschweren. In letzter Zeit wurden aufgrund von zunehmenden Pro-
blemen mit der Abfu¨hrung von Abwa¨rme bei hohen Schaltfrequenzen energiesparende Prozessoren
eingefu¨hrt (z.B. die CentrinoTM-Prozessoren). Auf la¨ngere Sicht wird aber eine weitere Miniaturi-
sierung einsetzen, was maßgeblich dazu beitragen wird, dass sich neue Technologien und Materialien
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auf dem Markt durchsetzen. Vor kurzem hat die Firma Intel die Pentium-Prozessoren durch eine
neue Prozessorgeneration ersetzt, bei denen die Aufgabe der CPU von mehreren Rechnerkernen
(cores) geleistet wird. Wa¨hrend zur Zeit Rechner mit zwei Rechnerkernen auf dem Markt sind (In-
tel Core2 DuoTM), wird zu Beginn des Jahres 2007 bereits ein Quad-Core-Prozessor basierend auf
einer 45 nm-Technologie im Handel sein.
In der physikalischen Grundlagenforschung herrscht seit einigen Jahren sehr großes Interesse an der
1991 von Ijima entdeckten neuen Zustandsform des Kohlenstoffs, den Kohlenstoff-Nanoro¨hrchen.
Mit ihren außergewo¨hnlichen elekronischen, mechanischen und thermischen Eigenschaften sind sie
aussichtsreiche Kandidaten, die aktuellen Hindernisse einer weiteren Miniaturisierung der Elektro-
nik und des damit verbundenen thermischen Managements zu lo¨sen [2].
Niedrigdimensionalen Nanostrukturen wie Kohlenstoff-Nanoro¨hrchen wurden durch computer-
gestu¨tzte Untersuchungen ungewo¨hnlich gute thermische Transporteigenschaften zugeschrieben [3].
Mit mikroelektronischen Messsystemen wurde vor kurzem die Temperaturabha¨ngigkeit der ther-
mischen Leitfa¨higkeit eines einzelnen mehrwandigen Kohlenstoff-Nanoro¨hrchens mit 14 nm Durch-
messer bestimmt, die bei Zimmertemperatur ungefa¨hr zwischen der thermischen Leitfa¨higkeit von
natu¨rlichem (2200 W/mK) und isotopisch bereinigtem Diamant (4000 W/mK) liegt [4]. Silber,
das Metall mit der ho¨chsten thermischen Leitfa¨higkeit bei Zimmertemperatur, erreicht dagegen nur
einen Wert von 429W/mK. In Computersimulationen wurde fu¨r ein Kohlenstoff-Nanoro¨hrchen mit
einem vergleichbaren Durchmesser eine thermische Leitfa¨higkeit von 6600 W/mK vorhergesagt [3].
Experimente haben in letzter Zeit gezeigt, dass eine Beimischung von Kohlenstoff-Nanoro¨hrchen die
thermische Leitfa¨higkeit von Siliziumwafern signifikant erho¨hen kann [5]. Bei Messungen der ther-
mischen Leitfa¨higkeit von Epoxidharz konnte durch Beimischung von 1% Kohlenstoff-Nanoro¨hrchen
eine Verbesserung der thermischen Leitfa¨higkeit von 125% erzielt werden [6].
Da mikroelektronische Bauelemente bis in absehbare Zukunft zu groß fu¨r atomistische Simulationen
sind, wird in der Theorie beispielsweise auf Boltzmann-Transportgleichungen zuru¨ckgegriffen, wobei
aber mikroskopische Phonon-Streuraten selbst fu¨r Silizium nicht gut bekannt sind. Daru¨berhinaus
gibt es noch prinzipielle Schwierigkeiten beim Versta¨ndnis der thermischen Leitfa¨higkeit in nied-
rigen Dimensionen. Fu¨r verschiedene eindimensionale oder zweidimensionale Beispielmodelle, wie
Fermi-Pasta-Ulam (FPU)-Systeme, gilt das Fourier-Gesetz (4.1) nicht, da die Wa¨rmeleitfa¨higkeit
u¨ber ein Potenzgesetz mit der Systemla¨nge im thermodynamischen Limes divergiert [7, 8]. Dieses
Verhalten wurde vor kurzem auch in Computersimulationen fu¨r Kohlenstoff-Nanoro¨hrchen, also
quasi-eindimensionalen Strukturen, beobachtet [9]. In der aktuellen Forschung gibt es selbst bei
der analytischen und computergestu¨tzten Untersuchung von relativ einfachen Modellsystemen kein
einheitliches Bild der Wa¨rmeleitung in niedrigdimensionalen Systemen. Die verschiedenen mikro-
skopischen Ursachen, der Einfluss der Dimensionalita¨t, die konkrete Form des Wechselwirkungs-
potenzials, die Gu¨ltigkeit verschiedener Na¨herungen bei der Berechnung der Leitfa¨higkeit u¨ber die
Green-Kubo-Formel oder die Boltzmann-Gleichung und auch die verschiedenen technischen Details
bei der numerischen Simulation der Wa¨rmeleitung fu¨hren zu oftmals sehr unterschiedlichen Ergeb-
nissen.
In diesem Kapitel soll die Wa¨rmeleitung in ein- und zweidimensionalen FPU-Systemen untersucht
werden. Dabei wird das Wechselwirkungspotenzial so gewa¨hlt, dass es bei moderaten Temperatu-
ren sehr gut das empirische Tersoff-Potenzial [10] der Kohlenstoff-Bindung wiedergibt. Diese Vor-
gehensweise ermo¨glicht einen interessanten Vergleich zwischen den grundsa¨tzlichen theoretischen
Untersuchungen der Wa¨rmeleitfa¨higkeit niedrigdimensionaler Systeme und den numerischen und
experimentellen Daten fu¨r die Wa¨rmeleitung in Kohlenstoff-Nanoro¨hrchen.
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4.2 Fourier-Gesetz
In Gasen sagt die kinetische Theorie, die vor allem mit den Namen Boltzmann, Maxwell und
Clausius [11] verknu¨pft ist, die Gu¨ltigkeit des Fourierschen Gesetzes
~j(~r, t) = κ∇T (~r, t) (4.1)
voraus, das die Wa¨rmestromdichte ~j(~r, t) u¨ber die Wa¨rmeleitfa¨higkeit κ mit dem lokalen Tempera-
turgradienten ∇T (~r, t) verknu¨pft. Dieses Resultat kann man im Wesentlichen durch die Annahme
der Existenz einer lokalen Temperatur (lokales thermisches Gleichgewicht) und einer mittleren frei-
en Wegla¨nge λ ∼ 1/ρpiσ2 fu¨r die Gasteilchen gewinnen, wobei ρ die Dichte und σ den effektiven
Durchmesser der Atome/Moleku¨le darstellt. Man erha¨lt eine von der Teilchendichte unabha¨ngige
Wa¨rmeleitfa¨higkeit κ ∼ √T , was fu¨r nicht zu dichte Gase experimentell besta¨tigt werden konnte
und zu dieser Zeit erste Hinweise auf die Existenz von Atomen lieferte. Neuere Arbeiten, bei de-
nen die stationa¨re Boltzmann-Gleichung sto¨rungstheoretisch unter Nichtgleichgewichtsbedingungen
gelo¨st wird, besta¨tigen die Gu¨ltigkeit des Fourier-Gesetzes und ergeben eine Lo¨sung fu¨r die Vertei-
lungsfunktion, die (fu¨r kleine Temperaturgradienten) nahe an einer Maxwell-Verteilung liegt [12].
Die andere historisch bedeutende Theorie der Wa¨rmeleitung in drei Dimensionen beschreibt die
Wa¨rmeleitung in Kristallen durch Phononen und tra¨gt vor allem die Namen von P. Debye und R.
Peierls [13]. Dabei wurden Konzepte der kinetischen Theorie, wie das der mittleren freien Wegla¨nge,
auf das Phononengas in Festko¨rpern u¨bertragen. Anharmonische Effekte und Fehlstellen im Kris-
tall ergeben im Gegensatz zum harmonischen Kristall, bei dem Phononen nicht wechselwirken, eine
endliche freie Wegla¨nge und eine Wa¨rmeleitfa¨higkeit der Form
κ ∼ Cv2τ , (4.2)
bei der im Vergleich zur kinetischen Gastheorie die spezifische Wa¨rme C die Teilchendichte ρ,
die Schallgeschwindigkeit v das
√
T und das Produkt vτ die mittlere freie Wegla¨nge λ ersetzen.
Peierls benutzte eine Boltzmann-Gleichung, um die Temperaturabha¨ngigkeit von τ , der mittleren
Zeit zwischen zwei Phononensto¨ßen, zu bestimmen (Phonon-Elektron-Sto¨ße sind bei Nichtleitern
vernachla¨ssigbar). Peierls stellte fest, dass prima¨r Drei-Phononen-Umklapp-Prozesse, bei denen
der Impuls wechselwirkender Phononen modulo einem Gittervektor erhalten bleibt, die mittlere
freie Wegla¨nge der Phononen bestimmen und konnte somit die Temperaturabha¨ngigkeit der
thermischen Leitfa¨higkeit von Isolatoren korrekt beschreiben [14].
Abgesehen vom Erfolg der kinetischen Theorie bleibt das Fourier-Gesetz eine Herausforderung fu¨r
die Theoretische Physik und viele wichtige Fragen sind noch ungekla¨rt [15]. Die Frage nach den not-
wendigen Voraussetzungen, die die Gu¨ltigkeit des Fourierschen Gesetzes gewa¨hrleisten, ist bisher
unbeantwortet. Die Gu¨ltigkeit der Annahme eines lokalen thermischen Gleichgewichts, die Existenz
und Eindeutigkeit eines stationa¨ren Nichtgleichgewichtszustands bei verschiedenen Systemen und
der Zusammenhang der in Nichtgleichgewichtssituationen bestimmten Wa¨rmeleitfa¨higkeit mit der
Green-Kubo-Formel (bei der die Wa¨rmeleitfa¨higkeit aus der Wa¨rmefluss-Autokorrelationsfunktion
im Gleichgewicht berechnet wird) stellen Punkte dar, die noch nicht streng mathematisch
bewiesen wurden. Analytische Beweise, z.B. der der Existenz und Eindeutigkeit eines stationa¨ren
Nichtgleichgewichts, gelangen nur fu¨r wenige Systeme [15]. Man muss im Allgemeinen Numerik
betreiben (z.B. Simulationen), um die Wa¨rmeleitung in komplexen Systemen zu untersuchen.
Die Wa¨rmeleitung in niedrigdimensionalen Systemen unterscheidet sich sehr von der dreidimen-
sionalen Wa¨rmeleitung in Kristallen. Schon Peierls stellte fest, dass aufgrund des eingeschra¨nkten
Phasenraums in einer Dimension in niedrigster Ordnung seiner Sto¨rungsrechnung keine Drei-
Phononen-Umklapp-Prozesse zum thermischen Widerstand beitragen (siehe [7]). In den letzten
Jahren wurden versta¨rkt Versuche unternommen, die Ingredienzen zu bestimmen, die in eindimen-
sionalen Systemen fu¨r die Gu¨ltigkeit oder das Versagen des Fourier-Gesetzes entscheidend sind.
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Computergestu¨tzte Untersuchungen an eindimensionalen Modellen, die sich bezu¨glich wichtiger
Eigenschaften wie der Integrabilita¨t, der Chaotizita¨t, der Ergodizita¨t und der Anwesenheit
von Substrat-Potenzialen (die die Gesamtimpulserhaltung verletzen) unterscheiden, zeigen seit
kurzem ein klareres Bild der Wa¨rmeleitung in einer Dimension [16]. Dabei hat sich gezeigt,
dass entgegen fru¨herer Annahmen Chaos im Sinne positiver Lyapunov-Exponenten keine no¨tige
oder hinreichende Bedingung fu¨r die Gu¨ltigkeit des Fourier-Gesetzes ist. Derzeit la¨sst sich sicher
sagen, dass die Integrabilita¨t eines Systems die Gu¨ltigkeit des Fourier-Gesetzes ausschließt und
zu ballistischer Leitung fu¨hrt. Im Fall der harmonischen Kette sind die wechselwirkungsfreien
Phononen die Wa¨rmetra¨ger und es stellt sich in der Kette bei Ankopplung an zwei Wa¨rmeba¨der
mit dem Temperaturunterschied ∆T ein flaches Temperaturprofil entlang der Kette ein, das an
den Ra¨ndern eine charakteristische exponentielle Kru¨mmung zeigt (stets entgegen der Badtempe-
ratur). Die Wa¨rmeleitung ist ballistisch κ ∼ L, da der Wa¨rmestrom proportional zur angelegten
Temperaturdifferenz ist [17]. Die Anwesenheit eines Substratpotenzials in integrablen Systemen
und der damit verbundene Verlust der Gesamtimpulserhaltung (wie bei der linearen optischen
Kette) fu¨hrt ebenfalls zu ballistischer Wa¨rmeleitung und zur Verletzung des Fourier-Gesetzes. Die
Anwesenheit von Nichtlinearita¨ten in integrablen Systemen im Wechselwirkungspotenzial (z.B. bei
der Toda-Kette) oder im Substratpotenzial (z.B. bei der diskreten Izergin-Korepin-Sine-Gordon-
Gleichung) fu¨hrt ebenfalls zu ballistischem Transport, der von den Solitonen im System getragen
wird.
Fu¨r bestimmte nichtintegrable Modelle zeigt sich aber die Gu¨ltigkeit des Fourier-Gesetzes. Wie in
Frenkel-Kontorova-, ding-a-ling- oder ding-dong-Modellen [16] beobachtet, scheint die Anwesenheit
eines Substratpotenzials, das die Gesamtimpulserhaltung des nichtintegrablen Systems verletzt,
eine wichtige Rolle zu spielen. Modelle, bei denen der Gesamtimpuls erhalten ist, wie FPU-
und diatomare Todaketten, zeigen eine Divergenz der Wa¨rmeleitfa¨higkeit mit einer Potenz
κ ∼ Lα , α ≈ 0.4. Dieses Pha¨nomen la¨sst vermuten, dass ”hydrodynamische“ langwellige
Phonon-Moden die Divergenz mit einer Potenz 0 < α < 1 verursachen, was die Anwendung
der Modenkopplungstheorie nahelegt [7]. Die Modenkopplungstheorie, die in der Vergangen-
heit zum Beispiel vielfach auf die Dynamik dichter Fluide angewendet wurde, fu¨hrt auf einen
Wert α = 2/5, wohingegen in einem ”thermodynamischen“ Zugang unter Verwendung von
Renormierungsgruppen-Konzepten eine Divergenz mit α = 1/3 vorhergesagt wird [18]. Einige Sys-
teme, wie Gaskana¨le oder diatomare Harte-Kugel-Modelle, besta¨tigen die Vorhersage α = 1/3 [19].
Andere eindimensionale Systeme wie das β-FPU-Modell oder die diatomare Toda-Kette divergie-
ren mit einer Potenz, die na¨her am Wert 2/5 liegt, den man in der Modenkopplungstheorie [7]
(oder durch einen kinetischen Ansatz [20]) aus der Green-Kubo-Formel gewinnen kann. Fu¨r die
α-FPU-Kette mit kubischer Anharmonizita¨t [21] oder einer Kette mit transversaler Kopplung [22]
wurde vor kurzem mit Hilfe der Modenkopplungstheorie ebenfalls der Wert α = 1/3 vorhergesagt.
Eine Besonderheit stellt das sogenannte Rotator-Modell dar, ein nichtintegrables gesamtimpulser-
haltendes System mit einem kosinusfo¨rmigen Wechselwirkungspotenzial. Es wurde in Simulationen
die Gu¨ltigkeit des Fourier-Gesetzes nachgewiesen. Bei den vorher erwa¨hnten nichtlinearen
nichtintegrablen impulserhaltenden Modellen zeigte sich aber die potenzfo¨rmige Divergenz der
Wa¨rmeleitfa¨higkeit mit der Systemla¨nge. Es wird vermutet, dass das Rotator-Modell wegen dem
Verschwinden des Gesamtdrucks keine langwelligen energietragenden Phonon-Moden bereitstellen
kann. Trotzdem gibt es keinen offensichtlichen Grund, der dieses Modell von der Vorhersage
α = 1/3 in [18] ausschließt.
Der derzeitige Ergebnisstand basiert vorwiegend auf Simulationsergebnissen und es fehlt ein
rigoroser Beweis fu¨r die notwendigen Kriterien, die die Gu¨ltigkeit des Fourier-Gesetzes garantieren.
Die Einteilung in die oben genannten Systemklassen und die Situation jenseits der Gu¨ltigkeit der
linearen Antwort-Theorie (auf der alle bisher genannten theoretischen Zuga¨nge basieren) bedarf
weiterer Studien.
Die außergewo¨hnlichen thermischen Eigenschaften eindimensionaler Systeme lassen vor allem
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auf dem Gebiet der Nanotechnologie, wo derzeit Nanoro¨hrchen und Nanodra¨hte im Fokus der
Forschung stehen, auf neuartige technologische Anwendungen hoffen. Verglichen zu den mechani-
schen und elektronischen Eigenschaften stecken die Ideen zur Anwendung quasi-eindimensionaler
Wa¨rmeleiter noch in den Kinderschuhen. Theoretisch wurde 2002 von Terrano, Peyrard und
Casati ein thermischer Gleichrichter vorgeschlagen, der anisotropen Wa¨rmefluß entlang einer
Kette zeigt [23]. Ku¨rzlich wurde mit Hilfe von zwei gekoppelten Frenkel-Kontorova-Ketten eine
thermische Diode vorgeschlagen [24], bei der das Vorzeichen des Temperaturgradienten einen
Wa¨rmestrom oder Wa¨rmeisolation zur Folge hat. Diese Idee wurde bereits zu einem thermischen
Transistor weiterentwickelt, bei dem Wa¨rmestro¨me durch Anlegen von Temperaturen gesteuert
werden ko¨nnen [25].
In dieser Arbeit geht es vor allem um zweidimensionale Fermi-Pasta-Ulam-Systeme. Die Di-
mensionalita¨t ist oft die ausschlaggebende Gro¨ße, die das statistische Verhalten von Systemen
beeinflusst. Die ersten Versuche, die Wa¨rmeleitung in zweidimensionalen Systemen mittels
umfangreicher Simulationen zu erforschen, liegen bereits fast vier Dekaden zuru¨ck [26]. Diese
Simulationen behandelten bereits ein relativ komplexes System, eine zweidimensionale ungeordnete
Lennard-Jones-Ebene. Leider fiel den Autoren keine Abha¨ngigkeit der Wa¨rmeleitfa¨higkeit von der
Systemgro¨ße auf. Das lag wohl an der Erwartung, dass bei starker Nichtlinearita¨t und Unordnung
die Peierlsschen Phonon-Phonon-Streuungen zur Gu¨ltigkeit des Fourier-Gesetzes fu¨hren sollten.
Bei spa¨teren Untersuchungen an triangularen Lennard-Jones-Ebenen wurde die Temperatu-
rabha¨ngigkeit der Wa¨rmeleitfa¨higkeit untersucht, wobei sich eine T−1-Abha¨ngigkeit ergab, die in
U¨bereinstimmung mit der Peierls-Theorie stand [27]. Die erste Untersuchung zweidimensionaler
FPU-Systeme, bei der auch La¨ngeneffekte beobachtet wurden, ist [28], in der die Autoren
anmerken, dass es keinen Hinweis gibt, dass sich im thermodynamischen Limes ein endlicher Wert
κ ergibt. Es ergaben sich in der Vergangenheit noch viele scheinbar in Widerspruch stehende
Ergebnisse [7], je nach der Art der untersuchten Systeme und der Sorgfalt bei der Interpretation
der Messergebnisse. Die Ursachen waren wohl die fehlenden theoretischen Konzepte und nicht
vorhandene Rechnerressourcen, um große zweidimensionale System sorgfa¨ltig zu untersuchen. Ein
erster theoretischer Ansatz, der eine La¨ngenabha¨ngigkeit der Wa¨rmeleitfa¨higkeit vorhersagte, wur-
de von der Gruppe um R. Livi und S. Lepri mit der aus der Dynamik dichter Fluide stammenden
Modenkopplungstheorie gemacht, die vorher ebenfalls auf eindimensionale Systeme angewendet
wurde [7]. Es ergibt sich eine logarithmische Divergenz mit der Systemla¨nge, die fu¨r relativ kleine
Systeme in Simulationen besta¨tigt wurde [29]. Ku¨rzlich haben O. Narayan und S. Ramaswamy [18]
mit einem renormierungsgruppentheoretischen Ansatz gezeigt, dass das Fourier-Gesetz fu¨r Systeme
mit weniger als drei Dimensionen nicht gu¨ltig ist. Wie bereits erwa¨hnt, ergab sich bei ihnen ein
Anwachsen der Wa¨rmeleitfa¨higkeit mit der Potenz α = 1/3 der Systemla¨nge in einer Dimension
und eine schwa¨chere logarithmische Divergenz in zwei Dimensionen. Fu¨r zweidimensionale Systeme
existieren immer noch wesentlich weniger verla¨ssliche Daten als fu¨r eindimensionale Modelle.
Die Simulationen an den bisher gro¨ßten zweidimensionalen FPU-Systemen mit quartischer
Anharmonizita¨t [30] legen eher ein Anwachsen der Wa¨rmeleitfa¨higkeit mit der Potenz α ≈ 0.22 der
Systemla¨nge L nahe, als eine logarithmische Divergenz. Dieser Wert wird von keiner vorhandenen
Theorie gestu¨tzt.
4.2.1 Anomale Diffusion
Ein fruchtbarer Ansatz ko¨nnte die Verbindung zwischen anomalem Wa¨rmetransport und der Su-
perdiffusion von Energiefluktuationen sein, der sich fu¨r viele Systeme besta¨tigt hat [31]. Es wurde
außerdem im Rahmen der Modenkopplungstheorie gezeigt, dass die Energiediffusion durch lang-
wellige Phonon-Moden auf fraktale Diffusionsgleichungen fu¨hrt [21]. Diese sind seit langer Zeit fu¨r
ihre anomalen Transporteigenschaften bekannt [32].
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In einem allgemeinen Zugang zur Wa¨rmeleitung in einer Dimension wurde in [31] eine bisher un-
bekannte Verbindung zwischen mikroskopischer anomaler Energiediffusion und makroskopischer
anomaler Wa¨rmeleitung postuliert. Wenn die Energiediffusion σ(t)2 = 2Dts normal (s = 1), sub-
diffusiv (s < 1) oder superdiffusiv (s > 1) ist, ist u¨ber den Zusammenhang α = 2 − 2/s normale
(α = 0), konvergierende (α < 0) oder divergierende (α > 1) Wa¨rmeleitung in Abha¨ngigkeit von
der Systemla¨nge L zu erwarten.
Es wird dabei angenommen, dass die Energie von Anregungen oder Teilchen (Phononen, Solitonen,
Partikel) mit einer Geschwindigkeit v getragen wird, die eine Positionsvarianz
V ar[x] = 2Dvsts (4.3)
zeigen. Wenn sich die Energietra¨ger zwischen einem heißen (T+) und einem kalten (T−) Wa¨rme-
reservoir befinden, gilt fu¨r den Mittelwert der Zeit zur ersten Passage des Weges von Bad + nach
Bad − bzw. von Bad − nach Bad +
〈t+−〉 ≈ 〈t−+〉 ∼ L2/s . (4.4)
Der Wa¨rmestrom fu¨r einen einzelnen Energietra¨ger p ist dann im Mittel
jp =
E+ −E−
〈t+−〉+ 〈t−+〉 ∼
∆T
〈t+−〉 . (4.5)
Wenn der gesamte Wa¨rmestrom proportional zu L ist (j ∼ jpL), ergibt sich
j ∼ ∆TL1−2/s (4.6)
κ ∼ j
∆T/L
∼ Lα (4.7)
mit α = 2 − 2/s. Die Annahme dieser Ableitung ist, dass der Exponent s in (4.3) und (4.4)
der gleiche ist, was auf die Beschreibung von diffusiven Prozessen durch fraktale Differentialglei-
chungen zuru¨ckgeht, die sich in vielen chaotischen und quasi-chaotischen Systemen als nu¨tzlich
erwiesen hat. In [31] wurde die Richtigkeit dieser Annahme numerisch fu¨r einige Systeme wie der
β-FPU-Kette, dem Frenkel-Kontorova-Modell, dem φ4-Modell, Polymer-a¨hnlichen eindimensiona-
len Ketten, schmalen Kohlenstoff-Nanoro¨hrchen und verschiedenen Gaskana¨len (bei dem Partikel
die Wa¨rmeleitung u¨bernehmen) besta¨tigt.
4.2.2 Lineare-Antwort-Theorie
Eine Sto¨rungsrechnung geht normalerweise von einer dem Hamilton-Operator des Systems zuad-
dierten kleinen Sto¨rung aus. Ein Beispiel fu¨r eine solche Sto¨rung ist das Vorhandensein einer elektro-
magnetischen Welle, die mit den Hu¨llenelektronen eines Atoms wechselwirkt. Bei der thermischen
Leitfa¨higkeit hat man es mit Sto¨rungen an den Ra¨ndern zu tun, wodurch im System kein kleiner Pa-
rameter zur Verfu¨gung steht, mit dem Sto¨rungsrechnung betrieben werden ko¨nnte. Dieses Problem
kann durch die (sta¨rkere) Annahme eines lokalen thermischen Gleichgewichts umgangen werden,
was die Definition einer lokalen Temperatur rechtfertigt. Strenge Beweise fu¨r die Gu¨ltigkeit dieser
Annahme sind selbst fu¨r einfache Modelle ho¨chst schwierig [15]. Geht man aber von der Gu¨ltigkeit
eines stationa¨ren Temperaturfeldes T (x) aus, wobei die Ortsvariable x makroskopisch kleine (aber
mikroskopisch große) Bereiche im System adressiert, la¨sst sich eine Nichtgleichgewichtsfunktion
ρ = Z−1 exp
(
−
∫
dxβ(x)h(x)
)
(4.8)
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einfu¨hren. Dabei stellt h(x) die Energiedichte und Z die Zustandssumme fu¨r das System dar.
Unter der Annahme, dass das System nur wenig vom Gleichgewichtszustand abweicht, kann man
mit β(x) = β(1−∆T (x)/T ) den Sto¨roperator
H ′ = − 1
T
∫
dx∆T (x)h(x) (4.9)
definieren. Die auf diese Annahmen basierende Sto¨rungsrechnung liefert die sogenannte Green-
Kubo-Formel [7, 33]
κ =
1
kBT 2
lim
t→∞
∫ t
0
dτ lim
V→∞
V −1〈J(τ)J(0)〉 , (4.10)
wobei J =
∫
dV j der (eindimensionale) Wa¨rmestrom (Einheit: Wm) im System ist. Die Green-
Kubo-Formel verbindet auf diese Weise den Transportkoeffizienten κ des Wa¨rmestroms J , die (li-
neare) Antwort des Systems auf das Ungleichgewicht durch ∆T , mit den Fluktuationen des Stroms
J im thermischen Gleichgewicht. Die Mittelung 〈.〉 bezeichnet in der Herleitung von Kubo das
kanonische Mittel, wohingegen bei Green damit das mikrokanonische Mittel gemeint ist.
Die Wa¨rmestrom-Autokorrelationsfunktion la¨sst sich beispielsweise durch die Modenkopplungs-
theorie bestimmen [7], die vor einigen Jahrzehnten zur Analyse der langwelligen Dynamik
zeitabha¨ngiger Korrelationsfunktionen bei dichten Fluiden entwickelt wurde [34].
Im folgenden soll die Berechnung des Green-Kubo-Ausdrucks skizziert werden. Eine umfassendere
Diskussion findet sich in [7]. Dort wird na¨her auf die generalisierten Langevin-Gleichungen fu¨r die
Normalkoordinaten der langwelligen Phonon-Moden eingegangen, die man im Rahmen des Mori-
Zwanzig-Formalismus erha¨lt. Deren selbstkonsistente Lo¨sung fu¨hrt unter gewissen Na¨herungen auf
die Da¨mpfungsraten der langwelligen Phonon-Moden, die durch die Modenkopplung entstehen. Das
Erscheinen der generalisierten Langevin-Gleichungen und die damit verbundene anomale Energie-
diffusion durch die langwelligen Phonon-Moden ist die Ursache fu¨r den in der vorigen Untersektion
abgeleiteten Zusammenhang zwischen α und dem Koeffizienten s.
Der Wa¨rmestrom ist eine Summe u¨ber die Beitra¨ge aller Phonon-Moden mit Wellenvektor k
J =
∑
k
h¯ωkvgkδnk(t) , (4.11)
wobei ωk die Dispersionsrelation, vgk die Moden-Gruppengeschwindigkeit und δnk die Abweichung
der Phononenzahl vom Gleichgewicht darstellt. Die Autokorrelationsfunktion ergibt sich somit zu
〈J(0)J(t)〉 ∼
∑
k
(h¯ωkvgk)2〈δnk(0)δnk(t)〉 , (4.12)
was oft durch eine exponentiell abklingende Funktion 〈δnk(0)δnk(t)〉 = 〈δnk(0)2〉e−t/τk vereinfacht
wird. Benutzt man
〈δnk(0)2〉 = 〈nk(0)2〉 =
(
kBT
h¯ωk
)2
, (4.13)
was einer Approximation des Rauschterms im Mori-Zwanzig-Formalismus fu¨r die Phonon-
Normalkoordinaten durch weißes Rauschen entspricht, so ergibt sich
〈J(0)J(t)〉 ∼ (kBT )2
∑
k
v2gke
−t/τk , (4.14)
was mit dem zentralen Ergebnis der Modenkopplungstheorie bezu¨glich der Da¨mpfung der Nor-
malmoden mit 1/τk ∼ kδ und mit dem U¨bergang zu einer Integration den Ausdruck
〈J(0)J(t)〉 ∼ (kBT )2 Vk(2pi)d
∫
k
kd−1e−tck
δ
(4.15)
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ergibt (mit d als Dimension des Materials). Nach kurzer Rechnung erha¨lt man durch Einsetzen in
(4.10)
〈J(0)J(t)〉 ∼ t−d/δ (4.16)
und damit das Resultat, dass sich bei d/δ < 1 eine unendlich große thermische Leitfa¨higkeit fu¨r das
(unendlich lange) System ergibt. Die Abha¨ngigkeit von der Systemla¨nge kann durch die Einfu¨hrung
des Abschneidewertes t = L/v (v: Schallgeschwindigkeit) fu¨r die Zeitintegration in (4.10) gewon-
nen werden. Das konkrete Ergebnis ha¨ngt von der Abha¨ngigkeit τk(k) ab. In eindimensionalen,
zweidimensionalen und dreidimensionalen Systemen sagt die Modenkopplungstheorie nacheinander
1/τk ∼ k5/3, 1/τk ∼| k |2 ln | k | und 1/τk ∼| k |2 voraus. Es ergeben sich damit die folgenden
Abha¨ngigkeiten der Wa¨rmeleitung von der Systemla¨nge fu¨r die verschiedenen Dimensionen d = 1,
2 und 3
κd=1 ∼ L2/5 , κd=2 ∼ ln(L) , κd=3 ∼ endlich . (4.17)
In [20] fu¨hrte eine Rechnung im Rahmen der kinetischen Theorie fu¨r die β-FPU-Kette ebenfalls auf
α = 2/5.
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4.3 Wa¨rmeleitung in Kohlenstoff-Nanoro¨hrchen
Angesichts des derzeitig großen Interesses an Riesenmoleku¨len aus Kohlenstoffatomen ko¨nnte man
fast vergessen, dass vor gar noch nicht allzu langer Zeit nur zwei kristalline Formen des Kohlen-
stoffs bekannt waren: Graphit und Diamant. Graphit zeichnet sich durch die Aufschichtung von
zweidimensionalen Ebenen mit einer sechseckigen bienenwabenartigen Struktur aus. Diese Struktur
entsteht, weil der Kohlenstoff beim Graphit drei kovalente Bindungen aufweist, die in einer Ebene
liegen. Beim Diamant bildet der Kohlenstoff dagegen ein dreidimensionales Gitter, weil es vier kova-
lente Bindungen gibt, die in die Ecken eines Tetraeders zeigen. Diamant ist ein elektrischer Isolator,
weil alle Elektronen der a¨ußersten Schale kovalente Bindungen eingehen, wohingegen beim Graphit
pro Atom ein Elektron im p-Orbital senkrecht zur Kohlenstoffebene in einem pi-Elektronensystem
delokalisiert ist, was zu elektrischer Leitfa¨higkeit fu¨hrt. Kohlenstoff-Nanoro¨hrchen (carbon nanotu-
bes), die sich im Wesentlichen von einer einzigen Graphitschicht ableiten, wurden 1991 von Iijima
entdeckt [35]. Sie sind natu¨rliche Erweiterungen der Fullerene, wobei die Entdeckung des Fuß-
ballmoleku¨ls C60 im Jahre 1985 [36] die Euphorie um die neuen Zustandsformen des Kohlenstoffs
ausgelo¨st hat. Dafu¨r bekamen Robert F. Curl jr. (USA), Sir Harold W. Kroto (England) und Ri-
chard E. Smalley (USA) 1996 den Nobelpreis fu¨r Chemie.
Bei den einwandigen Nanoro¨hrchen unterscheidet man Armsessel (armchair), Zickzack- und chirale
Struktur. Bei Zickzack-Nanoro¨hren wird die (imagina¨re) Graphitschicht entlang des Einheitsvektors
~a1 (chiraler Winkel 0) aufgerollt, Armsessel-Nanoro¨hrchen zeichnen sich durch einen chiralen Winkel
von 30 Grad aus und chirale Nanoro¨hrchen entstehen durch andere mo¨gliche Aufrollwinkel ∈ [0, 30]
(siehe Abbildung 4.1). Der chirale Vektor ~Ch setzt sich aus den Basisvektoren ~a1 und ~a2 der Gra-
phitebene zusammen (~Ch = n~a1+m~a2) und verbindet die beiden Atome, die durch ”Aufrollen“ der
Ebene ineinander u¨bergehen. Durch den chiralen Winkel wird die Orientierung der Kohlenstoff-
Hexagone auf der Oberfla¨che des Ro¨hrchens relativ zur Achse bestimmt (siehe Abbildung 4.1). Die
Zickzack-Ro¨hrchen (mit chiralem Vektor (n, 0) und chiralem Winkel 0) zeichnen sich dadurch aus,
dass die Enden der Hexagone am Beginn des Ro¨hrchens ein Zickzack-Muster bilden. Die Verteilung
der Kohlenstoffatome an den Enden der Armsessel-Nanoro¨hrchen mit (n, n) ergibt entsprechend
ein Muster, das an einen Armsessel in Frontansicht erinnert [2]. Da die Kohlenstoff-Nanoro¨hrchen
quasi-eindimensionale elektrische Leiter sind, die abha¨ngig von ihrer Chiralita¨t (n,m) metallisch
oder halbleitend sein ko¨nnen, ergeben sich in der Nanoelektronik vielerlei Anwendungen als Dioden,
Datenspeicher und Transistoren. Die Bedingung zum Verschwinden der Bandlu¨cke zwischen Valenz-
und Leitungsband bei den Kohlenstoff-Nanoro¨hrchen lautet n−m = 3i mit i = 0, 1, 2, ... . Somit ist
klar, dass Armsessel-Nanoro¨hrchen (n, n) metallisch sind. Mit einem Knick in einem Kohlenstoff-
Nanoro¨hrchen, der links und rechts zu zwei unterschiedlichen Chiralita¨ten fu¨hrt, kann zum Beispiel
eine Nanodiode konstruiert werden [2]. Fu¨r die thermische Leitfa¨higkeit spielt die Chiralita¨t eine
eher untergeordnete Rolle.
Wie bei der eindimensionalen elektronischen Bandstruktur kann auch die Phononendispersions-
relation durch die Zonenfaltungsmethode aus der Phononendispersionsrelation der Graphitschicht
bestimmt werden. Durch Auffinden der Nullstellen der Determinante der dynamischen Matrix eines
einfachen harmonischen Modells fu¨r die Graphitebene mit experimentell angepassten Parametern
(fu¨r verschiedene Werte des Wellenvektors) ergibt sich der Verlauf der Dispersionsrelation in der
ersten Brillouin-Zone [2]. Die Phononendispersionsrelation einer einzelnen (imagina¨ren) Graphit-
schicht besteht aus 3 akustischen und 3 optischen Phononenzweigen. Bei den akustischen liegt der
Zweig am ho¨chsten, der Bewegungen entlang der Bindungsrichtung der zwei Kohlenstoffatome der
Einheitszelle beschreibt (Bindungsstreckung). Dann folgt der Zweig fu¨r die Bewegung transversal
dazu in der Graphitebene und aus der Ebene heraus (Biegeschwingung). Wa¨hrend die beiden erst-
genannten zu einer linearen Dispersionsrelation fu¨hren, ergibt sich fu¨r die Biegeschwingung wegen
der dreiza¨hligen Symmetrieachse senkrecht zur Ebene eine k2-Abha¨ngigkeit. Der am niedrigsten
liegende optische Zweig der imagina¨ren Graphitschicht fu¨r Schwingungen senkrecht zur Graphi-
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Abbildung 4.1: Graphit und die verschiedenen Arten von Kohlenstoff-Nanoro¨hrchen, die durch
”Aufrollen“ der Graphitebene in unterschiedlichen Winkeln zum Kristallgitter entstehen. (Grafik:
Chem. unserer Zeit 2005, 39(1), 17)
tebene erscheint bei ω ∼ 865 cm−1 bei k = 0.
Bei der Zonenfaltungsmethode wird der Wellenvektor der Graphitebene durch die reziproken Gitter-
vektoren der Nanoro¨hrchen ausgedru¨ckt, wobei es bei 2N C-Atomen im Ro¨hrchen zu N mo¨glichen
Werten fu¨r den Anteil des Wellenvektors entlang des Umfangs des Zylinders kommt. Diese Me-
thode gibt aber nicht die exakten Dispersionsrelationen im Nanoro¨hrchen wieder. Beispielsweise
entspricht die akustische Biegeschwingung in Graphit bei k = 0 im Nanoro¨hrchen einer in radialer
Richtung schwingenden Mode mit nicht verschwindender Frequenz. Um die dynamische Matrix fu¨r
das Nanoro¨hrchen exakt zu bestimmen, sind etwas aufwendigere Berechnungen fu¨r die Kopplungs-
matritzen no¨tig, in die auch der Wert des chiralen Winkels eingeht. Die Zustandsdichte als Funktion
der Energie ergibt sich a¨hnlich wie in Graphit. Es kommt aber bei der quasi-eindimensionalen Struk-
tur der Kohlenstoff-Nanoro¨hrchen zu wurzelfo¨rmigen van Hove-Singularita¨ten. Abbildung 4.2 zeigt
einige Phonon-Dispersionskurven bei geringen Energien. Der longitudinal akustische (LA) Phono-
nenzweig fu¨hrt zu Bewegungen entlang der Zylinderachse (Schallgeschwindigkeit v = 24 km/s).
Die beiden entarteten transversal akustischen (TA) Moden fu¨hren zu Bewegungen senkrecht zur
Zylinderachse (v = 9 km/s). Die Torsions-Mode (twist mode) fu¨hrt zu einer Verdrillung des Zy-
linders um seine Achse (v = 15 km/s). Wa¨hrend die LA-Moden in Nanoro¨hrchen und Graphit
einander entsprechen und die Torsions-Mode von der TA-Mode in der Graphitebene herru¨hrt, ent-
stehen die TA-Moden des Nanoro¨hrchens durch eine Kombination der TA-Moden in Graphit mit
Schwingungen in und senkrecht zur Kohlenstoffebene. Die Zustandsdichte bei der (imagina¨ren) Gra-
phitebene (gestrichelt-punktierte Linie in Abbildung 4.2 a) ist endlich bei k = 0. Das liegt an der
TA-Schwingungsmode senkrecht zur Graphitebene, die quadratisch in k ist (weil die Schwingung
invariant unter C3-Rotationen der Ebene ist). In dreidimensionalem Graphit ist dieser Effekt we-
gen der Wechselwirkung zwischen den Ebenen zu gro¨ßeren Energien verschoben (gestrichelte Linie).
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Fu¨r die Zustandsdichte der Phononen im (10, 10)-Nanoro¨hrchen ergibt sich ein a¨hnlicher Verlauf
wie fu¨r Graphit (durchgezogene Linie in Abbildung 4.2 a), doch bei den Energien, bei denen die
durch die diskreten Werte des Wellenvektors entlang des Umfangs des Nanoro¨hrchens entstandenen
Subba¨nder beitragen, erscheinen die fu¨r eindimensionale Systeme typischen (wurzelfo¨rmigen) van
Hove-Singularita¨ten.
Es hat sich in theoretischen und experimentellen Studien gezeigt, dass der dominierende Beitrag
zur Wa¨rmeleitung in Graphit und Nanoro¨hrchen von den Phononen und nicht von den Elektronen
stammt. Fu¨r den Festko¨rperkristall sagt die kinetische Theorie eine thermische Leitfa¨higkeit propor-
tional zur spezifischen Wa¨rme, zur Gruppengeschwindigkeit und zur mittleren freien Wegla¨nge der
Phononen voraus. Die Wa¨rmeleitung in Nanoro¨hrchen wird sich durch die ra¨umliche Beschra¨nkung
auf zwei Dimensionen sehr von den dreidimensionalen Formen des Kohlenstoffs unterscheiden,
da die neuen Subba¨nder vera¨nderte Phonon-Phonon-Wechselwirkungen zur Folge haben. Grobe
Abscha¨tzungen zur Gro¨ßenordnung der Wa¨rmeleitung in Kohlenstoff-Nanoro¨hrchen und der Tem-
peraturabha¨ngigkeit der thermischen Leitfa¨higkeit ko¨nnen mit den Gesetzen der kinetischen Theorie
recht einfach gewonnen werden. Die mittlere freie Wegla¨nge setzt sich aus zwei Beitra¨gen zusam-
men, Streuung an Probenra¨ndern (b) und Drei-Phononen-Umklapp-Prozesse (u)
1
λ
=
1
λb
+
1
λu
. (4.18)
Da die erstgenannte mittlere freie Wegla¨nge temperaturunabha¨ngig ist (λb ∼ v/L) und
Drei-Phononen-Umklapp-Prozesse nur bei hohen Temperaturen beitragen, sollte die thermische
Leitfa¨higkeit fu¨r wesentlich kleinere Temperaturen T < θD/10 als die Debye-Temperatur θD die
gleiche Temperaturabha¨ngigkeit aufweisen wie die spezifische Wa¨rme
κ ∼ C ∼ T d/δ (4.19)
fu¨r ein d-dimensionales System mit δ aus der Dispersionsrelation ω ∼ kδ. Defekte sind in
Kohlenstoff-Nanoro¨hrchen meist isotopischer Natur. Fehlstellen oder Fremdatome kommen kaum
vor. Es scheint unmo¨glich, einen mikroskopisch exakten Ausdruck fu¨r λu abzuleiten. Aber abha¨ngig
vom vorliegenden Kristall werden wie schon von Peierls vorgeschlagene Ausdru¨cke der Art
λu ∼ T−νe−θD/ηT (4.20)
verwendet, wobei oftmals (ν, η) ∼ (1, 1) gewa¨hlt wird [13]. Es gibt jedoch noch eine Vielzahl anderer
Approximationen fu¨r verschiedene Materialien [37] und den darin vorherrschenden Phononenstreu-
mechanismen. Bei hohen Temperaturen fa¨llt die thermische Leitfa¨higkeit gema¨ß der Formel (4.20)
nach einem Maximum bei typischerweise T ∼ θD/10, bei dem λb ∼ λu gilt, mit κ ∼ 1/T ab.
Generell gibt es zwei Methoden, die thermische Leitfa¨higkeit in Computersimulationen zu bestim-
men. Die eine besteht aus Molekulardynamik-Simulationen mit geeigneten Thermostaten und einer
direkten Messung des Wa¨rmestroms. Die andere besteht aus einer Bestimmung der Wa¨rmeleitfa¨hig-
keit mit Hilfe der Green-Kubo-Formel aus der Linearen-Antwort-Theorie durch die Berechnung
der Autokorrelationsfunktion des Wa¨rmestroms in mikrokanonischen Simulationen. Aufgrund der
großen Anzahl von Teilchen in Kohlenstoff-Nanoro¨hrchen mit einigen µm La¨nge und der langen
Zeiten, die zur Einstellung eines stationa¨ren Nichtgleichgewichtszustands bzw. zur Berechnung der
Wa¨rmestrom-Autokorrelationsfunktion no¨tig sind, ist es numerisch sehr aufwendig, fu¨r realistische
Systeme Voraussagen zu machen. Eine der fru¨hesten Analysen zur thermischen Leitfa¨higkeit in
Kohlenstoff-Nanoro¨hrchen ist [3], wo durch eine Kombination der beiden Methoden eine schnelle-
re Konvergenz bei der Zeitintegration in der Green-Kubo-Formel (4.10) erzielt wurde. Die dabei
beobachtete Temperaturabha¨ngigkeit der thermischen Wa¨rmeleitfa¨higkeit eines (10, 10)-Nanoro¨hr-
chens (mit 400 Atomen in der Einheitszelle und periodischen Randbedingungen) ergab bei kleinen
Temperaturen einen Verlauf proportional zur Wa¨rmekapazita¨t C. Bei einer Temperatur von etwa
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(a)
(b)
Abbildung 4.2: a: Die Dispersionskurven fu¨r ein (10,10)-Nanoro¨hrchen bei kleinen Energien. Es gibt
vier akustische Moden, zwei entartete TA-Moden (v = 9 km/s), eine Torsionsmode (v = 15 km/s)
und eine LA-Mode (v = 24 km/s). Der Inset zeigt bei kleinen Energien die Phononenzustandsdichte
fu¨r Nanoro¨hrchen (durchgezogene Linie), fu¨r Graphit (gestrichelte Linie) und fu¨r eine einzelne
Graphitschicht (punktiert-gestrichelte Linie). Die Zustandsdichte fu¨r Nanoro¨hrchen ist konstant
unterhalb 2.5 meV und nimmt schrittweise zu, wenn ho¨here Energieba¨nder beitragen, wobei bei
jeder Subband-Kante eine van Hove-Singularita¨t erscheint. (Grafik aus [2])
b: Es sind thermische Leitfa¨higkeiten eines (einzelnen) mehrwandigen Kohlenstoff-Nanoro¨hrchens
mit 14 nm Durchmesser (volle Kreise), Bu¨ndel aus mehrwandigen Kohlenstoff-Nanoro¨hrchen mit
80 nm (volle Dreiecke) und 200 nm (volle Rechtecke) Durchmesser dargestellt. Zusa¨tzlich sind zum
Vergleich die thermischen Leitfa¨higkeiten von durch Gasablagerung entstandenen Graphit-Fasern
gezeigt, wobei eine bei 3000 K wa¨rmebehandelt wurde (leere Dreiecke) und die andere unbehandelt
ist (leere Kreise). Die Linien stellen die berechnete thermische Leitfa¨higkeit der Graphitebene mit
einer mittleren freien Wegla¨nge λ ∼ λb der Phononen von 2.9 µm (obere Linie) und 3.9 nm (untere
Linie) dar. (Grafik aus [38])
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100 K zeigte sich ein Maximum von etwa 36000 W/mK, gefolgt von einem Abfall der thermischen
Leitfa¨higkeit κ ∼ λu ∼ T−1 bei ho¨heren Temperaturen durch Umklapp-Prozesse. Das Maximum
liegt etwa im Bereich des Leitfa¨higkeit-Rekords von 41000 W/mK fu¨r 99.9 % reinem Diamant.
Bei Raumtemperatur ergab sich jedoch eine thermische Leitfa¨higkeit des Kohlenstoff-Nanoro¨hr-
chens von 6600 W/mK, die den entsprechenden Wert des reinen Diamants (3320 W/mK) deutlich
u¨bertrifft. Der langsamere Abfall der Wa¨rmeleitfa¨higkeit bei großen Temperaturen durch Umklapp-
Streuung ist ein Effekt der niedrigen Dimensionalita¨t der Kohlenstoff-Nanoro¨hrchen. Simulationen
mit mehreren Kohlenstoffschichten zeigen in U¨bereinstimmung mit experimentellen Werten fu¨r
Graphit thermische Leitfa¨higkeiten, die etwa eine Gro¨ßenordnung kleiner sind als fu¨r Kohlenstoff-
Nanoro¨hrchen.
Experimentelle Ergebnisse fu¨r die thermische Leitfa¨higkeit eines einzelnen mehrwandigen
Kohlenstoff-Nanoro¨hrchens mit einem Durchmesser von 14 nm zeigen bei Raumtemperatur ver-
gleichbare Werte von ∼ 3000 W/mK [4] (siehe Abbildung 4.2). In Abbildung 4.2 (b) ist ebenfalls
zu sehen, dass bei Bu¨ndeln von Kohlenstoff-Nanoro¨hrchen die thermische Leitfa¨higkeit wesentlich
kleiner ist und eine andere Temperaturabha¨ngigkeit besteht, was auf die sta¨rkere Streuung an den
Kontaktstellen der Ro¨hrchen zuru¨ckzufu¨hren ist, λu >> λb. Bei Experimenten mit Matten aus
einwandigen Nanoro¨hrchen (mit mittlerem Durchmesser 1.4 nm) ist durch Ausrichten der Stra¨nge
aus Nanoro¨hrchen (durch starke magnetische Felder) eine Verbesserung von etwa 35 W/mK auf
200 W/mK bei Raumtemperatur erzielt worden [39, 40].
Das Abknicken der thermischen Leitfa¨higkeit des einzelnen mehrwandigen Kohlenstoff-Nanoro¨hr-
chens bei 300 K in Abbildung 4.2 deutet auf Umklapp-Streuung hin. Bei Zimmertemperatur zeigt
das mehrwandige Kohlenstoff-Nanoro¨hrchen deutlich ho¨here thermische Leitfa¨higkeiten als tem-
peraturbehandelte Kohlenstoff-Fasern, die aus vielen meist axialsymmetrischen Graphitschichten
bestehen. Sie finden in der Industrie vielfach Anwendung wegen ihrer Leichtigkeit und ihrer großen
Ha¨rte (ha¨rter als Stahl). Entgegen den Simulationen [3] und Rechnungen erscheint das Leitfa¨hig-
keitsmaximum fu¨r das mehrwandige Nanoro¨hrchen in Abbildung 4.2 bei ∼ 320 K. Das liegt vor
allem am Einfluss der Kontaktstellen mit den Metallelektroden der Messapparatur in [4], deren
La¨ngen wie die La¨nge der Kohlenstoff-Nanoro¨hrchen (3 µm) selbst im µm-Bereich liegen. Fu¨r
sehr lange Nanoro¨hrchen (das ist die Annahme der Green-Kubo-Theorie) ru¨ckt das Maximum zu
kleineren Temperaturen und nimmt gro¨ßere Werte an. Dieser Effekt ist in [41] gezeigt. Dort wird
von Messungen der thermischen Leitfa¨higkeit eines einzelnen einwandigen Kohlenstoff-Nanoro¨hr-
chens berichtet. Dabei wurde die thermische Leitfa¨higkeit des einzelnen einwandigen Kohlenstoff-
Nanoro¨hrchens durch seine (I − V )-Charakteristik im Temperaturbereich 300− 800 K durch Joul-
sches Selbstheizen gewonnen. Das Nanoro¨hrchen liegt dabei u¨ber einem lithographisch erzeugten
Graben auf zwei Pt-Kontakten. Die Abmessungen des Nanoro¨hrchens wurden mit Kraftspektro-
skopie und Elektronenmikroskopie gewonnen (siehe Abbildung 4.3). Die thermische Leitfa¨higkeit
liegt dabei im Bereich von 3500 W/mK bei Zimmertemperatur, fu¨r ein Kohlenstoff-Nanoro¨hrchen
der La¨nge L = 2.6 µm und einem Durchmesser von D = 1.7 nm (siehe Abbildung 4.3 b). Mit der
Annahme, dass die La¨nge L in die thermische Leitfa¨higkeit nur u¨ber das Verha¨ltnis λ/L eingeht
(mit λ ≈ 0.5 µm), ergibt sich die pha¨nomenologische Formel
κ(L, T ) =
(
aT + bT 2 + c(1 + 0.5/L)T−2
)−1
(4.21)
fu¨r die Abha¨ngigkeit der Wa¨rmeleitfa¨higkeit von der Systemla¨nge L in µm und der Temperatur T
in Kelvin (siehe Abbildung 4.3 c). Die Parameter a, b und c wurden durch Fit an die Messwerte im
Bereich T ∈ [300 K, 800 K] und fu¨r die Werte bei niedrigeren Temperaturen aus Referenz [42] zu
a = 3.7 · 10−7, b = 9.7 · 10−10 und c = 9.3 bestimmt. Die Temperaturabha¨ngigkeit der thermischen
Leitfa¨higkeit stimmt gut mit theoretischen Vorhersagen [43] u¨berein. Bei großen Temperaturen
fa¨llt auf, dass die thermische Leitung sta¨rker als 1/T abfa¨llt. Dafu¨r sind Drei-Phonenen-Umklapp-
Prozesse in der zweiten Ordnung verantwortlich, die quadratisch von T abha¨ngen (Abbildung 4.3
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b). Da es in der Literatur unterschiedliche Werte fu¨r λ gibt, ha¨ngt die Qualita¨t der Vorhersage fu¨r
die La¨ngenabha¨ngigkeit mit der Qualita¨t der Abscha¨tzung fu¨r λ und der ad-hoc angenommenen
Form der pha¨nomenologischen Gleichung (4.21) fu¨r κ(L, T ) zusammen.
Es gibt bisher keine Messungen der thermischen Leitfa¨higkeit von Kohlenstoff-Nanoro¨hrchen, die
den Wert α, die Potenz mit der die Wa¨rmeleitfa¨higkeit von der Systemla¨nge abha¨ngt, direkt ermit-
teln. Aktuelle Experimente zeigen aber einen U¨bergang von ballistischer zu diffusiver Wa¨rmeleitung
bei mehrwandigen Kohlenstoff-Nanoro¨hrchen fu¨r La¨ngen von ∼ 0.5 µm, gemittelt u¨ber verschie-
dene mo¨gliche Radien [44]. Bei sehr kurzen La¨ngen und sehr hohen elektrischen Stro¨men kommt
es in den Nanoro¨hrchen zu Temperaturen von etwa 900 K, bei denen die Ablation einzelner Scha-
len beobachtet wurde. In diesem Zustand ergeben sich Messwerte fu¨r die thermische Leitung in
den Nanoro¨hrchen, die nahe am Maximalwert Gmax = pi2k2BT/3h (dem Wa¨rmeleitungsquantum)
liegen [44].
Es hat sich also theoretisch und experimentell gezeigt, dass Kohlenstoff-Nanoro¨hrchen außer-
ordentlich gute Wa¨rmeleiter sind. Sie liegen als quasi-eindimensionale Phonon-Leiter mit sehr rei-
ner geordneter Struktur vor. Die sp2-Bindungen sind sogar sta¨rker als die sp3-Bindungen in Dia-
mant und fu¨hren zu sehr hohen Schallgeschwindigkeiten. Die große Debye-Temperatur fu¨hrt dazu,
dass das Maximum der Wa¨rmeleitfa¨higkeit bei ho¨heren Temperaturen liegt als bei vielen anderen
Materialien. Die niedrige Dimensionalita¨t von Kohlenstoff-Nanoro¨hrchen fu¨hrt zu einem langsa-
men Abfall der Wa¨rmeleitfa¨higkeit fu¨r Temperaturen T > θD/10, weil in quasi-eindimensionalen
Materialien die Energie- und Impulserhaltung (modulo einem Gittervektor) bei Drei-Phononen-
Umklapp-Prozessen schwieriger zu erfu¨llen ist. Die relativ schwachen Wechselwirkungen zwischen
den Ro¨hrchen sind zwar fu¨r mechanische Anwendungen ein Nachteil, wirken sich aber positiv auf
die thermische Leitfa¨higkeit aus.
Im folgenden soll ein Modell abgeleitet werden, das Kohlenstoff-Nanoro¨hrchen durch Fermi-Pasta-
Ulam-Ebenen beschreibt. Dabei wird der zylinderfo¨rmigen Gestalt der Nanoro¨hrchen durch das
Setzen von periodischen Randbedingungen in der Richtung senkrecht zur Zylinderachse Rechnung
getragen. Durch Simulationen dieses Modells ergibt sich die interessante Perspektive, die Ergebnisse
einerseits mit den Resultaten fu¨r Kohlenstoff-Nanoro¨hrchen und andererseits mit den Resultaten
fu¨r nichtlineare Hamiltonsche Gitter vergleichen zu ko¨nnen.
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Abbildung 4.3: a: Elektronenmikroskop-Bild fu¨r ein typisches einwandiges Kohlenstoff-Nanoro¨hr-
chen, das u¨ber einen 2 µm breiten Graben auf zwei Pt-Kontakten liegt.
b: Aus Widerstandsmessungen und unter Benutzung der Wa¨rmeleitungsgleichung bestimmte Wer-
te der Wa¨rmeleitfa¨higkeit fu¨r Umgebungstemperaturen von To = 250 K (x), To = 300K (o),
To = 350 K (+) und To = 400 K (Quadrate) fu¨r das Kohlenstoffro¨hrchen aus (a) mit La¨nge
L = 2.6 µm und Durchmesser D = 1.7 nm. Die gestrichelte Linie zeigt den 1/T -Abfall aufgrund
der Umklapp-Prozesse. Bei großen Temperaturen tra¨gt Streuung zwischen (einem) optischen und
(zwei) akustischen Phononen bei, die eine Streuzeit und einen Beitrag zur thermischen Leitfa¨higkeit
∼ T 2 zeigen.
c: Verlauf der thermischen Leitfa¨higkeit nach der Abscha¨tzung (4.21). Die La¨ngenabha¨ngigkeit wur-
de pha¨nomenologisch unter der Annahme eingefu¨hrt, dass die mittlere freie Wegla¨nge der Phononen
etwa 0.5 µm betra¨gt. Die Abha¨ngigkeit der Systemgro¨ße ist vernachla¨ssigbar bei hohen Tempera-
turen, weil der Wa¨rmetransport vorwiegend diffusiver Natur ist. Ein ballistischer Wa¨rmetransport
ergibt sich bei L ≤ λ und nicht zu großen Temperaturen. (Abbildungen aus [41] )
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4.4 Modell
4.4.1 FPU-Hamiltonfunktion
Als Modell soll eine FPU-Ebene dienen, an deren gegenu¨berliegenden Seiten zwei Wa¨rmeba¨der an-
geschlossen werden und bei der in transversaler Richtung periodische Randbedingungen vorliegen.
Da es sich bei den Partikeln um Kohlenstoffatome handelt, wird als Wechselwirkungspotenzial das
Tersoff-Potenzial [10] angenommen und bis zur vierten Ordnung fu¨r kleine Auslenkungen aus der
Ruhelage entwickelt. Fu¨r 2 C-Atome bei ~n = (nx, ny) und ~m = (mx,my) in der Ebene lautet das
Tersoff-Potenzial:
V~n~m = fc(r~n~m)(VR(r~n~m) + b~n~mVA(r~n~m)) . (4.22)
Dabei bezeichnet
fc(r~n~m) =

1 r < R
1 + cos(pi(r −R)/(S −R)) R ≤ r ≤ S
0 r > S
(4.23)
eine Abschneide-Funktion des repulsiven und attraktiven Teils, VR und VA, der kovalenten Bindung
VR(r~n~m) = −B exp(−µr~n~m) , VA(r~n~m) = A exp(−λr~n~m) (4.24)
und b~n~m den Einfluss der lokalen Umgebung (Anzahl und Art der Nachbaratome bzw. Fehlstellen
von ~n), der hier nicht weiter diskutiert werden soll und im folgenden zu 1 gesetzt wird. Fu¨r die
Potenzialparameter werden die Werte in [10]
A = 1393.6 eV , B = 346.7 eV , λ = 34.879 nm−1
µ = 22.119 nm−1 , R = 0.22 nm , S = 0.21 nm (4.25)
benutzt. Die daraus folgende Ruhelage von a = 0.1447 nm stimmt gut mit dem gemessenen Wert
fu¨r Graphit von a = 0.1421 nm u¨berein.
Bei der Approximation dieses Potenzials durch ein FPU-Potenzial soll gelten, dass die Temperatur
im System ausreichend klein ist, damit gro¨ßere Bindungsabsta¨nde als R nicht beru¨cksichtigt werden
mu¨ssen. Außerdem werden die im System vorkommenden Energien auf A, die La¨ngen auf a und die
Massen auf mc (Masse eines Kohlenstoff-Atoms) skaliert. Man erha¨lt damit eine Hamiltonfunktion
der Form
H =
∑
~n
(
1
2
(dx~n
dτ
)2 + ∑
<~n,~m>
(e−γx~n~m − ²eηx~n~m)
)
(4.26)
mit
x~n~m =
r~n~m
a
= 1 + q~n~m , τ =
√
A
mc
1
a
t = 0.7311015
1
s
t , ² =
B
A
= 0.24878
γ = λa = 5.04772 , η = µa = 3.20108 . (4.27)
Die Summation im Wechselwirkungsanteil von (4.26) erfolgt nur u¨ber die vier na¨chsten Nachbarn
~m des C-Atoms ~n des quadratischen zweidimensionalen FPU-Gitters. Die normierte relative Aus-
lenkung aus der Ruhelage q~n~m wird als klein angenommen und die Paar-Wechselwirkungsfunktion
der Hamiltonfunktion (4.26)
V~n~m = e−5.04772(1+q~n~m) − 0.24878e−3.20108(1+q~n~m) (4.28)
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um den Geichgewichtspunkt q~n~m = 0 entwickelt:
V FPU~n~m = −0.00370591 + 0.0299369q2~n~m − 0.0823225q3~n~m + 0.129451q4~n~m . (4.29)
Benutzt man noch, dass die Geschwindigkeit des Kohlenstoffatoms ~n statt in Absolutkoordina-
ten in den Auslenkungskoordinaten angegeben werden kann (~˙x~n = ~˙q~n), ergibt sich in der FPU-
Approximation die Hamiltonfunktion
HFPU =
∑
~n
(
1
2
(d~q~n
dτ
)2 + ∑
<~n,~m>
V FPU~n~m
)
. (4.30)
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Abbildung 4.4: Das empirische Tersoff-Potenzial fu¨r die C-C-Bindung in Graphit kann fu¨r kleinere
Auslenkungen als dem Cut-off-Wert R sehr gut durch die FPU-Na¨herung approximiert werden.
Die Bindungsenergien dieses Bereichs entsprechen sehr großen Temperaturen von einigen tausend
Kelvin.
Das System (4.26) ist streng genommen kein FPU-System. Hierfu¨r muss gelten, dass sich die Orts-
koordinate q~n~m = x~n~m−1 in der Hamiltonfunktion aus der Differenz der Auslenkung benachbarter
Atome ~n und ~m berechnet
q~n~m =| ~q~n − ~q~m | . (4.31)
Diese Identita¨t ist aber nur fu¨r kleine Auslenkungen der Atome ~n und ~m richtig. Es gilt mit
∆~q~n~m = ~q~n − ~q~m (4.32)
in erster Ordnung in | ∆~q~n~m |
x2~n~m = ((~n− ~m) + ∆~q~n~m)2 = ~12 +∆~q2~n~m + 2 | ∆~q~n~m | cosφ~n~m ≈ 1 + 2 | ∆~q~n~m | , (4.33)
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da der Kosinus von φ~n~m, dem Winkel zwischen dem Verbindungsvektor ~n − ~m und der relativen
Auslenkung der beiden Atome ∆~q~n~m, in nullter Na¨herung gleich 1 ist. Aus der Definition x~n~m =
1 + q~n~m folgt nach Entwicklung der Wurzel von Gleichung (4.33)
q~n~m =| ∆~q~n~m |=| ~q~n − ~q~m | . (4.34)
Diese Na¨herung stellt zwar auf den ersten Blick eine relativ starke Beschra¨nkung dar, da der
Zusammenhang (4.31) nur in erster Ordnung in | ∆~q~n~m | gilt, wohingegen die Entwicklung des
Paar-Wechselwirkungspotenzials V FPU~n~m bis zur vierten Ordnung betrieben wurde. Intuitiv scheint
diese Na¨herung aber durch die Annahme eines lokalen thermischen Gleichgewichtes sehr treffend
zu sein. Im thermischen Gleichgewicht sollten sich fu¨r die vernachla¨ssigten Gro¨ßen ∆~q2~n~m und φ~n~m
die Mittelwerte fkBT/2 und 0 ergeben. Sie ha¨tten somit im Mittel keinen Einfluss auf die Bewe-
gungsgleichungen eines Teilchens.
Letztendlich wird die Annahme kleiner Auslenkungen und die Verwendung des FPU-Potenzials
durch die Beschra¨nkung auf moderate Temperaturen legitimiert. Technologisch sind Temperaturen
von einigen hundert Kelvin interessant. Durch die Annahme r~n~m < R beschra¨nkt man sich auf
Auslenkungen im FPU-Modell von etwa q~n~m < 0.24. Fu¨r solche Auslenkungen mu¨sste eine Energie
von etwa V~n~m(R) ≈ 0.001A aufgewendet werden, was einer Temperatur von etwa 1.4 · 104 K ent-
spricht (siehe Abbildung 4.4). Bei Temperaturen von weniger als 1000 K befindet man sich sicher
im Bereich kleiner Auslenkungen q~n~m < 0.1 und die gemachten Na¨herungen sind gut erfu¨llt.
Die gro¨ßte Abweichung von den realen Bindungsverha¨ltnissen in Kohlenstoff-Nanoro¨hrchen kommt
durch die Annahme eines quadratischen Gitters zustande, das sehr zweckma¨ßig fu¨r die numeri-
sche Behandlung ist. Trotz der Tatsache, dass die genaue Struktur des Systems, wie die Chiralita¨t
des Kohlenstoff-Nanoro¨hrchens, eher zweitrangig ist fu¨r das thermische Verhalten, sind im qua-
dratischen FPU-Modell durch das Vorhandensein von vier statt drei Bindungspartnern wichtige
Unterschiede zu erwarten. Weitere Verbesserungen einer FPU-Approximation sollten daher die bie-
nenwabenfo¨rmige Struktur der Kohlenstoff-Nanoro¨hrchen beru¨cksichtigen.
4.4.2 Wa¨rmeleitfa¨higkeit
Da die Wa¨rmeleitfa¨higkeit κ fu¨r das FPU-System bestimmt werden soll, mu¨ssen die Temperatur
T~n und der Wa¨rmestrom ~J~n im System definiert werden. Geht man von der lokalen Energiedichte
h~n am Ort ~n aus
h~n =
1
2
~˙q 2~n +
1
4
∑
<~m>
V FPU (q~n~m) , (4.35)
wobei < ~m > die vier na¨chsten Nachbarn von ~n bezeichnet
< ~m >= {~m1 = (nx + 1, ny), ~m2 = (nx − 1, ny), ~m3 = (nx, ny + 1), ~m4 = (nx, ny − 1)} , (4.36)
kann man aus der Kontinuita¨tsgleichung
h˙~n + div( ~J~n) = 0 (4.37)
den lokalen Wa¨rmestrom ermitteln [7]. Fu¨r den zweidimensionalen Wa¨rmestrom ~J~n gilt:
Jx~n = −
1
4
(
fxx~n (p
x
~n + p
x
~m1
) + fyx~n (p
y
~n + p
y
~m1
) + fzx~n (p
z
~n + p
z
~m1
)
)
(4.38)
Jy~n = −
1
4
(
fxy~n (p
x
~n + p
x
~m3
) + fyy~n (p
y
~n + p
y
~m3
) + fzy~n (p
z
~n + p
z
~m3
)
)
(4.39)
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mit den lokalen Kraftkomponenten
fxx = −∂V
FPU (q~m1~n)
∂qx~n
, fyx = −∂V
FPU (q~m1~n)
∂qy~n
fzx = −∂V
FPU (q~m1~n)
∂qz~n
, fxy = −∂V
FPU (q~m3~n)
∂qx~n
fyy = −∂V
FPU (q~m3~n)
∂qy~n
, fzy = −∂V
FPU (q~m3~n)
∂qz~n
. (4.40)
Das ra¨umliche und zeitliche Mittel des Wa¨rmestroms ergibt sich zu (Nx/y: Anzahl der C-Atome in
Richtung parallel/senkrecht zur Zylinderachse)
~J =
〈∑
~n
~J~n
NxNy
〉
, (4.41)
wobei 〈.〉 immer einem Zeitmittel der Form 〈.〉 = limT→∞(1/T )
∫ T
0 . dt entspricht. Unter der
Annahme eines lokalen thermischen Gleichgewichts kann man sofort mit Hilfe des Virial-Theorems
eine Definiton fu¨r die lokale Temperatur
T~n =
〈
pj~n
∂h~n
∂pj~n
〉
=
〈
qj~n
∂h~n
∂qj~n
〉
(4.42)
mit j = {x, y, z} angeben, was im Fall der FPU-Hamiltonfunktion
T~n = 〈pj
2
~n 〉 = 〈px
2
~n + p
y2
~n + p
z2
~n 〉/3 (4.43)
entspricht. Der Quotient
κFPUx =
〈 1NxNy
∑
~n J
x
~n〉
| ∇T | (4.44)
bezeichnet dann die Leitfa¨higkeit des FPU-Systems in dimensionslosen Einheiten. Man kann sich
relativ schnell klarmachen, dass man durch eine Multiplikation mit dem Faktor A3/2/m1/2c den
Wa¨rmestrom in der Einheit Wm erha¨lt, wobei mc die Masse der Kohlenstoff-Atome bezeichnet.
Um die Wa¨rmestromdichte ~j (in Einheiten W/m2) zu berechnen, fu¨r die das Fourier-Gesetz gilt,
muss ~J noch durch das Volumen des Systems geteilt werden. Dabei gilt V = NxaNyaδ, wobei
fu¨r die Dicke δ der Ebene in der Literatur bei Kohlenstoff-Nanoro¨hrchen entweder δ = 0.34 nm
(Ebenenabstand in Graphit) oder δ = 0.142 nm (La¨nge der sp2-Bindung in Graphit) verwendet
wird. Um die Wa¨rmeleitfa¨higkeit entlang der x-Achse κx = jx/ | ∇T | zu bestimmen, muss noch
die Temperatur, die dimensionslos in Einheiten von A angegeben wird, auf Kelvin umgerechnet
werden. Letztendlich erha¨lt man die Umrechnungsvorschrift
κx =
jx
| ∇T | =
A1/2kB
aδm
1/2
c
κFPUx =
{
29.725 W/mK κFPUx mit δ = 0.34 nm
71.152 W/mK κFPUx mit δ = 0.142 nm .
Da bei kleinen Systemgro¨ßen an den Systemenden Temperaturspru¨nge auftreten, wird in den Si-
mulationen der Temperaturgradient durch Fit des Temperaturprofils im Systemzentrum von Nx/4
bis 3Nx/4 festgelegt.
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4.5 Simulationen
Die Wa¨rmeleitfa¨higkeit in der FPU-Carbon-Ebene soll im folgenden genauer untersucht werden.
Dabei stehen vor allem die La¨ngen- und Temperaturabha¨ngigkeit der thermischen Leitfa¨higkeit
im Mittelpunkt. Die FPU-Ebene soll Ny = 10 Atomabsta¨nde breit sein und die La¨nge L = Nxa
besitzen. Der Durchmesser der aufgerollten Kohlenstoff-Ebene mit Ny = 10 wu¨rde somit ungefa¨hr
dem Durchmesser D =
√
3a
√
n2 + nm+m2/pi eines (6, 0)-Nanoro¨hrchens entsprechen. Im Ge-
gensatz zur bienenwabenartigen Graphit-Struktur wird hier ein quadratisches Gitter untersucht,
wodurch sicherlich andere Werte fu¨r die Leitfa¨higkeit zu erwarten sind, da jedes Atom vier anstatt
drei na¨chste Nachbarn besitzt. Es wird sich jedoch zeigen, dass die quadratische FPU-Carbon-
Ebene auf a¨hnliche Werte fu¨r κ fu¨hrt, wie sie bereits aus Rechnungen [45], Experimenten [41] und
Molekulardynamik-Simulationen [46, 47] bekannt sind. Ziel der Untersuchungen ist die Beantwor-
tung der Frage, inwiefern zweidimensionale FPU-Systeme Kohlenstoff-Nanoro¨hrchen beschreiben
ko¨nnen und ob sie zu vergleichbaren Abha¨ngigkeiten der Wa¨rmeleitfa¨higkeit κ von der Systemla¨nge
L und der Temperatur T fu¨hren wie experimentelle, analytische und rechnergestu¨tzte Studien. Auf
der anderen Seite bietet es sich durch die Verwendung der FPU-Approximation des Kohlenstoff-
Wechselwirkungspotenzials an, die Ergebnisse mit den vorhandenen analytischen Vorhersagen, z.B.
aus der Modenkopplungstheorie, zu vergleichen.
Um die Unterschiede der FPU-Carbon-Ebene mit einem eindimensionalen System zu veranschau-
lichen, wird ebenfalls eine hypothetische Kohlenstoff-Kette mit Ny = 1 untersucht.
4.5.1 Nichtgleichgewichtssimulationen
Numerische Untersuchungen im Bereich der Statistischen Physik basieren auf einer realistischen
Modellierung von thermischen Reservoiren. Wenn das Verhalten eines Systems im Gleichgewicht
untersucht werden soll, kommen zumeist wohlbekannte Monte-Carlo-Techniken und mikrokano-
nische Simulationen zum Einsatz. Bei Nichtgleichgewichtssimulationen ist man durch das Fehlen
einheitlicher theoretischer Konzepte und analytischer Methoden oftmals auf realistische Simula-
tionen der Wechselwirkungen zwischen dem zu untersuchenden System und den Wa¨rmeba¨dern
angewiesen. Eine detailgetreue Modellierung von Wa¨rmeba¨dern aus Partikeln mit (nicht)linearen
Wechselwirkungen scheitert am zu großen numerischen Aufwand. Immerhin mu¨sste das Wa¨rmebad
viel mehr Teilchen beinhalten als das eigentliche System, das mit dem Bad kontaktiert werden soll.
Analytische Ergebnisse sind nur fu¨r harmonische Systeme vorhanden, in denen die Existenz eines
stationa¨ren Nichtgleichgewichtszustands bewiesen werden kann [7].
Die traditionelle Methode besteht darin, die Wechselwirkungen mit einem Wa¨rmebad u¨ber die
Einfu¨hrung von Rausch- und Da¨mpfungstermen zu modellieren, wobei beide das Fluktuations-
Dissipations-Theorem erfu¨llen mu¨ssen. Bei einer anderen Mo¨glichkeit werden elastische Kollisionen
zwischen Gasmoleku¨len mit den thermostatisierten Teilchen simuliert, wobei die Geschwindigkeiten
der Gasmoleku¨le einer Maxwell-Verteilung gehorchen.
In dieser Arbeit wird ein Nose´-Hoover-Thermostat benutzt [48]. Dem No´se-Hoover-Algorithmus
wurde in der Vergangenheit die meiste Aufmerksamkeit zuteil, denn es konnte gezeigt werden,
dass die Wahrscheinlichkeitsverteilungen im thermostatisierten System dem kanonischen Ensemble
entsprechen [49]. Dabei wird eine Hilfsvariable ζ eingefu¨hrt, die die mikroskopische Wirkung des
Thermostats auf die Bewegungsgleichungen beinhaltet.
Der Nose´-Hoover-Algorithmus ist invariant unter Zeitumkehr und ha¨ngt mit den Fluktuationstheo-
remen der Nichtgleichgewichtsthermodynamik zusammen. Wa¨hrend im Gleichgewicht 〈ζ±〉 = 0 we-
gen der Reversibilita¨t der Gleichgewichtszusta¨nde gilt, wird im Nichtgleichgewicht 〈ζ+〉+ 〈ζ−〉 > 0
mit einer Entropieproduktion und Irreversibilita¨t verbunden.
Die Bewegungsgleichungen fu¨r eine zweidimensionale Anordung ~n = (nx, ny) wechselwirkender
Teilchen in einer Nichtgleichgewichtssituation mit der Temperatur T+ und T− an den Ra¨ndern bei
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~n+ = (1, ny) und ~n− = (Nx, ny) lauten:
~˙q~n = ~p~n (4.45)
~˙p~n = − ∂V
∂~q~n
− (δ~n~n+ + δ~n~n−)ζ~n~p~n (4.46)
ζ˙~n± =
1
θ2
(
~p2~n±
fT±
− 1
)
. (4.47)
Anschaulich kann man sich die Wirkung der Hilfsvariable ζ als Reibung bzw. Antrieb vorstellen, je
nachdem, ob die kinetische Energie des Partikels kleiner oder gro¨ßer als der Mittelwert des ther-
mischen Gleichgewichts (fT , wobei f die Anzahl der Freiheitsgrade des Teilchens ist und kB = 1
gesetzt wurde) ist. Die Zeitintegration wurde mit einem Runge-Kutta-Schema durchgefu¨hrt. Der in
der Simulation verwendete Zeitschritt von dτ = 0.05 entspricht einer Zeit von dt = 0.0684fs. Die
mittlere Antwort-Zeit θ des Bades ist im Prinzip ein frei wa¨hlbarer Parameter des Systems, sollte
aber typischerweise das Reziproke einer typischen Frequenz des Systems sein. Durch den Wert des
harmonischen Anteils im FPU-Potenzial bietet sich hier die Festlegung θ = 0.1 an, fu¨r die sich
relativ kleine Temperaturspru¨nge ergeben. In der Praxis wa¨hlt man den Wert θ meist empirisch
und versucht sicherzustellen, dass er die Resultate der Simulationen nicht beeinflusst.
Das Problem an der numerischen Simulation sind die relativ langen Zeiten, die zur Einstellung
eines stationa¨ren Nichtgleichgewichtszustands no¨tig sind. Dieser ist durch ein stationa¨res Tempe-
raturprofil entlang der Richtung des Energieflusses gegeben. Die Temperatur an einer Stelle nx ist
(in dimensionslosen Einheiten) gegeben durch
Tnx =
∑
ny
T(nx,ny)/Ny , T~n = 〈~p2~n〉/f . (4.48)
Im stationa¨ren Nichtgleichgewichtszustand sollte sich ein konstanter Strom Jx, ein verschwindender
Strom Jy und ein lineares Temperaturprofil ergeben. An den Schnittstellen zwischen Wa¨rmebad
und System kommt es aber besonders bei kleinen Systemen zu Diskontinuita¨ten des Temperaturpro-
fils, was auch als Kapitza-Widerstand bekannt ist und an den unterschiedlichen Phononenspektren
der aufeinandertreffenden Materialien liegt. Der sich im Zentrum des Systems ausbildende (lineare)
Temperaturgradient ist kleiner als der mittlere Temperaturgradient (T+−T−)/L = ∆T/L. Die ther-
mische Leitfa¨higkeit κeff = jxL/∆T beinhaltet diese Randeffekte. In den folgenden Simulationen
wurde daher der Temperaturgradient durch Fit einer Gerade an die Temperaturen im Mittelbe-
reich der Kette, Ti mit i ∈ [0.25Nx, 0.75Nx], ermittelt. Durch Simulationen an der β-FPU-Kette [50]
la¨sst sich zeigen, dass die Temperaturspru¨nge δT an den Ra¨ndern proportional zur mittleren freien
Wegla¨nge λ und zum Temperaturgradienten am Rand (von der Mitte zu den Ra¨ndern extrapoliert)
sind. Damit ergibt sich durch Vergleich mehrerer Simulationsla¨ufe
κeff =
jx
∆T/L
=
κ
1 + 2²λ/L
, (4.49)
wobei ² ein Maß fu¨r die Kopplungssta¨rke zwischen Bad und System ist. In [7, 50] hat sich ge-
zeigt, dass Nose´-Hoover-Thermostate sich durch relativ kleine Werte ² und somit relativ kleine
Temperaturspru¨nge auszeichnen. In [51] werden verschiedene Thermostate in starken Nichtgleich-
gewichtszusta¨nden untersucht, wobei das Nose´-Hoover-Thermostat wiederum die kleinsten Tempe-
raturspru¨nge zeigt.
In Abbildung 4.5 sind die lokalen Temperaturen Ti ( mit T− = 303 K (30 Grad Celsius) und
T+ = 367.5 K (etwa 94.5 Grad Celsius) ) fu¨r eine FPU-Carbon-Kette mit Nx = 316 und
Nx = 3160 und eine FPU-Carbon-Ebene (Ny = 10) mit Nx = 178 und Nx = 1780 zu sehen,
wobei als x-Koordinate die auf eins normierte Systemla¨nge x/L gewa¨hlt wurde. Fu¨r la¨ngere Syste-
me ergeben sich wesentlich kleinere Temperaturspru¨nge an den Ra¨ndern. Das Fehlen langwelliger
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Phonon-Moden fu¨hrt zu einer langsamen Konvergenz zum stationa¨ren Nichtgleichgewichtszustand,
was man an den Werten fu¨r die normierte Kurtosis am Ort i
Qi =
Ny〈
∑Ny
iy=1
p4(ix,iy)〉
〈∑Nyiy=1 p2(ix,iy)〉2 − 3 (4.50)
sehen kann. Fu¨r kleinere Systemla¨ngen, Nx = 316 fu¨r die FPU-Carbon-Kette und Nx = 178 fu¨r die
FPU-Carbon-Ebene, sind speziell an den Ra¨ndern relativ große Abweichungen vom Wert Qi = 0 zu
beobachten. Die Kurtosis Qi ist ein Maß fu¨r die Asymmetrie einer Verteilung. Beim Erreichen des
lokalen thermischen Gleichgewichts sollte sich eine symmetrische Normalverteilung fu¨r die Impulse
der Atome und somit ein Wert Qi = 0 ergeben. Man sieht, dass nach langen Zeiten bei kleinen
Werten Nx besonders an den Ra¨ndern starke Abweichungen vom lokalen thermischen Gleichgewicht
auftreten, die erst nach sehr viel gro¨ßeren Zeiten verschwinden als bei la¨ngeren Systemen. Generell
scheint sich der stationa¨re Nichtgleichgewichtszustand, der zu einem lokalen thermischen Gleichge-
wicht und einem konstanten Wa¨rmestrom Jx = const (Jy ∼ 0) fu¨hrt, schneller fu¨r große d und L
einzustellen. Große L ermo¨glichen die fu¨r die Wa¨rmeleitung maßgeblichen langwelligen akustischen
Phonon-Moden und große d erleichtern ihre Wechselwirkungen. In Abbildung 4.5 (d) ist deutlich
zu sehen, dass sich bei der FPU-Carbon-Ebene trotz der geringeren La¨nge L = 178 a und klei-
neren Simulationszeiten kleinere Werte fu¨r die Kurtosis Qi ergeben als fu¨r die FPU-Carbon-Kette
mit L = 316 a (Abbildung 4.5 b). Deshalb ergeben sich in Abbildung 4.5 fu¨r die FPU-Carbon-
Ebene nach wesentlich ku¨rzerer Zeit lineare Ti-Profile als bei der FPU-Carbon-Kette. Fu¨r kurze
Systeme mit niedriger Dimensionalita¨t kann der langsame Trend zum stationa¨ren Nichtgleichge-
wichtszustand mit Jx = const (Jy ∼ 0) zu relativ langen Simulationszeiten fu¨hren, innerhalb derer
sich kein konstanter Wert κ einstellt, obwohl die Standardabweichung sκ =
√〈κ2〉 − 〈κ〉2 durch
die vielen Messungen sehr klein ist. Wie bereits erwa¨hnt, ist die Sonderrolle eindimensionaler Sys-
teme schon aus der Peierls-Theorie bekannt, da sich in einer Dimension (in niedrigster Ordnung
der Sto¨rungsrechnung) aufgrund der Energie- und Impulserhaltung fu¨r das System keine Drei-
Phononen-Umklapp-Prozesse ergeben. Fu¨r große Systeme mit vielen Freiheitsgraden stellt sich der
stationa¨re Nichtgleichgewichtszustand schneller ein. Jedoch nimmt der numerische Aufwand bei
zweidimensionalen Systemen mit N2x zu.
In der Vergangenheit wurden in Molekulardynamik-Simulationen aus diesem Grund relativ kurze
Systemla¨ngen von maximal einigen 0.1 µm betrachtet [46, 47]. Bei solch kurzen Systemen erha¨lt
man kleinere Werte als die in Experimenten [41, 52] gemessenen Wa¨rmeleitfa¨higkeiten (einige hun-
dert W/mK statt wenige tausend W/mK) fu¨r einzelne Nanoro¨hrchen. Hier befindet man sich wohl
in einem Bereich, der laut neueren Studien ballistische Phonon-Leitung zeigt [43, 44].
In den Simulationen wurde typischerweise nach einigen 107 Zeitschritten (einige Hundertstel Millise-
kunden) der stationa¨re Zustand erreicht. Den Simulationen wurde der Wert der Wa¨rmeleitfa¨higkeit
entnommen, wenn die Relation Jy/Jx << 0.01 (dauerhaft) erfu¨llt war. Fu¨r kurze Systeme waren
aber auch sehr lange Integrationszeiten und Verha¨ltnisse von Jy/Jx << 0.001 mo¨glich.
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Abbildung 4.5: Temperaturprofil Ti und Kurtosis Qi (a,b: FPU-Carbon-Ketten, c,d: FPU-Carbon-
Ebenen) fu¨r FPU-Carbon-Ketten mitNx = 316 undNx = 3160 und FPU-Carbon-Ebenen mitNx =
178 und Nx = 1780 bei Ny = 10. Zur Einstellung eines Temperaturprofils ohne Temperaturspru¨nge
an den Ra¨ndern sind bei der FPU-Carbon-Kette und der FPU-Carbon-Ebene große La¨ngen von
L > 3160 a no¨tig. Bei den FPU-Carbon-Ketten wird der stationa¨re Nichtgleichgewichtszustand
mit kleinen Werten Qi erst nach deutlich la¨ngeren Zeiten erreicht als fu¨r gleich lange FPU-Carbon-
Ebenen.
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4.5.2 Simulationsergebnisse: Anomale Wa¨rmeleitung
Die Wa¨rmeleitfa¨higkeit der FPU-Carbon-Ebene mit Ny = 10 wurde fu¨r verschiedene La¨ngen
L = Nxa bestimmt, wobei T− = 303 K (30 Grad Celsius) und T+ = 367.5 K (94.5 Grad Cel-
sius) gesetzt wurde, um etwa in der Na¨he des technologisch wichtigen Temperaturbereichs zu sein.
Bei den in Abbildung 4.6 gezeigten Messkurven wurden die Werte der Wa¨rmeleitfa¨higkeit κ dann
bestimmt, wenn die Relation Jy/Jx < 0.01 dauerhaft erfu¨llt war. Fu¨r kleine Nx ≈ 100 sind dazu
oftmals sehr lange Simulationsla¨ufe (einige 108 Zeiteinheiten, die einigen Hundert Mikrosekunden
entsprechen) erforderlich. Dabei wird zwischen den Situationen f = 1 (Teilchen bewegen sich nur
parallel zur Achse des Ro¨hrchens), f = 2 (Teilchen bewegen sich in der FPU-Ebene) und f = 3
(Teilchen bewegen sich in alle drei Raumrichtungen) unterschieden. Außerdem wurde die Wa¨rme-
leitfa¨higkeit einer FPU-Carbon-Kette bestimmt. In Abbildung 4.6 kann man sehen, dass sich fu¨r
die FPU-Kette und die FPU-Ebenen mit f = 2 fu¨r La¨ngen L > 0.1 µm ein relativ a¨hnlicher Verlauf
einstellt. Die Verha¨ltnisse der FPU-Carbon-Ebene fu¨r f = 2 sollten am ehesten denen in echten
Kohlenstoff-Nanoro¨hrchen entsprechen. Die f = 3- und f = 1-Ebenen dienen zum Vergleich und
sollen die Gemeinsamkeiten zwischen der FPU-Carbon-Kette und der FPU-Carbon-Ebene (mit
f = 2) unterstreichen. Bei der f = 1- und f = 3-Ebene gibt es wichtige Unterschiede zum f = 2-
Modell, da, wie bereits erwa¨hnt, die transversal-akustischen Moden (die beim f = 1-Modell verloren
gehen) eine wichtige Rolle spielen und es beim Phononenspektrum eines Kohlenstoff-Nanoro¨hrchen
und einer Graphitschicht (was der f = 3-Ebene entspricht) zu markanten Unterschieden kommt.
Durch die doppelt-logarithmische Darstellung ist gut zu sehen, dass die Divergenz κ ∼ Lα der
Wa¨rmeleitfa¨higkeit der Carbon-Kette mit der Potenz α ≈ 0.227 geht.
Fu¨r die thermische Leitfa¨higkeit der FPU-Carbon-Ebene mit f = 2 ergibt sich ab La¨ngen von
0.1 µm ein gute U¨bereinstimmung mit der FPU-Carbon-Kette. Die FPU-Carbon-Ebene mit f = 2
scheint eine a¨hnliche Divergenz mit der Systemla¨nge zu besitzen wie die FPU-Carbon-Kette. Bei
kleineren L weicht der Verlauf des zweidimensionalen f = 2-Modells deutlich von diesem potenz-
artigen Verlauf ab. Fu¨r die betrachteten zweidimensionalen Systeme mit f = 1, f = 2 und f = 3
zeigt sich gleichermaßen diese Abweichung der thermischen Leitfa¨higkeit von einem Potenzgesetz
bei kleinen La¨ngen. Die Potenz α la¨uft fu¨r sehr kleine L von einem Wert nahe α ≈ 1 (dem Grenz-
wert harmonischer Systeme) gegen einen kleineren Wert αl fu¨r große L.
In [45] wurde dieses Verhalten anhand einer Landauer-Formel fu¨r Phononentransport aus den nu-
merisch bestimmten Phonon-Dispersionsrelationen und -Zustandsdichten berechnet. Dabei wurde
ad-hoc ein aus der elektrischen Leitung in Kohlenstoff-Nanoro¨hrchen bekannter Transmissionsko-
effizient der Form Γ(q, ωn) = λ/(L + λ) verwendet, wobei λ(q, ωn(q)) die mittlere freie Wegla¨nge
der Phononen darstellt und eine Funktion des Wellenvektors q ist. Diese Rechnung ergibt, dass der
Exponent α fu¨r ein Kohlenstoff-Nanoro¨hrchen mit dem Durchmesser D = 1.5 nm (was in etwa der
Breite der FPU-Carbon-Ebene von Nya = 10a = 1.45 nm entspricht) etwa ein αl ≈ 0.35 aufweisen
sollte, also einen etwas gro¨ßeren Wert als in Abbildung 4.6 zu sehen ist. Es gibt bislang noch keine
direkten Messungen der La¨ngenabha¨ngigkeit der Wa¨rmeleitfa¨higkeit und des Wertes α. In [41] wur-
de aber aufgrund von Messungen der Wa¨rmeleitfa¨higkeit eines einzelnen einwandigen Kohlenstoff-
Nanoro¨hrchens mit Durchmesser D = 1.7 nm und La¨nge L ≈ 3 µm bei unterschiedlichen Tempe-
raturen eine pha¨nomenologische Formel κ(L, T, λ) des Temperaturverlaufs der Wa¨rmeleitfa¨higkeit
eines ku¨rzeren Nanoro¨hrchens mit L = 0.5 µm gemacht (siehe Abbildung 4.3). Es ergeben sich fu¨r
dieses dem f = 2-Modell mit Ny = 10 a¨hnliche System Werte von κ ≈ 2400W/mK bei der Tempe-
ratur T = 335.25 K. Die in den Simulationen bei dieser Temperatur T = (T+ + T−)/2 = 335.25 K
bestimmten Werte fu¨r die FPU-Carbon-Ebene mit f = 2 und die FPU-Carbon-Kette in Abbildung
4.6 erscheinen mit κ ≈ 2000 W/mK in der gleichen Gro¨ßenordnung.
Der Wert α ≈ 0.227, der sich durch Fit der Simulationsergebnisse der FPU-Carbon-Kette ergibt,
zeigt eine deutliche A¨hnlichkeit mit der in einer anderen Studie fu¨r große FPU-Ebenen (mit quarti-
scher Anharmonizita¨t) ermittelten Divergenz von κ(L) mit der Potenz α2d−FPU = 0.22 [30]. Dieser
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Abbildung 4.6: Thermische Leitfa¨higkeit κ fu¨r die FPU-Carbon-Kette (Ny = 1) und die FPU-
Carbon-Ebene (Ny = 10) mit periodischen Randbedingungen entlang der y-Richtung mit f = 1, 2
und 3 (f bezeichnet die Anzahl der Freiheitsgrade der Atome) fu¨r verschiedene Systemla¨ngen. Neben
der FPU-Carbon-Ebene f = 2, bei der sich die Atome innerhalb der Ebene bewegen, sind noch die
Ergebnisse der FPU-Carbon-Ebenen mit f = 1 (ein Freiheitsgrad in Richtung der Zylinderachse)
und f = 3 (Bewegung in alle drei Raumrichtungen erlaubt) dargestellt. Fu¨r große Systemla¨ngen
und technologisch relevante Temperaturen zeigen die FPU-Carbon-Kette und die FPU-Carbon-
Ebene einen sehr a¨hnlichen Verlauf. Die Divergenz der Wa¨rmeleitfa¨higkeit der FPU-Carbon-Kette
mit der Systemla¨nge, κ ∼ Lα = (Nxa)α, folgt einem Potenzgesetz mit α ≈ 0.227.
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Abbildung 4.7: Thermische Leitfa¨higkeit κ der FPU-Carbon-Kette (Ny = 1) fu¨r zwei verschiedene
mittlere Systemtemperaturen T = (T++T−)/2 = 335.25K (blau) und T = (T++T−)/2 = 235.25K
(rot) bei der Temperaturdifferenz der Ba¨der von ∆T = T+ − T− = 64.6 K. Fu¨r die niedrigere
mittlere Systemtemperatur T = 235.25 K ergeben sich (erwartungsgema¨ß) gro¨ßere Absolutwerte
fu¨r κ und eine deutlich langsamere Divergenz der Wa¨rmeleitfa¨higkeit mit der Systemla¨nge, κ ∼ Lα,
mit α ≈ 0.176.
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Wert erscheint fu¨r die FPU-Ebenen in [30] immer dann, wenn bei einem festen La¨ngenverha¨ltnis
r = Nx/Ny die Ebene genu¨gend groß wird. Der U¨bergang zu zweidimensionalem Verhalten und
α = α2d−FPU findet selbst fu¨r sehr schmale Systeme mit z.B. r = 64 bei Werten Nx > 1000 statt,
weshalb spekuliert wurde, dass dieser Wert auch in Nanoro¨hrchen mit einer La¨nge von einigen µm
zu beobachten sein sollte.
Die in Molekulardynamik-Simulationen bei T ≈ 273 K bestimmten Werte fu¨r (5, 5)-Nanoro¨hrchen
von α ≈ 0.27 [46] liegen ebenfalls in diesem Gro¨ßenbereich, sind aber tendenziell zu groß, da nur
Systemla¨ngen von einigen Hundert nm untersucht wurden, wo die Phonon-Leitung noch ballisti-
schen Charakter hat. Der in [9] (vom selben Autor wie in [46]) bestimmte Wert von α = 0.32,
der nahe am theoretischen Wert α = 1/3 fu¨r eindimensionale Wa¨rmeleitung aus [18] liegt, hatte
sich aufgrund einer anderen Thermostat-Realisierung ergeben. In [47] ergibt sich fu¨r das (5, 5)-
Nanoro¨hrchen hingegen ein Wert von α ≈ 0.4 bei 300 K und α ≈ 0.26 bei 800 K. In [47] kann man
aufgrund der relativ stark von einem Potenzgesetz abweichenden Messwerte fu¨r κ in Abha¨ngig-
keit von L bereits vermuten, dass sich die Kohlenstoff-Nanoro¨hrchen aufrund ihrer kurzen La¨ngen
L ∼ 0.1 µm noch in einem Bereich befinden, wo ballistische Phonon-Leitung beitra¨gt.
Generell ergeben sich also in der bestehenden Literatur oftmals sehr unterschiedliche Werte fu¨r κ
oder α aus Molekulardynamik-Simulationen in Gleichgewichts- oder Nichtgleichgewichtssituatio-
nen, die stark von den jeweils gewa¨hlten Parametern wie der Systemla¨nge und -breite, Temperatur
oder der Thermostat-Realisierung abha¨ngen.
Nach der qualitativen U¨bereinstimmung fu¨r die Werte κ und die Potenz α der Simulationsergeb-
nisse fu¨r die FPU-Carbon-Ebene mit experimentellen [41] und theoretischen [45] Ergebnissen ist
besonders interessant, dass sich fu¨r die FPU-Carbon-Kette ein Wert fu¨r α ergibt, der wesentlich
kleiner ist als die bereits erwa¨hnten theoretischen Vorhersagen fu¨r die Wa¨rmeleitung in eindimen-
sionalen nicht-integrablen Ketten (α = 1/3 und α = 2/5). Da sich fu¨r das FPU-System mit rein
kubischen oder quartischen Anharmonizita¨ten deutlich gro¨ßere Werte ergeben, liegt es nahe zu
vermuten, dass das Carbon-Wechselwirkungspotenzial diesen Unterschied verursacht. Neben der
konkreten Wahl des FPU-Potenzials und der Abha¨ngigkeit der Potenz α von der Systemla¨nge L
sind die Systemtemperatur T und der Temperaturgradient | ∇T | noch frei wa¨hlbare Parameter,
die die mikroskopischen Wechselwirkungen und somit die La¨ngenabha¨ngigkeit der Wa¨rmeleitfa¨hig-
keit beeinflussen ko¨nnen. Da der Temperaturgradient wegen der vielen Atome in Nanoro¨hrchen von
einigen µm La¨nge als klein angenommen werden kann, soll im folgenden nur untersucht werden, ob
die Potenz α von der Systemtemperatur T abha¨ngt.
In einer weiteren Simulationsreihe fu¨r die FPU-Kette in Abbildung 4.7 kann man deutlich sehen,
dass eine kleinere Systemtemperatur T = 235.25 K (bei gleicher Temperaturdifferenz ∆T ) deutlich
andere Werte der Wa¨rmeleitfa¨higkeit und einen Wert α ≈ 0.176 liefert. Durch eine andere Sys-
temtemperatur kommt es zu einer vera¨nderten Besetzung des Phonon-Spektrums und zu anderen
mittleren freien Wegla¨ngen, was die Werte κ und ihre Abha¨ngigkeit von der Systemla¨nge beein-
flusst. Die Divergenz mit der Systemla¨nge bei T = 235.25 K ist u¨berraschenderweise etwas kleiner
als bei T = 335.25 K. Eigentlich wu¨rde man bei kleineren Temperaturen gro¨ßere mittlere freie
Wegla¨ngen und einen Transport mit gro¨ßerem ballistischen Anteil erwarten. Die absoluten Werte
von κ fu¨r T = 235.25 K sind aber, wie zu erwarten, deutlich gro¨ßer als die fu¨r T = 335.5 K.
Die Ergebnisse der Simulationen widersprechen also der These, dass sich die Divergenz der Wa¨rme-
leitfa¨higkeit in niedrigdimensionalen Systemen mit einem konstanten Wert α beschreiben la¨sst. In
den Simulationen zeigt sich deutlich, dass α von der Systemla¨nge und der Temperatur abha¨ngt.
Fu¨r die la¨ngsten Systeme mit Nx = 3160 (was relativ kurzen Kohlenstoff-Nanoro¨hrchen entspricht)
scheint sich aber, wie theoretisch vorhergesagt, ein konstantes αl zu ergeben. Andere experimentelle
und theoretische Ergebnisse zeigen ebenfalls eine Abha¨ngigkeit vom Durchmesser des Nanoro¨hr-
chens [45, 47]. Experimentell zeigt sich eine Wa¨rmeleitung G fu¨r Nanoro¨hrchen, die nur schwach
vom Durchmesser D abha¨ngt, was fu¨r die Wa¨rmeleitfa¨higkeit κ = L/S G (S: Querschnittsfla¨che
des Nanoro¨hrchens) einen Abfall ∼ 1/D bedeutet [2].
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Beim Vergleich mit anderen Arbeiten zur Divergenz der Wa¨rmeleitfa¨higkeit fallen neben den U¨ber-
einstimmungen fu¨r die Absolutwerte von κ und αs (Potenz bei kleinen La¨ngen) einige gravierende
Unterschiede auf. Der Wert αl ist deutlich kleiner als z.B. in [45] vorhergesagt und wird nach we-
sentlich ku¨rzeren La¨ngen von ∼ 0.1 µm erreicht als in anderen Arbeiten [43].
Das interessanteste Ergebnis in diesem Abschnitt bezu¨glich der Wa¨rmeleitung zweidimensionaler
FPU-Systeme ist, dass sich fu¨r lange FPU-Carbon-Ebenen und FPU-Carbon-Ketten Werte fu¨r
α ergeben, die denen in [30] fu¨r die FPU-Ebene mit quartischer Anharmonizita¨t gleichen. Dabei
na¨hern sich die Werte der Wa¨rmeleitfa¨higkeit der f = 2-FPU-Carbon-Ebene fu¨r große L deutlich
an die Werte der FPU-Carbon-Kette an. Ein langes Nanoro¨hrchen ko¨nnte demnach qualitativ gut
durch eine FPU-Carbon-Kette beschrieben werden, was bei Simulationen eine große Zeitersparnis
bedeutet. Bei [30] ergaben sich fu¨r die quartische FPU-Kette und -Ebene noch sehr unterschiedli-
che Werte von α1d−FPU ≈ 0.37 und α2d−FPU ≈ 0.22. Der Wert α ≈ 0.227 fu¨r die FPU-Carbon-
Kette weicht deutlich von den Ergebnissen und Vorhersagen fu¨r rein quartische (oder kubische)
FPU-Ketten ab. Ob dieser Unterschied auf das Carbon-Potenzial oder womo¨glich unterschiedliche
Systemtemperaturen zuru¨ckzufu¨hren ist, ist bisher unklar und bedu¨rfte weiterer Studien. Bei den
in der Literatur vorhandenen Studien bezu¨glich der Wa¨rmeleitfa¨higkeit von FPU-Ketten wurden
stets skalierte Temperaturen im Bereich T ∼ 1 verwendet, die also wesentlich gro¨ßer als die hier
verwendeten (auf A skalierten) Temperaturen von maximal einigen 10−5 sind. Da durch eine Zu-
nahme der Systemtemperatur von T = 235.25 K (skaliert: T = 1.46 · 10−5) auf T = 335.25 K
(skaliert: T = 2.07 ·10−5) bereits ein Anstieg von α ≈ 0.176 auf α ≈ 0.226 beobachtet wurde, ko¨nn-
te es sein, dass die aus der Literatur bekannten Werte α ∈ {1/3, 2/5} Hochtemperaturgrenzfa¨lle
fu¨r bestimmte FPU-Potenziale darstellen.
Der Grund, wieso sich in fru¨heren Arbeiten [31, 47] fu¨r die Carbon-Kette mit Tersoff-Potenzial
kein Temperaturgradient ergab, ko¨nnte an zu kurzen Systemla¨ngen liegen, oder an der oftmals
standardma¨ßig getroffenen Wahl θ = 1 fu¨r den Nose´-Hoover-Thermostat. Wenn bei den in dieser
Arbeit verwendeten Programmen θ = 0.1 durch θ = 1 ersetzt wird, ergibt sich fu¨r die FPU-Carbon-
Kette im betrachteten Temperaturbereich ebenfalls kein Temperaturgradient.
4.5.3 Ballistische Wa¨rmeleitung in Kohlenstoff-Nanoro¨hrchen
Im folgenden sollen die Ergebnisse fu¨r die La¨ngenabha¨ngigkeit der f = 2-FPU-Carbon-Ebene ge-
nauer mit aktuellen theoretischen Ergebnissen verglichen werden [43, 45]. Die Simulationen der
FPU-Carbon-Ebenen fu¨hren fu¨r große L auf einen U¨bergang zu einer konstanten Potenz αl fu¨r die
Divergenz mit der Systemla¨nge, der aber fu¨r wesentlich ku¨rzere La¨ngen L ≈ 0.1 µm eintritt als
in [43] und [45], wo sich fu¨r Kohlenstoff-Nanoro¨hrchen mit a¨hnlichen Durchmessern zum Erreichen
von αl La¨ngen im µm-Bereich ergeben.
Ein Anfitten der Ergebnisse fu¨r den Bereich Nx ≤ 3160 fu¨hrt zum Ergebnis, dass die Divergenz
des Exponenten α u¨ber einige 0.01 µm auf den Grenzwert αl abfa¨llt. In der Grafik 4.8 sind die
Ergebnisse fu¨r die FPU-Carbon-Ebene mit f = 2 dargestellt, wobei die durchgezogene Linie einen
Fit der Datenpunkte darstellt, bei der in der Relation log10κ = αlog10L+ log10κo der Exponent α
durch ein Polynom dritter Ordnung P3(u) in u = log10L beschrieben wird (L ist dabei in Einheiten
von 0.1 nm gegeben). Man kann am Verlauf der im Inset dargestellten Gro¨ße α = dlog10κ/dlog10L
den Wert des Exponenten α bei der La¨nge L ablesen. Der Wert startet bei etwa α = αs ≈ 0.8 bei
L ≈ 15 nm und nimmt fu¨r L > 300 nm ein α = αl ≈ 0.22 an. Die Tatsache, dass der Wert α ein
(schwach ausgepra¨gtes) Minimum durchla¨uft, entspricht nicht der Vorhersage in [45] und ko¨nnte
an Ungenauigkeiten bei der numerischen Bestimmung von κ liegen. Der Wert fu¨r αs ≈ 0.8 stimmt
mit der Vorhersage in [45] gut u¨berein. Der Wert fu¨r αl ist in [45] mit α ≈ 0.35 deutlich gro¨ßer
als der hier bestimmte. Fu¨r eine genauere Bestimmung von αl wa¨ren aber noch wesentlich la¨ngere
Systeme no¨tig, was aber momentan am zu großen numerischen Aufwand scheitert.
Der Grund fu¨r das Erreichen des asymptotischen Wertes αl ≈ 0.227 fu¨r kleine Werte L ist, dass klas-
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sische Methoden, wie Molekulardynamik-Simulationen und Kinetische-Theorie-Rechnungen, zur
Bestimmung der Wa¨rmeleitfa¨higkeit fu¨r kleine Nanoro¨hrchen nicht geeignet sind. In [43] wird auf
der Basis eines Landauer-Formalismus gezeigt, dass fru¨here Ergebnisse aus Molekulardynamik-
Simulationen [46] und der kinetischen Theorie [53] fu¨r kurze Kohlenstoff-Nanoro¨hrchen und/oder
kleine Temperaturen die (aus der quantenmechanischen Behandlung des Systems abgeleitete) obere
Grenze der Wa¨rmeleitfa¨higkeit fu¨r ballistische Wa¨rmeleitung verletzen. Bei der Molekulardynamik-
Simulation [46] verletzen alle Nanoro¨hrchen mit La¨ngen L < 0.1 µm die obere Grenze der bal-
listischen Wa¨rmeleitung und bei der Kinetischen-Theorie-Rechnung in [53] erscheint das Maxi-
mum fu¨r die thermische Leitfa¨higkeit eines (6, 0)-Nanoro¨hrchens von etwa 30000 W/mK bei 85 K
mindestens eine Gro¨ßenordnung zu hoch. In Abbildung 4.9 sind neben den Simulationsergebnis-
sen fu¨r die FPU-Carbon-Kette und die FPU-Carbon-Ebene (f = 2) die zugeho¨rigen maximalen
Wa¨rmeleitfa¨higkeiten κmax = L/S Gmax eines Kohlenstoff-Nanoro¨hrchens mit dem Querschnitt
S = Nyaδ (Ny = 1 im Fall der Kette) eingezeichnet. Das Wa¨rmeleitungsquant Gmax betra¨gt
pi2k2BT/3h ≈ 9.456 10−13 W/K2 T pro beitragenden Phononenzweig [54]. Da in Abbildung 4.9
2 2.5 3 3.5 4
log10L
0
0.2
0.4
0.6
0.8
d  
l o
g 1
0κ
/ d
 l o
g 1
0L
2 2.25 2.5 2.75 3 3.25 3.5 3.75 4
log10L
2.8
3
3.2
3.4
3.6
3.8
4
l o
g 1
0κ
f=2
Fit 
Ny=10, T=335.25K, ∆T=64.5K
Abbildung 4.8: Die Simulationsresultate fu¨r log10κ wurden gegen log10L aufgetragen, wobei L in
Einheiten von 0.1 nm angegeben ist. Mit dem Fit an die Datenpunkte wurde der Verlauf α =
dlog10κ/dlog10L berechnet (Inset), der einen Abfall von α von einem Wert αs ≈ 0.8 nach αl ≈ 0.21
nach einigen 0.1 µm ergibt. Die Ausbildung eines schwachen Minimums bei log10L ≈ 3.25 ko¨nnte an
Fehlern bei der Auswertung der Simulationsdaten oder an Ungenauigkeiten beim Datenfit liegen.
klar zu sehen ist, dass auch im Fall der FPU-Carbon-Systeme (wie in den anderen klassischen
Molekulardynamik-Simulationen) Werte mit L < 0.1 µm die obere Grenze der ballistischen thermi-
schen Leitfa¨higkeit verletzen, ergeben sich fu¨r die FPU-Carbon-Kette und die FPU-Carbon-Ebene
ungenaue Voraussagen fu¨r die Divergenz der Wa¨rmeleitfa¨higkeit mit der Systemla¨nge. In den neue-
ren Arbeiten [43–45] zeigte sich, dass der Bereich der ballistischen Wa¨rmeleitung im µm-Bereich
liegt. Die Berechnungen ha¨ngen aber sehr stark von den gemachten Annahmen (z.B. bezu¨glich der
Abha¨ngigkeit der Streuraten von Temperatur und Phonon-Frequenzen) und den verwendeten tech-
nischen Methoden ab. So ergibt sich bei [43] durch Verwendung einer Boltzmann-Peierls-Gleichung
bei Raumtemperatur fu¨r ein (10, 0)-Nanoro¨hrchen eine La¨nge von 2.31 µm, bis der Exponent α (von
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Abbildung 4.9: Die bereits in Abbildung 4.6 dargestellten Werte fu¨r die Wa¨rmeleitfa¨higkeit der
FPU-Carbon-Kette und der FPU-Carbon-Ebene mit f = 2 und die berechneten Werte κmax,
die sich aufgrund des oberen Grenzwertes der ballistischen Wa¨rmeleitfa¨higkeit durch das Wa¨rme-
leitungsquant Gmax ergeben. Wie schon bei anderen klassischen Molekulardynamik-Simulationen
beobachtet, ergibt sich eine Verletzung dieses Quantenlimits fu¨r kleine Systemla¨ngen. Bei der FPU-
Carbon-Ebene mit Ny = 10 und der FPU-Carbon-Kette (ein Phonon-Kanal) ergeben sich Werte
κ > κmax fu¨r L < 0.1 µm. Die Verla¨ufe von κmax stimmen fu¨r die FPU-Carbon-Ebene (mit
Ny = 10) und die FPU-Carbon-Kette u¨berein, weil angenommen wurde, dass bei großen Tempera-
turen bei der FPU-Carbon-Ebene etwa zehn Phonon-Kana¨le zum Wa¨rmetransport beitragen [42].
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oben) den Wert α = 0.5 erreicht. Bei [45] ergeben sich dagegen bei einem Landauer-Formalismus
(mit einer ad-hoc angenommenen Transmissionsfunktion) deutlich kleinere Werte.
Die Frage nach der Richtigkeit des Wertes αl ha¨ngt stark von der in der Rechnung angenom-
menen Abha¨ngigkeit 1/λ ∼ ωp der mittleren freien Wegla¨nge ab. In [45] wird gezeigt, dass die
bei hohen Temperaturen dominierende Umklapp-Streuung (u¨blicherweise p = 2) zu einem Wert
α = (p− 1)/p = 0.5 fu¨hren sollte. Die Mo¨glichkeit kleinerer Werte fu¨r αl oder gar die Elimination
der Divergenz von κ ha¨ngt somit stark vom Vorhandensein von Streumechanismen 1/λ ∼ ω ab.
4.5.4 Temperaturabha¨ngigkeit
Die Temperaturabha¨ngigkeit der thermischen Leitfa¨higkeit von Kohlenstoff-Nanoro¨hrchen zu
berechnen, ist ein relativ kompliziertes Unterfangen. Zum einen mu¨ssen die Dispersionsrelationen
der Phononenzweige im Nanoro¨hrchen bekannt sein. Zum anderen gilt es, die vorhandenen
Streumechanismen zwischen den verschiedenen Phononen zu beru¨cksichtigen, die stark von den
Anharmonizita¨ten des Materials, der vorliegenden Temperatur und den Phonon-Frequenzen
abha¨ngen. Eine exakte Berechnung der temperaturabha¨ngigen Wa¨rmeleitfa¨higkeit ist praktisch
unmo¨glich. Theoretisch muss man sich meist auf eine kinetische Beschreibung mit empiri-
schen Phononen-Streuraten fu¨r Defekt- oder Umklapp-Streuung beschra¨nken [37, 38]. Fu¨r
Kohlenstoff-Nanoro¨hrchen werden meist die Phononen-Streuraten fu¨r Graphit verwendet. Es
ist aber bekannt, dass sich die mikroskopischen Wechselwirkungen in Graphit und in Bu¨ndeln
von mehrwandigen Kohlenstoff-Nanoro¨hrchen in einigen Punkten deutlich unterscheiden, wie
z.B. bei den schwa¨cheren Wechselwirkungen zwischen koaxialen Nanoro¨hrchen im Vergleich
zu den van der Waals-Wechselwirkungen der Kohlenstoffebenen in Graphit. Ein Beispiel fu¨r
solche Unstimmigkeiten sind die Resultate in [53] (siehe Abbildung 4.10), wo die Rolle des
Drei-Phononen-Umklapp-Prozesses fu¨r Zickzack-Nanoro¨hrchen untersucht wurde. Es erscheinen
deutlich zu große Maxima der thermischen Leitfa¨higkeit von etwa κ = 30000 W/mK fu¨r ein
(6, 0)-Nanoro¨hrchen bei T = 85 K, die das Limit der ballistischen Phonon-Leitung u¨bersteigen.
In [43] wird gezeigt, dass ein (6, 0)-Nanoro¨hrchen mit einer La¨nge von L = 1 µm bei T ≈ 100 K
maximal Werte von κ ≈ 3000 W/mK annimmt.
Auch computergestu¨tzte Untersuchungen mit Hilfe von Molekulardynamik-Simulationen in
Nichtgleichgewichtszusta¨nden [46, 47] oder mikrokanonische Simulationen zur Bestimmung der
Wa¨rmeleitfa¨higkeit mit Hilfe der Green-Kubo-Formel aus der Linearen-Antwort-Theorie [3, 57]
zeigen Bereiche, wo die maximale Wa¨rmeleitfa¨higkeit der ballistischen Leitung u¨bertroffen wird.
Bei den mikrokanonischen Simulationen, wo entlang der Achse des Ro¨hrchens periodische Rand-
bedingungen vorliegen, ergeben sich in [57] (trotz gro¨ßerer Einheitszellen als in [3] von einigen
tausend Teilchen) Werte κ ≈ 12000 W/mK fu¨r ein (10, 10)-Nanoro¨hrchen bei T ≈ 85 K. In [3]
haben sich sogar Spitzenwerte von 37000 W/mK fu¨r ein (mehrwandiges) (10, 10)-Nanoro¨hrchen
ergeben. Bei gro¨ßeren Temperaturen und Systemla¨ngen, wenn der Phononentransport diffusiven
Charakter hat, liefern Molekulardynamik-Simulationen relativ gute U¨bereinstimmungen mit
experimentellen Ergebnissen, die typischerweise fu¨r einzelne Kohlenstoff-Nanoro¨hrchen (mit La¨nge
L ≈ 3 µm und Durchmesser D ≈ 2 nm) Werte von κ ≈ 3000 W/mK ergeben. Die Vorhersage
bei [3] von κ ≈ 6600 W/mK bei Zimmertemperatur erscheint wiederum um mindestens einen
Faktor zwei zu hoch.
Aufgrund der Unstimmigkeiten bei Molekulardynamik-Simulationen fu¨r kleine Temperaturen
und kurze Systeme und der schwierigen Aufgabe, die sehr komplizierten Phonon-Phonon-
Wechselwirkungen in den verschiedenen La¨ngen- und Temperaturbereichen einheitlich zu
beschreiben, kommt dem Experiment eine große Bedeutung zu. Wie schon erwa¨hnt, gibt es seit
kurzer Zeit Messungen der Wa¨rmeleitfa¨higkeit einzelner ein- und mehrwandiger Kohlenstoff-
Nanoro¨hrchen [4, 41, 42]. Typischerweise ergibt sich folgendes Bild:
Bei sehr kleinen Temperaturen, im einstelligen Kelvin-Bereich, zeigt sich aufgrund der bal-
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listischen Phonon-Leitung gema¨ß der quantenmechanischen oberen Grenze der Wa¨rmeleitung
ein linearer Temperaturverlauf. Bei Temperaturen von ungefa¨hr 30 K (fu¨r ein Nanoro¨hrchen
mit D = 1.4 nm) ist dann eine quadratische Abha¨ngigkeit von T zu beobachten, was fu¨r ein
zweidimensionales akustisches Phononengas zu erwarten ist. Bei mehrwandigen Nanoro¨hrchen
ist (a¨hnlich wie in Graphit) bis ca. 50 K eine ∼ T 2.5 Proportionalita¨t zu beobachten, was
von den Wechselwirkungen der einzelnen Kohlenstoff-Zylinder herru¨hrt. Ab 50 K, wenn die
Debye-Temperatur fu¨r diese Wechselwirkung u¨berschritten ist, kommt es bis ca. 150 K ebenfalls
zu einer quadratischen T -Abha¨ngigkeit. Bei gro¨ßeren Temperaturen kommt es dann versta¨rkt
zu Drei-Phononen-Umklapp-Prozessen, weshalb nach einem Peak bei typischerweise 320 K ein
schneller Abfall beginnt (Abbildungen 4.3 c und 4.2 b).
Abbildung 4.10: Ergebnisse einer Kinetischen-Theorie-Rechnung [53] fu¨r die Wa¨rmeleitfa¨higkeit von
(n, 0)-Nanoro¨hrchen im Bereich großer Temperaturen, bei denen Drei-Phononen-Umklapp-Prozesse
dominieren. Die Phonon-Dispersionsrelationen wurden mit einem Kraft-Konstanten-Modell [55] be-
rechnet, woraus sich die Phononen-Streuraten fu¨r Drei-Phononen-Umklapp-Prozesse als Resultat
einer Ersten-Ordnung-Sto¨rungsrechnung [56] ergaben. In [43] wurde gezeigt, dass das ausgepra¨gte
Maximum bei T ≈ 85 K den oberen Grenzwert der ballistischen Phonon-Leitung verletzt. (Abbil-
dung aus [53])
Fu¨r ein mehrwandiges Nanoro¨hrchen mit L ≈ 2.5 µm und D ≈ 1.4 nm ergibt sich ein Maximalwert
von etwas mehr als 3200 W/mK [4] (siehe Abbildung 4.2). Bei einem vergleichbaren einwandigen
Nanoro¨hrchen mit L ≈ 2.6 µm und D = 1.7 nm ergibt sich ein Wert von etwa 3500 W/mK [41].
In [41] wurden auch erstmals Werte fu¨r κ bei ho¨heren Temperaturen bis etwa 800 K gemessen,
nahe der Temperatur fu¨r die Oxidation der Kohlenstoff-Nanoro¨hrchen von T ≈ 900 K. Durch
einen Landauer-Bu¨ttiker-Ansatz fu¨r den elektrischen Widerstand des Kohlenstoff-Nanoro¨hrchens
zwischen zwei Pt-Elektroden (siehe Abbildung 4.3 a) wurde durch ein iteratives Verfahren mit wie-
derholtem Lo¨sen der Wa¨rmeleitungsgleichung fu¨r das Abfließen der durch den Strom entstandenen
Joulschen Wa¨rme (entlang des Nanoro¨hrchens) die Wa¨rmeleitfa¨higkeit κ bestimmt, mit der sich
die gemessene (V, I)-Charakteristik ergibt. Durch diese iterative Prozedur fu¨r (I, V )-Messungen
bei verschiedenen Umgebungstemperaturen To (siehe Abbildung 4.3 b) konnte festgestellt werden,
dass die Wa¨rmeleitfa¨higkeit κ bis zu Temperaturen von etwa 500 K einen Abfall ∼ 1/T zeigt, der
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fu¨r ho¨here Temperaturen durch Drei-Phononen-Umklapp-Prozesse zweiter Ordnung (mit einem
Anteil ∼ 1/T 2) noch versta¨rkt wurde.
Da das Maximum der Wa¨rmeleitung bei der Messung der thermischen Leitfa¨higkeit in den
Kohlenstoff-Nanoro¨hrchen dann eintritt, wenn Defektstreuung und Umklapp-Streuung etwa
gleich stark sind und λb ∼ λu gilt, wurde in [4] vom Maximalwert κ ≈ 3200 W/mK und der
Kenntnis der spezifischen Wa¨rme und der mittleren Schallgeschwindigkeit auf eine mittlere freie
Wegla¨nge λb ∼ λu ∼ 0.5 µm geschlossen. Dieser Wert stimmt auch in etwa mit der Boltzmann-
Transportgleichung-Rechnung aus [43] u¨berein.
Computergestu¨tzte Vorhersagen ergeben a¨hnliche Werte bei Zimmertemperatur wie die ex-
perimentellen Messungen, zeigen aber alle im Gegensatz zum Experiment ein Maximum der
Wa¨rmeleitfa¨higkeit bei Temperaturen T ≈ 100 K [3, 53, 57], a¨hnlich wie es bei Diamant oder
Graphit der Fall ist [37]. Die Tatsache, dass Messungen der Wa¨rmeleitfa¨higkeit von Matten aus
ein- oder mehrwandigen Kohlenstoff-Nanoro¨hrchen einen a¨hnlichen Temperaturverlauf wie die
Messungen fu¨r einzelne Nanoro¨hrchen zeigen (bei um Gro¨ßenordnungen kleineren Werten κ),
weist darauf hin, dass bei der Messung der thermische Widerstand an den Kontaktstellen und
die damit verbundene Phononenstreuung das Maximum der intrinsischen Wa¨rmeleitfa¨higkeit
zu gro¨ßeren Temperaturen T ≈ 320 K verschiebt. Es ist bekannt, dass sich die thermischen
Eigenschaften von Nanomaterialien sehr von denen ihrer dreidimensionalen kristallinen Modifika-
tionen unterscheiden ko¨nnen. Du¨nne Diamantfilme, die oftmals beim thermischen Management
in der Optoelektronik Anwendung finden, zeigen ebenfalls kein Maximum von κ bei T ≈ 100 K
wie beim Diamant-Kristall. Durch die Streuung an den Ra¨ndern der polykristallinen Bereiche
tritt stattdessen (wie im Fall der Kohlenstoff-Nanoro¨hrchen) ein stetiger Anstieg von κ bis zu
Temperaturen von T ≈ 300 K ein [37]. Im Fall der Messung von κ einzelner Nanoro¨hrchen ist
der Effekt des thermischen Widerstands des Kontakts zwischen dem Kohlenstoffzylinder und der
Metallelektrode in der Messung enthalten. Es ist bekannt, dass Kontakte zwischen Modifikationen
des Kohlenstoffs und Metallen sehr hohe thermische Widersta¨nde aufweisen [38]. Die Messungen
in [42] und die Rechnungen in [43] weisen auch auf den Einfluss der temperaturunabha¨ngigen
Kontakt-Streuung hin, denn es zeigt sich, dass bis zu Temperaturen von T < 300 K die Werte fu¨r
κ einzelner Kohlenstoff-Nanoro¨hrchen bis auf einen Faktor von etwa 0.4 den theoretischen Werten
fu¨r die ballistische Phonon-Leitung entsprechen.
Ein Vergleich mit der Temperaturabha¨ngigkeit eines FPU-Systems ist schwierig, da bei den
Studien von FPU-Systemen stets skalierte Temperaturen von der Gro¨ßenordnung T ∼ 1 betrachtet
wurden [7]. Die skalierten Temperaturen hier sind lediglich von der Gro¨ßenordnung 10−5 (entspricht
etwa 166 K). Ein Ausnahme bildet [50], wo fu¨r die FPU-Kette mit quartischer Anharmonizita¨t
das Temperaturverhalten fu¨r Temperaturen im Bereich {10−3, 104} untersucht wurde. Im Bereich
kleiner Temperaturen 0.001 < T < 0.1 wurde eine 1/T -Abha¨ngigkeit der Wa¨rmeleitfa¨higkeit
beobachtet, die auch bei Kohlenstoff-Nanoro¨hrchen auftritt, hier aber als der Bereich großer
Temperaturen gilt, wo Umklapp-Streuung dominiert. Die Ergebnisse fu¨r die quartische FPU-Kette
lassen sich kompakt folgendermaßen zusammenfassen:
κ =
{
1.2LαT−1 T ≤ 0.1 (α ≈ 0.37)
2.0LαT 1/4 T ≥ 50 (α ≈ 0.37) . (4.51)
Untersuchungen im Bereich skalierter Temperaturen von T ∼ 1 sind auch technologisch nicht von
großem Interesse, da bei Temperaturen von T ≈ 870 K bereits die Oxidation der Kohlenstoff-
Nanoro¨hrchen einsetzt.
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4.5.5 Simulationsergebnisse: Temperaturabha¨ngigkeit
Bei der Messung der Temperaturabha¨ngigkeit der thermischen Leitfa¨higkeit wurden FPU-Carbon-
Ebenen (mit Ny = 10) mit einer festen La¨nge von L = 316 a verwendet. Die beiden Ba¨der wurden
jeweils auf die Temperaturen T+ = T +10 K und T− = T − 10 K gebracht. Wie in Abbildung 4.11
zu sehen ist, ergeben sich fu¨r kleine Temperaturen wie T = 11K und T = 20K sehr kleine kaum er-
kennbare Temperaturgradienten und das System verha¨lt sich quasi-harmonisch. Fu¨r Temperaturen
bis zu T ≈ 300 K wa¨chst der mittlere Temperaturgradient stetig an und die Temperaturspru¨nge
an den Ra¨ndern werden kleiner und symmetrischer. Fu¨r la¨ngere Systeme mit gro¨ßeren Nx ver-
schwinden die Temperaturspru¨nge an den Enden der FPU-Carbon-Ebene und -Kette, wie in den
Abbildungen 4.5 bereits gesehen. Fu¨r die FPU-Carbon-Ebene (siehe Abbildung 4.11 a) ergeben
sich nach ku¨rzeren Zeiten bereits glattere Temperaturprofile als fu¨r die zum Vergleich gezeigten
Temperaturverla¨ufe der FPU-Carbon-Kette (sieh Abbildung 4.11 b). Eine Analyse der Kurtosis
fu¨r beide Fa¨lle zeigt deutlich, dass es bei kleinen Temperaturen wie T = 11 K und T = 20 K zu
sehr starken Verletzungen des lokalen thermischen Gleichgewichts kommt (siehe Abbildung 4.12).
Fu¨r die FPU-Carbon-Kette sind diese Abweichungen selbst nach langen Zeiten von t ≈ 5 · 107
noch wesentlich gro¨ßer als fu¨r die FPU-Carbon-Ebene bei t ≈ 2 · 107. Wie auch schon beim Ver-
gleich mit dem Grenzfall der ballistischen Leitung gesehen, besta¨tigt sich die Tendenz, dass in
Systemen mit kurzen La¨ngen, kleiner Dimension und bei kleiner Temperatur, wenn Quantenef-
fekte dominieren, Molekulardynamik-Simulationen zu falschen Ergebnissen fu¨hren. Zum Beispiel
zeigt sich bei der Kurtosis der FPU-Carbon-Kette bei T = 11 K in Abbildung 4.12 (b) neben den
sehr großen Abweichungen vom Wert Null an den Ra¨ndern auch im Zentrum der Kette ein relativ
großer nicht-verschwindender Wert. Die im folgenden bestimmten Werte fu¨r die Wa¨rmeleitfa¨higkeit
bei kleinen Temperaturen sind dadurch eher nur als grobe Abscha¨tzungen zu sehen. Im Gegen-
satz zu den Messungen vorher wird jetzt nicht die Wa¨rmeleitfa¨higkeit κ (durch Bestimmung von
| ∇T | durch Fit des Temperaturprofils im Kettenzentrum), sondern die effektive Wa¨rmeleitfa¨hig-
keit κeff = jxL/∆T bestimmt. Dieser Ansatz entspricht der experimentellen Realita¨t, wo man
ebenfalls nur die Temperaturunterschiede zwischen den Enden der Nanoro¨hrchen kennt. Der Wert
fu¨r κ ist fu¨r kleine Temperaturen sehr viel gro¨ßer als κeff , da das System quasi-harmonisch ist und
der Fit des Temperaturgradienten sehr kleine Werte nahe Null ergibt.
Fu¨r die FPU-Carbon-Ebene mit Nx = 316 und Ny = 10 ergibt sich fu¨r verschiedene Temperaturen
der in Abbildung 4.13 gezeigte Verlauf. Die maximalen Werte von κeff liegen a¨hnlich wie bei Dia-
mant oder Graphit im Bereich T ≈ 100 K, was zwar den Ergebnissen anderer Molekulardynamik-
Simulationen entspricht, aber nicht den experimentellen Resultaten. Abgesehen vom thermischen
Widerstand an den Ra¨ndern, der im Prinzip durch die Wahl gro¨ßerer L vermieden werden kann,
erleiden die Phononen in den Simulationen keine Randstreuung. Bei den experimentellen Messun-
gen ergeben sich je nach vorliegender Probe spezielle Randbedingungen, die zu bestimmten Werten
λb fu¨hren und die Temperaturabha¨ngigkeit der Wa¨rmeleitfa¨higkeit stark beeinflussen ko¨nnen.
Die Datenpunkte wurden durch drei verschiedene Funktionen gefittet. Das beste Ergebnis erha¨lt
man mit der Fit-Funktion κ1 = 1/(a1T−2+b1Tm1). Diese Form spiegelt wider, dass es sich bei dem
System um ein zweidimensionales akustisches Phononengas handelt (deswegen der Term κ1 ∼ a1T 2)
und dass die Umklapp-Streuung mit κ1 ∼ b1T−m1 , m1 ≈ 0.201 wesentlich schwa¨cher abfa¨llt als
fu¨r dreidimensionale Kristallgitter (κ3d ∼ 1/T ). Die beiden anderen Fit-Funktionen κ2 und insbe-
sondere κ3 liefern eine weniger gute U¨bereinstimmung. Bei κ2 scheint der Term κ2 ∼ a2T , der fu¨r
eindimensionale Systeme gu¨ltig wa¨re, zu Abweichungen zu fu¨hren, da ansonsten der Teil fu¨r die
Umklapp-Streuung dem von κ1 entspricht. Die noch sta¨rkeren Abweichungen fu¨r die Form κ3, bei
der die charakteristische Temperaturabha¨ngigkeit der Wa¨rmeleitfa¨higkeit aus der Peierls-Theorie
κ3 ∼ 1/T angenommen wurde und dafu¨r die Abha¨ngigkeit κ3 ∼ a3Tm3 allgemein gewa¨hlt wurde,
belegt, dass der Mechanismus der Phononen-Umklapp-Streuung wesentlich schwa¨cher ausgepra¨gt
ist als in dreidimensionalen Kristallen.
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Abbildung 4.11: Verlauf der Systemtemperatur (4.48) fu¨r eine FPU-Carbon-Ebene mit f = 2,
Ny = 10, Nx = 316 (a) und eine FPU-Carbon-Kette mit f = 1, Ny = 1, Nx = 316 (b) fu¨r ver-
schiedene mittlere Systemtemperaturen T . An ihren Enden liegen die Systeme an einem heißen
(T+ = T + 10 K) und einem kalten (T− = T − 10 K) Wa¨rmereservoir. Fu¨r große Temperaturen
T ≈ 300 K stellen sich die gro¨ßten Temperaturgradienten im System und die kleinsten Temperatur-
spru¨nge an den Ra¨ndern ein. Bei kleinen Temperaturen verha¨lt sich das System quasi-harmonisch
und es kommt zu ballistischer Phonon-Leitung. Die Temperaturspru¨nge in der FPU-Carbon-Ebene
und -Kette kommen zustande, weil durch die kurze Systemla¨nge L = 316 a sehr langwellige Phonon-
Moden nicht zur Ausbildung des thermischen Gleichgewichtes beitragen ko¨nnen. Im Fall der FPU-
Carbon-Kette sind wegen der Eindimensionalita¨t Phonon-Phonon-Wechselwirkungen erschwert und
es kommt erst nach wesentlich la¨ngeren Zeiten zur Ausbildung eines stationa¨ren Nichtgleichge-
wichtszustands mit einem glatten Temperaturverlauf und symmetrischen Temperaturspru¨ngen an
den Ra¨ndern.
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Abbildung 4.12: Kurtosis Qi fu¨r die in Abbildung 4.11 beschriebene FPU-Carbon-Ebene (a) und
-Kette (b) fu¨r vier Temperaturen. Fu¨r kleine Temperaturen wie T ≤ 20 K kommt es im Zentrum
der Kette und insbesondere an den Ra¨ndern zu starken Abweichungen vom Wert Qi = 0, was
starke Verletzungen des lokalen thermischen Gleichgewichts anzeigt. Fu¨r gro¨ßere Temperaturen
T > 200 K sind die Abweichungen klein. Generell fu¨hren ho¨here Systemtemperaturen und hohe
Dimensionalita¨t der Systeme zu sta¨rkeren Phonon-Phonon-Wechselwirkungen und damit zu einer
schnelleren Ausbildung des lokalen thermischen Gleichgewichts.
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Ob die Temperaturabha¨ngigkeit der Wa¨rmeleitfa¨higkeit auch fu¨r la¨ngere Systeme diese Form
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Abbildung 4.13: In den Simulationen bestimmte thermische Leitfa¨higkeit der FPU-Carbon-Ebene
mit f = 2, Ny = 10, Nx = 316 fu¨r verschiedene Temperaturen (Quadrate) und drei verschiedene
Datenfits. Die besten Ergebnisse erzielt die Fit-Funktion κ1 = 1/(a1T−2 + b1Tm1), die von einer
quadratischen Abha¨ngigkeit κ ∼ T 2 fu¨r kleine Temperaturen ausgeht (gema¨ß der Vorstellung eines
zweidimensionalen akustischen Phononengases) und von einer Abnahme κ ∼ T−m1 mit m1 ≈ 0.2
durch Phononen-Umklapp-Prozesse.
(m1 = 0.201, m2 = 0.602, m3 = 1, a1 = 5.45 · 10−4, a2 = 5.39 · 10−5, a3 = 6.30 · 10−6, b1 = 0.459,
b2 = 0.046, b3 = 0.049)
zeigt, mu¨sste durch weitere Simulationen untersucht werden. Fu¨r schnelle Abscha¨tzungen von
La¨ngeneffekten haben sich Ausdru¨cke wie (4.21) bewa¨hrt, die die Temperaturabha¨ngigkeit un-
vera¨ndert lassen und lediglich die Systemla¨nge und die mittlere freie Wegla¨nge durch eine einfache
Matthiessen-Abscha¨tzung in Betracht ziehen. Da aber die Systemla¨nge L = 316 a ≈ 0.045 µm in
den betrachteten Fa¨llen wesentlich kleiner ist als realistische Abscha¨tzungen der mittleren freien
Wegla¨nge, wird an dieser Stelle auf eine Einbeziehung der Systemla¨nge L verzichtet. In Zukunft
wa¨re eine Messung der Wa¨rmeleitfa¨higkeit fu¨r wesentlich la¨ngere Systeme und ho¨here Temperatu-
ren nu¨tzlich, um fu¨r die Kohlenstoff-Nanoro¨hrchen in der Fermi-Pasta-Ulam-Approximation eine
pha¨nomenologische Formel a¨hnlich (4.21) festzulegen. Insbesondere wa¨re interessant zu kla¨ren, ob
sich bei genu¨gend großen Temperaturen ein Abfall κ ∼ 1/T (bzw. κ ∼ 1/T 2) durch Drei-Phononen-
Umklapp-Prozesse zeigt, wie er in [41] fu¨r ein einzelnes einwandiges Kohlenstoff-Nanoro¨hrchen bei
T > 400 K gemessen wurde (siehe Abbildung 4.3 b).
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4.6 Zusammenfassung und Ausblick
Aktuelle Experimente und Rechnungen deuten darauf hin, dass die in vielen niedrigdimensionalen
Systemen beobachtete Divergenz der thermischen Leitfa¨higkeit κ ∼ Lα auch auf Kohlenstoff-
Nanoro¨hrchen zutrifft, aber nicht durch einen konstanten Wert wie z.B. α ∈ {1/3, 2/5} beschrieben
werden kann, den man aus der analytischen und numerischen Behandlung von FPU-Systemen
kennt. In Kohlenstoff-Nanoro¨hrchen kommt es u¨ber La¨ngen von einigen µm zu ballistischer
Phonon-Leitung, weil Drei-Phononen-Umklapp-Prozesse erst ab Temperaturen T > 300 K zu
vergleichbar kleinen mittleren freien Wegla¨ngen fu¨hren [41–43]. In Molekulardynamik-Simulationen
ergaben sich in der Vergangenheit stark unterschiedliche Werte fu¨r die Wa¨rmeleitfa¨higkeit und ihre
La¨ngendivergenz α [3, 9, 46, 47]. Das Resultat α ≈ 0.32 aus [9] fu¨r (5, 5)-Kohlenstoff-Nanoro¨hrchen
mit kleinen La¨ngen L ≤ 0.1 µm kam dem theoretischen Wert α = 1/3 aus [18] sehr nahe. Es stellte
sich aber heraus, dass die in Molekulardynamik-Simulationen bestimmten Werte von κ fu¨r kleine
Systemla¨ngen den oberen Grenzwert κmax der ballistischen Phonon-Leitung u¨berschreiten [43].
Fu¨r die hier betrachteten FPU-Systeme wurde gezeigt, dass sich fu¨r La¨ngen von L < 0.1 µm
ebenfalls Werte κ > κmax ergeben.
Fu¨r große FPU-Carbon-Ebenen und -Ketten ergibt sich fu¨r gro¨ßere La¨ngen L > 0.1 µm ein
a¨hnlicher Verlauf der Wa¨rmeleitfa¨higkeit in Abha¨ngigkeit von der Systemla¨nge mit einer Divergenz
α ≈ 0.227. Dieser Wert liegt relativ nahe an den in [30] beobachteten Wert α2d−FPU = 0.22 fu¨r
große FPU-Ebenen mit quartischer Anharmonizita¨t. Innerhalb welchem Parameterbereich diese
U¨bereinstimmung gu¨ltig ist, mu¨sste durch weitere Simulationen fu¨r gro¨ßere FPU-Carbon-Ebenen
bei verschiedenen Temperaturen untersucht werden. Fu¨r die FPU-Carbon-Kette konnte allerdings
gezeigt werden, dass der Wert α von der Systemtemperatur T abha¨ngt.
Fu¨r die Temperaturabha¨ngigkeit der thermischen Leitfa¨higkeit ergeben sich ebenfalls große
Unterschiede in experimentellen, theoretischen und rechnergestu¨tzten Studien. Experimentelle
Messungen an einzelnen einwandigen und mehrwandigen Kohlenstoff-Nanoro¨hrchen zeigen ein
Maximum bei Temperaturen von T ≈ 320 K, wohingegen Molekulardynamik-Simulationen,
Kinetische-Theorie-Rechnungen und das hier eingefu¨hrte FPU-Carbon-Modell Maximalwerte bei
T ≈ 100 K zeigen [3, 53, 57]. In den experimentellen Messungen von einzelnen Nanoro¨hrchen (mit
L ≈ 3 µm) beginnt die Umklapp-Streuung erst ab Temperaturen T > 320 K beizutragen. Fu¨r klei-
nere Temperaturen dominiert Kontaktstreuung und die Temperaturabha¨ngigkeit entspricht dem
Ergebnis der ballistischen Phonon-Leitung, was bei Raumtemperatur auf mittlere freie Wegla¨ngen
im µm-Bereich schließen la¨sst. Bei den Simulationen der FPU-Carbon-Ebene ergeben sich bei
Temperaturen von T ≈ 300 K ebenfalls relativ schwache Beitra¨ge durch Umklapp-Prozesse, die
sich gut durch die Abha¨ngigkeit κ ∼ T−0.2 beschreiben lassen. Es wa¨re interessant zu studieren,
ob sich bei ho¨heren Temperaturen die Abha¨ngigkeit κ ∼ 1/T ergibt, die sich experimentell fu¨r
einwandige Nanoro¨hrchen [41] gezeigt hat.
Neben den intrinsischen Wa¨rmeleiteigenschaften von Kohlenstoff-Nanoro¨hrchen, der Abha¨ngigkeit
der thermischen Leitfa¨higkeit von der La¨nge L, der Temperatur T oder dem Durchmesser D, des
Wertes der mittleren freien Wegla¨nge und dem Beitrag durch ballistische Phonon-Leitung, stehen
bei den Anwendungen in der Nanoelektronik als thermische Schichtmaterialien technische Aspekte
im Vordergrund [59].
Es gibt bereits hoffnungsvolle Ansa¨tze mit neuartigen Verbundwerkstoffen aus Feldern von
Kohlenstoff-Nanoro¨hrchen, die auf Siliziumwafer aufgebracht wurden und deutlich bessere Wa¨rme-
leiteigenschaften besitzen als die gegenwa¨rtig verwendeten Wa¨rmeleitpasten [5]. Bei Zugaben von
Kohlenstoff-Nanoro¨hrchen zu Materialien wie Polymeren oder organischen Fluiden zum Design
elektrischer und thermischer Materialeigenschaften kann man feststellen, dass der thermische
Kontaktwiderstand zwischen den Nanoro¨hrchen und dem Medium die Steigerung der thermischen
Leitfa¨higkeit sehr stark beeinflusst. Um hohe thermische Leitfa¨higkeit zu erzielen, ist es beispiels-
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weise wegen den auftretenden thermischen Kontaktstellen sehr viel effektiver, Nanoro¨hrchen mit
großen Durchmessern (zur Verringerung des Oberfla¨chen-Volumen-Verha¨ltnisses) und kleineren
intrinsischen Wa¨rmeleitfa¨higkeiten heranzuziehen, als sehr schmale Nanoro¨hrchen mit hohen
Wa¨rmeleitfa¨higkeiten [58].
Um aber Wa¨rmeleitfa¨higkeiten zu erhalten, die die Werte von einzelnen Kohlenstoff-Nanoro¨hrchen
erreichen, sind neue Technologien zur Reduzierung von thermischen Kontaktwidersta¨nden zwischen
Kohlenstoff-Nanoro¨hrchen und den Halbleitermaterialien no¨tig. In einer Studie wurden Felder
aus orientierten Kohlenstoff-Nanoro¨hrchen benutzt, die vertikal auf die Halbleiteroberfla¨chen
aufgebracht wurden. Dieser Ansatz nutzt gleichermaßen die Vorteile der hohen thermischen
Leitfa¨higkeit entlang der Zylinderachse der Nanoro¨hrchen und ihre mechanische Stabilita¨t in der
orthogonalen Richtung aus [60].
Vor kurzem haben Forscher in Berkeley Experimente durchgefu¨hrt, die auf die Existenz von
solita¨ren Anregungen in den Gitterschwingungen von Kohlenstoff-Nanoro¨hrchen hinweisen [61].
In asymmetrisch mit einer Platinlegierung bedampften Kohlenstoff- und Bornitrid-Nanoro¨hrchen
zeigte sich, dass die thermische Leitfa¨higkeit in der Richtung vom dicken zum du¨nnen Ende des
Nanoro¨hrchens um sieben Prozent ho¨her ist, als in der entgegengesetzten Richtung. Ausgehend
von theoretischen Ergebnissen in eindimensionalen nichtlinearen Systemen, wo gezeigt wurde, dass
Solitonen beim Eindringen in Bereiche wachsender Massendichte sta¨rker zuru¨ckgeworfen werden
als im umgekehrten Fall, konnte die Gruppe um A. Zettl [61] tatsa¨chlich abscha¨tzen, dass die
resultierende Asymmetrie der Wa¨rmeleitfa¨higkeit fu¨r die Nanoro¨hrchen im beobachteten Bereich
liegen sollte.
Im Licht dieser verbleibenden anspruchsvollen Aufgaben werden computergestu¨tzte Analysen
sicherlich unverzichtbar sein, um den Entwicklungen in der Nanotechnologie mo¨gliche Pfade
aufzuzeigen und um Ressourcen in der kostenintensiven experimentellen Forschung zu sparen.
Da es sich herausgestellt hat, dass die Methoden der Molekulardynamik gute Resultate fu¨r große
Systeme und hohe Temperaturen liefern, ko¨nnten unkomplizierte und leicht implementierbare
Fermi-Pasta-Ulam-Modelle gute Beitra¨ge liefern. Besonders bei Nanoro¨hrchen mit sehr vielen
Atomen oder bei Feldern von Nanoro¨hrchen hat man es mit aufwendigen numerischen Simulationen
zu tun, die durch eine mo¨glichst einfache Modellierung wesentlich effektiver behandelt werden
ko¨nnen. Fermi-Pasta-Ulam-Systeme eignen sich zum Beispiel sehr gut zur Implementierung und
Programmierung von Codes fu¨r Parallelrechner und Rechencluster.
Dass Fermi-Pasta-Ulam-Systeme und die darin existierenden solita¨ren Anregungen bei der
Modellierung neuartiger nanoelektronischer Bauelemente eine wichtige Rolle spielen ko¨nnten, zeigt
einmal mehr die Vielseitigkeit des vor mehr als 50 Jahren konzipierten FPU-Modells.
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Kapitel 5
Schluss
Eine detailgetreue Berechnung oder Simulation der Dynamik in Biomoleku¨len oder nanostruktu-
rierter Materie ist aufgrund der vielen mikroskopischen Wechselwirkungen meist sehr aufwendig
oder nahezu unmo¨glich. Deshalb greift man zur Erforschung wichtiger Prozesse in molekularen
Systemen oder in Festko¨rpern, wie dem Energietransfer in Biomoleku¨len, der Wa¨rmeleitung in
Nanoro¨hrchen und den Lokalisierungsmechanismen in optischen Gittern auf mo¨glichst einfache
Beschreibungen zuru¨ck. Nichtlineare Modelle wie die Fermi-Pasta-Ulam-Kette, die diskrete
nichtlineare Schro¨dingergleichung und die Kohlenstoff-Nanoro¨hrchen in der Fermi-Pasta-Ulam-
Approximation zeigen, dass relativ einfache Modelle mit den herangezogenen Erweiterungen, wie
thermischem Rauschen, Da¨mpfung und langreichweitigen Wechselwirkungen sehr unterschiedliche
Systeme beschreiben ko¨nnen.
Ziel dieser Arbeit war es, in Computersimulationen die neuen Systemeigenschaften durch die
vorgenommenen Erweiterungen der nichtlinearen Systeme zu untersuchen und nach Mo¨glichkeit
durch Methoden wie der Kontinuumsapproximation, der Kollektivvariablen-Theorie und der
stochastischen Sto¨rungsrechnung ein tieferes Versta¨ndnis zu erlangen.
Die wichtigsten Ergebnisse und Erfolge bei der Untersuchung der drei genannten komplexen
Systeme lassen sich wie folgt zusammenfassen:
In Kapitel 2 wurde die klassische Fermi-Pasta-Ulam-Kette durch langreichweitige Wechselwir-
kungen erweitert und an ein thermisches Bad angekoppelt. Es hat sich gezeigt, dass selbst
bei geringen Wechselwirkungsradien deutlich stabilere Gittersolitonen entstehen, die Energie
u¨ber große Distanzen transportieren ko¨nnen. Der Haupteffekt der thermischen Fluktuationen
ist eine Diffusionsbewegung der Gittersolitonen, die im Gegensatz zur Brownschen Bewegung
superdiffusive Anteile besitzt. Durch analytische Rechnungen und Simulationen wurde gezeigt,
dass es unabha¨ngig von der konkreten Form des Wechselwirkungspotenzials nach genu¨gend langen
Zeiten zu einer superdiffusiven Zeitabha¨ngigkeit ∼ t3/2 der Positionsvarianz kommt.
In Kapitel 3 wurden Lokalisierungsmechanismen in der diskreten nichtlinearen Schro¨dingerglei-
chung mit langreichweitigen Wechselwirkungen behandelt. Im Fall eines Systems mit nichtlinearer
Da¨mpfung wurde durch Rechnung und Simulationen gezeigt, dass sich die Norm N , die Erhal-
tungsgro¨ße des Systems, auf lokalisierte diskrete Breather aufteilt, deren Absta¨nde und Gro¨ßen mit
dem Wechselwirkungsradius α−1 anwachsen. Die Pra¨senz von langreichweitigen Wechselwirkungen
sollte somit z.B. in Biomoleku¨len in Gegenwart von Da¨mpfungsmechanismen zu einer sehr starken
Lokalisierung von Vibrationsquanten fu¨hren. Fu¨r das ungeda¨mpfte System hat sich gezeigt, dass
sich persistente Breather ausbilden, wenn die Energiedichte im System bei fester Norm einen
bestimmten Schwellenwert u¨bersteigt, der sich mit Hilfe einer Statistischen-Mechanik-Beschreibung
der langreichweitigen DNLS bestimmen ließ. Mit Hilfe von Monte-Carlo-Verfahren wurde bewie-
sen, dass dieser U¨bergang einer Systemtemperatur T → ∞ entspricht und dass die persistente
Breather-Phase mit formal negativen absoluten Temperaturen deutlich ho¨here Lokalisierung zeigt.
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In Kapitel 4 dienten Fermi-Pasta-Ulam-Ebenen, die in La¨ngsrichtung zwischen zwei Wa¨rmeba¨der
gebracht und in Querrichtung mit periodischen Randbedingungen versehen wurden, als Modelle
fu¨r Kohlenstoff-Nanoro¨hrchen. Durch ein Anpassen des Fermi-Pasta-Ulam-Potenzials an die Form
des Kohlenstoff-Wechselwirkungspotenzials ergaben sich Werte fu¨r die thermische Leitfa¨higkeit, die
im Bereich der in Molekulardynamik-Simulationen und Experimenten gemessenen Werte liegen.
Bezu¨glich der Divergenz der Wa¨rmeleitfa¨higkeit der FPU-Carbon-Ebenen mit der Systemla¨nge,
κ ∼ Lα, zeigte sich fu¨r genu¨gend große Systeme ein Verlauf a¨hnlich zur FPU-Carbon-Kette, fu¨r
die sich der Wert α ≈ 0.22 ergab. Dieser Wert gleicht den Ergebnissen fru¨herer Studien fu¨r FPU-
Ebenen mit quartischer Anharmonizita¨t (ohne langreichweitige Wechselwirkungen) bei wesentlich
gro¨ßeren Systemtemperaturen. Die beobachtete Temperaturabha¨ngigkeit des Exponenten α fu¨r
die FPU-Carbon-Kette war in fru¨heren Simulationen mit einfacheren Wechselwirkungspotenzialen
und ho¨heren Temperaturen nicht beobachtet worden. Die Wa¨rmeleitfa¨higkeit langer Nanoro¨hr-
chen kann somit gut durch eindimensionale FPU-Ketten beschrieben werden, wobei die genaue
Abha¨ngigkeit des Exponeten α von der Temperatur und der Systemla¨nge weiterer Studien bedarf.
Durch die stetig wachsenden Kapazita¨ten an Rechnerleistung ist es mittlerweile mo¨glich, fu¨r
die genannten Modelle realistische Systemgro¨ßen und Wechselwirkungspotenziale zu betrachten.
Diese Entwicklung ko¨nnte die Grundlage zum Versta¨ndnis vieler komplizierter Probleme aus der
Biophysik und Nanotechnologie sein. In der neueren Forschung zeichnet sich ab, dass nichtlineare
Anregungen wie diskrete Breather sehr robust sind und in einer Vielzahl von unterschiedlichen
nichtlinearen Systemen existieren.
Einige Modelle aus der Vergangenheit, die zum Beispiel frei bewegliche Solitonen in DNA-Stra¨ngen
und Proteinen vorhersagten, sind vermutlich zu grob, um realistische Vorga¨nge zu beschreiben.
Nichtsdestotrotz gibt es mittlerweile verla¨ssliche experimentelle Beweise, dass es in Proteinen zu
der von Davydov mit Hilfe der nichtlinearen Schro¨dinger-Gleichung beschriebenen Lokalisierung
von Vibrationsenergie kommen kann.
In einem Artikel von H. Frauenfelder et al. mit dem Titel ”Biological Physics“ aus dem Jahre 1999,
also vor den ju¨ngsten Erfolgen der Davydov-Theorie fu¨r Energietransport in Proteinen, ist zu lesen:
”Solitons exist and are very important but the relevance to biological systems is still very
much in doubt and await new experiments. The critical event in enzyme catalysis, the breakage
of a bond, still remains the province of the chemist. Perhaps in the future aspects of nonlinear
dynamics and energy flow will help us obtain insight into general aspects of this complex event.“
H. Frauenfelder, P.G. Wolynes, and R.H. Austin, Rev. Mod Phys. 71, 419 (1999)
Wichtige Schritte, um die Rolle nichtlinearer Anregungen in realen Systemen zu verstehen,
wurden seitdem bereits getan. In der Zukunft wird die computergestu¨tzte Physik bei der Un-
tersuchung des komplizierten Wechselspiels zwischen Nichtlinearita¨ten und thermischen oder
langreichweitigen Effekten sicherlich noch wertvolle Beitra¨ge liefern, um die vielen komplexen
Systeme in der uns umgebenden Welt zu verstehen.
Anhang A
Fluktuations-Dissipations-Theorem
Die Bewegungsgleichungen (2.7) in Auslenkungskoordinaten un und pn = u˙n lassen sich bei An-
kopplung an ein Wa¨rmereservoir und bei Vorhandensein einer Stokesschen oder hydrodynamischen
Da¨mpfung schreiben als
dun
dt
= pn (A.1)
dpn
dt
= − ∂H
∂un︸ ︷︷ ︸
Tn
+FDn + F
N
n (t) . (A.2)
Fu¨r die beiden mo¨glichen Da¨mpfungsmechanismen gilt
FDn = F
St
n = −νSt
dun
dt
(A.3)
fu¨r die Stokessche Da¨mpfung, bzw.
FDn = F
hy
n = −νhy
(
dun+1
dt
− 2dun
dt
+
dun−1
dt
)
. (A.4)
fu¨r die hydrodynamische Da¨mpfung. Im Fall der Stokesschen Da¨mpfung folgt aus der Forderung,
dass das Gleichungssystem
dun
dt
= pn (A.5)
dpn
dt
= Tn − νStpn + FNn (t) (A.6)
das Fluktuations-Dissipations-Theorem erfu¨llen soll:
FNn (t) =
√
DStξn(t) , DSt = 2νStkBT , (A.7)
wobei es sich bei ξn(t) um Gaußsches weißes Rauschen handelt〈
ξn(t)ξn′(t′)
〉
= δn,n′δ(t− t′) . (A.8)
Dieses Ergebnis la¨sst sich leicht nachrechnen, indem man die Fokker-Planck-Gleichung von (A.6)
fu¨r die Wahrscheinlichkeitsdichte ρ = 〈∏n δ(pn − pn(t))δ(un − un(t))〉 ∼ exp(−H/kBT ) lo¨st. Im
Fall der hydrodynamischen Da¨mpfung ergibt sich ein a¨hnliches Gleichungssystem, nachdem man
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die vom Ort n abha¨ngigen Gro¨ßen un(t), pn(t), Tn = −∂H/∂un, FNn und F hyn durch ihre diskreten
Fouriertransformationen ersetzt, z.B.
un(t) =
∑
k
u˜ke
ikn
F hyn = νhy
(
dun+1
dt
− 2un
dt
+
dun−1
dt
)
= 2νhy
∑
k
(cos(k)− 1)p˜k(t)eikn . (A.9)
Es ergibt sich das Gleichungssystem:
du˜k
dt
= p˜k (A.10)
dp˜k
dt
= T˜k − νhyγkp˜k + F˜Nk (t) (A.11)
mit γk = 2(cos(k) − 1). Analog zum Fall der Stokesschen Da¨mpfung wird das Fluktuations-
Dissipations-Theorem von einem Rauschterm der Form
F˜Nk =
√
D(k)ξk(t) (A.12)
mit dem Gaußschen weißen Rauschen ξk(t) und
D(k) = 2νhykBTγk (A.13)
erfu¨llt. Daraus kann man fu¨r den Rauschterm im Ortsraum die Bedingung〈
FNn (t)F
N
n′ (t
′)
〉
=
∑
k,k′
eikneik
′n′
〈
F˜Nk (t)F˜
N
k′ (t
′)
〉
︸ ︷︷ ︸
D(k)δ(t−t′)δk,k′
= 2νhykBT︸ ︷︷ ︸
Dhy
(
δn−1,n′ − 2δn,n′ + δn+1,n′
)
(A.14)
ableiten, die vom Rauschterm
FNn (t) =
√
Dhy
(
ξn+1(t)− ξn(t)
)
(A.15)
erfu¨llt wird.
Anhang B
Quasikontinuumsna¨herung
Bei der Quasikontinuumsna¨herung geht die diskrete Variable n in die kontinuierliche Variable x
u¨ber. Funktionen, die am Ort n±m gegeben sind, werden durch Taylor-Entwicklung der Funktion
am Ort x gewonnen:
n→ x , wn(t)→ w(x, t) , wn+m(t)→ em∂xw(x, t) . (B.1)
Terme der Form fn+1− 2fn+ fn−1 ergeben im Kontinuumsgrenzfall 2(cosh∂x− 1)f(x, t). Es ergibt
sich aus (2.7) mit Jm aus (2.9)
∂2tw = 2(cosh∂x − 1)
[
V ′(w) +
J
4
(eα − 1)coth
(
α
2
)
· (coshα− cosh∂x)−1w
]
+
+2(cosh∂x − 1)
[
νhyw˙ +
√
Dhyξ(x, t)
]
. (B.2)
Dabei wurde die Identita¨t
2
∞∑
m=1
e−α|m|(1− cosh(m∂x)) = 1− cosh∂x
coshα− cosh∂x coth
(
α
2
)
(B.3)
verwendet. Die Quasikontinuumsna¨herung besteht nun darin, auf die Gleichung (B.2) den Ope-
rator 1/2 ∂2x(cosh∂x − 1)−1 anzuwenden. Auf der linken Seite wird der resultierende Ausdruck
1/2 ∂2x(cosh∂x − 1)−1 ≈ 1− 1/12 ∂2x bis zur 2. Ordnung entwickelt. Auf der rechten Seite wird im
zweiten Term der Operator cosh∂x ≈ 1 + ∂2x/2 im Nenner ebenfalls bis zur 2. Ordnung entwickelt
1
2
∂2x
cosh∂x − 1︸ ︷︷ ︸
≈1− ∂2x
12
∂2tw = ∂
2
x
[
V ′(w)︸ ︷︷ ︸
w−w2
+
J
4
(eα − 1)coth
(
α
2
)
· (coshα− cosh∂x)−1︸ ︷︷ ︸
≈2(κ2−∂2x)−1
w + νhyw˙ +
√
Dhyξ(x, t)
]
,
(B.4)
was zur der nicht-lokalen Boussinesq-Gleichung fu¨hrt:
∂2tw − λ∂2x∂2tw = (c2 − 1)
κ2∂2x
κ2 − ∂2x
w + ∂2x(w − w2) + νhy∂2x∂tw +
√
Dhy∂2xξ(x, t) .
(B.5)
Dabei wurden die folgenden Gro¨ßen eingefu¨hrt:
λ =
1
12
, κ2 = 4sinh2
(
α
2
)
J
2
(eα − 1)coth(α
2
) = κ2(c2 − 1) . (B.6)
137
Seite: 138 ANHANG B. QUASIKONTINUUMSNA¨HERUNG
Anhang C
Stochastische Sto¨rungsrechnung
Die Vorgehensweise der im folgenden geschilderten stochastischen Sto¨rungsrechnung orientiert sich
an der Referenz [1].
Fu¨r die Langevin-Gleichungen (2.52) und (2.62) fu¨hrt man formal eine Expansion der kollektiven
Variablen nach einem kleinen Parameter ² durch, der eingefu¨hrt wird um den Effekt des schwachen
Rauschterms zu beru¨cksichtigen (
√
Dhy ∼ ²)
X1(t) = X
(0)
1 (t) + ²X
(1)
1 (t) + ... (C.1)
X2(t) = X
(0)
2 (t) + ²X
(1)
2 (t) + ... . (C.2)
Dieser Ansatz wird in die Lagrange-Gleichungen eingesetzt, wobei die Diffusionsterme erst in der
Ordnung O(²) erscheinen, da sie proporional zu
√
Dhy sind. Die Driftterme ha¨ngen u¨ber die zeitlich
fluktuierenden kollektiven Variablen ~X vom Rauschterm ab, weswegen man die Beitra¨ge in den
einzelnen Ordnungen durch die Expansion
ai(X1(t)) = ai
(
X
(0)
1 +
∞∑
m=1
²mX
(m)
1 (t)
)
= a(0)i (t) + ²X
(1)
1 (t)
dai(X
(0)
1 (t))
dX
(0)
1 (t)
+ ... (C.3)
berechnet. Im Fall der Langevin-Systeme (2.52) und (2.62) ha¨ngen die Driftterme ausschließlich
von der inversen Breite X1(t) und nicht von der Position X2(t) ab.
Die Gleichungen in nullter Ordnung, was dem Fall einer geda¨mpften Kette ohne Rauschen ent-
spricht, lauten
dX
(0)
1 (t) = a1(X
(0)
i (t))dt ∼ −νhyX1(t)3dt (C.4)
dX
(0)
2 (t) = vd(X
(0)
1 (t))dt . (C.5)
Die Lo¨sung fu¨r die inverse Solitonenbreite ha¨ngt im geda¨mpften Fall nur von der Zeitskala tr ∼
νhyX1(0)2t ab. Dieses Ergebnis wird dann in erster Ordnung in ² benutzt:
dX
(1)
1 (t) = X
(1)
1 (t)
da1(X
(0)
1 (t))
dX
(0)
1 (t)
dt+ b11( ~X(0))dW1(t)
dX
(1)
2 (t) = X
(1)
2 (t)
da2(X
(0)
1 (t))
dX
(0)
1 (t)
dt+ b22( ~X(0))dW2(t) . (C.6)
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Bei einer Sto¨rungsrechnung erster Ordnung ergibt sich die Positionsvarianz des Solitons durch die
Berechnung von
V ar[X(1)2 (t)] = lims→t < X
(1)
2 (t)X
(1)
2 (s) > . (C.7)
Der kleine Parameter wird zu eins gesetzt (² = 1), was gerechtferigt ist, wenn die Temperatur im
System hinreichend klein gewa¨hlt ist. Das Ergebnis fu¨r die Positionsvarianz ha¨ngt in erster Ord-
nung in
√
Dhy wegen der Abha¨ngigkeit X1(tr) ebenfalls nur von der neuen Zeitskala tr ab.
Im Falle der Kac-Baker-Wechselwirkungen ergeben sich mit der folgenden Approximation der de-
terministischen Solitonengeschwindigkeit
vd ≈ c+ 49
Ao
c
γ(t)−
(
8
81
A2o
c3
+
2
3
(c2 − 1)
cκ2
)
γ(t)2 , (C.8)
die fu¨r relativ breite Solitonen (θ ≥ 2, co ≤ 1.07) gerechtfertigt ist, die Ergebnisse
dX(1)(t) = γ(1)(t)
(
c+
4
9
Ao
c
−
(
16
81
A2o
c3
+
4
3
(c2 − 1)
cκ2
)
γ(0)(t)
)
dt
+
√
1
6
+
pi2
180
√
D√
γ(0)Aov
dW2 (C.9)
dγ(1)(t) = −2.4νhyγ(1)(t)γ(0)(t)2dt
+
√
3
5
√
Dγ(0)(t)
3
2
Aov
dW1
(C.10)
γ(0) =
γo√
1 + 1.6tr
, tr = νhyγ2o t . (C.11)
Im Fall der potenzartigen Wechselwirkungen kann man die Geschwindigkeit vd fu¨r die in den Si-
mulationen verwendeten Parameter stets sehr gut durch
vd(σ(t)) = c+
Ao
4c
σ(t) (C.12)
approximieren. Die Korrekturterme ergeben sich somit in erster Ordnung zu:
dX(1)(t) = σ(1)(t)
A0
4c
dt+
√
D√
σ(0)
√
piA0v
dW2 (C.13)
dσ(1)(t) = −σ(1)(t)3
2
νhyσ
(0)(t)2)dt+
√
Dσ(0)(t)
3
2
A0
√
piv
dW1 (C.14)
σ(0) =
σo√
1 + tr
, tr = νhyσ2ot . (C.15)
Anhang D
Bestimmung des Startsolitons
Die nicht-lokale Boussinesq-Gleichung kann, wie in [2] beschrieben, in impliziter Form gelo¨st werden.
Dabei wird die nicht-lokale Boussinesq-Gleichung auf ein mitbewegtes Koordinatensystem z = x−vt
transformiert und zweimal ra¨umlich integriert mit w(±∞) = 0 und wx(±∞) = 0:
λv2∂2zw + (c
2 − 1) κ
2
κ2 − ∂2z
w − (v2 − 1)w − w2 = 0 . (D.1)
Diese Gleichung kann nach einigen Rechenschritten auf die Form
(∂2z − s2+)(∂2z − s2−)w =
1
v2λ
(∂2z − κ2)w2 (D.2)
mit
s2±1 =
1
2
(
κ2 +
v2 − 1
v2λ
±
√(
κ2 − v
2 − 1
v2λ
)2
+ 4
κ2(c2 − 1)
v2λ
)
(D.3)
gebracht werden, an der man sofort erkennt, dass die Dynamik von zwei La¨ngenskalen s+ und s−
(s+ > s−) bestimmt wird. Da man fu¨r Geschwindigkeiten nahe c breite Lo¨sungen erwartet, scheint
in diesem Fall die s−-Skala den dominierenden Beitrag zu liefern, was eine Expansion des Operators
auf der linken Seite von (D.1) in Ordnungen von ∂2z/s
2
+ nahelegt. Die resultierende Gleichung kann
in der folgenden Form
∂2z¯ (w¯ − w¯2)− w¯ +Aw¯2 = 0 (D.4)
mit
w = −s4+
v2λ
s2+ − κ2
w¯ , z¯ = s−z , A =
s2+
s2−
κ
s2+ − κ2
(D.5)
geschrieben werden. Diese Gleichung kann anstatt der impliziten Lo¨sung in [2] auf eine Bernoulli-
Differentialgleichung fu¨r w¯′ = dw¯/dz zuru¨ckgefu¨hrt werden, die fu¨r die Funktion y(w¯) = w¯′2 eine
lineare Differentialgleichung ergibt (siehe [3], Formel 6.54):
y′(w¯) + 2f(w¯)y(w¯) + 2h(w¯) = 0 (D.6)
mit
f(w¯) =
−2
1− 2w¯ , h(w¯) = −
w¯ −Aw¯2
1− 2w¯ . (D.7)
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Das Problem ist somit auf eine Integration zuru¨ckgefu¨hrt:
√
y(w¯) = w¯′ =
√
w¯2 − w¯3(43 − 23A) +Aw¯4
(2w¯ − 1)2 , (D.8)
die (z.B. mit MATHEMATICA) numerisch relativ einfach durchgefu¨hrt werden kann und weniger
problematisch ist, als die numerische Bestimmung der impliziten Lo¨sung in [2].
Anhang E
Großkanonische Zustandssumme
Die Hamiltonfunktion (3.3) mit den Variablen An(t) und θn(t), auch Feynman-Variablen genannt,
ergibt sich zu
H = JN −
N∑
n=1
N∑
m=1
J
(eα − 1)
(1− e−αN e
−αm√AnAn+m ·
cos(θn − θn+m)−
N∑
n=1
3
4
BA2n . (E.1)
Die Grundzustandsenergie der Hamiltonfunktion wird durch die gestaffelte Wellenlo¨sung (staggered
wave function) φsn =
√
aeinpi realisiert, die von α abha¨ngt
Hs(α) = 2JN e
α
eα + 1
− 3
4
BNa2 . (E.2)
Fu¨r α = 0.2 ergibt sich zum Beispiel eine Grundzustandsenergie von −Hs ≈ −7, wohingegen bei
α = 5 der Wert Hs ≈ −15 betra¨gt (fu¨r die Parameter B = J = 0.1, N = 512). Die großkanonische
Zustandssumme der DNLS ist definiert als
Z =
∫ ∞
0
∫ 2pi
0
dθNdANeβ(H−µN )
(E.1)
=
∫ ∞
0
∫ 2pi
0
dθNdANeβJN
N∏
n
eβ(−
3
4
BA2n−µAn) ·
·
N∏
m
e−Jme
−αm√AnAn+mcos(θn−θn+m)
= eβJN
∫ ∞
0
∫ 2pi
0
dAN
N∏
n
eβ(−
3
4
BA2n−µAn) ·
·
N∏
m
2piIo(−βJme−αm
√
AnAn+m) , (E.3)
wobei Io(z) = 1pi
∫ pi
0 e
zcosθdθ die modifizierte Besselfunktion erster Art ist. Die Vorgehensweise
bei der Berechnung der Phasenu¨bergangsenergie in [4] kann in gleicher Weise auf das System mit
langreichweitigen Wechselwirkungen angewendet werden, wenn man den Grenzwert β = 0+, µ =∞
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(mit βµ = Γ endlich) betrachtet. In diesem Grenzfall kann Io ≈ 1 gesetzt werden, woraus sich
Zβ
0+ ≈ eβJN
(
(2pi)N
∫ ∞
0
dxe−µβx(1− 3
4
βBx2)
)N
≈ (2pi)2NeβJN 1
(µβ)N
(
1− 3
4
βB
2
(βµ)2
)N
(E.4)
ergibt. Die mittlere Energie und Norm im kanonischem Ensemble ergibt sich zu
−Hβ=0+ =
(
µ
β
∂
∂µ
− ∂
∂β
)
lnZ
= −JN + 3
2
NB
1
(βµ)2
(E.5)
N¯ = − 1
β
∂lnZ
∂µ
=
N
βµ
− 3NBβ
(µβ)3
. (E.6)
Vernachla¨ssigt man den zweiten Term in N¯ , so ergibt sich die β = 0+-U¨bergangslinie im (h,a)-
Phasenraum zu
−hβ=0+ = −Ja+
3
2
Ba2 , (E.7)
wobei −h = −H/N und a = N/N die mittlere Energie und Norm pro Oszillator darstellen (siehe
Abbildung 3.7). In Simulationen mit den Parameterwerten a = 0.16, J = B = 0.1 und N = 512
sollte der Phasenu¨bergang demnach bei der Energie
−Hβ=0+ = −6.23 (E.8)
eintreten, die durch die gestrichelte Linie in Abbildung 3.9 markiert ist.
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