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1. INTRODUCTION 
In this paper, we will establish the existence, uniqueness, and the continuous dependence of 
solutions on boundary data to the equation 
= s (1) 
subject to right focM boundary conditions of the form 
y(i-1) (ti) = Yi, 1 < i < n, (2) 
where a < t l  <_ t2 <_ . . .  < tn < b. Many authors have published results in which existence 
is obtained via a uniqueness assumption oil the original problem. Conjugate problems were 
considered by Hartman [1] and Klaasen [2]. The Agarwal book [3] is also an excellent source for 
conjugate problems. Henderson [4] has established a key uniqueness implies existence result for 
right focal problems. Other works that have considered related problems include [5-11]. See [12] 
for many useful references. The techniques employed in this paper are quite different fl'om the 
techniques applied in the Henderson and related papers. The key assumption in this paper is 
a uniqueness assumption concerning solutions to variational problems. Such techniques, where 
the uniqueness of the variational problem implies uniqueness for the original problem, have been 
studied in [13]. 
This paper will also establish the continuous dependence of solutions on the boundary values. 
It is well known that once uniqueness is established, continuous dependence may be established 
using the Brouwer Theorem technique. See [13]. Other useful continuous dependence results are 
found in [14-17]. 
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2. THE KEY  LEMMAS 
Our strategy in proving the theorem below will be to map initial conditions into boundary 
conditions. The following lemmas play a key role in our proofs. They translate properties 
concerning our boundary value problem into more analytic properties of a function defined on R a. 
LEMMA 1. Suppose IVPs  for (1) are unique and extend across the interval (a, b). Denote by 
y(t, el, c2, . . . ,  cn) the unique solution to (1) satisfying y(t l  ) = cl,y' (tl) = c2, . . . , y(n-1)(t l  ) = Ca. 
Let ¢ : R n --* R n be defined by ¢(c l ,c2 , . . . ,cn)  = (y(t l ,c l ,c2, . . . ,c~) ,  y'(t2, c l , c2 , . . . , ca ) , . . . ,  
y(n-1)(tn,Cl,C2,... ,Cn)). Then solutions to (1),(2) exist and are unique iff ¢ is one-to-one and 
onto. 
The proof of Lemma 1 is elementary and will be omitted. The following result can be found 
in I18]. 
LEMMA 2. Suppose 9~ : R n --~ R n is continuously differentiable, det(~(x))  # 0 in R a, and 
]~(x)] --~ oo as Ix] -~ oe, then ~ is a homeomorphism. 
LEMMA 3. f f  the map if) in Lemma 1 is a homeomorphism and solutions to (1) are unique and 
depend continuously on initial conditions, then solutions to (1),(2) depend continuously on the 
boundary conditions Yl, Y2 , . . . ,  Yn. 
PROOF. Suppose y(t, c l , c2 , . . . ,Cn)  is the solution to (1) satisfying the BCs y(i-1)(t i)  = Yi. 
Then ¢(cl, c2 , . . . ,  Cn) : (Yl, Y2,..., Yn). Let ¢ > 0 be given. The continuous dependence on ini- 
tial conditions implies there exists 5 > 0 such that [(Cl, c2 . . . .  , cn) - (dx, d2, . . . ,  d~)l < 5 implies 
ly(i-1)(t, c l , c2 , . . . , cn )  - y(i-1)(t, d l ,d2 , . . . ,dn) l  < ~ for all t E [tl,tn] and i = 1 , . . . ,n .  The 
continuity of ¢-1 implies there exists T] > 0 such that I(Yl, Y2,..-,Ya) - (Zl, z2, . . . ,  zn)l < 
implies [¢ - l (y l ,y2 , . . . , yn) -  ¢ - l (Z l ,  Z2, . . . ,Za) l  < 5. Thus, [y ( i -1 ) ( t ,¢ - l (y l ,y2 , . . . , yn)   - 
y ( i -1 ) ( t ,¢ - l ( z l , z2 , . . . ,  Zn))] < ~ for all t E [tl,tn] and i = 1, . . .  ,n. | 
3. UNIQUENESS AND EX ISTENCE 
It is well known that in many settings, the boundedness of f yields the existence of solutions 
to boundary value problems. It is also relatively easy to obtain uniqueness and existence if the 
partials of f are bounded, and hence, f is Lipschitz. In the following theorem, uniqueness and 
existence are obtained without assuming f is Lipschitz. 
THEOREM 4. Assume a < tl <_ t2 <_ . . .  <_ tn ~ b are given and we have the following. 
1. f ( t ,  x l ,x2 , . . .  ,Xn) : (a,b) x R n --* R is continuous and bounded by M > O. 
2. °,~(t, x l  x2, x~) : (a,b) x R n --~ R, i = 1,. ,n are continuous. axi ' " " " ~ " " 
3. Solutions to IVPs  for equation (1) extend across (a, b). 
4. For all solutions y(t) of  equation (1), the variational problem 
z(n) ~ Of  ( t ,y ( t ) ,y ' ( t ) ,  , y (n -1 ) ( t ) )  Z( i -1) ,  
--'~ i=1 ~X/  " ' "  
z ( i -1 ) ( t i )  = O, 
1 < i < n has only the trivial solution. 
Then for all choices of Y l ,Y2, . . . ,  Yn, there exist unique solutions to problem (1),(2). Moreover, 
solutions to (1),(2) depend continuously on Y l ,Y2, . . . ,  Yn. 
PROOF. The hypotheses imply solutions to (1) are unique. Suppose y(t, c l , c2 , . . . , c~)  is the 
solution to (1) satisfying the initial conditions y(i -1)(t l )  = ci. Let ¢ : R n -~ R ~ be defined by 
= y '  . . . .  . 
\ / 
Boundary Value Problems !) 
We will show I(clk, c2k, . . . ,c~k)l  --* oo implies [~)(Clk,C2k, . . . ,¢nk)]  --* oo for any sequence of 
initial values (c lk ,c2k, . . . , cnk) .  Suppose not. Then there exists a subsequence such thai; the 
norm of the image values is bounded. If I(Clk,C2k,... ,c~k)[ --* oo, then there exists j such that  
[cjk[ -~ oo and Icik] -~ oc for j < i < n. Hence, there exists an additional subsequence such that  
I (C lk l ,C2kl , . . .  ,Cnkl) [ -~ (X), Cjkl "--+ O0 or Cjkl ~ --00 and ICikl] < C for j < i < n. Wi thout  loss 
of generality, we will assume this is the case for our sequence. 
If c.,~k --* :~:oc and if y is a solution to (1), then 
<_ M ds <_ M(b - a). 
Fhus, if y(n-  1) (tl) = c~k --* J=oo, it follows that  y(~- 1) (t,~) -* +oo also, Hence, I¢(cl k, czk,. .  •, cnk)l 
oo. Notice the ~bove inequality is always true. 
Assume c,~-l,k -~ ~=oc and [c~k[ < C. Then 
Y(n--2)(t) - Y(n--2)(t l )  ~ ~ i  Y(n--1)(8) - Y(n-1)(~;1) -~- Y(n--1)(~:l) ds 
< y(n-1)(s ) _ y(n-1)(Q) ds + y(n-1) (tl) ds 
1 1 
< M(b - a) ds + C ds 
1 l 
<_ M(b - a) 2 + C(b - a). 
Hence, if c,,-1 k = y(n-2)(t l )  --* +oo, it follows that  y(~-2)(tn_ l )  --* =t=oc. 
inequalities are true as long as Icnk[ < C. 
Now assume cn-2,k --* +oo and ]Cnkl, [C~-l,kl < C. Then 
Notice the above 
~t  
S < M(b - a) 2 1 
<_ M(b - a) 3 -E 
_ y(n-2) (tl) + y(.~-2) (tl) ds 
_ y(n-2) ( t l )  ds + .I7 y(n-2) ( t l )  ds 
( + C(b - a) ds + C ds 
dr1 
C(D - a) 2 + C(b - a). 
Hence, if c~-2,k = y(~-a)( t l )  --~ +oo, it follows that  y(~-a)(t~_2) -* 5=00. Notice the above 
inequalities are true as long as ]Cnkl, Icn-l,k[ < C. Continuing in the above manner,  we obtain 
[(clk, c2k . . . .  , c~k)l -* :kc>O and [c,ikl < C for j < i < n implies y( j -1 ) ( t j )  --~ 4 -00 .  This contradicts 
our assumption,  and hence, [(Clk, c2k, . . . ,  cnk)l + oo implies 1¢(clk, c2k, . . . ,  c,~k)l -~ oc. 
From [19], the part ial  derivatives with respect to t and each ci commute,  ¢' (c l ,  c2 , . . . ,  c , )  = 
( 
( t l ,C l ,C2, . . . ,Cn)  
(O~cl) '(t2,  Cl,C2,.,. ,C~) 
Oy ( t2 ,c l ,c2 , . . - ,Cn)  
(oy ' 
(t2, c1, c2 , . . . ,  
\d n] ' "  
. .  \dcn J  (tn,Cl,C2 . . . . . .  Cn) 
10 J .  EHME 
and the flmctions (d0--~)(t, cl, c~,..., c~), 1 < i, j < n satisfy the initial conditions 
( O~Ci ) (J-1) (tl,Cl,C2,. ..,Cn) = Si,j. 
This yields the functions dO~c~, dO~c=,..., ~ form a basis for the solution space for the linear 
equation 
Z (n) £ Of (t,y('),yl(t),. y(n--1)(')) z(i--l). 
= i=1 ~X/  "" ' 
Let -~ denote cl, c2,..., cn. Suppose det(¢'(-C~)) =
det 
then there exists constants al, a2, . . . ,  an such that 
= O, 
o ,  ÷on 
OZl ~.d~c1 / (t2, c)-~a2 ~/  ('2, c)~-'"~-an ~]  (t2,~) :0, 
Thus, al d0-YTq + a2 ~ +'-"  + an ~ is a solution to the linearized equation satisfying the boundary 
condition (2). By Assumption 4, al d~---~c~ + a2 d0---~c2 +. . .  + an~ = 0 which yields a~- -0  for all i. 
a contradiction. Thus, det(¢' (7 ) )  ~ 0. Hence, by Lemma 2, ¢ is a homeomorphism. This is 
This means ¢ is one-to-one and onto which implies solutions exist and are unique by Lemma 1. 
The continuous dependence follows from Lemma 3. | 
Under the hypotheses on the linearized equation, using implicit function theorem techniques, 
Ehme has proved in [14] that solutions depend continuously not only on the boundary values, 
but also on the boundary points. Also, in the proof of the proceeding theorem, the ordering of 
the boundary points ti did not play a role• We thus obtain an immediate generalization of the 
proceeding result for focal boundary conditions. 
THEOREM 5. Assume t~ E (a, b), 1 < i < n are given and we have the following. 
1. f ( t ,  xx, x2,.. . ,  xn) : (a, b) x R n --~ R is continuous and bounded by M > O. 
2. °---Ldx~ (t,xx ,x2 , .  . . ,  Xn) : (a, b) x R n ---* R, i = 1, .. ., n are continuous. 
3. Solutions to IVPs  for equation (1) extend across (a, b). 
4. For all solutions y(t) of  equation (1), the variational problem 
Z ( i -1 )  (ti) = O, 1 < i < ?~ 
has only the trivial solution. 
Then for all choices of yl ,y2,.  • •, Yn, there exists a unique solution to problem (1),(2). Moreover, 
solutions to (1),(2) depend continuously on Yl, Y~, . . . ,  Yn. 
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