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INTRODUCTION IN THE ESTIMATION OF A LINEAR REGRESSION FUNCTION for a dependent variable
yi in terms of a vector of explanatory variables xi, choice of an estimation method (say, least squares versus a more "robust" method, such as least absolute deviations) is often based solely on the criterion of relative efficiency. When yi is in fact generated by a linear function of the regressors plus an i.i.d. error term which is independent of the regressors, relative efficiency is the appropriate criterion; only the interpretation of the intercept term depends on the choice of estimation method, provided the latter is well-behaved. However, under weaker conditions on the error terms, interpretation of the estimated coefficients depends crucially on the method used. If, conditional on the regressors, the dependent variable is symmetrically distributed about a linear function of xi, this function is a "natural" estimand, and estimation methods based on minimization of symmetric empirical loss functions should consistently estimate its coefficients; however, if the conditional distribution of yi given xi is both heteroskedastic and asymmetric, different loss functions correspond to fundamentally different estimands. In this setting, "choice" of estimator amounts to choice of estimand, and relative efficiency of estimation is a much less compelling consideration (although, as Bickel and concerning the general efficacy of the procedures considered. Proofs of the main theorems are given in a technical appendix.
DEFINITION OF THE ASYMMETRIC LEAST SQUARES ESTIMATORS
The observable data {(Yi, x'), i = 1,..., n} are assumed to be generated by the linear model (2.1) yi = xi, + ui, where {x,} is a sequence of regression vectors of dimension p with first component xi = 1, /o is a conformable vector of unknown parameters, and {ui, is a sequence of scalar error terms.
The regression quantile (RQ) estimators, proposed by Koenker and Bassett (1978) where ej denotes the jth unit vector and 71(0) F-'(0), the quantile function for the error term ui. Under heteroskedasticity the probability limits for the slope coefficients will in general also vary with 0, with differences depending on the joint distribution of ui and xi. The regression quantile estimators are thus a class of empirical "location" measures for the dependent variable whose sampling behavior involves the true regression coefficients and the stochastic behavior of the error terms. To obtain a similar class of location measures that are more convenient than regression quantiles we consider replacing the "check function" criterion of (2.3) with the following "asymmetric least squares" loss function: By comparing this equation to the analogous relation for quantiles, 0/(1 -6) F(,q(0))1(1 -F(q(O))), it is easy to see that expectiles are determined by tail expectations in the same way that quantiles are determined by the distribution function. 3Alternative terminology for A (r) has been suggested, including "gravile," "heftile," and "loadile" (by A. Goldberger, motivated by the interpretation of expectation as a center of gravity), as well as "projectile" (by G. Chamberlain, motivated by the fact that /,4r) solves a least squares problem).
Property (iii) states that, like the rth quantile, the rth expectile is location and scale equivariant. Most important, (ii) and (iv) together imply that the function ,u(r) characterizes the distribution of Y. The range of ,u(r) is IF by (ii), and for any y in IF equation (2.8) gives an expression for F(y) in terms of ,u(r) and its derivative.
We see from Theorem 1 that expectiles have properties that are similar to quantiles. It might also be useful to have some idea of how expectiles behave for some common distributions. In Figure 1 we plot the quantile and the expectile functions for the standard normal distribution. We see that the expectile function has a smaller slope than the quantile function near r =.5 and a larger slope than the quantile function near r = 0 or r = 1. The expectile function for the uniform distribution on the unit interval, which can be shown to be (,r) = [r-A/r(1 -r)]/[(2r-1) by using equation (2.7), also exhibits similar behavior.
In the regression case the vector ,l(r) that minimizes R(f3, r) E[pT(Yi -x'/) -pT(yi)], which is a population version of R,(,B. r), will be determined by the conditional distribution of yi given xi. The first order conditions for this minimization problem can be shown to imply that 8(r) is a solution of the equation 
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discussion it can be shown that ,u(r, xi) characterizes the conditional distribution of yi given xi, although the linear approximation x',f3(r) need not. In some cases x'fl(r) has a simple relationship to u(r, xi), and this relationship can provide useful information about the conditional distribution of yi. If ui is independent of xi in equation (2.1), so that only the location of yi depends on xi, then by property (iii) we have (r, xi) =xf600+,u(r), where pu(r) is the rth expectile of ui. Since the conditional rth expectile is linear in this case, it follows that (2.10) ,3(T) =,830+A(T)e1, ej (1,0,..., 0)', so that changing r only changes the intercept term in /3(r).
When the scale of yi also depends linearly on xi, say ui = (x>yo)ri and ri and xi independent, then /i(r, xi) = x',f0 + ,u(r)x'yo = x'[,80 + ,u (r)yo], where /.L(r) is the rth expectile of Ei. It follows that (2.11) /( ) =3 o+A (0)0yo-When the scale of yi varies with xi, so that heteroskedasticity is present in the regression equation, it follows from equation (2.11) that the slope coefficients in ,/3(r) also vary with r. As with regression quantiles, heteroskedasticity can be detected by checking whether or not the slope coefficients in a set of ALS estimators vary with T. Note that this specification does not restrict the way in which the exogenous variables affect the scale, except that functions of the exogenous variables must enter linearly. We can always redefine the original regression vector to include, say, nonlinear functions of a set of "original" regressors. Asymmetric least squares coefficients also provide information about symmetry of the conditional distribution of yi given xi. Symmetry is an important property of the conditional distribution of yi because, in the absence of symmetry or homoskedasticity, conclusions about how the location of the distribution of y, varies with xi may depend on the choice of a location measure (e.g. mean versus median). Also, it is possible to obtain efficient adaptive estimators of f80 if symmetry holds (Manski (1984) , Newey (1986) Furthermore, and perhaps more importantly, consistent estimation of the joint asymptotic covariance matrix of several ALS estimators does not require estimation of the density function of the error terms, as discussed below. Unlike regression quantiles, the estimated covariance matrix will involve no "smoothing" of the empirical distribution or quantile function of the estimated residuals. These convenient properties of asymmetric least squares, along with its relatively favorable performance in the efficiency comparisons of Section 4, suggest that asymmetric least squares merits consideration for use in practice. The disadvantage of asymmetric least squares relative to regression quantiles is that expectiles may be more difficult to interpret than quantiles. This should not be considered to be a serious disadvantage however, since one can obtain a rough idea concerning the location of a particular ALS estimator ,X3(r) in the conditional distribution of yi given xi by calculating the proportion of observations for which yi <xfiB(r). In the case where xi is independent of ui this proportion will be a consistent estimator of F(t(r)), where F(u) is the c.d.f. of ui and (,r) is the rth expectile of ui.
LARGE SAMPLE PROPERTIES OF ASYMMETRIC LEAST SQUARES ESTIMATORS
The asymptotic theory for the asymmetric least squares estimators and test statistics will be developed under the following assumptions. Let I denote the Lebesgue measure on the real line and let z -(y, x'), where x is a p x 1 vector. Assumption 1 specifies that the data are i.i.d. We make the identically distributed assumption for ease of interpretation of ,8(r), since without this assumption the /3(r) that minimizes R(,/, r) would depend on i. It should also be noted that without identically distributed observations the estimator of the asymptotic covariance matrix of /3(r) given below need not be consistent (see White (1983) ). Of course, the i.i.d. assumption does not restrict the way that the conditional distribution of yi depends on xi, so that, for example, conditional heteroskedasticity is allowed.
Assumption 1 also specifies that the data are generated by a sequence of local alternatives to f(y I x, yo)g(x). We make this assumption in order to discuss the asymptotic efficiency of various test statistics based on ALS estimators. Of course, the case where the data are generated by a fixed distribution is included as a special case when 8=0.
Assumption 3 requires that slightly higher than fourth moments of yi and xi are bounded uniformly in y. To compare the local power of asymmetric least squares tests of homoskedasticity and symmetry with other tests we need to be more specific about the form of the data generating process. We will restrict attention to local heteroskedasticity and asymmetry that is linear in xi. This assumption specifies that the data is generated by a sequence of local alternatives to a model with i.i.d., symmetric disturbances. If 8h $ 0 and &s = 0, then we have the local heteroskedastic alternative considered by Koenker and Bassett (1982) . If Sh = 0 and Ss 0, then we have a nonsymmetry alternative like that considered by Antille, Kersting, and Zucchini (1982) and Boos (1982) , where the effect of xi on the distribution of yi is confined to the upper half of the distribution of ui.
In order to guarantee that the regularity conditions given above are satisfied for the particular data generating process in Assumption 5, it is useful to make the following assumption. The assumption that xi has compact support is difficult to dispense with in the presence of linear heteroskedasticity. The local power of asymmetric least squares tests can be compared with that of other tests that have the same degrees of freedom by comparing the respective noncentrality parameters. For the local power comparisons to be considered in the next section it will be useful to have available expressions for the noncentrality parameter of the asymmetric least squares test of homoskedasticity in the absence of local asymmetry and that of the symmetry test in the absence of the local heteroskedasticity. The following result gives these expressions. 
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The noncentrality parameter for the asymmetric least squares test of homoskedasticity under a heteroskedastic alternative that is given in Corollary 1 has a similar form to the noncentrality parameter for the regression quantiles test of homoskedasticity. The matrix I is the covariance matrix for a vector of weighted mean estimators. Also, as shown by Koenker and Bassett (1982) 
ASYMPTOTIC RELATIVE EFFICIENCIES OF ALTERNATIVE TESTS
In the two subsections below, the efficiencies of tests based on the asymmetric least squares estimators relative to other tests of heteroskedasticity and asymmetry are calculated for the class of contaminated Gaussian error distributions. Section 4.1 compares the ALS test for heteroskedasticity to tests which use the absolute or squared residuals of a preliminary fit of (2.1), and to the regression quantile test of heteroskedasticity. In this context, Koenker and Bassett's (1982) original calculations concerning the latter two tests are revised; due to an algebraic error (described below), their Figures 1 and 2 give a misleading depiction of the relative performance of the tests for this class of error distributions. Section 4.2 discusses how odd functions of residuals can be used to construct tests of symmetry, and compares the performance of such tests to the corresponding tests using asymmetric least squares and regression quantile estimators. A surprising finding is that the ALS test of heteroskedasticity performs virtually identically to Glejser's (1969) absolute residual regression test in terms of local power; another surprising result is that the ALS test for symmetry behaves much like a test based on a comparison of least squares (mean) and least absolute deviations (median) regression coefficients. A general conclusion is that the ALS tests dominate the corresponding RQ tests over a range of error distributions which does not depend on whether homoskedasticity or conditional symmetry is being tested.
Tests of Homoskedasticity
Here we investigate the local power of tests for heteroskedasticity, assuming conditional symmetry, i. Table I and Table III below (which contains the corresponding optimal weights for tests of conditional symmetry) suggests 0 = .87 and r = .54 are reasonable choices for the respective weights, so these average values were used in this and the following subsection.
It is important to note that the value of the noncentrality parameter is usually quite insensitive to moderate perturbation of the weights from their optimal values. For example, for the regression quantiles test, when a = .05 and a-= 5, use of 0 =.87 rather than the optimal 0= .89 results in an efficiency loss of only two per cent (although for a =0, the efficiency loss rises to 10 per cent, with optimal 0=.93). Table II gives the AREs of the regression quantile, asymmetric least squares, and absolute residual regression tests, all relative to the squared residual regression test. One striking feature of this table is the nearly identical performance of the absolute residual regression test and the asymmetric least squares test. While it is not surprising that these two tests should have qualitatively similar performance (since their respective K functions are both determined by the efficiency with which the first moment of the residuals can be estimated), the fact that the ARE of the asymmetric least squares test never differs from the ARE of the absolute residual regression test by more than one per cent was unexpected. Of course, Table I suggests that for most (but not all) of the distributions considered here, the highest possible efficiency of the expectile-based test is attained by the absolute residual regression test. Table II shows that both the asymmetric least squares and absolute residual regression tests are more efficient than the squared residual regression test except when a and o-are large (or when a =0, in which case the squared residual regression test is locally most powerful). The ARE of the asymmetric least squares test is small for o-= 2, but increases substantially as o-increases.
Another interesting feature of Table II 
Tests of Conditional Symmetry
Turning now to the null hypothesis of conditional symmetry of the distribution of ui about zero, we consider for simplicity only the case with 8s $ 0 but 5h = 0 (that is, the potential heteroskedasticity is confined to the "positive half" of the error distribution). Again, we restrict attention to the family of contaminated Gaussian distributions given in (4.1) above, and evaluate the relative local powers of the tests for the same range of a and oa.
Using the result of Theorem 2, a test of conditional symmetry using asymmetric least squares (or regression quantile) estimators can be based on the "symmetric Table III gives results analogous to those in Table I Table I,  values of r for the ALS test in Table III tend to be somewhat closer to 2, and values of 0 for the RQ test tend to be slightly closer to 1, but the differences are Tables I  and III, as discussed above. In the previous subsection, the ALS and RQ tests of homoskedasticity were compared to tests based on a regression of an even function l(ui) of preliminary least squares residuals on the regressors. Similar tests of conditional symmetry can be constructed by regressing odd functions of residuals-that is, functions of the form l(ui ) sgn (ui), where l( ) is an even function as above-on xi. However, unlike the "residual regression" tests for heteroskedasticity, the distribution theory for such tests for asymmetry depends on the method of estimation in the "firststage" regression. For example, taking I(A) = | A I, regression of l(ui) sgn (ui) -= i on xi cannot detect conditional asymmetry, since the least squares residuals are orthogonal to the regressors by construction. Nevertheless, for other odd functions of the least squares residuals "residual regression" test statistics for asymmetry can be constructed, which have limiting noncentral chi-square distributions under the sequence of local alternatives. Letting ifl denote the second-stage coefficient estimates of l(ui) sgn (ui) on xi, it can be shown that Il will satisfy the "asymptotic linearity" relationship Though the R2 from the second-stage regression is not asymptotically chi-squared (the denominator overestimates the variability of iqSR under the null and local alternative hypotheses), a Wald test of 8s =0 (or TS =0, as discussed above) can be constructed in a straightforward fashion using qfSR. For this test, the scalar K R governing the local power is given explicitly as for the contaminated Gaussian family, where mj is defined in (4.13) above. Table IV gives the relative efficiencies of the regression quantile, asymmetric least squares, and "median versus mean" tests of conditional symmetry of the error distribution, all relative to the "signed squared residual" test, for the same range of error distributions investigated in Table II. In comparison with Table  II , it is clear that the performance of the residual regression test of asymmetry is inferior to its heteroskedasticity counterpart; it only dominates the ALS test in the two extreme cases (a = 0 and a = .5, a-= 5), and then by very little. The relative performance of the RQ test is also improved relative to the SRR test. For tests of symmetry, it appears that the dependence of residual regression tests on the asymptotic distribution of the first-stage estimator makes such tests much less attractive, particularly to the extent that the loss function l(-) is well approximated by an absolute value function.
Comparison of the ALS to the RQ test of symmetry reveals the same pattern of relative performance as for the respective tests of homoskedasticity. This similarity can be more easily seen in Table V ,which gives the relative efficiency of the ALS to the RQ test directly for tests of both hypotheses. This table shows that, overall, the relative performance of the tests depends only on the nature of the underlying error distribution, and not on the particular null hypothesis (homoskedasticity or conditional symmetry) of interest. The general conclusions of Section 4.2-that the ALS test is preferred except for distributions with small probabilities of large contamination-thus applies in this circumstance.
The most striking feature of Table IV is the similarity of the last two columns, which correspond to the ALS and "median versus mean" tests. While the "median versus mean" test is typically more efficient than the ALS test, the magnitude of this difference is no more than five per cent throughout. As in the previous section, this result suggests that the local power of these tests is governed by the precision 
