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THE RIEMANNIAN PENROSE INEQUALITY FOR ASYMPTOTICALLY
FLAT MANIFOLDS WITH NON-COMPACT BOUNDARY
THOMAS KOERBER
Abstract. In this article, we prove the Riemannian Penrose inequality for asymptotically flat
manifolds with non-compact boundary whose asymptotic region is modelled on a half-space.
Such spaces were initially considered by Almaraz, Barbosa and de Lima in 2014. In order to
prove the inequality, we develop a new approximation scheme for the weak free boundary inverse
mean curvature flow, introduced by Marquardt in 2012, and establish the monotonicity of a free
boundary version of the Hawking mass. Our result also implies a non-optimal Penrose inequality
for asymptotically flat support surfaces in R3 and thus sheds some light on a conjecture made
by Huisken.
1. Introduction
Let (M, g) be a complete, non-compact Riemannian three-manifold without boundary. We say
that (M, g) is asymptotically flat if there exists a compact set Ω ⊂M such that every component
Mˆ of M −Ω is diffeomorphic to R3−B31(0), if the metric expressed in terms of this chart satisfies
|gij(x) − geij |+ |x||∂lgij(x)| ≤ c|x|−1 (1)
and if the following lower bound for the Ricci-curvature holds
Rc ≥ −c|x|−2g. (2)
Here, c > 0 is a positive constant, x the position vector field of R3 and ge the Euclidean back-
ground metric. We call Mˆ an end of M . Asymptotically flat manifolds play an important part in
general relativity as they arise as time-symmetric initial data sets for solutions of the Einstein field
equations, see for instance [CGP10]. If the scalar curvature is integrable in M , it is well-known
that each end Mˆ possesses a global geometric invariant called the ADM-mass and defined by
mADM := lim
r→∞
1
16π
∫
S3r(0)
(∂jgij − ∂igjj) xi|x|dvole,
see [ADM61, Bar86]. The physically natural condition of non-negative energy density translates
into (M, g) having non-negative scalar curvature Sc, a condition known as the dominant energy
condition. A classical rigidity result, proven by Schoen and Yau using minimal surface techniques
and known as the positive mass theorem, see [SY79], states that the ADM-mass of each end is
non-negative provided the dominant energy condition Sc ≥ 0 holds and that equality holds if
and only if (M, g) is isometric to the flat Euclidean space. For one, this result can be seen as a
rigidity result in the theory of manifolds with non-negative scalar curvature. On the other hand,
it establishes a connection between the global mass of a space-like slice and its local geometry.
Using a beautiful argument based on classical results in gravitational physics, Penrose conjectured
that in certain cases a stronger, quantitative version of the positive mass theorem should hold, see
[Pen73, Pen82]. This conjecture which is now known as the Riemannian Penrose inequality was
subsequently proven by Huisken and Ilmanen in a seminal paper, see [HI01]. In order to state the
result, we define a non-compact subset M ′ ⊂ M to be an exterior region if M ′ is non-compact
and connected, ∂M ′ consists of compact minimal surfaces and if M ′ contains no other minimal
surfaces.
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Theorem 1.1. Let (M, g) be a complete asymptotically flat Riemannian three-manifold with non-
negative scalar curvature and M ′ ⊂M be an exterior region with ADM-mass mADM . Then
mADM ≥
√
|Σ|
16π
, (3)
where Σ ⊂ ∂M ′ is any connected component of ∂M . Equality holds if and only if (M ′, g) is one
half of the spatial Schwarzschild manifold.
In order to prove the theorem, Huisken and Ilmanen used the so-called weak inverse mean
curvature flow starting at Σ to sweep out the exterior region. They showed that the so-called
Hawking mass is monotonous along this flow, initially equal to the right-hand side of (3) and
asymptotic to mADM . We will discuss the proof in more detail later on. We also remark that a
stronger version, where Σ is replaced by ∂M ′ in (3), was later on shown by Bray in [Bra01].
Naturally, one may ask if quantities such as the ADM-mass can also be defined for complete
Riemannian three-manifolds (M, g) with a non-compact boundary ∂M and if appropriate versions
of the positive mass theorem and the Penrose inequality remain true provided suitable conditions
hold. To this end, we say that (M, g) is an asymptotically flat half-space, possibly with multiple
ends, if there exists a compact set Ω ⊂M such that any component Mˆ ofM \Ω is diffeomorphic to
R3+\B31(0) and if the diffeomorphism can be chosen in a way such that (1) and (2) are satisfied. Here,
R3+ denotes the upper half-space {x ∈ R3|x3 ≥ 0}. In order to proceed, let us fix some terminology.
Given a set U ⊂ M , we call ∂˜U := ∂U \ ∂M the interior boundary of U and ∂ˆU = ∂U ∩ ∂M the
exterior boundary of U . Moreover, we say that a compact and connected hypersurface Σ is a free
boundary surface if ∂Σ 6= ∅, Σ ∩ ∂M = ∂Σ and if Σ meets ∂M orthogonally. Contrary, we say
that Σ is closed if it is compact and connected, has no boundary and does not touch ∂M . As
before, a non-compact, connected subset M ′ ⊂ M is called an exterior region if ∂˜M ′ consists of
closed and free boundary minimal surfaces and if M ′ contains no other closed or free boundary
minimal surfaces. In [ABLdL16], Almaraz, Barbosa and de Lima studied such asymptotically flat
half-spaces, calling them asymptotically flat manifolds with non-compact boundary, and discovered
a mass type quantity, again called the ADM-mass, which can be assigned to each end Mˆ and is
given by
m˜ADM := lim
r→∞
1
16π
(∫
S3r(0)∩R
3
+
(∂jgij − ∂igjj) xi|x|dvole +
∫
∂D2r(0)×{0}
gi3
xi
|x|dvole
)
.
They showed that m˜ADM is a well-defined geometric invariant if the scalar curvature Sc and
the mean curvature H∂M of ∂M are integrable. Moreover, they proved the positive mass type
rigidity statement m˜ADM ≥ 0 provided the dominant energy condition Sc, H∂M ≥ 0 holds with
equality if and only if (M, g) is the flat Euclidean half-space. For a more precise statement, we
refer to Section 2. At this point, it is natural to expect that a suitable version of the Penrose
inequality holds for asymptotically flat half-spaces, too. In [BM18], Barbosa and Meira verified
the Riemannian Penrose inequality for asymptotically flat half-spaces if the exterior regionM ′ can
be written as a certain graph over R3+. On the other hand, in [Mar17], Marquardt studied the
so-called weak free boundary inverse mean curvature flow supported on certain convex graphs and
discovered a monotonous quantity in case the flow remains smooth. In this article, we extend the
theory of the weak free boundary inverse mean curvature flow and show the following Penrose-type
inequality for asymptotically flat half-spaces.
Theorem 1.2. Let (M, g) be an asymptotically flat half-space satisfying (10), (11) as well as the
dominant energy condition Sc, H∂M ≥ 0. Let M ′ ⊂ M be an exterior region with ADM-mass
m˜ADM and suppose that Σ is a connected free boundary component of ∂˜M
′. Then there holds
m˜ADM ≥
√
|Σ|
32π
with equality if and only if (M ′, g) is one-half of the spatial Schwarzschild manifold with a totally
geodesic plane containing the origin removed.
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Of course, it would be interesting to know if the inequality also holds for a closed component
or even the full interior boundary ∂˜M ′. Unfortunately, we will see in Section 3 that there does
not seem to be a reasonable monotonous quantity along the weak free boundary inverse mean
curvature starting at a closed surface.
Before we describe the proof of Theorem 1.2, we discuss another application of our result. In his
PhD-thesis [Vol15], Volkmann studied so-called asymptotically flat support surfaces S ⊂ R3 and
defined an exterior mass mext associated to each end of S. Assuming the dominant energy type
condition HS ≥ 0 he then proceeded to prove non-negativity of mext with equality if and only
if S is a flat plane, see Section 2 for more details. It was subsequently conjectured by Huisken
that an appropriate version of the Penrose inequality holds for such surfaces S, too. To this end,
we say that S′ ⊂ S is an exterior surface if S′ is non-compact and connected, if there is a free
boundary minimal surface Σ ⊂ R3 with respect to S such that ∂Σ = ∂S′ and if there are no other
free boundary minimal surfaces with respect to S′. The following conjecture is taken from [Vol15].
Conjecture 1.3. Let S be an asymptotically flat support surface with HS ≥ 0 and S′ ⊂ S be an
exterior surface with free boundary minimal surface Σ and exterior mass mext. If Σ is connected,
there holds
mext ≥
√
|Σ|
π
(4)
with equality if and only if S′ a half-catenoid and Σ the free boundary disc contained in the symmetry
plane of the catenoid.
It is natural to expect the catenoid to occur in the rigidity case as it is a minimal surface which
exhibits a symmetry similar to the one of the spatial Schwarzschild space. Moreover, using a
divergence structure of the exterior mass, Volkmann was able to verify this conjecture for certain
graphical surfaces. Using the weak free boundary inverse mean curvature flow, we can show a
weaker inequality which we do not expect to be optimal. Namely, we will show that an exterior
surface S can be realised as the exterior boundary of an exterior region of an asymptotically flat
half-space M such that mext = 4mADM , see Lemma 2.1. Combining this with Theorem 1.2 yields
the following.
Corollary 1.4. Let S be an asymptotically flat support surface with HS ≥ 0 and S′ ⊂ S an
exterior surface with free boundary minimal surface Σ and exterior mass mext. If Σ is connected,
there holds
mext ≥
√
|Σ|
2π
.
The previous corollary suggests that the free boundary inverse mean curvature flow cannot be
used to prove (4). In fact, the inverse mean curvature flow with free boundary seems to behave in
a rather erratic way in the absence of ambient curvature as we will see in Section 3. Proving or
disproving (4) thus remains an open problem.
We now describe the proof of Theorem 1.2. To this end, we first provide a quick summary of the
weak inverse mean curvature flow and its application to the Riemannian Penrose inequality for
asymptotically flat manifolds without boundary. Let (M, g) be a complete Riemannian manifold
without boundary. We say that a smooth family of surfaces x : Σt →֒ M evolves by the inverse
mean curvature flow if the following evolution equation holds
dx
dt
=
ν
H
, (5)
where H and ν are the mean curvature and the outward normal of Σt, respectively. The in-
verse mean curvature flow was originally considered by Geroch in [Ger73b], see also [JW77], who
discovered that the quasi-local Hawking mass given by
mH(Σ) :=
|Σ| 12
(16π)
3
2
(
16π −
∫
Σ
H2dvol
)
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is non-decreasing along the flow of a smooth and connected surface Σt in a manifold with non-
negative scalar curvature. Of course, the Hawking mass is equal to the right-hand side of (3) if
Σ is a minimal surface. Another remarkable property of the inverse mean curvature flow is the
exponential growth of the area and the fact that the surfaces Σt become more and more round
while sweeping out the ambient space. In fact, one can show that mH(Σt) → mADM if the flow
exists for all times which suggests the obvious strategy to evolve Σ in Theorem 1.1 by the inverse
mean curvature flow in order to prove (3). Although some global existence results for the inverse
mean curvature flow were subsequently proven, see [Hui88, Urb90, Ger90], it is well-known that the
flow generally develops singularities and cannot be continued past the singular time. In order to
overcome these difficulties, Huisken and Ilmanen introduced the concept of a weak solution where
the leaves of the flow are given by the level sets of a function u ∈ C0,1loc (M) satisfying a certain
variational principle. If the flow is smooth, u satisfies the following quasi-linear degenerate elliptic
partial differential equation
div
( ∇u
|∇u|
)
= |∇u|. (6)
Here, the bar indicates that the respective geometric quantity is taken with respect to the ambient
metric g. In order to construct a weak solution, Huisken and Ilmanen used a so-called elliptic
regularization scheme, proved the existence of a smooth solution of
div
( ∇uǫ√
|∇uǫ|2 + ǫ2
)
=
√
|∇uǫ|2 + ǫ2 (7)
with ǫ > 0 and obtained the weak solution u in the limit. Equation (7) has a natural interpretation
as the level set formulation of a translating solution of the smooth inverse mean curvature flow on
a cylinderM×R for which the evolution of the Hawking mass can be computed explicitly. Huisken
and Ilmanen were able to obtain Geroch’s monotonicity in the limit and subsequently established
(3). We also remark that there have been many other beautiful applications of the inverse mean
curvature flow, see for instance [Wei18, Per11, LS17].
In order to prove the Riemannian Penrose inequality for asymptotically flat half-spaces (M, g),
that is, Theorem 1.2, it is natural to adapt the strategy in [HI01] by considering the free boundary
inverse mean curvature flow. This flow is given by a smooth family of free boundary surfaces Σt
which again evolve by (5) and it also enjoys many desirable properties such as the exponential area
growth. Moreover, a calculation by Marquardt, see [Mar17], shows that the modified Hawking
mass given by
m˜H(Σ) :=
(2|Σ|) 12
(16π)
3
2
(
8π −
∫
Σ
H2dvol
)
is non-decreasing along a smooth flow of a connected free boundary surface provided the dominant
energy condition Sc ≥ 0 and H∂M ≥ 0 holds. Unfortunately, the free boundary condition seems to
lead to even more singularities. In [LS16], Lambert and Scheuer give an example of a rotationally
symmetric, strictly convex free boundary surface supported on a compact ellipsoid which develops
a finite-time singularity without approaching a minimal surface. In Section 3, we provide an
example of a rotationally symmetric, strictly convex free boundary disc supported on the non-
compact catenoid which also develops a finite-time singularity. Furthermore, in [Mar17] Marquardt
developed the theory of the weak free boundary inverse mean curvature flow but was only able
to establish the existence of weak solutions for subsets of Rn whose boundary is a convex graph
over Rn−1 where n ≥ 3. This difficulty is caused by the presence of the source term on the right-
hand side of (7) which makes it almost impossible to construct suitable subsolutions respecting
the boundary condition without making very specific geometric assumptions. In order to overcome
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these difficulties, we drop the inconvenient source term and consider the modified equation
div
( |∇uǫ|√
|∇uǫ|2 + ǫ2
)
= |∇uǫ|. (8)
We are then able to establish the existence of a weak solution in a very general setting and we
can even allow the initial surface to be closed. The price which we have to pay for this analytic
convenience is a slightly less regular solution and less geometric interpretability. In fact, we will
see that the modified approximate solution can now be interpreted as a translating solution of the
degenerate parabolic equation
dx
dt
=
ν√
ǫ2 +H2
. (9)
and neither the modified Hawking mass m˜H nor the area functional evolve in a desirable way
under this flow. However, we discover a useful approximate growth inequality for the approximate
Willmore energy
1
4
∫
Σ
(H
√
ǫ2 +H2 + ǫ2 log(
√
ǫ2 +H2 +H)− ǫ2 log(ǫ))dvol.
The convergence to the weak solution is strong enough such that we can pass this approximate
inequality to the limit and, combining it with the exponential area growth of the weak solution,
obtain the monotonicity of the modified Hawking mass m˜H for the weak solution. Following the
ideas of Huisken and Ilmanen, we are then able to use a weak blowdown argument to establish
that m˜H(Σt)→ mADM as t→∞ which completes the proof of Theorem 1.2.
The rest of this article is organized as follows. In Section 2, we recall some facts about asymptoti-
cally flat half-spaces and asymptotically flat support surfaces in dimension three and show that the
region bounded by an asymptotically flat support surface is an asymptotically flat half-space. We
also study the topology of exterior regions. In Section 3, we introduce the free boundary inverse
mean curvature flow, give an example of a finite-time singularity and explain the definitions of
the weak free boundary inverse mean curvature flow given in [Mar17, HI01]. We also recall some
useful properties of the flow. In Section 4, we prove a-priori estimates for solutions of (8) and pass
these solutions to the limit to obtain a weak solution. In Section 5, we prove a growth inequality
for the approximate Willmore energy in the smooth setting and obtain the monotonicity of the
modified Hawking mass in the limit using ideas from [HI01]. Finally, in Section 6, we study the
asymptotic behaviour of the flow and prove that the leaves become close to a large hemisphere in
C1,α. In particular, we will see that the modified Hawking mass approaches the ADM-mass. We
then proceed to prove the main results and the rigidity statement.
Acknowledgements. The author would like to thank his PhD supervisor Guofang Wang for sug-
gesting the problem and for many helpful discussions. He also would like to thank Julian Scheuer
and Ben Lambert for their interest in this work.
2. Asymptotically flat half-spaces and asymptotically flat support surfaces
In this section, we give a precise definition of asymptotically flat half-spaces and asymptotically
flat support surfaces. We also recall the definitions for the ADM-mass, the extrinsic mass and the
modified Hawking mass. We then proceed to show that every asymptotically flat support surface
can be identified with an asymptotically flat half-space and we also prove that an exterior region is
diffeomorphic to a half-space with finitely many solid free boundary discs and finitely many solid
closed spheres removed. For the rest of this article, let us recall that given a Riemannian manifold
(M, g) with boundary ∂M and a subset U ⊂M , we call ∂˜U := ∂U \ ∂M the interior boundary of
U and ∂ˆU := ∂U ∩ ∂M the exterior boundary of U . Given a connected and compact hypersurface
Σ ⊂ M , we say that Σ is a free boundary surface (with respect to ∂M) if ∂Σ 6= ∅ and if Σ meets
∂M along its boundary at a contact angle of π/2. If ∂Σ = ∅ and Σ ∩ ∂M = ∅, we say that Σ is
closed.
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2.1. Asymptotically flat half-spaces. Let (M, g) be a three dimensional, complete Riemannian
manifold with non-compact boundary ∂M . We say that (M, g) is an asymptotically flat half-space
if there exists a compact set Ω ⊂M such that every component Mˆ of M −Ω, which we call an end
of M , is diffeomorphic to R3+ −B31(0) and if the metric expressed in terms of this chart satisfies1
|gij(x) − geij |+ |x||∂lgij(x)| ≤ c|x|−1 (10)
as well as
Rc ≥ −c|x|−2. (11)
Let Sc be the scalar curvature of (M, g) andH∂M be the mean curvature of ∂M . If Sc ∈ L1(M) and
H∂M ∈ L1(∂M), then each end Mˆ possesses a global non-negative invariant called the ADM-mass
and defined by
mADM := lim
r→∞
1
16π
(∫
S3r(0)∩R
3
+
(∂jgij − ∂igjj) xi|x|dvole +
∫
∂D2r(0)×{0}
gi3
xi
|x|dvole
)
. (12)
Here, x denotes the position vector field of R3 and the subscript e indicates that the geometric
quantity is computed with respect to the Euclidean background metric ge. Contrary to the intro-
duction, we will not indicate quantities related to an ambient manifold with non-empty boundary
by a tilde. If the dominant energy condition Sc, H∂M ≥ 0 holds, then mADM ≥ 0 and if equality
holds for one end then (M, g) is isometric to the flat half-space R3+. We refer to [ABLdL16] for
more details on asymptotically flat half-spaces and a derivation of the dominant energy condition
from the Einstein-Hilbert action. An alternative proof of the fact mADM ≥ 0 is also given in
[Cha18] using free boundary minimal surface techniques.
A special family of asymptotically flat half-spaces is given by the Schwarzschild spaces with a
totally geodesic plane through the origin removed of mass mADM > 0. They are defined by
(MS , gS) := (R
3
+, φ
4ge) where φ(x) = 1+(|x|mADM )−1. (MS , gS) has two ends and one may check
that the scalar curvature vanishes, that the ADM-mass of each end is in fact mADM and that
(MS , gS) exhibits a Z2−symmetry given by a spherical inversion with respect to the free boundary
minimal disk S2mADM (0) ∩ R3+. Using a calibration argument, it can also be checked that this free
boundary minimal disc is area minimizing and in fact the only free boundary minimal disc in
(MS , gS).
We say that M ′ ⊂ M is an exterior region if M ′ is non-compact and connected, ∂˜M ′ consists
of closed and free boundary minimal surfaces and if there are no other closed or free boundary
minimal surfaces in M ′. {x ∈ MS ||x| ≥ mADM} is therefore an example of an exterior region.
Finally, given a hypersurface Σ ⊂M , we denote the modified (free boundary) Hawking mass by
mH(Σ) :=
(2|Σ|) 12
(16π)
3
2
(
8π −
∫
Σ
H2dvol
)
(13)
and the (closed) Hawking mass by
mˆH(Σ) :=
|Σ| 12
(16π)
3
2
(
16π −
∫
Σ
H2dvol
)
.
We emphasize that this notation differs from the one used in the introduction as we will mostly be
concerned with the modified Hawking mass in the rest of this article. Finally, we agree that ∂M
is oriented by the outward unit normal µ. If Σ˜ is a free boundary surface with respect to M , then
its outward co-normal coincides with µ and we will use the notation µ in both contexts.
1Asymptotically flat half-spaces can also be defined with different decay rates, where for instance the right-hand
side of (10) is replaced by c|x|−β for some 1/2 < β ≤ 1, see [ABLdL16]. However, we will only consider the case
β = 1.
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2.2. Asymptotically flat support surfaces. The second class of spaces which we will consider
was introduced by Volkmann in [Vol15]. He defined so-called asymptotically flat support surfaces
of R3 as follows. Let S ⊂ R3 be a complete, connected, two-sided, non-compact smooth surface
oriented by the normal µ. We say that S is an asymptotically flat support surface, if there exists
a compact set Ω ⊂ R3 such that every component Sˆ of S − Ω, called an end of S, can, after a
rotation, be written as the graph of a function ψ ∈ C2(R2 \D2R0(0)) satisfying2
|x||∇eψ(x)| + |x|2|∇2eψ(x)| ≤ c (14)
for some constant c and some radius R0 > 0. As before, each end can be assigned an invariant
number called the exterior mass and defined by
mext := lim
r→∞
1
2π
∫
∂D2r(0)
xi
|x|
∂ψ
∂xi
dvole.
If HS ∈ L1(S), where HS denotes the mean curvature of S, then it can be shown that the
exterior mass is well-defined. Moreover, Volkmann showed that the dominant energy condition
HS ≥ 0 implies that mext ≥ 0 with equality if and only if Σ is a flat plane. This result is
very reminiscent of the positive mass theorems for asymptotically flat manifolds and half-spaces.
Moreover, Volkmann proved many interesting properties of asymptotically flat support surfaces
such as a rigidity statement for the existence of non-compact, properly embedded free boundary
minimal surfaces with respect to S which is very similar to a result obtained by Carlotto in the
context of asymptotically flat manifolds, see [Car16].
A special family of asymptotically flat support surfaces is given by the catenoids with massmext > 0
defined to be SC := {(x1, x2,± arcosh(
√
m−2ext(x
2
1 + x
2)))|x21 + x22 ≥ m2ext}. Such a catenoid is
rotationally symmetric, has two planar ends, exhibits a Z2 symmetry given by the reflection across
the plane {x3 = 0} and the exterior mass of each end is given by mext. Moreover, it bounds
the free boundary minimal disc D2mext(0) × {0}. These properties are very reminiscent of the
spatial Schwarzschild manifold with a geodesic plane through the origin removed and provide more
justification for the special part which the catenoid plays in Huisken’s Conjecture 1.3. As before, we
say that a connected, non-compact subset S′ ⊂ S is an exterior surface if there is a free boundary
minimal surface Σ ⊂ R3 with respect to S such that ∂Σ = ∂S′ and if there are no other free
boundary minimal surfaces with respect to S′. An example of an exterior surface is therefore the
intersection of the catenoid SC with the upper half-space.
Let us recall that the normal of S is given by µ and we call this direction outward. Since S is
orientable, it follows that R3 \ S consists of two components and we denote the one µ is pointing
out of by MS. As had been mentioned earlier, we are able to show that the manifold (MS , ge)
is an asymptotically flat half-space and that the exterior mass is equal to the ADM-mass up to a
multiplicative factor.
Lemma 2.1. Let S be an asymptotically flat support surface. Then (MS , ge) is an asymptotically
flat half-space. The extrinsic mass mext is well-defined if and only if mADM is well-defined and
there holds mext = 4mADM . Moreover, if S
′ is an exterior surface, then there is an exterior region
M ′ such that S′ = ∂ˆM ′.
Proof. The main difficulty is to construct a chart which becomes asymptotically Euclidean in every
direction and allows us to easily compute the ADM-mass. We may pick R0 > 0 such that for every
component Sˆ of S \ B3R0(0) there exists a function ψ defined on R2 \ D2R0(0) such that after a
rotation Sˆ is given by the graph of ψ. Moreover, we may assume that the outward normal µ
satisfies µ · e3 < 0, where {e1, e2, e3} denote the canonical basis vectors of R3. Let r be the radial
function of R3 and rˆ the radial function of R2. By assumption, there holds
rˆ|∇ψ|+ rˆ2|∇2ψ|2 ≤ c (15)
2We note that Volkmann additionally requires the condition |ψ(x)| ≤ c|x|−β for some 0 < β < 1 which is
however, up to translations, implied by (14).
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for some constant c > 0. In order to define a chart at infinity, we use a foliation by spherical
regions where the velocity of the respective barycentres is determined by the exterior mass. More
precisely, let
ρ(rˆ) :=
1
2πrˆ
∫
∂D2rˆ(0)
ψdvole. (16)
and notice that
|ρ′(rˆ)| =
∣∣∣∣ 12πrˆ
∫
∂D2rˆ(0)
∂rˆψdvole
∣∣∣∣ ≤ cr˜−1. (17)
Then, we consider the sphere S2r(ρ(r)e3), where r ≥ R0, and denote the polar angle by ϕ and the
azimuthal angle by θ. It follows from (15) that, after increasing R0 if necessary, given ϕ and r,
there exists precisely one θ = ζ˜(r, ϕ) such that S2r(ρ(r)e3) meets S at the azimuthal angle ζ˜. Let
ζ = 2π−1ζ˜ and define the spherical chart at infinity via
Φ(r, θ, ϕ) := r(sinϕ sin(ζ(r, ϕ)θ), cosϕ sin(ζ(r, ϕ)θ), cos(ζ(r, ϕ))θ)) + ρ(r)e3. (18)
Let Sr := S
2
r(ρ(r)e3) and define νr = (sinφ sin(ζθ), cosφ sin(ζθ), cos(ζθ)) to be the outward normal
of Sr. It is easy to see that Φ maps R
3
+ \ B3R0(0) ∼= (R0,∞) × [0, π/2] × [0, 2π)/ ∼ onto MS \
BR0(ρ(R0)e3). Here, ∼ denotes the equivalence relation given by (θ, ϕ) ∼ (θ′, ϕ′) if and only if
θ = θ′ = 0. On the other hand, there holds
∂rΦ = νr + r∂rζθ(sinϕ cos(ζθ), cosϕ cos(ζθ),− sin(ζθ)) + ρ′(r)e3
and consequently ∂rΦ · νr = 1 + ρ′(r)e3 ≥ 1 − cr−1 > 0, provided R0 is chosen sufficiently large.
It follows that the map Φ is also injective. We will show below that the metric induced by Φ
is positive definite which then implies that Φ is in fact a diffeomorphism. Before computing
the induced metric, we continue to study the function ζ. Given r and ϕ, there exists precisely
one point p(r, ϕ) such that the polar angle of p(r, ϕ) with respect to Sr is also ϕ and p(r, ϕ) ∈
Sr ∩ graph(ψ). This allows for the definition of the function r′(r, ϕ) := rˆ(prR2(p(r, ϕ))). Clearly,
ζ˜(r, ϕ) = arccos((ψ(r′, φ)−ρ(r))r−1). After translating the graph, we may assume that ρ(R0) = 0.
It then follows from (17) that |ρ(r)| ≤ c log(r). On the other hand, it follows from (15) that
|ψ(rˆ, ϕ)− ρ(rˆ)| ≤ c and consequently −c(log(rˆ) + 1) ≤ ψ(rˆ, ϕ) ≤ c(log(rˆ) + 1). Clearly, there holds
r′ ≤ r. On the other hand, if r′ ≤ r/2, then it follows from the triangle inequality that
|p(r, ϕ)− ρ(r)e3| ≤ c+ r′ < r,
provided R0 is sufficiently large. This is of course a contradiction and we deduce r/2 ≤ r′ ≤ r.
Thus,
|ψ(r′, ϕ)− ρ(r)| ≤ |ψ(r′, ϕ)− ρ(r′)|+ |ρ(r) − ρ(r′)| ≤ c+ c log 2 ≤ c.
As ζ˜(r, ϕ) = arccos((ψ(r′, ϕ)− ρ(r))r−1) we then infer from Taylor’s theorem that
|ζ˜ − π
2
| ≤ c
r
. (19)
It then follows that
r′ = r sin(ζ(r, ϕ)
π
2
) ≥ r
√
1− cos2(ζ˜(r, ϕ)) ≥ r
√
1− cr−2 ≥ r − cr−1. (20)
Differentiating the previous inequality it is then easy to see that
∂rr
′ = 1 +O(r−2), ∂ϕr′ = O(r−2), |∇2er′| = O(r−3). (21)
Using (15) once again, it now follows that
|ψ(r, φ)− ψ(r′, φ)| ≤ cr−2. (22)
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In order to facilitate the following computations, we introduce the map Φ˜ defined by Φ˜(r, θ, ϕ) :=
Ψ(ζθ, ϕ)−Ψ(θ, ϕ) where Ψ(θ, φ) = (sinφ sin θ, cosφ sin θ, cos θ) is the standard parametrization of
the unit sphere. Then,
Φ = id+ρ(r)e3 + rΦ˜. (23)
Moreover, for any multi index lˆ we define Φ˜lˆ(r, θ, φ) := ∂lˆΨ ◦ (ζθ, ϕ)− ∂lˆΨ ◦ (θ, ϕ). From (21) and
(22) we deduce that
ζ(r, θ) = 1− 2
π
ψ(r, ϕ)− ρ(r)
r
+O(r−2) =: 1 + υ(r, ϕ) +O(r−2). (24)
Notice that∫
∂D2r(0)
υ(r, ϕ)dvole =
∫
D2r(0)
∂l1υ(r, ϕ)dvole =
∫
∂D2r(0)
∂l1∂l2υ(r, φ)dvole = 0 (25)
for any r and l1, l2 ∈ {r, ϕ}. Moreover, It follows from (24) and Taylor’s theorem that
Φ˜ = ∂θΨυθ +O(r−2), ∂θΦ˜ = ∂θ∂θΨυθ +O(r−2), ∂iϕΦ˜ϕ = ∂iϕ∂θ∂ϕΨυθ +O(r−2), (26)
with obvious generalizations to higher derivatives. Here, {∂i} denotes the standard coordinate
frame of R3. Again for ease of notation, we define Ψ˜(r, θ, ϕ) := Ψ(ζθ, φ) and for any multi-index
lˆ we define Ψ˜lˆ := (∂lˆΨ) ◦ (ζθ, ϕ). These terms can be expanded using (24), too. We denote the
standard basis of R3 by {ei} and proceed to compute using (24) as well as (26)
∂iΦ =ei + ∂irρ
′e3 + ∂irΦ˜ + r∂iϕΦ˜ϕ + r∂iθΦ˜θ + r∂iθ(ζ − 1)Ψ˜θ + rθ∂iζΦ˜θ
=ei + ∂irρ
′e3 + ∂irυθ∂θΨ+ r∂iϕυθ∂θ∂ϕΨ+ r∂iθθυ∂θ∂θΨ+ r∂iθυ∂θΨ
+O(r−2) (27)
=ei +O(r−1). (28)
In a similar fashion, we obtain
∂ijΦ =∂ir∂jrρ
′′e3 + ∂i∂jrρ
′e3 + ∂i∂jrΦ˜ + (∂ir∂jϕ+ ∂jr∂iϕ)Φ˜ϕ + (∂ir∂jθ + ∂jr∂iθ)Φ˜θ
+ (∂ir∂jθ + ∂jr∂iθ)(ζ − 1)Ψ˜θ + (∂ir∂jζ + ∂jr∂iζ)θΨ˜θ + r∂i∂jϕΦ˜ϕ + r∂iϕ∂jϕΦ˜ϕϕ
+ r(∂iϕ∂jθ + ∂jϕ∂iθ)Φ˜ϕθ + r(ζ − 1)(∂jϕ∂iθ + ∂jϕ∂iθ)Ψ˜ϕθ + r(∂iϕ∂jζ + ∂jϕ∂iζ)θΨ˜ϕθ
+ r∂i∂jθΦ˜θ + r∂iθ∂jθΦ˜θθ + r(ζ − 1)∂iθ∂jθΨ˜θθ + θ(∂iθ∂jζ + ∂jθ∂iζ)Ψ˜θθ
+ r∂i∂jθ(ζ − 1)Ψ˜θ + r(∂iθ∂jζ + ∂jθ∂iζ)Ψ˜θ + r∂iθ(ζ − 1)Ψ˜θθ(θ∂jζ + ∂jθζ)
+ rθ∂i∂jζΦ˜θ + rθ∂iζΨ˜θθ(∂jθζ + θ∂jζ)
= : ∂ir∂jrρ
′′e3 + ∂i∂jrρ
′e3 +Qij(θ, ϕ, r)υ +Q
l1
ij(θ, ϕ, r)∂l1υ +Q
l1,l2
ij (θ, ϕ, r)∂l1∂l2υ (29)
=O(r−2). (30)
Here, Qij , Q
l1
ij , Q
l1,l2
ij are collections of terms of order O(r−2) which are symmetric in ϕ. As
before, l1, l2 are elements of {r, ϕ}. In the last inequality, we used Taylor’s theorem again and
the fact |∂iυ| + |∂i∂jυ|r ≤ cr−2 which one readily verifies. In this particular chart, there holds
gij = ge(∂iΦ, ∂jΦ) and it follows that (M
S , ge) is an asymptotically flat half-space. We proceed to
compute the mass. From (27) and (25) it follows that for i ∈ {1, 2} there holds gi3 = ∂irρ′ +Qi +
O(r−2) where Qi is a quantity satisfying∫
∂D2r(0)×{0}
xiQidvole = 0.
Thus, we obtain ∫
∂D2r(0)×{0}
gi3
xi
|x|dvole = 2πrρ
′ +O(r−1). (31)
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On the other hand, we may deduce from (27), (29), (25) and Fubini’s theorem that
(∂jgij − ∂igjj)∂ir = ∂ir∂iΦ ·∆eΦ− ∂ir∂ijΦ · ∂jΦ
= ∂r · (∂ir∂irρ′′e3 + ∂i∂irρ′e3)− ∂ir(∂ir∂3rρ′′ + ∂i∂3rρ′) +Q+O(r−3)
=
2∂3r
r
ρ′ +Q+O(r−3),
where Q is a collection of terms such that
∫
S2r(0)∩R
3
+(0)
Qdvole = 0. Thus, it follows that∫
S3r(0)∩R
3
+(0)
(∂jgij − ∂igjj) xi|x|dvole = 2πrρ
′ +O(r−1). (32)
Combining this with (31) we have
mADM =
4π
16π
lim
r→∞
rρ′(r) =
1
4
lim
r→∞
1
2π
∫
∂Dr(0)
xi
|x|∂iψdvole =
1
4
mext
as claimed. The remaining assertions can be verified easily. 
Remark 2.2. The extension of S to an asymptotically flat half-space satisfying the dominant
energy condition is of course not unique. In light of Conjecture 1.3 it would be interesting to know
if a judicious injection of ambient curvature can produce an asymptotically flat half-space such that
mADM ≤ mext/(
√
24).
2.3. The topology of an exterior region. In this subsection, we study the topology of an
exterior region. It will be essential for the monotonicity calculation in Section 5 that the weak free
boundary inverse mean curvature starting at a connected free boundary surface remains connected
and does not detach from ∂M . In order to show this, we now establish the fact that an exterior
region is simply connected and has a connected boundary. To this end, we follow the argument
in Section 4 of [HI01]. Let Ω1 be the closure of the union of all smooth, immersed free boundary
and closed minimal surfaces. Ω1 is a compact set since the region near each infinity is foliated by
strictly mean convex hemispheres meeting ∂M at an acute angle. The trapped region Ω is then
defined to be the union of Ω1 and all compact components of M \ Ω1 and we note that Ω is a
compact set, too. We then define M ′ to be the metric completion of a component of M \ Ω3.
Lemma 2.3. Let (M, g) be an asymptotically flat half-space of non-negative scalar curvature and
∂M be mean convex and connected. Then M ′ is an exterior region and ∂˜M ′ consists of finitely
many free boundary minimal discs and closed minimal spheres. M ′ is simply connected, does not
contain any other immersed minimal surfaces (free boundary or closed) and has the topology of a
half-space with finitely many solid balls removed. Finally, the closed components of ∂˜M ′ minimize
area in their homology class while the free boundary components minimize area in the homotopy
class of their boundary curve with respect to ∂ˆM ′.
Proof. The proof is very similar to [HI01] and we only sketch the details. First, we fix an end Mˆ
and consider a large boundary circle ∂D2R(0)× {0} in the asymptotic region of Mˆ . If the circle is
contractible, then it follows that the corresponding component of ∂M has the topology of R2. If
not, then, using the fact that ∂M is mean convex, we can minimize area in the boundary homotopy
class of ∂D2R(0)×{0} and it follows from [MY80, MY82] that there is an embedded free boundary
minimal disc Σ0 such that ∂Σ0 lies in the homotopy class of ∂D
2
R(0) × {0}. In the former case
we take Σ0 = ∅ and denote the annulus (or the disc) bounded by ∂Σ0 and ∂D2R(0) × {0} by S.
In either case, if the component of M − Σ0 corresponding to Mˆ has more than one end, then we
can separate these ends by a closed minimal surface which is obtained by minimizing area in the
homology class of the sphere (S2R(0) ∩ R3+) ∪ S ∪ Σ0. Note that this sphere also acts as a barrier.
Next, as in [HI01], we show that the set Ω can be generated by a smaller family of minimal surfaces.
3As in [HI01], we take the metric completion rather than the closure as Ω1 might contain non-separating minimal
surfaces.
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Namely, we let c0 be the area of a strictly mean convex hemisphere in the asymptotic region of Mˆ
that meets ∂M at an acute angle and define E to be the family of all smooth, stable and embedded
minimal surfaces, closed or free boundary, with area less or equal than c0. Let Σ1 be one of the
surfaces in the definition of Ω1 and suppose that Σ1 is not an element of E . We then minimize
area amongst all surfaces that shield Σ1 from infinity in the chosen end. Clearly, the minimizer Σ˜
has area less or equal than c0 and using a cut and paste comparison argument, see [MIY82], we
can show that Σ˜ cannot touch possible self-intersections of Σ1. The Allard-type regularity result
[GJ86, SZW91] then implies that Σ˜ is of class C1,α up to the boundary and consequently a smooth
minimal surface which is either closed or free boundary with respect to ∂M , see also [Grü87].
Moreover, it follows that Σ˜ is stable and embedded. In any case, the strong maximum principle
implies that Σ˜ and Σ1 do not touch and consequently Σ1 ∩ ∂˜Ω = ∅. Hence, we may replace Σ1 by
Σ˜ ∈ E in order to generate Ω.
Let Σ1,Σ2 ∈ E be surfaces that meet ∂˜Ω and suppose that Σ1 ∩ Σ2 6= ∅. If Σ2 is not a free
boundary minimal surface it follows from the strict maximum principle that Σ1 and Σ2 must
intersect transversally. If both are free boundary minimal surfaces, then they either intersect
transversally, too, or meet at a boundary point. In any case, Σ1 ∪ Σ2 is not area minimizing and
it follows from the strict maximum principle that the minimizing hull Σ˜ of Σ1 ∪ Σ2, which is a
smooth closed or free boundary minimal surface, is distinct from both Σ1,Σ2. It thus follows that
neither Σ1 nor Σ2 intersect ∂˜Ω, a contradiction. Even more, there is a constant ǫ > 0 such that
distg(Σ1,Σ2) > ǫ for any Σ1,Σ2 ∈ E which meet ∂˜Ω. For otherwise, there exist minimal surfaces
Σ3,Σi ∈ E meeting ∂˜Ω such that dist(Σ3,Σi) → 0. According to [SSY75] for closed minimal
surfaces and [GLZ16, LZ16] for embedded free boundary minimal surfaces, the set E is compact
with respect to the C2−topology. After passing to a subsequence we may assume that Σi → Σ˜.
One possibility is that Σ˜ touches Σ3 at an interior point and it follows that Σ3 = Σ˜. But since Σ3
and Σi do not touch this implies that either Σ3 or Σi do not touch ∂˜Ω for i large, a contradiction.
The other possibility is that Σ˜ touches Σ3 at a boundary point. But then we can find, as before,
another free boundary minimal surface Σˆ such that ∂Σˆ is homotopic to ∂Σ˜ ∪ ∂Σ3 and the strong
maximum principle implies that Σ3, Σ˜ and Σˆ do not touch. It follows that neither Σ nor Σi touch
∂˜Ω for i large, which is again a contradiction. Hence, it follows that ∂˜Ω consists of finitely many
minimal surfaces which are either closed or free boundary and that the non-compact components
of M − Ω are free of other minimal surfaces.
A straightforward adaptation of Proposition 2.2 in [Ros08] to manifolds of non-negative scalar
curvature implies that every free boundary minimal surface touching ∂˜Ω must be a topological disc.
Since the end Mˆ is modelled on a half-space, it follows that the boundary of the corresponding
component M ′ of M − Ω has the topology of R2. Next, M ′ must be simply connected because
otherwise the universal cover π : Mˇ →M ′ of M ′ has at least two ends which can be separated by
either a free boundary minimal surface or a closed minimal surface Σ4. According to the maximum
principle, Σ4 does not intersect π
−1(∂˜M ′) and consequently π(Σ4) is an immersed minimal surface
in M ′ (closed or free boundary). This is a contradiction to the fact that M ′ is free of minimal
surfaces. It then follows by the loop theorem, see [MY80, Gal93], that every closed component of
∂˜Ω must be a sphere. We can then argue as in [HI01, MISY82] to show that M ′ has the claimed
topology. Finally, in order to show that the components of ∂˜M ′ are area minimizing, we minimize
area in their respective homology or boundary homotopy class and sinceM ′ is free of other minimal
surfaces, the minimizer must be a subset of ∂˜M ′. 
Remark 2.4. Contrary to the situation for asymptotically flat manifolds without boundary, see
Lemma 4.1 in [HI01], a curvature hypothesis is clearly needed for the statement of the previous
lemma to be true. For instance, one may take the the catenoid SC with mass one and consider the
space M := ((MSC ∩R3+) ∪ (B31(0) ∩ R3−)) \ C, where C is a thin, rotationally symmetric tentacle
contained in the cylinder D21/2(0)×R such that C \ {x3 ≥ −1/2} = D21/4(0)× [−1/2, 0)∪B31/4(0).
∂M is not mean convex and the interior boundary of the exterior region M ∩ R3+ is an annulus.
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3. The free boundary inverse mean curvature flow
In this section, we discuss the free boundary inverse mean curvature flow. Both in the weak and
strong setting, it was introduced by Marquardt in [Mar12] based on ideas of Huisken, Ilmanen,
Gerhard and Urbas, see [HI01, Urb90, Ger90]. Many of the following concepts will make sense in
a more general setting than the one provided by three dimensional asymptotically flat half-spaces
and for now, we will solely assume that (M, g) is an n−dimensional, complete and connected
Riemannian manifold with non-empty boundary ∂M .
3.1. The smooth case and examples of finite-time singularities. Let Σ ⊂M be a possibly
disconnected hypersurface such that each component is either closed or a free boundary surface and
suppose that Σ is oriented by the outward normal ν with corresponding mean curvature H . We
say that Σt flows by the free boundary inverse mean curvature flow with initial data Σ if there is a
number T > 0 and a smooth family of embeddings x : Σt →֒M , 0 ≤ t ≤ T , such that Σ0 = Σ, each
component of Σt is either closed or a free boundary surface and the following evolution equation
holds
dx
dt
=
ν
H
. (33)
If Σ is strictly mean convex, this flow is parabolic from which one may deduce short-time existence,
see [Mar12]. The flow has the property that the area evolves exponentially, that is, |Σt| = et|Σ|.
Moreover, it was observed by Marquardt in [Mar17] that the modified Hawking mass (13) is non-
decreasing along the flow provided (M, g) satisfies the dominant energy condition Sc, H∂M ≥ 0 and
Σt is a connected free boundary surface
4. As discussed in the introduction, this flow is therefore a
useful tool to prove Theorem 1.2.
There are some known examples where the flow starting at a connected free boundary surface
remains smooth for all times, see [LS16] and [Mar13]. However, singularities seem to develop in
many other cases. For instance, in [LS16] Lambert and Scheuer give an example where ∂M is a
rotationally symmetric ellipsoid and a strictly convex, rotationally symmetric free boundary surface
develops a finite-time singularity. We now also present an example of a finite-time singularity when
∂M is non-compact. Let (MSC , ge) be the Euclidean domain bounded by the catenoid SC with
exterior mass mext = 1 and let Σ˜ be a large sphere which meets SC at an acute angle. The flat disc
D21(0) is a free boundary surface with respect to SC and we can slightly move this disc upwards
to obtain a strictly convex, rotationally symmetric free boundary surface Σ. Moreover, we may
arrange that supΣH
Σ < HΣ˜ =: H0. Now, suppose that the free boundary inverse mean curvature
flow starting at Σ and denoted by Σt does not develop a finite-time singularity. It is easy to see
that Σt stays rotationally symmetric and graphical with respect to its projection onto R
2 × {0}.
Since the area of Σt grows exponentially, it follows that there exists a first time T > 0 when ΣT
touches Σ˜. As Σ˜ meets SC at an acute angle, this must happen at an interior point p ∈MSC −SC .
It follows that HΣT (p) ≥ HΣ˜(p) = H0. On the other hand, along the free boundary inverse mean
curvature flow, the mean curvature satisfies the following partial differential evolution equation
∂tH =
∆H
H2
− 2 |∇H |
2
H3
− |A|
2
H3
− Rc(ν, ν)
H
in Σt,
∂µH = HA
∂M (ν, ν) on ∂Σt,
(34)
where µ is the outward co-normal of ∂Σt and thus the outward normal of ∂M . By rotational
symmetry and since ∂M is a catenoid, it follows that A∂M (ν, ν) < 0. Since Rc = 0 in our example,
it follows from the maximum principle that supΣt H
Σt must be decreasing, a contradiction. This
example can also be modified such that ∂M is strictly convex. What is more, a flow starting from a
closed surface seems to necessarily develop a finite-time singularity as well as the exponential area
growth eventually forces the evolving surface to touch the boundary after which the flow cannot
4At the end of this section, we will see that no reasonable monotonicity can be expected for a flow starting at a
closed surface.
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be continued in a classical sense. In order to overcome these singularities, we have to use a weak
notion of the inverse mean curvature flow.
3.2. The weak formulation. We now describe the weak formulation of the free boundary inverse
mean curvature flow which was developed in [Mar17, HI01]. The weak inverse mean curvature flow
is a level set flow. This compels the flow to be unidirectional and allows connected components
to merge, fatten instantaneously and to change topology while preserving many of the useful
properties of the smooth flow such as the exponential area growth and the monotonicity of the
modified Hawking mass discussed in the previous subsection.
To begin with, let us assume that Σt is a smooth flow and that there exists a smooth function
u : M → R such that Σt = {p ∈M |u(p) = t}. Then the outward normal and mean curvature of Σt
are given by ν = ∇u/|∇u| and H = div(∇u/|∇u|), respectively. On the other hand, there holds
u(x) = t if x is the embedding of Σt into M . Differentiating in time and using the flow equation
(33) we thus find
div
( ∇u
|∇u|
)
= |∇u|. (35)
Moreover, if ∂Σt is non-empty, then Σt meets ∂M orthogonally along its boundary and it follows
that the outward normal µ of ∂M is orthogonal to ∇u, that is,
∂µu = 0 on ∂M. (36)
Equation (35) is singular if ∇u = 0 and degenerate in direction ∇u otherwise. In fact, we have
seen that solutions to the free boundary inverse mean curvature flow cannot remain smooth in
general. In order to still make sense of the level set formulation, Huisken and Ilmanen observed
that (35) is the Euler-Lagrange equation of the following functional
Ju(v) :=
∫
Ω
(|∇v|+ v|∇u|)dvol. (37)
Equation (36) is the natural boundary condition for a minimizer of this functional and we are thus
lead to the following definition.
Definition 3.1. Let u ∈ C0,1loc (M) and U ⊂ M be open. We say that u is a weak solution of the
free boundary inverse mean curvature flow in U if for any v ∈ C0,1loc (M) such that {v 6= u} ⊂⊂ U
there holds ∫
{v 6=u}
(|∇u|+ u|∇u|)dvol ≤
∫
{v 6=u}
|∇v|+ v|∇u|dvol.
Moreover, given an open set E0 ⊂ U , we say that u is a weak solution of the free boundary inverse
mean curvature flow with initial data E0 if {u < 0} = E0 and if u is a weak solution in U − E0.
Evidently, one may obtain a trivial solution by setting u = 0 outside of E0 and one can also
check that if u is a solution, so is ut = min{t, u} for every t > 0. In order to exclude these somewhat
unreasonable solutions, we will therefore require the sublevel sets {u < t} to be precompact. If
(M, g) is an exterior region of an asymptotically flat half-space, this is equivalent to requiring u to
be proper in the sense that u(p)→∞ as p→∞. We will see in the next subsection that solutions
with precompact sublevel sets enjoy various desirable properties.
For the rest of this article, we make the following definitions
Et := {u < t}, E+t = int{u ≤ t}, Σt = ∂˜Et, Σ+t := ∂˜E+t .
Whenever, Σt 6= Σ+t , the flow jumps over a positive volume and since {Et|t ∈ [0,∞)} is a nested
family, this can only happen for countably many t ∈ Z, where Z denotes the set of these jump
times. The sets Σt allow for a more classical interpretation of the weak flow as we shall now see.
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3.3. Properties of weak solutions. In this subsection, we recall some concepts from geometric
measure theory and collect properties of weak solutions which we will need in the sequel. All of
the results have been, up to some minor modifications, proven in [HI01, Mar12, Mar17] and the
reader is referred to these references for an excellent exposition to this subject including details
and heuristics. The regularity theory for weak solutions is based on three ingredients. First, one
may check that the sublevel sets Et minimize the functional
F 7→ |∂˜∗F ∩ Ω| −
∫
Ω∩F
|∇u|dvol (38)
amongst all finite perimeter sets F such that F∆Et ⊂⊂ U \E0. Here, Ω is any compact subset of
U containing F∆Et. Second, the variational principle for u implies that both Σt and Σ
+
t possess
the generalized mean curvature H = |∇u| and are weakly orthogonal to ∂M provided Σt∩∂M 6= ∅.
We will explain these terms below. Third, as we will show in the next section, |∇u| is uniformly
bounded in M . This implies in particular that the generalized mean curvature is in L∞.
We say that a set Σ˜ of locally finite (n−1)−dimensional Haussdorff measure which is a C1−surface
outside of a zero set with respect to the (n − 1)−dimensional Haussdorf has generalized mean
curvature H in Lp and is weakly orthogonal to ∂M if H ∈ Lp(Σ) and∫
Σ˜
(divX −Hg(X, ν))dvol = 0 (39)
for any smooth vector field X in M that is tangential to ∂M along Σ˜ almost everywhere. Here, ν
is a normal vector orienting Σ˜. We note that if Σ˜ is a smooth closed or free boundary surface then
the first variational formula for the area implies∫
Σ˜
(divX −Hg(X, ν))dvol =
∫
∂Σ˜
g(X,µ)dvol (40)
for any vector field X where H is the ordinary mean curvature and µ the outward co-normal of Σ˜.
The right-hand side is clearly zero if X is tangential to ∂M along ∂Σ˜.
Remark 3.2. If Σi is a sequence of closed or free boundary surfaces of class C
1 with generalized
mean curvature HΣi such that lim supi→∞ |HΣi |L∞(Σi) < c and Σi → Σ˜ in C1, then it follows from
the Riesz representation theorem that Σ˜ has generalized mean curvature H in L∞ and is weakly
orthogonal to ∂M . Moreover, HΣi ⇀ H in L∞, |H |L∞(Σ) ≤ lim infi→∞ |HΣi |L∞(Σi) and∫
Σ˜
ζH2dvol ≤ lim inf
i→∞
∫
Σi
ζ(HΣi)2dvol
for every non-negative ζ ∈ C0c (M).
We will also need the concept of a minimizing hull. We say that Eˆ is a minimizing hull in U if
for any F ⊂ U containing Eˆ such that F \ Eˆ ⊂⊂ U and any compact set Ω which contains F \ Eˆ
there holds
|Ω ∩ ∂˜∗Eˆ| ≤ |Ω ∩ ∂˜∗F |.
Here, ∂∗ denotes the reduced boundary. Eˆ is called a strictly minimizing hull if equality holds
precisely if F = Eˆ almost everywhere. It can be shown that any measurable set E is contained in a
unique, open, strictly minimizing hull minimizing the interior perimeter amongst all locally finite
perimeter sets containing E. We will call this set the strictly minimizing hull of E and denote it
by E′. If ∂˜E has generalized mean curvature H ∂˜E , then one can show that ∂˜E′ has generalized
mean curvature H ∂˜E
′
and
H ∂˜E
′
= H ∂˜E ≥ 0 on ∂˜E ∩ ∂˜E′ and H ∂˜E′ = 0 on ∂E′ \ ∂E. (41)
The next lemma summarizes the properties of weak solutions relevant to this article.
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Lemma 3.3. Let U ⊂ M be an open subset of an at most seven dimensional manifold M with
boundary, E0 ⊂ U be an open minimizing hull and Σ = ∂˜E0. Assume that u ∈ C0,1loc (U) is a
weak solution with initial data E0 and that all sublevel sets Et are precompact. Let α < 1/2. The
following holds.
• Uniqueness. The weak solution is unique amongst all solutions with precompact level
sets.
• Regularity. Let t > 0. The components of both Σt and Σ+t are closed or free boundary
surfaces of class C1,α with generalized mean curvature and outward unit normal given by
H = |∇u| and ν = ∇u/|∇u| almost everywhere, respectively.
• Estimates. The C1,α−estimates of Σt,Σ+t depend on |∇u|L∞(M), the C1−data of g, the
C2−data of ∂M , the distance to ∂U and the distance to Σ. If Σ is of class C1,α, then the
last dependency can be replaced by a dependency on the C1,α−estimates of Σ.
• Convergence. Given t > 0, there holds Σt′ → Σt in C1,α as t′ ր t and Σt′ → Σt in C1,α
as t′ ց t. If Σ is of class C1,α, one may also choose t = 0.
• Minimizing Hull Property. Let t ≥ 0. Et is a minimizing hull in U and E+t is a
strictly minimizing hull in U . Moreover, E′t = E
+
t and |Σt| = |Σ+t |.
• Exponential Area Growth. There holds |Σt| = et|Σ|.
• Smooth start. If Σ is smooth and strictly mean convex, then there is a small constant
ǫ > 0 such that Σt is given by the leave of the smooth free boundary inverse mean curvature
flow starting at Σ at time t for all 0 < t < ǫ.
Proof. These results were proven in [HI01, Section 1 and 2], [Mar17, Section 4 and 5] and [Mar12,
Section 4.4]. The interior regularity is based on the results proven in [Mas74] whereas the regularity
up to the boundary ∂M relies on [GJ86, Grü87]. Marquardt only proves the regularity statement
for almost every t > 0, see Lemma 5.3. We may however argue as follows to extend the result to
all t > 0. In order to prove the statement for Σ+t for instance, we pick a sequence ti ց t such
that the regularity statement holds for every ti. It follows from the Arzela-Ascoli theorem that
Σti → Σ˜ where Σ˜ ⊂ Σ+t is a closed or free boundary surface of class C1,α for every α < 1/2. On the
other hand, the exponential area growth implies that |Σ˜| = |Σ+t | and it follows from the variational
principle (38) and [Mas74] that Σ+t \ ∂M is contained in a C1−hypersurface, see Lemma 5.1 in
[Mar17]. It follows that Σ˜ \ ∂M = Σ+t \ ∂M and |Σ+t \ Σ˜| = 0. On the other hand, it follows from
Remark 3.2 that Σ˜ has generalized mean curvature in L∞ and is weakly orthogonal to ∂M and the
same consequently holds for Σ+t . We may then argue as in the proof of Lemma 5.3 of [Mar17]. 
Heuristically, the flow can therefore be described as follows. If Σ0 is smooth, then the flow
evolves smoothly until Σt ceases to be a minimizing hull. At this point, the flow jumps over a
positive volume and Σt becomes Σ
+
t from where the flow continues to evolve. We also remark that
the assumption of E0 being a minimizing hull is not restrictive as otherwise, E0 jumps to E
′
0 right
at the start of the flow.
For later use, we record the following compactness theorem, c.f. Lemma 4.4 in [Mar17].
Lemma 3.4. Let (Mi, gi) be a sequence of Riemannian manifolds such that Mi are open sets
satisfying Mi ⊂ M as well as Mi → M and suppose that gi → g in C1loc. Moreover, suppose that
ui ∈ C0,1loc (Mi) is a sequence of weak solutions in Mi such that ui → u locally uniformly and that
|∇ui| is locally uniformly bounded. Then u is a weak solution in M . Moreover, for almost every
t, there holds Σit → Σt locally in C1,α for any 0 < α < 1/2.
As we will see in Section 5, our monotonicity calculation relies heavily on the fact that the
leaves Σt are connected free boundary surfaces if the same holds for Σ. Although this implication
is generally not true, we can prove it in the special situation where M \ E0 is an exterior region.
Lemma 3.5. Suppose that M is a simply connected asymptotically flat half-space with one end
and that ∂M is connected. Suppose that u is a proper weak solution with initial data E0. Then Σt
is a connected free boundary surface if the same holds for Σ = ∂˜E0.
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Proof. Using the fact that M is simply connected, we can argue as in the proof of Lemma 4.2 in
[HI01] to show that Σt remains connected. If Σt is not a free boundary surface, then it follows
that Σt ∩ ∂M = ∅. Since u is continuous, this contradicts the fact that ∂M is connected. 
Finally, we give an example which indicates that we cannot hope for any kind of reasonable
monotonicity if the flow starts at a closed surface. Suppose that M = R3+ and let Σ0 be a small
round sphere. One can check that Σ0 is a strictly minimizing hull if its radius is sufficiently small
and it follows that Σt expands homothetically until a time t0 > 0 when it gets close enough to
the boundary such that it ceases to be a minimizing hull. At this point, a catenoidal bridge forms
connecting Σt0 to the boundary and the flow subsequentially continues as a free boundary inverse
mean curvature flow. The usual Hawking mass mˆH may be monotone but approaches∞ as t→∞
because Σt is asymptotic to a large hemisphere as t → ∞, see Section 6. The modified Hawking
mass on the other hand is decreasing, at least up to the time t0. It is also not possible to allow
the definition of the Hawking mass to account for the presence of a boundary since mˆH(Σt) = 0
for any t < t0 but mH(Σ
+
t0) < 0 as mH is negative unless Σ
+
t0 is a hemisphere and it is easy to see
that this cannot be the case. It is for this reason that we require Σ to be a free boundary surface
in Theorem 1.2.
4. A new approximation scheme and the existence of weak solutions
In this section, we will prove the existence of a proper weak solution u provided (M, g) is an
n−dimensional asymptotically flat half-space5 with one end and E0 ⊂M a precompact set whose
interior boundary consists of closed and free boundary surfaces of class C2. There is no restriction
on the dimension of M and Σ = ∂˜E0 is allowed to have several components. However, as the
application of the flow in this article requires Σ to be a connected free boundary surface and since
the existence proof does not change when allowing several components, possibly some of them
closed, we will only consider the case where Σ is a connected free boundary surface of class C2.
In order to prove the existence of a weak solution when ∂M = ∅, Huisken and Ilmanen used
an elliptic regularization scheme where the approximate solutions correspond to exact translating
smooth solutions of the inverse mean curvature flow in one dimension higher. The advantage
of this technique is that it easily provides estimates for the approximate solutions and allows
to perform monotonicity calculations in the smooth setting before passing them to the limit.
However, as we have discussed in the introduction, this approach does not seem to work well
for manifolds with boundary due to the analytic structure of the approximate partial differential
equation, compare [Mar17]. For this reason, we use a new approximation scheme which still allows
for enough geometric interpretability despite being designed for analytic convenience. We will
discuss this in more depth in Subsection 4.3. We also remark that the approximation scheme used
by Moser in [Mos07, Mos15] and further developed by Kotschwar and Ni in [KN09] involving the
p-Laplacian works well for manifolds with boundary from an analytic point of view, too. However,
one may check that the approximate solutions correspond to exact solutions with respect to a
conformal metric of g whose conformal factor depends on the solution itself and is in general not
even continuous. Consequently, there seems to be no hope in using this strategy for our purposes.
4.1. The approximate equation and gradient estimates. Let (M, g) be an n−dimensional
asymptotically flat half-space, n ≥ 3, with one end and connected boundary ∂M and suppose
that E0 ⊂ M is compact and bounded by a free boundary surface Σ of class C2. Let M ′ be
the non-compact component of M − Σ. It follows that the boundary of M ′ is given by ∂ˆM ′ ∪ Σ
where we recall ∂ˆM ′ to be the exterior boundary of M ′. Next, we choose a compact set Ω ⊂ M
containing E0 and a chart at infinity from M \Ω to Rn+ \BnR0(0) for some number R0 > 0. Slightly
abusing notation, we call the corresponding pull-back metric g. Finally, we denote the normal of
Σ pointing outside of E0 by ν and the normal of ∂M pointing outside of M by µ.
In order to find a weak solution, we use a regularization scheme which is chosen in a way such
5The definition is the same as the one for n = 3, see also [ABLdL16].
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that sub- and supersolutions of the approximate equation can be constructed easily and such that
solutions of the regularization scheme are sufficiently smooth. Given Γ > 0 to be chosen, we
define x0 := −Γe3. Let ǫ > 0 and Rǫ ≥ R0 be a large constant to be chosen. Let us define
Uǫ := (B
n
Rǫ
(x0) ∩ (Rn+ \BnR0(0))) ∪ Ω where we identify the Euclidean domains with subsets of M
using the asymptotic chart. After possibly increasing Γ, we may arrange that ∂˜Uǫ meets ∂M at
an acute angle for any Rǫ ≥ R0. We choose a smooth perturbation Σǫ of Σ in direction −ν such
that Σǫ → Σ in C2 as ǫ → 0 and such that the contact angle between Σǫ and ∂M is positive but
strictly less than π/2. This procedure, which was also used by Marquardt, see [Mar17], is done to
ensure the existence of a solution which is C1 up to the corner ∂Σǫ. As before, Σǫ divides M into
two components and we denote the one intersecting M ′ by M˜ ′ǫ. Likewise, ∂˜Uǫ divides M˜
′
ǫ in two
components and we denote the interior of the precompact one by M ′ǫ. Finally, let Sǫ = ∂M ∩M ′ǫ
such that ∂M ′ǫ = ∂˜Uǫ ∪ Sǫ ∪ Σǫ. Given R0 > 0 and ǫ > 0, let γ > 1, τ > 0, Rǫ > R0 and consider
the following mixed boundary problem
div
( ∇uǫ,γ,τ√
ǫ2 + |∇uǫ,γ,τ |2
)
= |∇uǫ,γ,τ |γ in M ′ǫ, (42)
uǫ,γ,τ = 0 on Σǫ, (43)
uǫ,γ,τ = τ on ∂˜Uǫ, (44)
∂µuǫ,γ,τ = 0 on Sǫ. (45)
For ease of notation, we omit the subscripts ǫ, γ, τ when there is no risk of confusion. The reader
is encouraged to compare (42) with (6). The analytically inconvenient source term ǫ2 on the
right-hand side has been removed. In order to re-regularize the equation, we have introduced the
exponent γ > 1. We now prove gradient estimates for the function u. Some of the following ideas
were inspired by the arguments in [Mar17, KN09].
A straightforward computation using the asymptotic behaviour (10) reveals that, after choosing Γ
sufficiently large, there holds
g(µ, x− x0) < 0, g(µ,∇|x− x0|e) < 0,
for all x ∈ {x ∈ Rn|xn = 0} \ BnR0(0). We then extend the Euclidean distance function r(x) :=|x− x0|e to all of M in any way such that r ≤ R0 in Ω.
Lemma 4.1. Let u ∈ C2(M ′ǫ)∩C1(M ′ǫ) be a solution of (42-45). Then 0 ≤ u ≤ τ . Moreover, there
is a constant R0 which only depends on the asymptotic behaviour (10-11) such that if ǫ < (8R0)
−1
and Rǫ = (4ǫ)
−1 there holds
u ≥ max{0, 1
4
(log(|x− x0|e)− log(Rǫ) + 4τ)}, (46)
provided τ < 14 (log(Rǫ)− log(R0)).
Proof. The first statement is an immediate consequence of the maximum principle. In order to
prove the more precise estimate, we define ρ = 14 (log(r) − log(Rǫ) + 4τ) and note that ρ is non-
positive inside of BnR0(x0). Moreover, ρ(x) = τ for x ∈ ∂˜Uǫ and g(µ,∇|x−x0|) < 0 on Sǫ \BnR0(x0)
implies g(µ,∇ρ) = ∂µρ(x) < 0 on Sǫ \ BnR0(x0). It follows that ρ − u does not attain a positive
maximum on Sǫ \BnR0(x0) ∪BnR0(x0) ∪ ∂˜Uǫ. In order to complete the proof, we now exclude that
ρ−u attains a positive maximum in the interior. As usual, we indicate geometric expressions with
respect to the Euclidean metric by the subscript e. Then, using div(·) = | det g|−1/2dive(| det g|1/2·)
we find
div
( ∇ρ√
ǫ2 + |∇ρ|2e
)
= ∂i
(
∂iρ√
ǫ2 + |∇eρ|2e
− (gije − gij)
∂jρ√
ǫ2 + |∇ρ|2
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− ∂iρ (g
jl
e − gjl)∂jρ∂lρ√
ǫ2 + |∇ρ|2
√
ǫ2 + |∇eρ|2e
)
+O(|x − x0|−2e )
= ∂i
(
∂iρ√
ǫ2 + |∇eρ|2e
)
+O
( |∇2eρ|e
|∇eρ|e|x− x0|e
)
+O(|x − x0|−2e )
= ∂i
(
∂iρ√
ǫ2 + |∇eρ|2e
)
+O(|x − x0|−2e ).
Here, we used gij − gije = O(|x− x0|−1e ) and ∂lgij = O(|x− x0|−2e ). Likewise, it is easy to see that
|∇ρ|γ = |∇eρ|γe +O(|x − x0|−2e ).
We continue to compute
4dive
( ∇eρ√
ǫ2 + |∇eρ|2e
)
− 4|∇eρ|γ
≥dive
(
x− x0
|x− x0|e
4√
1 + 16ǫ2|x− x0|2e
)
− 1|x− x0|e
=
8
|x− x0|e
√
1 + 16ǫ2|x− x0|2e
− 64ǫ
2
(1 + 16ǫ2|x− x0|2e)
3
2
− 1|x− x0|e
≥ 4
√
2
|x− x0|e −
4
|x− x0|e −
1
|x− x0|e
≥ 1|x− x0|e .
In the first equality we used γ > 1 and assumed R0 ≥ 1. In the second inequality we used
1 + 16ǫ2|x − x0|2e ≤ 2 and ǫ2 ≤ 1/16|x − x0|−2e , which are both consequences of |x − x0|e ≤ Rǫ.
Choosing R0 large enough we deduce
div
( ∇ρ√
ǫ2 + |∇ρ|2
)
− 4|∇ρ|γ > 0.
It follows that the function ρ − u cannot attain an interior maximum outside of Bnx0(R0) and
consequently ρ− u ≤ 0. 
Corollary 4.2. Under the assumptions of the previous lemma there holds
|∇u|(p) ≤ c
4Rǫ
for any p ∈ ∂˜Uǫ. Here, c depends on the C0−data of the metric g and if g = ge, one may take
c = 1.
Proof. All tangential derivatives of u vanish at p. In order to estimate the normal derivative, we
can use the previous lemma. 
Next, we prove an interior estimate for |∇u|. To this end, we need two preliminary lemmas. Let
ψǫ =
√
|∇u|2 + ǫ2 and ζ be a smooth function. We define
Lǫ(ζ) :=
∆ζ
ψǫ
− ∇
2
ζ(∇u,∇u)
ψ3ǫ
to be the leading order part of the linearisation of (42). In the following, we will again omit the
subscript ǫ. Let f = |∇u|2 which means that ψ =
√
f + ǫ2.
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Lemma 4.3. Let u ∈ C2(M ′ǫ). At any point p ∈M ′ǫ where |∇u| > 0 there holds
L(f) =
2|∇2u|2
ψ
+ 2
Ric(∇u,∇u)
ψ
+
|∇f |2
2ψ3
− g(∇f,∇u)
2
ψ5
+
fγ/2g(∇f,∇u)
ψ2
+ γf
γ
2−1g(∇f,∇u).
Proof. We first note that the Schauder theory for elliptic equations implies that u is smooth near
p. The Bochner formula states that
∆f = 2|∇2u|2 + 2g(∇∆u,∇u) + 2Rc(∇u,∇u).
On the other hand, since 2∇2u(∇u,∇u) = g(∇f,∇u) we find
∆u
ψ
− g(∇f,∇u)
2ψ3
= |∇u|γ .
Taking gradients on both sides and multiplying by ∇u it is easy to see, for instance using normal
coordinates, that
g(∇∆u,∇u)
ψ
− ∆ug(∇f,∇u)
2ψ3
+
3
4
g(∇f,∇u)2
ψ5
− g(∇f,∇f)
4ψ3
− ∇
2
f(∇u,∇u)
2ψ3
=
γ
2
f
γ
2−1g(∇f,∇u).
It follows that
g(∇∆u,∇u)
ψ
− f
γ/2g(∇f,∇u)
2ψ2
+
g(∇f,∇u)2
2ψ5
− g(∇f,∇f)
4ψ3
− ∇
2
f(∇u,∇u)
2ψ3
=
γ
2
f
γ
2−1g(∇f,∇u).
The claim follows easily from these identities. 
In order to capitalize on this identity, we rewrite the Hessian term.
Lemma 4.4. Let u ∈ C2(M ′ǫ) be a solution of (42) and p ∈M ′ǫ be a point where |∇u| ≥ 2ǫ. Then
|∇2u|2 ≥ 1
16
|∇f |2
f
+
fγψ2
2(n− 1) +
g(∇f,∇u)2
8(n− 1)ψ4 .
Proof. We choose normal coordinates {∂i} centred at p such that ∂1 = ∇u/|∇u|. Then, ∂jf =
2∂j∂1u∂1u. In particular, ∂j∂1u = 2
−1∂jff
− 12 and ∂1u = f
1/2. The equation (42) satisfied by u
can now be written as
n∑
j=2
∂j∂ju = −∂1∂1u+ ∂1f∂1u
2ψ2
+ fγ/2ψ.
A standard trace inequality implies that
|∇2u|2 ≥|∂1∂1u|2 + 2
n∑
j=2
|∂j∂1u|2 + 1
n− 1
( n∑
j=2
|∂j∂ju|2
)
=
n
n− 1 |∂1∂1u|
2 + 2
n∑
j=2
|∂j∂1u|2 + f
γψ2
n− 1 +
g(∇f,∇u)2
4(n− 1)ψ4 +
f
γ
2 g(∇f,∇u)
(n− 1)ψ
− 2f
γ
2 ψ∂1∂1u
n− 1 −
∂1f∂1u∂1∂1u
(n− 1)ψ2
=
1
n− 1
(
n
4f
− 1
2ψ2
)
|∂1f |2 + 1
2
n∑
j=2
|∂jf |2
f
+
fγψ2
n− 1 +
g(∇f,∇u)2
4(n− 1)ψ4
+
f
γ
2 g(∇f,∇u)
(n− 1)ψ −
f
γ
2−1ψg(∇f,∇u)
n− 1
≥1
8
|∇f |2
f
+
fγψ2
n− 1 +
g(∇f,∇u)2
4(n− 1)ψ4 −
ǫ2fγ/2−1
(n− 1)ψg(∇f,∇u)
≥ 1
16
|∇f |2
f
+
fγψ2
2(n− 1) +
g(∇f,∇u)2
4(n− 1)ψ4 .
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In the last step we used Young’s inequality and the fact that f ≥ 4ǫ2.. 
Corollary 4.5. Let u ∈ C2(M ′ǫ) be a solution of (42), γ ≤ 2 and ǫ ≤ 1/4. Furthermore, let us
assume that Ric ≥ −Γ/2g for some constant Γ ≥ 0. Let p ∈M ′ǫ be a point where |∇u| ≥ 2ǫ. Then
there exists a universal constant c = c(n) such that
L(f) ≥ 1
2(n− 1)f
γ+ 12 − Γf 12 − c(n) |∇f |
2
f
3
2
.
Proof. This follows from the previous two lemmas, Young’s inequality and from the fact that ψ2
and f can be compared under the assumptions. 
We are now in the position to prove the following interior estimate.
Lemma 4.6. Let u ∈ C2(M ′ǫ) be a solution of (42) and p ∈ M ′ǫ. Let γ < 2, ǫ < 1/4,Ric ≥ −Γg
and R ≤ 2 distg(p, ∂M ′ǫ). Then
|∇u|2γ(p) ≤ c(n)(R−2 + ΓR−1 + Γ) + 4γǫ2γ .
Proof. Let d(y) := distg(y, p) and pick a smooth function ζ ∈ C∞(R) such that ζ ≤ 1, ζ ≡ 1 on
(−∞, 1/2] and ζ ≡ 0 on [1,∞). We may choose ζ in a way such that ζ′2ζ−1 ≤ 10 and 0 ≥ ζ′′ ≥ −10.
Next, we define ρ : M ′ǫ → R via
ρ(y) := ζ
(
d(y)
R
)
.
Evidently, there holds
|∇ρ|2
ρ
≤ 10
R2
.
On the other hand, the Hessian Comparison Theorem implies that |∇2d| ≤ (1 + Γd)d−1g and
consequently
|∇2ρ| ≤ 30
R2
+
10Γ
R
.
We now define the quantity υ := ρf . υ attains an interior maximum at a point y0 and we may
assume that f(y0) ≥ 4ǫ2. In particular, υ is smooth near y0 by standard elliptic regularity theory.
Moreover, there holds ρ∇f = −f∇ρ. We write L in normal coordinates centred at y0 and denote
the leading order coefficients by Lij . Clearly, |Lij | ≤ 2ψ−1. It follows by the ellipticity of L that
at y0 there holds
0 ≥ L(υ) = ρL(f) + L(ρ)f + 2Lij∂if∂jη
≥ ρL(f)− f 12
(
80
R2
+
20Γ
R
)
≥ 1
2(n− 1)ρf
γ+ 12 − c(n)f 12
(
R−2 + ΓR−1 + Γ
)
.
In the last step, we used the previous corollary. Since ρ(y0) ≤ 1, the claim follows. 
Before we can prove a global gradient estimate, we need to estimate |∇u| on Σǫ. To this end,
we construct suitable barriers.
Lemma 4.7. Let u ∈ C2(M ′ǫ) ∩ C1(M ′ǫ) be a solution of (42-45) and ǫ > 0 be sufficiently small.
Then there exists a constant c depending only on |AΣ|C0(Σ), |A∂M |C0(∂M), inj(Σ), inj(∂M) and
|Rc |C0(M) such that for any p ∈ Σǫ there holds
|∇u|(p) ≤ c.
Here, the norms are taken with respect to the metric g.
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Proof. This is a variation of Lemma 3.8 in [Mar17]. According to Lemma 4.1 there holds u ≥ 0.
We proceed to construct a supersolution. Let dΣǫ be the distance function to Σǫ and d
∂M be the
distance function to ∂M . There exists a constant δ > 0 depending on the injectivity radii of Σ
and ∂M such that dΣǫ is smooth in M ′ǫ,δ := {dΣǫ < δ} ∩M ′ǫ and such that d∂M is smooth in
M˜ ′ǫ,δ := {d∂M < 8δ} ∩M ′ǫ,δ6. The Hessian of dΣǫ at a point p is given by the second fundamental
form of the level set of dΣǫ containing p. Evolving Σǫ in normal direction with unit speed and
using for instance Theorem 3.2 in [HP99], we can compute the evolution equation for |AΣǫ |2 and
conclude that |∇2dΣǫ | ≤ Θ in M ′ǫ,δ where Θ only depends on |AΣ|C0(Σ) and the curvature of g.
Likewise, we may arrange that |∇2d∂M | ≤ Θ in M˜ ′ǫ,δ where Θ now also depends on |A∂M |C0(∂M).
Let Γ > 0 to be chosen and ρ(y) := ΓdΣǫ(y)ζ(d∂M (y)) for some smooth function ζ ∈ C∞(R)
satisfying 1 ≤ ζ ≤ 2 with ζ(0) = 2. We compute at Sǫ
∂µρ = Γ(2∂µd
Σǫ − ζ′(0)dΣǫ).
Σǫ meets Sǫ at an acute angle and Σ meets ∂M orthogonally. Moreover, Σǫ converges in C
2 to Σ.
It then follows by Taylor’s theorem that after possibly shrinking δ there exists a constant c1 > 0
depending on |AΣ|C0(Σ) and the curvature of of g but not on ǫ such that ∂µdΣǫ(y) ≥ −c1dΣǫ(y)
for any y ∈ Sǫ ∩M ′ǫ,δ. Consequently, if ζ′(0) < −4c1, there holds ∂µρ < 0 at ∈ Sǫ ∩M ′ǫ,δ. Next,
if we assume that ζ is constant on [8δ,∞) then it follows that ρ is smooth in M ′ǫ,δ. We may then
compute that
|∇ρ|2 = Γ2(ζ2 + 2ζ′ζdΣǫg(∇dΣǫ ,∇d∂M ) + (dΣǫζ′)2)
and if we also assume that |ζ′| ≤ (2δ)−1, it follows that
Γ2
2
≤ |∇ρ|2 ≤ 3Γ2. (47)
in M ′ǫ,δ. Moreover, a straightforward computation reveals that∣∣∣∣ div
( ∇ρ√
ǫ2 + |∇ρ|2
)∣∣∣∣ ≤ c(Θ + 1)(1 + δ−1) + Θ|ζ′′|dΣǫ ≤ c(Θ + 1)(1 + δ−1) (48)
in M ′ǫ,δ for some universal constant c (which is in particular independent of ǫ) provided |ζ′′| ≤
10δ−2. Choosing Γ ≥ 2 + 2c(Θ + 1)(1 + δ−1) and noting that γ > 1 we conclude from (47) and
(48) that
div
( ∇ρ√
ǫ2 + |∇ρ|2
)
− |∇ρ|γ < 0.
Summarizing, we have assumed that ζ(0) = 2, 1 ≤ ζ ≤ 2, ζ′(0) < −4c1, |ζ′| ≤ (2δ)−1, |ζ′′| ≤ 10δ−2
and that ζ = 1 on [8δ,∞). After arranging that δ−1 > 8c1, one possibility is given by
ζ(s) :=


1 + exp
(
1− δ2(δ− s8 )2
)
if s < 8δ,
1 if s ≥ 8δ.
Furthermore, we may assume that Γ ≥ δ−1 and consequently ρ ≥ 1 on {dΣǫ = δ}. We then define
the function υ to be ρ(1 − ρ)−1 where ρ < 1 and to be ∞ elsewhere. Clearly, υ = 0 on Σǫ and it
is easy to see that ∂µυ > 0 on {ρ < 1} ∩ Sǫ. A straightforward calculation reveals that
div
( ∇υ√
ǫ2 + |∇υ|2
)
− |∇υ|γ < 0
6It follows from asymptotical flatness that the injectivity radius of ∂M is uniformly bounded from below and
that such a δ exists.
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and we conclude that υ is a supersolution of (42-45). Thus,
0 ≤ ∂νu ≤ ∂νυ = ∂νρ
on Σǫ and the claim follows. 
We are finally in the position to prove a global gradient bound.
Lemma 4.8. Let u be a C2(M ′ǫ) ∩ C1(M ′ǫ) solution of (42-45), 1 < γ < 2 and ǫ sufficiently
small. Let Σ be of class C2. Then there exists a constant c which only depends on n, |AΣ|C0(Σ),
|A∂M |C0(∂M), inj(Σ),inj(∂M) and |Rc |C0(M) such that
|∇u| ≤ c. (49)
Proof. Let Θ := sup∂M |A∂M | + 1 which is finite by (10). We pick a smooth function ρ such that
∂µρ = −Θρ on Sǫ, 1 ≤ ρ ≤ 2 and such that the first and second derivatives of ρ are uniformly
bounded by a constant c depending on A∂M and the curvature of g. We define υ = fρ and note
that we can equivalently estimate υ to prove the lemma. An easy calculation using the boundary
condition (45) reveals that ∂µf = −AΣ(∇u,∇u) on Sǫ. Consequently, υ cannot attain its maximum
on Sǫ. If υ attains its maximum at ∂˜Uǫ we can use Corollary 4.2. If υ attains its maximum on Σǫ,
we can use the previous lemma. Finally, if υ attains an interior maximum at a point p we conclude
that f(p) > 0 and consequently that u is smooth near p. Moreover, ρ∇f = −f∇ρ and L(υ) ≤ 0
at p since L is elliptic. As in the proof of Lemma 4.6 we conclude that
0 ≥ 1
2(n− 1)ρf
γ+ 12 − cf 12 ,
where c depends on the Ricci curvature of g, Θ and n. The claim follows. 
4.2. Existence of approximate solutions and passing to the limit. In this subsection, we
first show that solutions of the approximate problem (42-45) exist. Afterwards, we will prove that
a proper weak solution of the free boundary inverse mean curvature flow starting at E0 can be
obtained as the pointwise limit of a suitable sequence of functions uǫ,γ,τ .
Lemma 4.9. Suppose that ǫ < 1 is sufficiently small and that γ > 1 is sufficiently close to 1
(depending on ǫ). Let Zǫ := (log(Rǫ)− log(R0))/4, where Rǫ is the constant from Lemma 4.1, and
assume that 0 ≤ τ ≤ Zǫ. Then there exists a unique solution uǫ,γ,τ ∈ C3,γ−1(M ′ǫ)) ∩ C1,β(M ′ǫ) of
(42-45) where β depends on γ, ǫ. Moreover, for any δ > 0 and 0 < α < 1 there exists a constant c
such that
|uǫ,γ,τ |C2,α(M ′ǫ,δ) ≤ c (50)
where M ′ǫ,δ := {p ∈M ′ǫ| distg(p, ∂M ∩ (Σǫ ∪ ∂˜Uǫ)) < δ}. Here, c depends on α, δ, ǫ but not on γ.
Proof. The proof is based on a continuity method and very similar to the proof of Proposition
3.13 in [Mar17]. We therefore only sketch the argument. Marquardt uses the theory of mixed
boundary value problems for domains whose boundaries have edges which was developed by
Lieberman in [Lie86, Lie89]. Given a positive integer k, α ∈ (0, 1) and a real number b, we
define the weighted Hölder norms |ψ|Hbk,α(M ′ǫ) := supδ>0 δb+k+α|ψ|Ck,α(M ′ǫ,δ) and the weighted
Hoelder spaces Hbk,α := {ψ ∈ Ck,αloc (M ′ǫ)||ψ|Hbk,α(M ′ǫ) < ∞}. Recall that both Σǫ, ∂ˆUǫ meet S
at an acute angle. Consequently, the theory developed by Lieberman applies. Let I := {τ ∈
[0, Zǫ] | There exists a unique solution u ∈ H−1−β2,α (Ωǫ) of (42-45)} for some 0 < α, β < 1 to be
chosen. Next, we define the spaces
A := {u ∈ H−1−β2,α (M ′ǫ)|u = 0 on Σǫ, ∂µu = 0 on Sǫ}, B := B1×B2 := H1−β0,α (M ′ǫ)×H−1−β2,α (∂˜Uǫ)
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and the differential operator
Lǫ,γ(ψ) = div
( ∇ψ√
ǫ2 + |∇ψ|2
)
− |∇ψ|γ .
We then define Lǫ,γ : A → B,ψ 7→ (Lǫ,γ(ψ), π(ψ)), where π : A → B2 is the projection of A to
B2. As γ > 1, it is easy to see that Lǫ,γ is C
1 provided α ≤ min{γ − 1, β}. We now show that
I = [0, Zǫ] if β is sufficiently small. According to the maximum principle, solutions to (42-45) are
unique, hence 0 ∈ I. We proceed to show that I is open. Let τ ∈ I and u be the corresponding
solution. The linearization of Lǫ,γ at u, denoted by L
u
ǫ,γ, is a uniformly elliptic operator as u
enjoys uniform gradient bounds by the previous lemma. One may check easily that its second
order coefficients are in H00,α(M
′
ǫ) and that its first order coefficients are in H
1−β
0,α (M
′
ǫ) provided
α ≤ γ − 17. Choosing β sufficiently small (depending on ǫ or more precisely the contact angle
between Σǫ, ∂ˆUǫ and S), it then follows that the linear theory for mixed boundary value problems
can be applied, see Theorem A.14 in [Mar12]. It follows that Luǫ,γ is invertible and the inverse
function theorem consequently implies that τ ′ ∈ I if τ ′ ∈ [0, Zǫ] and if |τ ′ − τ | is sufficiently
small. A compactness argument similar to the one used in the proof of Proposition 3.13 of [Mar17]
also shows that I is closed. Finally, according to Lemma 4.8, solutions of (42-45) enjoy uniform
gradient bounds and the operator Lǫ,γ is consequently uniformly elliptic. An estimate of de Giorgi-
Moser-Nash type, see [GT15] Theorem 13.2, then implies uniform C1,α(M ′ǫ,δ) estimates which only
depend on (M, g), ǫ and δ. (50) now follows from the Schauder estimates for elliptic equations. 
Corollary 4.10. Let ǫ be sufficiently small. Then there exists a unique solution uǫ := uǫ,1,Zǫ of
(42-45) which is in C2,α(M ′ǫ \ (∂M ∩ (Σǫ ∪ ∂˜Uǫ))) ∩ C0,1(M ′ǫ) for any 0 < α < 1 and satisfies the
estimate (49).
Proof. The existence of uǫ follows from compactness and the previous lemma, letting γ → 1. The
gradient estimate follows from the fact that the Lipschitz constant is lower semi-continuous with
respect to uniform C0−convergence. 
Lemma 4.11. The functions uǫ converge locally uniformly in M
′ and weakly in W 1,∞(M ′) to a
proper weak solution u ∈ C0,1loc (M ′) of the free boundary inverse mean curvature flow with initial
data E0 in the sense of Definition 3.1.
Proof. As ǫ tends to 0, M ′ǫ converges to M
′ and local uniform convergence along a subsequence ǫi
follows from the uniform gradient bound (49). Likewise, we deduce weak localW 1,∞−convergence.
The existence of subsolutions, c.f. Lemma 4.1, guarantees that u is proper and we may extend
u in any way to E0 such that E0 = {u < 0}. Let us verify that u is a weak solution. Let Ω be
a compact set in M ′ that does not touch Σ and let v be a locally Lipschitz function such that
{v 6= u} ⊂⊂ Ω. We assume for now that v < u + 1. Let ρ be a smooth function equal to 1 in
{v 6= u} and supported in Ω. We define vi := ρv + (1 − ρ)ui, where ui := uǫi , multiply (42) by
vi − ui and compute, using the divergence theorem while keeping in mind the Neumann condition
(45),
−
∫
Ω
ρ
∇ui · ∇v√
|∇ui|2 + ǫ2i
dvol +
∫
Ω
ρ
|∇ui|2√
|∇ui|2 + ǫ2i
dvol −
∫
ω
(v − ui) ∇ui · ∇ρ√
|∇ui|2 + ǫ2i
dvol
=
∫
ω
|∇ui|(ρv − ρui)dvol.
7 This restriction is due to the term γ∇u|∇u|γ−2 ∈ H1−β
0,γ−1(M
′
ǫ).
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The third term on the left converges to 0 by dominated convergence. Moreover, we can estimate
the first term from below by − ∫
Ω
ρ|∇v|dvol. On the other hand,
∫
Ω
ρ
|∇ui|2√
|∇ui|2 + ǫ2i
dvol =
∫
Ω
ρ
√
|∇ui|2 + ǫ2idvol −
∫
Ω
ρ
ǫ2i√
|∇ui|2 + ǫ2i
dvol. (51)
The second term on the right converges to 0, the first term can be estimated using
√
|∇ui|2 + ǫ2i ≥
|∇ui|. This leaves us at
lim sup
i→∞
∫
Ω
ρ|∇ui|(1 + ui − v)dvol ≤
∫
Ω
|∇v|dvol.
The integrand on the left hand side eventually becomes positive so the claim follows by lower semi
continuity (notice that if ρ 6= 1, then ∇v = ∇u). The condition v < u + 1 can be removed as
in Theorem 2.1 in [HI01]. According to Lemma 3.3, proper weak solutions are unique and full
convergence of the sequence follows. 
4.3. Geometric interpretation of the approximate solutions. Despite the analytic modifi-
cation, equation (42) can still be interpreted as a geometric flow on a cylinder over M . In order
to see this, we consider the space M ′ǫ × R equipped with the metric g˜ = g + dz2, choose ǫ and γ
sufficiently close to 0 and 1, respectively, such that (42-45) can be solved and define the function
u˜ǫ,γ := uǫ,γ,Zǫ + ǫz. Keeping in mind that the speed of the level set flow associated with u˜ǫ,γ is
given by |∇u˜ǫ,γ |−1, a straightforward computation shows that (42) is the level set formulation of
the flow equation
dx
dt
=
ν√
ǫ2 +H2/γ
.
In order to be more precise, we let t0 > 0 and define It0,ǫ := (−Zǫ/(4ǫ), t0/(2ǫ)). Moreover, given
t > 0 we define Σ˜ǫ,γt := {u˜ǫ,γ = t} and Σ˜ǫt := Σ˜ǫ,1t . The following holds.
Lemma 4.12. Let ǫ > 0 be sufficiently close to 0, γ > 1 be sufficiently close to 1 (depending on
ǫ > 0), t0 > 0 and t0 ≤ t ≤ Zǫ/2. Then Σǫ,γt ∩ (M ′ǫ × It0,ǫ) is a hypersurface of class C3 and
∂Σǫ,γt ∩ (M ′ǫ × It0,ǫ) is either empty or meets ∂M × R orthogonally.
• Geometric Flow. The outward normal of Σǫ,γt ∩(M ′ǫ×It0,ǫ) is given by ν = ∇u˜ǫ,γ/|∇u˜ǫ,γ|
and the surfaces Σǫ,γt ∩ (M ′ǫ × It0,ǫ) flow according to the (degenerate) parabolic equation
dx
dt
=
ν√
ǫ2 +H2/γ
. (52)
• Estimates. For any 0 < α < 1, the local C2,α−estimates of Σǫ,γt ∩ (M ′ǫ × It0,ǫ) depend
on t0, ǫ, but not on γ. For any 0 < α < 1/2, the surfaces Σ
ǫ,γ
t ∩ (M ′ǫ × It0,ǫ) enjoy local
C1,α−estimates which depend on t0 but are independent of Σ, ǫ, γ.
• Area estimate. Given 0 < t1 < Zǫ and t0 < t < t1, there is a constant c depending on t0
and t1 but not on ǫ such that |Σ˜ǫ,γt ∩ (M ′ǫ × [−10, 10])| ≤ c.
• Mean curvature estimate. The mean curvature satisfies the uniform estimate
|HΣ˜ǫ,γt |C0(Σ˜ǫ,γt ∩(M ′ǫ×It0,ǫ)) ≤ c, (53)
where c depends on n, |AΣ|C0(Σ), |A∂M |C0(∂M), inj(Σ), inj(∂M) and |Rc |C0(M).
Proof. Clearly, u˜ǫ,γ has no critical points. On the other hand, the hypothesis implies that {u˜ =
t} ∩ {M × It0,ǫ} ⊂ {t0/2 < u < 3Zǫ/4} × It0,ǫ =: Ut0,ǫ. Consequently, the regular value theorem,
Lemma 4.9, (50), the equations (42-45), Lemma 4.8 and the identity
HΣ
ǫ,γ
t = |∇uǫ,γ,Zǫ|γ ,
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which also follows from (42), imply all statements apart from the C1,α−estimates and the area
estimate. In order to prove these, let v˜ be a smooth C2−function defined on M ′ǫ × R such that
{v˜ 6= u˜ǫ,γ} ⊂ Ω˜ ⊂⊂ (M ′ǫ − ∂˜M ′ǫ)× R for some compact set Ω˜. Multiplying the equation
div
( ∇u˜ǫ,γ
|∇u˜ǫ,γ|
)
= (|∇u˜ǫ,γ|2 − ǫ2)
γ
2
by v˜− u˜ǫ,γ, integrating over Ω˜, keeping in mind the Neumann condition (45) and using the Cauchy-
Schwarz inequality we find∫
Ω˜
(|∇u˜ǫ,γ |+ u˜ǫ,γ(|∇u˜ǫ,γ |2 − ǫ2)
γ
2 )dvol ≤
∫
Ω˜
(|∇v˜|+ v˜(|∇u˜ǫ,γ|2 − ǫ2)
γ
2 )dvol.
Then, we may argue as in Lemma 2.1 in [HI01] to see that
|Σ˜ǫ,γt ∩ U˜t0,ǫ| −
∫
Eǫ,γt ∩U˜t0,ǫ
(|∇u˜ǫ,γ |2 − ǫ2)
γ
2 dvol
≤|∂˜∗F ∩ U˜t0,ǫ| −
∫
F∩U˜t0,ǫ
(|∇u˜ǫ,γ|2 − ǫ2)
γ
2 dvol,
(54)
for all finite perimter sets F such that F∆Eǫ,γt ⊂⊂ U˜t0,ǫ. Here, E˜ǫ,γt := {u˜ǫ,γ < t} and U˜t0,ǫ :=
{t0/4 < uǫ,γ < Zǫ/2+1}× (−Zǫ/(4ǫ)−1, t0/(2ǫ)+1). On the other hand, it follows from the local
uniform convergence to a proper solution, c.f. Lemma 4.11, that after possibly shrinking ǫ and
choosing γ sufficiently close to 1 (depending on ǫ), there is a small constant δ > 0 which depends
on t0 but not on ǫ such that the collar Bδ,g˜(Σ˜
ǫ,γ
t ∩ (M ′ǫ,γ × It0,ǫ)) := {p′ ∈ M × R| distg˜(p′, Σ˜ǫ,γt ∩
(M ′ǫ×It0,ǫ)) < δ} is compactly contained in U˜t0,ǫ. Thus, if Bδ,g˜(p) := {p′ ∈M×R| distg˜(p′, p) < δ}
we find that Σ˜ǫ,γt is c0(|∇uǫ,γ,Zǫ|L∞(M), δ, n), δ−almost minimal in the sense that
|Σ˜ǫ,γt ∩Bδ′,g˜(p)| ≤ |∂˜∗F ∩Bδ′,g˜(p)|+ c0δ′n+1
for all p ∈ Σ˜ǫ,γt ∩ Ut0,ǫ, δ′ < δ and F as above. On the other hand, we have seen that the
mean curvature HΣ
ǫ,γ
t is uniformly bounded. One may now argue as in [Tam81] and [GJ86] to
prove the regularity statement. Finally, the area estimate follows from (54) and a straightforward
comparison argument using a large, compact set to compare with and the uniform bound for
|∇uǫ,γ,Zǫ|L∞(M). 
Remark 4.13. The stated dependency on t0 is not optimal. However, we prefer to use the pre-
sented version of the lemma to avoid regularity issues near the corner ∂Σ.
Using a modification of a lemma proved by Volkmann in [Vol15], we also obtain the following
length estimate for the free boundary of the level sets.
Lemma 4.14. Let (Mˆ, gˆ) be a Riemannian manifold with non-empty boundary ∂Mˆ and Σˆ ⊂ Mˆ be
a compact free boundary surface. Then there is a constant c which only depends on |A∂Mˆ |C0(∂Mˆ)
and the curvature of gˆ such that
|∂Σˆ| ≤ c
∫
Σˆ
(1 + |H |)dvol.
Moreover, let t0 > 0 and t0 ≤ t ≤ Zǫ/2. Let ǫ > 0 be sufficiently small and γ > 1 be sufficiently
close to 1 (depending on ǫ). There is a constant c depending only on |A∂M |C0(∂M) and the curvature
of g such that
|∂Σ˜ǫ,γt ∩ (M ′ǫ × [−8, 8])| ≤ c|Σ˜ǫ,γt ∩ (M ′ǫ × [−10, 10])|.
Proof. The first claim can be proven in exactly the same way as Lemma 2.18 in [Vol15]. The idea
is to estimate |∂Σˆ| with the help of the first variational formula for the area using a regularized
distance function to ∂Mˆ as a calibration. For the second claim, we multiply the calibration by a
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suitable cut-off function with respect to the z−variable and use the mean curvature estimate from
the previous lemma. 
5. Monotonicity of the modified Hawking mass
In this section, we prove the monotonicity of the modified Hawking mass. As we are primar-
ily interested in exterior regions of asymptotically flat half-spaces, we assume that (M, g) is an
asymptotically flat half-space with one end. The Gauss-Bonnet theorem will play a crucial part
in the argument and we therefore assume that n = dim(M) = 3 and that Σt as well as Σ
+
t are
connected free boundary surfaces for all t > 0. We will first prove an approximate growth formula
for an approximate Willmore energy in the more regular case ǫ > 0, γ > 1 and then pass to the
limits γ → 1, ǫ → 0. The exponential area growth then implies the monotonicity of the modified
Hawking mass.
5.1. The approximate growth formula. In this subsection, we aim to derive an approximate
growth formula for the approximate Willmore energy. In order to motivate what follows, we first
assume that Σ˜t is a smooth family of strictly mean convex, connected free boundary surfaces in
(M, g) evolving by (52) with γ = 1. We observe that lower order quantities may temporarily
evolve in a very different way compared to the exact free boundary inverse mean curvature flow.
For instance, if H ≡ δǫ for some small constant δ > 0, then ∂t|Σ˜t| = δ(1 + δ2)− 12 |Σ˜t|, which is
in sharp contrast to the exponential area growth ∂t|Σt| = |Σt| valid for the free boundary inverse
mean curvature flow. On the other hand, it turns out that there exists an approximate second
order quantity satisfying a growth formula along (52) which is very similar to the one of the usual
Willmore energy along the smooth free boundary inverse mean curvature flow. More precisely, we
notice that the integrand of the Willmore energy is given by H2 and that the derivative of the
function s 7→ s2/2 evaluated at H is exactly the inverse of the speed of the inverse mean curvature
flow. Likewise, if we define
ψǫ(s) := s
√
ǫ2 + s2 + ǫ2 log(
√
ǫ2 + s2 + s)− ǫ2 log(ǫ), (55)
then fǫ(s) := ψ
′
ǫ(s)/2 =
√
ǫ2 + s2 evaluated at H is exactly the inverse of the speed of the flow
(52). We thus define the approximate Willmore energy to be
Wǫ(Σ˜) := 1
4
∫
Σ˜
ψǫ(H)dvol.
It is well-known that the mean curvature of a geometric flow with normal speed f−1ǫ (H) evolves
according to the evolution equation
∂tH = −∆
(
1
fǫ(H)
)
− |A|
2
fǫ(H)
− Rc(ν, ν)
fǫ(H)
. (56)
On the other hand, recalling that µ is the outward normal of ∂M , it follows from differentiating
the relation g(ν, µ) = 0 on ∂Σ˜t that
A∂M (ν, ν) = −∂µH f
′
ǫ(H)
fǫ(H)
. (57)
Keeping in mind that ψ′ǫ = 2fǫ, ∂t(dvol) = Hf
−1
ǫ dvol and integrating by parts we thus find
∂t
∫
Σ˜t
ψǫ(H)dvol =−
∫
Σ˜t
(
2
|∇fǫ(H)|2
f2ǫ (H)
+ 2|A|2 + 2Rc(ν, ν)− ψǫ(H)H
fǫ(H)
)
dvol
− 2
∫
∂Σ˜t
AΣ(ν, ν)dvol.
(58)
The Gauss equation can be written as
Rc(ν, ν) = −K + Sc
2
+
H2
2
− |A|
2
2
, (59)
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while the free boundary condition implies that A∂M (ν, ν) = H∂M − kg, where kg is the geodesic
curvature of ∂Σ. Now, if we assume that the dominant energy condition Sc, H∂M ≥ 0 holds, then
it follows from the identity |A|2 = H2/2 + | ◦A|2 and the Gauss-Bonnet theorem that
∂t
∫
Σ˜t
ψǫ(H)dvol ≤ 4πχ(Σ˜t)−
∫
Σ˜t
(
3
2
H2 − ψǫ(H)H
fǫ(H)
)
dvol. (60)
The uniform area and mean curvature estimates from Lemma 4.12 together with the fact that each
Σ˜t is a connected free boundary surface then imply that
∂t
∫
Σ˜t
ψǫ(H)dvol ≤ 4π − 1
2
∫
Σ˜
H2 + cǫ,
for some constant c independent of ǫ. On the other hand, if Σt is an exact solution of the free
boundary inverse mean curvature flow, the exponential area growth implies
∂tmH(Σt) =
(2|Σt|) 12
(16π)
3
2
(
4π − 1
2
∫
Σt
H2dvol − ∂t
∫
Σt
H2dvol
)
.
In light of the strong analytic control from Lemma 4.12 we might therefore hope to obtain the
desired monotonicity of the modified Hawking mass in the limit. Of course, we face several obstacles
trying to make this strategy rigorous. The level sets Σ˜ǫ,γt are non-compact, in general not smooth
and three rather than two-dimensional. On the other hand, the definition of u˜ǫ,γ implies that the
level sets Σ˜ǫ,γt converge to a cylinder over Σt as γ → 1 and ǫ→ 0. This suggests that the problem
can be localised with respect to the z−variable, c.f. [HI01].
We now make this idea precise and fix two positive times 0 < t0 < t1. Let ǫ > 0 and γ = γ(ǫ) > 1
be chosen such that Lemma 4.9 and Lemma 4.12 can be applied. As before, we define u˜ǫ,γ :=
uǫ,γ,Zǫ + ǫz and after possibly decreasing ǫ > 0, we may arrange that [−10, 10] ⊂ It0,ǫ. We then
pick a smooth, non-negative and non-zero function ζ ∈ C∞(R) which is supported in [−10, 10].
On [0,∞), we define ψǫ,γ to be the anti-derivative of 2fǫ,γ with the initial condition ψǫ,γ(0) = 0
where fǫ,γ(s) :=
√
s
2
γ + ǫ2 is the inverse speed function of the flow (52). It follows that ψǫ,γ is
of class C3 and standard stability results for ordinary differential equations imply that ψǫ,γ → ψǫ
locally uniformly in C3([0,∞)). We first consider the more regular case γ > 1. Since the level
sets Σ˜ǫ,γt are in general not of class C
4, additional care is required. Let t ∈ [t0, t1]. According to
Lemma 4.12, Σ˜ǫ,γt ∩ spt(ζ) is of class C3. On the other hand, it follows from (42) that the mean
curvature H of Σ˜ǫ,γt is given by H = |∇uǫ,γ,Zǫ|γ ≥ 0 and that Σ˜ǫ,γt is smooth outside of the closed
set Cǫ,γ := {|∇uǫ,γ,Zǫ | = 0} × R. Clearly, H vanishes on Cǫ,γ . In fact, we can essentially ignore
the singular set Cǫ,γ as we shall now see.
Lemma 5.1. Let 0 < t0 < t1, ζ ∈ C∞c ((−10, 10)) and ǫ > 0, γ(ǫ) > 1 be chosen sufficiently close
to 0 and 1, respectively. Then the function t 7→ ∫
Σǫ,γt
ζψǫ,γ(H)dvol is continuously differentiable in
[t0, t1] and for any t ∈ [t0, t1] there holds
∂t
∫
Σǫ,γt
ζψǫ,γ(H)dvol =
∫
Σ˜ǫ,γt
ζ
(
− 2 |∇fǫ,γ(H)|
2
f2ǫ,γ(H)
− 2|A|2 − 2Rc(ν, ν) + ψǫ,γ(H)H
fǫ,γ(H)
)
dvol
+
∫
Σ˜ǫ,γt
(
ψǫ,γ(H)
fǫ,γ(H)
g(∇ζ, ν)− 1
fǫ,γ(H)
g(∇fǫ,γ(H),∇ζ)
)
dvol
−
∫
∂Σǫ,γt
2ζA∂M (ν, ν)dvol
Proof. Let us choose a function ρ˜ ∈ C1(R) such that 0 ≤ ρ˜ ≤ 1, ρ˜′ ≥ 0, ρ˜|(−∞,1/2] ≡ 0 and
ρ˜|[1,∞) ≡ 1. Let δ > 0 and define ρδ(p) := ρ˜(distg˜(C˜ǫ,γ , p)/δ). It follows that ρδ is Lipschitz and
|∇ρ| ≤ c0/δ for some constant c0. Consequently, it follows that there is a constant c1 independent
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of t, δ such that ∣∣∣∣
∫
Σ˜ǫ,γt
|∇ρδ|ζdvol
∣∣∣∣ ≤ c1. (61)
Next, we define the functions υδ, υ on [t0, t1] via
υδ(t) :=
∫
Σ˜ǫ,γt
ψǫ,γ(H)ζρδdvol, υ(t) :=
∫
Σ˜ǫ,γt
ψǫ,γ(H)ζdvol. (62)
Since H vanishes on Cǫ,γ , it follows from bounded convergence that υδ → υ pointwise. On the
other hand, Σ˜ǫ,γt ∩ spt(ζ)∩ spt(ρδ) is smooth which implies that υδ(t) is differentiable and we find,
similarly to the computations that lead to (58), that
∂tυδ(t) =
∫
Σ˜ǫ,γt
ρδζ
(
− 2 |∇fǫ,γ(H)|
2
f2ǫ,γ(H)
− 2|A|2 − 2Rc(ν, ν) + ψǫ,γ(H)H
fǫ,γ(H)
)
dvol
− 2
∫
∂Σǫ,γt
ρδζA
∂M (µ, µ)dvol
+
∫
Σ˜ǫ,γt
ρδ
(
ψǫ,γ(H)
fǫ,γ(H)
g(∇ζ, ν) − 1
fǫ,γ(H)
g(∇fǫ,γ(H),∇ζ)
)
dvol
+
∫
Σ˜ǫ,γt
ζ
(
ψǫ,γ(H)
fǫ,γ(H)
g(∇ρδ, ν)− 1
fǫ,γ(H)
g(∇fǫ,γ(H),∇ρδ)
)
dvol.
The last line converges to 0 locally uniformly in t as δ → 0 which follows from (61), ψǫ,γ(0) =
f ′ǫ,γ(0) = 0 and the fact that u˜ǫ,γ enjoys locally uniform C
3−bounds. The remaining terms converge
locally uniformly in t to the corresponding terms with ρδ replaced by the indicator function of
Σ˜ǫ,γt \Cǫ,γ. In order to complete the proof, we first note that A∂M (µ, µ) = −∂µHf ′ǫ,γ(H)f−1ǫ,γ (H) = 0
on Cǫ,γ , where we used (57). Moreover, there holds f
′
ǫ,γ(H) = ψǫ,γ(H) = 0 on Cǫ,γ so it remains to
check that |A|2 = Rc(ν, ν) = 0 almost everywhere on Σ˜ǫ,γt ∩ Cǫ,γ . To this end, we simply observe
that ν = ∇u˜/|∇u˜| and consequently ν = ∂z on Σ˜ǫ,γt ∩ Cǫ,γ . The claim now follows since g˜ is a
product metric. 
In the next lemma, we pass to the limit γ ց 1.
Lemma 5.2. Let 0 < t0 < t1, ζ ∈ C∞c ((−10, 10)) and ǫ > 0 be sufficiently small. Then, there
holds log(fγǫ (H)) ∈W 1,2(Σ˜ǫt) for almost every t ∈ [t0, t1] and∫
Σ˜ǫt1
ζψǫ(H)dvol −
∫
Σǫt0
ζψǫ(H)dvol
≤
∫ t1
t0
[ ∫
Σ˜ǫt
ζ
(
− 2 |∇fǫ(H)|
2
f2ǫ (H)
− 2|A|2 − 2Rc(ν, ν) + ψǫ(H)H
fǫ(H)
)
dvol
+
∫
Σ˜ǫt
(
ψǫ(H)
fǫ(H)
g(∇ζ, ν)− 1
fǫ(H)
g(∇fǫ(H),∇ζ)
)
dvol −
∫
∂Σǫt
2ζA∂M (µ, µ)dvol
]
dt.
(63)
Proof. If γ > 1, the claim follows from the previous lemma and integration with respect to the
t−variable. Let γi > 1 be a sequence converging to 1. We may apply the previous lemma with
ζ replaced by ζ˜ ∈ C∞c ((−10, 10)) such that ζ˜ = 1 on spt(ζ) and again integrate with respect to
the t−variable. Using Young’s inequality, the uniform (in terms of γ) area and length bounds, c.f.
Lemma 4.12 and Lemma 4.14, as well as the uniform mean curvature estimate (53) we find that
there is a constant c independent of i ∈ N such that∫ t1
t0
∫
Σ˜
ǫ,γi
t
|∇fǫ,γi(H)|2
f2ǫ,γi(H)
dvoldt ≤ c.
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In particular, Fatou’s Lemma implies that
lim inf
γi→1
∫
Σ˜
ǫ,γi
t
|∇fǫ,γi(H)|2
f2ǫ,γi(H)
dvol <∞ (64)
for almost every t ∈ [t0, t1]. On the other hand, it follows from Lemma 4.12 that Σ˜ǫ,γt ∩ spt(ζ)→
Σ˜ǫt ∩ spt(ζ) in C2 uniformly in t ∈ [t0, t1]. Consequently, all terms except the ones involving
∇fǫ,γ(H) pass to the limit. Moreover, for any t ∈ [t0, t1], it follows that there is some nearby
smooth surface Σ˜ such that Σ˜ǫ,γit ∩ spt(ζ˜), and Σ˜ǫt ∩ spt(ζ˜) can be written simultaneously as a
normal graph over Σ˜ with C2−convergence of the graph function. It now follows from (64) and the
Rellich-Kochandrov theorem that a suitable subsequence, depending on t, of fǫ,γ(H
Σ˜
ǫ,γi
t ) converges
weakly to fǫ(H
Σ˜ǫt ) inW 1,2(Σ˜) for almost every t ∈ [t0, t1]. Then, lower semi-continuity and Fatou’s
lemma imply that∫ t1
t0
∫
Σ˜ǫt
|∇fǫ(H)|2
f2ǫ (H)
dvoldt ≤ lim inf
i→∞
∫ t1
t0
∫
Σ˜
ǫ,γi
t
|∇fǫ,γi(H)|2
f2ǫ,γi(H)
dvoldt.
Finally, in order to deal with the term∫
Σ˜ǫt
f−1ǫ,γi(H)g(∇fǫ,γi(H),∇ζ)dvol
we can integrate by parts, use uniform C2−convergence and then perform another integration by
parts on the level sets Σ˜ǫt where there holds log fǫ(H) ∈ W 1,2(Σ˜ǫt ∩ spt(ζ)). As this is true for
almost every t ∈ [t0, t1] by (64), the claim follows. 
5.2. Passing the approximate growth formula to the limit. Using the ideas developed in
[HI01], we now pass (63) to the limit ǫ → 0. As in the previous section, let ζ, ζ˜ be non-negative,
non-zero cut-off functions with respect to the z−variable such that
spt(ζ) ⊂ [−5, 5] ⊂ {ζ˜ = 1} ⊂ spt(ζ˜) ⊂ (−10, 10)
and 0 < t0 < t1. In the following estimates, the constants may depend on ζ, ζ˜, t
−1
0 as well as t1
but not on ǫ. As before, Lemma 4.12 and Lemma 4.14 imply that
|Σ˜ǫt ∩ spt(ζ˜)|+ |∂Σ˜ǫt ∩ spt(ζ˜)| ≤ c. (65)
Similarly, we recall the uniform mean curvature estimate (53)
0 ≤ HΣ˜ǫt ≤ c. (66)
It follows that
|Hǫ2 log(
√
ǫ2 +H2 +H)(ǫ2 +H2)−1/2| ≤ cǫ (67)
and consequently, recalling (55), that
ψǫ(H)
H
fǫ
= H2 +O(ǫ). (68)
Likewise, there holds
ψǫ(H)
fǫ(H)
= H +O(ǫ). (69)
Returning to (63) with ζ˜ instead of ζ, we can use Young’s inequality, the area and length estimates
(65), the mean curvature bound (66) and the fact that |A∂M | is uniformly bounded to deduce that∫ t1
t0
∫
Σ˜ǫt∩(M×[−5,5])
( |∇fǫ(H)|2
fǫ(H)2
+ |∇fǫ(H)|2 + |A|2
)
dvol ≤ c.
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We pick a subsequence ǫi → 0 and obtain using Fatou’s lemma that
lim inf
i→∞
∫
Σ˜
ǫi
t ∩(M×[−5,5])
( |∇fǫi(H)|2
fǫi(H)
2
+ |∇fǫi(H)|2 + |A|2
)
dvol <∞ (70)
for almost every t ∈ (t0, t1). If we make the same considerations with a larger time interval
containing [t0, t1], we conclude that (70) holds at t0 and t1, too, for almost every choice of 0 <
t0 < t1. Let us assume from now on that we have chosen such t0, t1. Combining (63), (65), (66)
and (68-69) we obtain∫
Σ˜
ǫi
t1
ζH2dvol −
∫
Σ˜
ǫi
t0
ζH2dvol − cǫi
≤
∫ t1
t0
[ ∫
Σ˜
ǫi
t
ζ
(
− 2 |∇fǫi(H)|
2
f2ǫi(H)
− 2|A|2 − 2Rc(ν, ν) +H2
)
dvol
+
∫
Σ˜
ǫi
t
(
Hg(∇ζ, ν)− 1
fǫi(H)
g(∇fǫi(H),∇ζ)
)
dvol −
∫
∂Σ
ǫi
t
2ζA∂M (µ, µ)dvol
]
dt.
(71)
We now pass this inequality to the limit term by term. We may slightly abbreviate the arguments
whenever they are very similar to the ones presented in [HI01].
Lemma 5.3. For almost every 0 < t0 < t1 there holds
lim
i→∞
(∫
Σ˜
ǫi
t1
ζH2dvol −
∫
Σ˜
ǫi
t0
ζ˜H2dvol +
∫ t1
t0
∫
Σ˜
ǫi
t
ζH2dvoldt
)
=
∫
Σt1×R
ζH2dvol −
∫
Σt0×R
ζH2dvol +
∫ t1
t0
∫
Σt×R
ζH2dvoldt.
Proof. This is very similar to the argument in [HI01]. First, it follows from (65), (66) and the
bounded convergence theorem that it suffices to show that
lim
i→∞
∫
Σ
ǫi
t
ζH2dvol =
∫
Σt×R
ζH2dvol (72)
for almost every t ∈ [t0, t1] including t0, t1. Using Young’s inequality, (65) and (66) we deduce
from (71) that the function
t 7→
∫
Σ˜
ǫi
t
ζH2dvol − c0t
is decreasing in [t0, t1] if c0 is chosen sufficiently large. It then follows from the compactness theorem
for BV-functions, see for instance [PAF00], that we may choose a subsequence such that the limit
of
∫
Σ
ǫi
t
ζH2dvol exists for all but countably many t ∈ [t0, t1] and we may assume that t, t0, t1 are
outside of this exceptional set. It is thus sufficient to prove (72) along a suitable subsequence.
According to Lemma 4.12 and the locally uniform convergence of uǫ,1,Zǫ to the weak solution u,
c.f. Lemma 4.11, it follows that Σ˜ǫit ∩spt ζ converges to (Σt×R)∩spt ζ in C1,α where 0 < α < 1/2.
Thus, we may simultaneously write all of these surfaces as the normal graph over a nearby smooth
surface Σ˜t where the graph functions are denoted by υi and υ, respectively. In particular, υi → υ
in C1,α. After choosing another subsequence, we may then conclude using (70) and the Rellich-
Kochandrov theorem that fǫi(H
Σ˜
ǫi
t ) → ρ in Lq(Σ˜t) for every q < ∞, where ρ ∈ Lq(Σ˜t) is a yet
unknown function. Choosing another subsequence, we may assume that this convergence holds
pointwise almost everywhere. Taking q = 2, we deduce by Cauchy-Schwarz that f2(HΣ˜
ǫi
t )→ ρ2 in
L1(Σ˜t), which together with the pointwise bound (66) implies that (H
Σ˜
ǫi
t )2 → ρ2 in L1(Σ˜t) and in
particular, after choosing yet another subsequence, HΣ˜
ǫi
t → ρ pointwise almost everywhere in Σ˜t.
Using the bounded convergence theorem, we conclude that HΣ˜
ǫi
t ⇀ ρ in Lq(Σ˜t). Now we can use
Remark 3.2 to identify ρ to be the generalized mean curvature of Σt ×R, which is of course equal
to HΣt . (72) now follows from the bounded convergence theorem. 
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Lemma 5.4. There holds∫ t1
t0
∫
∂Σ˜
ǫi
t
ζA∂M (ν, ν)dvol →
∫ t1
t0
∫
∂Σt×R
ζA∂M (ν, ν)dvol
as well as ∫ t1
t0
∫
Σ˜
ǫi
t
ζ Rc(ν, ν)dvol →
∫ t1
t0
∫
Σt×R
ζ Rc(ν, ν)dvol.
as i→∞.
Proof. This follows from the C1,α−convergence of the level sets, (65) and the bounded convergence
theorem. 
Before we proceed, we note that according to Lemma 3.3 there holds HΣt = |∇u|. On the other
hand, the co-area formula implies that |∇u|−1(p) < ∞ for almost every t > 0 and almost every
p ∈ Σt. Consequently, the function H−1 is well-defined on almost every level set Σt.
Lemma 5.5. There holds∫
Σt×R
|∇H |2
H2
ζdvol ≤ lim inf
i→∞
∫
Σ˜
ǫi
t
|∇fǫi(H)|2
fǫi(H)
2
ζdvol
for almost every t ∈ [t0, t1].
Proof. This is a variation of Lemma 5.2 in [HI01]. As in the proof of Lemma 5.3 we may simulta-
neously write Σ˜ǫit ∩ spt(ζ) and (Σt ×R) ∩ spt(ζ) as the normal graph over some nearby surface Σ˜t
with C1−convergence of the graph functions and we may assume that all surfaces involved consist
of one connected component. Let
yi :=
∫
Σ˜
ǫi
t ∩spt(ζ)
log fǫi(H)dvol.
According to (66),(65) and (70) we may assume that, after choosing another subsequence, for
almost every t there holds log fǫi(H
Σ˜
ǫi
t )− yi → ρ in L2(Σ˜t) for some function ρ ∈ L2(Σ˜t) and that
yi → y ∈ [−∞,∞). y = −∞ implies after choosing another subsequence that HΣ˜
ǫi
t → 0 almost
everywhere and it follows from Remark 3.2 that HΣt ≡ 0. According to the discussion preceding
the lemma, this cannot happen for almost every t > 0. In the remaining case, that is y > −∞,
it follows that log fǫi(H
Σ˜
ǫi
t ) converges in L2(Σ˜t). The bounded convergence theorem then implies
that, after choosing another pointwise converging subsequence, HΣ˜
ǫi
t converges in L2(Σ˜t), too.
Using Remark 3.2, we may then identify the limit as in the proof of Lemma 5.3 and the claim
follows from lower semi-continuity. 
Lemma 5.6. There holds∫ t1
t0
∫
Σ˜
ǫi
t
g(∇ζ, ν)Hdvoldt→ 0,
∫ t1
t0
∫
Σ˜
ǫi
t
g(∇ζ,∇fǫi(H))
fǫi(H)
dvoldt→ 0
as i→∞.
Proof. The argument is completely verbatim to Lemma 5.3 and the reasoning on p.399 in [HI01].
The central observation consists in the fact that both ν and ∇fǫi(H) become perpendicular to ∂z
as Σ˜ǫit converges to the cylinder Σt × R. 
In order to deal with the |A|2 term, we need to define a weak notion of the second fundamental
form for submanifolds with boundary. To this end, we follow the idea in [HI01] which is based
on work of Hutchinson, see [Hut86]. Let us recall that the first variational formula of the area
functional for a smooth surface with boundary Σ˜ states that∫
Σ˜
Hg(ν,X)dvol =
∫
Σ˜
div(X)dvol −
∫
∂Σ˜
g(X,µ)dvol,
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where µ is the outward conormal of ∂Σ˜ and X any C1−vector field on M . Let us choose a local
coordinate frame {∂i} and assume that q = (qij)ij is a compactly supported, symmetric two-tensor
on M . Then, plugging X = gjkqlkν
l∂j into the first variational formula we find∫
Σ˜
Hq(ν, ν)dvol =
∫
Σ˜
(div(q)(ν) + g(q, A))dvol −
∫
∂Σ˜
q(ν, µ)dvol. (73)
Hence, if Σ˜ is a free boundary C1−submanifold that possesses a locally integrable generalized mean
curvature, we say that Σ˜ has a weak second fundamental form A if A is a section of Sym(T Σ˜) for
which (73) holds for any compactly supported choice of q.
If Σ˜ is a W 2,2 ∩ C1,α−surface, we can locally write it as the normal graph over a nearby smooth
surface Σˆ and call the graph function υ. We may then mollify the graph function to obtain a family
of smooth surfaces that converge to Σ˜ in W 2,2 ∩ C1,α. By slightly perturbing the approximating
surfaces near ∂M , we may assume that they meet ∂M orthogonally. As the second fundamental
form can be expressed by the Hessian of υ plus some lower order correction terms, see (7.10) in
[HI01] for instance, it follows that Σ˜ has a weak second fundamental form A ∈ L2(Σ˜, Sym(T Σ˜)).
Moreover, if A exists, we find by inserting q = ρg for some cut-off function ρ that indeed H = trΣ˜A
almost everywhere.
On the other hand, it follows from Remark 3.2, the Riesz representation theorem and weak con-
vergence that if there is a sequence of free boundary surfaces Σi with weak second fundamental
form converging to Σ˜ locally in C1 and if AΣi is uniformly bounded in L2(Σi, Sym(TΣi)), then
AΣ˜ ∈ L2(Σ˜) exists with weak convergence∫
Σi
g(AΣi , q)dvol →
∫
Σ˜
g(AΣ˜, q)dvol
as well as ∫
Σ˜
|AΣ˜|2dvol ≤ lim inf
i→∞
∫
Σi
|AΣi |2dvol. (74)
Moreover, as the Hessian of the graph function υ and A agree up to lower order terms, it follows
that Σ˜ is of class W 2,2.
In any case, if Σ˜ possesses a weak second fundamental form, then we may diagonalize A almost
everywhere in Σ˜ with orthonormal eigenvectors e1, e2 as well as eigenvalues κ1, κ2 and define the
weak Gauss curvature K to be
K = Rm(e1, e2, e2, e1) + κ1κ2. (75)
It follows that K ∈ L1(Σ˜). Through approximation by smooth free boundary surfaces one then
obtains the following Gauss-Bonnet type lemma.
Lemma 5.7. Let Σ˜ be a compact free boundary surface with weak second fundamental form in L2.
Then the weak Gaussian curvature K ∈ L1(Σ˜) satisfies∫
Σ˜
Kdvol +
∫
∂Σ˜
tr∂Σ˜A
∂Mdvol = 2πχ(Σ˜).
Using the area bounds and the mean curvature estimate (53) we also conclude the following.
Corollary 5.8. For all t ∈ [0, t1] there holds∫
Σt
|A|2dvol < c, (76)
where c is a constant depending on t1.
Proof. This is very similar to Lemma 5.5 in [HI01]. First, it follows from (70), the convergence of
the level sets and the discussion preceding Lemma 5.7 that Σt possesses a weak second fundamental
form A ∈ L2(Σt, Sym(TΣt)) for almost every t ∈ [0, t1]. Moreover, the pointwise almost everywhere
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decomposition |A|2 = κ21 + κ22 = H2 − 2κ1κ2 holds, where, as before, κi denote the principal
curvatures. On the other hand, Lemma 3.3 implies that for every t ∈ [0, t1] there is a number
ǫt > 0 such that |χ(Σt′)| ≤ max{|χ(Σt)|, |χ(Σ+t |)} for all t′ ∈ (t − ǫ, t + ǫ). A standard covering
argument then yields that |χ(Σt)| ≤ c1 for all t ∈ [0, t1], where c1 only depends on t1. Since (M, g)
has bounded geometry, it now follows from (75), Lemma 5.7 and (65) that∣∣∣∣
∫
Σt
κ1κ2dvol
∣∣∣∣ < c.
The claim now follows for almost every t since H is uniformly bounded, see (66). Finally, we
conclude the claim for all t by lower semi-continuity, see (74). 
We are now in the position to pass all quantities to the limit to obtain the following growth
formula for the Willmore energy.
Lemma 5.9. Let (M, g) be an asymptotically flat half-space, E0 ⊂M be a precompact subset and
Σ = ∂˜E0 be a free boundary surface of class C
1 with weak second fundamental form in L2. Let Et
be the precompact weak solution of the free boundary inverse mean curvature flow with initial data
E0. Then for every 0 ≤ t0 < t1 there holds∫
Σt0
H2dvol ≥
∫
Σt1
H2dvol +
∫ t1
t0
∫
Σt
(
1
2
H2 − 4πχ(Σt) + 2 |∇H |
2
H2
+
1
2
| ◦A|2 + Sc
)
dvoldt
+
∫ t1
t0
∫
∂Σt
H∂Mdvoldt.
(77)
Proof. We first prove the assertion for almost every 0 < t0 < t1. In this case, we first pass (71)
to the limit using Lemma 5.3, 5.4 and 5.5 as well as Lemma 5.6 and the lower semi-continuity
(74) together with Fatou’s lemma. We may then integrate the z−variable using Fubini’s theorem.
Finally, we use the Gauss equation (59), A∂M (ν, ν) = H∂M − tr∂ΣA∂M , Lemma 5.7 as well as the
identity |A|2 = H2/2 + | ◦A|2. In order to get the claim for almost every t0 > 0 and every t1 > t0,
we use lower semi-continuity and the fact that Σs → Σt in C1 as sր t, compare Lemma 4.12.
In order to prove the claim for t0 = 0, we first assume that Σ is smooth. It follows from (41)
and the fact that forming the strictly minimizing hull does not increase the interior area of the
boundary that ∫
∂˜E′0
H2dvol ≤
∫
Σ
H2dvol.
Since the precompact weak flow starting at E′0 coincides with the precompact weak flow starting
at E0 we may thus replace E0 by E
′
0 to prove the lemma. Let Σ
′ = ∂˜E′0. According to Lemma 5.10
below there are two possibilities, the first one being that Σ′ is a smooth minimial surface which
holds for instance if Σ is a smooth minimal surface, too. In this case, we choose a sequence of
functions ρi defined on M such that ρi → 1 in C∞(M), ρi = 1 on E′0, ρi > 1 on M −E′0, ∂νρi > 1
on Σ′ and ∂µρi = 0 on ∂M . We define gi := ρig and it follows that E
′
0 is also a strictly minimizing
hull in (M, gi) and that Σ
′ is strictly mean convex with respect to gi. According to Lemma 4.12,
the precompact weak flow starting at Σ′, denoted by Σit, remains smooth for a short-time and a
similar calculation as the one that lead to (60) shows that (77) holds for the flow Σit with t˜0 = 0
and t˜1 > 0 as long as the flow remains smooth until t˜1. Combining this with the fact that (77)
holds for almost every tˆ0 > 0 and every tˆ1 > tˆ0 yields for every 0 < t0
0 ≥
∫
Σit0
H2dvol +
∫ t0
0
∫
Σit
(
1
2
H2 − 4πχ(Σit) + 2
|∇H |2
H2
+
1
2
| ◦A|2 + Sc
)
dvoldt
+
∫ t0
0
∫
∂Σit
H∂Mdvoldt
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≥
∫
Σit0
H2 − ct0,
where the last inequality follows from discarding the non-negative terms, the exponential area
growth, the length estimate Lemma 4.14, the uniform mean curvature bound and the fact that
−χ(Σit) is uniformly bounded from below. To see the last claim, we may use Lemma 5.7, the
exponential area growth, the length estimate Lemma 4.14, the mean curvature bound Lemma
4.8 and the inequality −2κ1κ2 ≥ −H2. Now, choosing t0 outside of the exceptional set in the
compactness result Lemma 3.4 it follows from Lemma 3.4 and lower semi-continuity, c.f. Remark
3.2, that ∫
Σt0
H2dvol ≤ ct0.
The claim now follows for t0 = 0 by choosing an appropriate sequence t0 ց 0 in (77) and monotone
convergence, using the exponential area growth, the boundary length estimate and the fact that
−4πχ(Σt), Sc, H∂M are all uniformly bounded from below.
The second possibility is that Σ′ is a weakly mean convex free boundary surface of class C1,1 and
that HΣ
′
> 0 on a positive measure set. Using Lemma 5.10 below we may then choose a sequence
Σi of smooth, outward minimizing, strictly mean convex free boundary surfaces approximating Σ′
in C1 from the inside such that ∫
Σi
H2dvol →
∫
Σ′
H2dvol.
The C1−convergence also implies that there is a C1−diffeomorphism of M mapping Σi to Σ′ such
that the induced metric gi converges to g in C
1. We may then argue as in the first case.
If Σ is only C1 with weak second fundamental form in L2, then we can use an approximation
argument as in [HI01] to conclude the claim. Finally, in order to prove the claim for all t0, we
restart the flow at t0 using uniqueness and that Σt0 is of class C
1 according to Lemma 4.12 and
has weak second fundamental form in L2 according to Corollary 5.8. 
We now prove the missing regularity lemma.
Lemma 5.10. 1. Suppose that E is a precompact strictly minimizing hull such that ∂˜E is a free
boundary surface of class C1,1. Then either ∂˜E is a smooth free boundary minimal surface or there
is a sequence of strictly minimizing hulls Ei ⊂ E such that ∂˜Ei → ∂˜E in C1, ∂˜Ei is a strictly
mean convex free boundary surface, |A∂˜Ei |L∞(∂Ei) is uniformly bounded and∫
∂˜Ei
H2dvol →
∫
∂˜E
H2dvol.
2. Suppose that E is precompact and that ∂˜E is a free boundary surface of class C2. Then ∂˜E′
is of class C1,1 with estimates only depending on the C2−data of ∂˜E, the C1−data of g and
|A∂M |L∞(∂M).
Proof. The first statement is very similar to Lemma 5.6 in [HI01] and we only sketch the argument.
Since ∂˜E is in C1,1 we can use mollification to find a sequence of free boundary surfaces Σi
approximating ∂˜E from the inside in C1 ∩W 2,2 such that |AΣi |L∞(Σi) ≤ c0 and∫
Σi
H2dvol →
∫
∂˜E
H2dvol,
∫
Σi
H2−dvol →
∫
∂˜E
H2−dvol.
The free boundary mean curvature flow was introduced by Stahl in [Sta96a, Sta96b], see also
[Buc05]. It is a smooth flow of free boundary surfaces evolving with outward normal speed equal
to −H . Adapting the techniques developed by Stahl, it is easy to see that there is a smooth free
boundary mean curvature flow Σis, s ≥ 0, starting at Σi and existing for a short time ǫi > 0.
Corollary 3.5 in [Hui86] implies that
∂s|A|2 = ∆|A|2 − 2|∇A|2 + 2|A|4 +A ∗A ∗ Rm+A ∗ ∇Rm (78)
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while one may easily adapt Proposition 2.3 in [Sta96a] to show that
∂µ|A|2 = ∇∂MA∂M ∗A+A∂M ∗A ∗A+Rm ∗A ∗A (79)
as long as the flow exists. We define the function ρ := ec1d|A|2, where d is some regularized
distance function to ∂M . Choosing c1 large enough (depending on the ambient curvature and
∂M), it follows that |A| must be uniformly bounded if ρ attains its maximum on the boundary
and that otherwise
∂smaxΣis |A|2 ≤ c(|A|2 + |A|4).
It follows from standard comparison arguments for ordinary differential equations that |A|2 remains
uniformly bounded for a short time ǫ˜ > 0 and one may then adapt the higher order estimates
developed in [HI01] to conclude that ǫi > ǫ > 0 for all i ∈ N and some short time ǫ > 0. Moreover,
it follows that higher order estimates, which are uniform in i ∈ N, hold on every time interval (ǫˆ, ǫ],
where ǫˆ > 0. As in [HI01] one may then pass to the limit to obtain a free boundary mean curvature
flow starting at ∂˜E and the remaining claims follow from a growth estimate for the integrals of H2
and H2− as well as the strong maximum principle.
We also only give a sketch of the proof of the second statement as the arguments are very similar to
the case without boundary. First, using the results in [GJ86] and [Tam81] it follows that Σ′ := ∂˜E′
is of class C1,α for all α < 1/2 with corresponding estimates. Moreover, we may argue as in Lemma
6.2 in [HI01] that Σ′ can be approximated in C1 by smooth free boundary surfaces with uniformly
bounded mean curvature and it then follows from Lemma 5.7 and the discussion preceding it that
Σ′ is in fact of class W 2,2. Now, [Ger73a] implies that Σ′ is in C1,1 away from the boundary with
corresponding interior estimates. In order to show regularity at the boundary, let us pick p ∈ ∂Σ′.
We may then choose coordinates Ψ : B3δ,+ := B
3
δ (0)∩{x1 ≥ 0} →M by first choosing orthonormal
unit length directions e2, e3 at p tangential to ∂M such that e2 is tangential to ∂Σ
′, then picking
a local parametrization Φ of ∂M such that ∂2Φ = e2 and ∂3Φ = e3 at p and finally defining
Ψ(x1, x2, x3) = expΦ(x2,x3)(−x1µ).
Given ǫ > 0, we may shrink δ to arrange that
(1− ǫ) Id ≤ g ≤ (1 + ǫ) Id
on B3+,δ, g13 = g23 = 0, g33 = 1 and ∂1gi1 = 0 on ∂M for i ∈ {1, 2, 3} as well as g = Id at p. Next,
we can assume that Σ′∩Ψ(B3δ,+) can be written as the graph of a function ρ ∈ C1,α∩W 2,2(D2δ (0)∩
{x1 ≥ 0}) with ρ(0, 0) = 0 and ∇eρ(0, 0) = 0. The free boundary condition says that ∂1ρ(0, x2) = 0
for all x2. We may also assume that ∂˜E ∩ Ψ(B3δ,+) is given as the graph of a function ψ over the
same disk such that ρ ≥ ψ. On the other hand, if υ ∈ C1,α ∩W 2,2(D2δ (0) ∩ {x1 ≥ 0}) is another
function satisfying υ ≥ ψ, it follows that | graph(υ)|g ≥ | graph(ρ)|g where we used that E′ is the
strictly minimizing hull of E. Moreover, we may reflect the metric g across {x1 = 0} to obtain a
C0,1−metric g˜ on B3δ (0) and similarly reflect ρ to obtain a function ρ˜ ∈ W 2,2∩C1,α(D2δ(0)). Again,
it follows that | graph υ˜|g˜ ≥ | graph ρ˜|g˜ for all υ˜ ∈W 2,2 ∩C1,α(D2δ (0)) such that υ˜ ≥ ψ˜, where ψ˜ is
the reflection of ψ. Computing the derivative of the area of the graph of ρ˜+ s(υ˜− ρ˜) at s = 0 one
concludes that ρ˜ satisfies an elliptic, non-linear variational inequality. Now one may argue as in
Proposition 3.2 in [FGS17] to conclude that ρ˜ actually solves a non-linear elliptic equality of the
form
aαβ∂α∂β ρ˜+ bα∂αρ˜ = ζ, (80)
where ζ ∈ L∞(D2δ (0)) with estimates depending on |ψ˜|C1,1(D2δ (0)) (note that ψ˜ ∈ C1,1(D2δ(0)) since
∂˜E is a free boundary surface). Using the estimates for |ρ|C1,α(D2
δ
(0)∩{x1≥0}), |g|C1(B3δ (0)∩{x1≥0})
one may then check that although g˜ is not quite smooth, the coefficients are still regular enough
so that one can apply the Lp−theory, see for instance Lemma 9.17 in [GT15], to conclude that
ρ ∈ W 2,p((D2δ (0) ∩ {x1 ≥ 0})) for all p < ∞. It remains to improve this to C1,1−regularity. In
order to estimate ∂2∂2ρ, we can now argue exactly as in [Ger73a]. The argument is completely
verbatim with the only difference that Theorem 4.1 in [Sta65] is now applied to a function υ on
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a half disk and that the right-hand side of the estimate stated in the theorem now contains the
maximum of υ on the non-Neumann part of the boundary. The proof is essentially the same with
the only difference that we now use the Sobolev inequality on the domainH1,20 ((D
2
+\I)∪{x1 = 0}),
where I = {ρ = ψ} is the coincidence set, and verify by reflection that the Sobolev constant does
not depend on I. In order to control the other components of ∇2eρ, we may appeal to the equation
(80) and the uniform ellipticity. 
Combining the growth formula (77) with the exponential area growth we are now able to prove
the monotonicity of the modified Hawking mass in the special situation where ∂˜M consists of one
free boundary component.
Corollary 5.11. Let (M ′, g) be an exterior region whose interior boundary consists of a connected
free boundary surface Σ bounding the set E0. Suppose that (M, g) satisfies the dominant energy
condition Sc, H∂M ≥ 0. Let Et be the precompact solution of the weak inverse mean curvature flow
starting at E0. Then the quantity mH(Σt) is non-decreasing. More precisely, there holds
mH(Σt1) ≥ mH(Σt0)
+
∫ t1
t0
(2|Σt|) 12
(16π)
3
2
[
4π(1− χ(Σt)) +
∫
Σt
(
2
|∇H |2
H2
+
1
2
| ◦A|2 + Sc
)
dvol +
∫
∂Σt
H∂Mdvol
]
dt
(81)
for every 0 ≤ t0 < t1.
Proof. Since M ′ is an exterior region, E0 is a strictly minimizing hull, see Lemma 2.3. It then
follows from Lemma 4.12 that |Σt| = et|Σ|. Combining this with the growth formula (77) we obtain
(81). On the other hand, since M ′ is an exterior region and since Σ is a connected free boundary
surface, it follows from Lemma 3.5 that χ(Σt) ≤ 1 for all t > 0. The claim now follows from the
dominant energy condition. 
Remark 5.12. If (M ′, g) is an exterior region with more than one interior boundary component,
at least one of them being a free boundary surface, one may construct a weak flow starting at
one of the free boundary components in a way such that the modified Hawking mass remains non-
decreasing. To this end, one evolves the flow Et starting from the chosen component until the time
t0 > 0 when it meets one of the sets E enclosed by another interior boundary component. Then,
one replaces Et by Ft := (Et ∪ E)′. It is easy to see that this replacement can only increase the
modified Hawking mass and it is possible to restart the flow from Ft in a way such that the modified
Hawking mass remains non-decreasing (note that ∂˜Ft is again a connected free boundary surface).
This procedure terminates after the finite number of sets enclosed by interior boundary components
have been swallowed and the flow subsequently continues as a usual weak inverse mean curvature
flow. We refer to Section 6 in [HI01] for details and note that the reasoning presented there can be
applied verbatim to the case treated in this article, that is, ∂M 6= ∅.
6. Asymptotic Behaviour
In this section, we study the behaviour of the weak flow in the asymptotic region. Consequently,
we assume that (M, g) is an asymptotically flat half-space with one end and that u is a proper
weak solution of the free boundary inverse mean curvature flow with connected level sets. Using a
weak blowdown argument similar to the one used in [HI01], we show that the leaves Σt = {u = t}
become close to round hemispheres in C1,α. We then proceed to show that the free boundary
Hawking mass is asymptotic to the ADM-mass. Combining this with the results from the previous
section we are then in the position to prove the main result of this article.
6.1. Asymptotic estimates. We start with a more precise asymptotic decay estimate for the
gradient of the weak solution u. This will then allow us to perform the weak blowdown.
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Lemma 6.1. Let (M, g) be an asymptotically flat half-space with one end and u ∈ C0,1loc (M) a
proper weak solution of the free boundary inverse mean curvature flow with connected level sets.
Then there exists a constant c and a compact set Ω ⊂⊂M depending on the asymptotic behaviour
of g as well as the constant from Lemma 4.8 such that M −Ω is diffeomorphic to R3+ \B1(0) and
such that for all x ∈ R3+ \B1(0) there holds
|∇u|(x) ≤ c|x| .
Proof. Let γ > 1, ǫ > 0. Without loss of generality, we may assume that u = uǫ,γ,Zǫ. We choose
Ω ⊂⊂M such that M \Ω is covered by the chart at infinity. We may assume that this chart maps
∂˜Ω to ∂B3R0(0) ∩R3+ for some constant R0 > 0 to be chosen. It follows from (10-11) that
|A∂M | ≤ c|x|−1e , |µ+ e3| ≤ c|x|−1e , (82)
for all x ∈ (R2 × {0}) \B3R0(0). Moreover, Lemma 4.8 implies that there is a constant c0 > 0 such
that |∇u|L∞(M) ≤ c0. We proceed to estimate |∇u| at a point x0 ∈ R3+ \ B33R0(0). We choose
a smooth, decreasing function ρ : R → [0,∞) satisfying ρ(s) ≡ 1 for s ≤ 1, ρ′ ≥ −2 as well as
ρ(s) ≤ 0 for s ≥ 2 and another smooth function ζ such that ζ ≤ 2, ζ′ ≥ 0, ζ(0) = ζ′(0) = 1 as
well as |ζ′|, |ζ′′| ≤ 2. Furthermore, let Γ > 0 be a positive constant to be chosen and define8 the
function Q : R3+ \BR0(0)→ R via
Q(x) := ρ2
(
4 distg(x, x0)
|x0|e
)
ζ
(
Γdistg(x, ∂M)
|x0|e
)
|∇u|2(x) =: ρ˜2(x)ζ˜(x)|∇u|2(x).
Since Q is non-positive outside of a compact set, it follows that Q attains a non-negative maximum
at some point x ∈ R3+ \B3R0(0) and we may assume that Q(x) > 0. The case |x|e = R0 is excluded
since this implies that dist(x, x0) ≥ |x0|e/2 and consequently Q(x) ≤ 0. At this point, we note
that distances with respect to g and ge can be made arbitrarily close by choosing R0 sufficiently
large. We may thus assume that x has to satisfy
1
3
|x0|e ≤ |x|e ≤ 3|x0|e. (83)
Furthermore, we may assume that ρ˜(x) ≥ |x|−1e because otherwise we may estimate
|∇u|2(x0) ≤ Q(x) ≤ 2c
2
0
|x|2e
≤ 20c
2
0
|x0|2e
.
Next, let us assume that x ∈ R2 × {0}. Using (10-11), (82), ρ′ ≤ 0 and ge(x − x0,−e3) > 0
it follows that ρ′g(∇ distg(x, x0), µ) ≤ c|x|−1e . On the other hand, the free boundary condition
implies ∂µ|∇u|2 = −2A∂M (∇u,∇u). Consequently, we estimate at x
∂µQ = −2A∂M (∇u,∇u)ρ˜2 + Γ|x0|e ρ˜
2 +
8
|x0|e ρ˜ρ
′g(∇ distg(x, x0), µ)
≤ |∇u|2ρ˜
(
− Γ|x0|e ρ˜+ c|x|
−1
e ρ˜+ c|x0|−1e |x|−1e
)
< 0,
provided R0 and Γ are sufficiently large. In the last step, we used that ρ˜(x) ≥ |x|−1e and (83). As
this is a contradiction, it follows that Q attains an interior maximum. We can then argue as in
the proof of Lemma 4.6, noting that |Rc | ≤ c/|x|2e, to deduce that
|∇u|2(x0)| ≤ Q(x) ≤ c|x0|2e
.

8For Q to be well-defined and smooth one may have to decrease ǫ > 0 depending on |x0|e such that spt(ρ˜) ⊂M ′ǫ
and increase R0 such that the distance functions distg(·, x0), distg(·, ∂M) are smooth on spt(Q).
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We now proceed with the weak blowdown. To this end, we assume that Ω ⊂⊂M is a compact
set such that M − Ω is covered by the asymptotic chart and diffeomorphic to R3+ \ B31(0). We
fix a constant δ > 0 and define the rescaled quantities M δ := δ(M \ Ω), gδ(x) := δ2g(δ−1x),
uδ := u(δ−1x) and Eδt := δEt. It is then easy to see that u
δ is a weak solution of the free boundary
inverse mean curvature flow in (M δ, gδ). The following two lemmas are very similar to Lemma 7.1
and Lemma 7.4 in [HI01] and we only sketch the arguments.
Lemma 6.2. Let (M, g), Ω ⊂M and u be as in the previous lemma. There are constants cδ →∞
such that uδ − cδ → 2 log(|x|) locally uniformly in R3+ \ {0}. Moreover, the expanding hemisphere
solution x 7→ 2 log(|x|) is the only precompact weak free boundary solution in R3+ \ {0}.
Proof. Since u is proper, it follows that there is a time t0 > 0 such that for any t ≥ t0 Σt is contained
in M \ Ω. A computation similar to Lemma 4.1 using the asymptotic behaviour (10) shows that
we can choose numbers Λ,Θ > 0 and a time t1 > 0 such that for all t > t1 the family of expanding
hemispheres B3eΘt(−Λe3)∩R3+ is a subsolution. Consequently, we assume that t > max{t0, t1} and
define the eccentricity of Σt to be the quotient Rt/rt where Rt is the smallest number such that
Et ⊂ B3Rt(−Λe3) ∩ R3+ and rt is the largest number such that B3rt(−Λe3) ∩ R3+ ⊂ Et. Using the
expanding hemisphere barriers, it follows that Rt+s ≤ eΘsRt for any s ≥ 0. On the other hand, let
t0 be sufficiently large such that rt ≥ R0. The definition of rt demands that there must be a point
x ∈ ∂B3rt(−Λe3)∩R3+ such that u(x) = t. Using the previous lemma and integration it follows that
there exists a constant c0 independent of t such that u > t− c0 everywhere on ∂B3rt(−Λe3) ∩ R3+.
As Σt−c0 is connected, we conclude that Σt−c0 ⊂ B3rt(−Λe3) ∩ R3+. It follows that
Rt ≤ eΘc0Rt−c0 ≤ eΘc0rt. (84)
Now let δi > 0 by any sequence converging to zero. The eccentricity estimate (84) and the
gradient estimate from the previous lemma are scale invariant. The Arzela-Ascoli theorem and the
compactness result Lemma 3.4 then imply that there is a subsequence, labelled the same, and a
sequence cδi →∞ such that uδi − cδi converges to a weak solution v locally uniformly in R3+ \ {0}
with local C1,α convergence of the level sets. Using the eccentricity estimate (84), we can now
argue as in [HI01] to deduce that v is non-constant and is in fact a precompact solution with t
ranging from −∞ to ∞. In order to complete the proof, it remains to show that the hemisphere
solution is the only precompact weak solution in R3+ \ {0}. We briefly sketch the argument.
In the situation of the exact Euclidean half-space, we may choose Λ = 0 and Θ = 1/2. In
fact, the expanding hemispheres are exact solutions and using them as barriers it follows that
the eccentricity is non-increasing. It is easy to see that the eccentricity approaches 1 as t → ∞
and we would like to show that it is constant and equal to 1. If not, then we can again perform
a blowdown, this time using a sequence δi → ∞ to obtain another weak solution defined on
R3+ − {0} with constant eccentricity strictly larger than 1. It follows that a level set Σt0 lies
between ∂B3r (0) ∩ R3+ and ∂B3R(0) ∩ R3+, has eccentricity R/r > 1 and is not equal to either of
these hemispheres. However, this implies that we may slightly perturb ∂B3R(0) ∩R3+ inwards such
that the perturbation is still a strictly mean convex, star shaped free boundary surface lying on
one side of Σt0 . We may also perturb ∂B
3
r (0) ∩ R3+ outwards in a similar way. It then follows
from [Mar13] that the smooth inverse mean curvature flow starting at either of these perturbations
exists for all times and consequently coincides with the weak solution starting at the respective
perturbation, c.f. Lemma 4.12. By the strong maximum principle, both solutions are disjoint from
the corresponding expanding hemisphere solutions. However, the weak maximum principle implies
that Σt remains between the two weak solutions starting at the perturbations and consequently
the eccentricity must decrease, a contradiction. 
The next lemma constitutes the final ingredient for the proof of the main theorem. As usual,
the subscript e indicates that the respective quantity is computed with respect to the Euclidean
background metric.
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Lemma 6.3. Let (M, g) be an asymptotically flat half-space with one end and Et be a precompact
weak solution of the free boundary inverse mean curvature flow such that ∂˜Et is connected. There
holds
lim
t→∞
mH(Σt) ≤ mADM .
Proof. The proof is very similar to Lemma 7.4 in [HI01]. We therefore only sketch some details and
point out the few differences. We define r(t) by requiring that |Σt| = 2πr2(t). In the notation of
the previous lemma this means that |Σ1/r(t)t |g1/r(t) = 2π. Moreover, the previous lemma together
with Lemma 3.4 implies that r(t) → ∞ as t → ∞ and that Σ1/r(t)t → S2 ∩ R3+ in C1,α, where
0 < α < 1/2. In particular, ∂Σ
1/r(t)
t → ∂D21(0) in C1. Rescaling, we deduce that
|∂Σt| = 2πr(t) +O(1). (85)
As in [HI01], we can estimate the Willmore energy of Σt by comparing it to the Euclidean Willmore
energy and using the well-known estimate∫
Σ˜
H2edvole ≥ 8π,
valid for any free boundary disc Σ˜ in R3+. This follows for instance from Lemma 5.7 together with
the fact that the plane is totally geodesic. We then find∫
Σt
H2dvol ≥ 8π +
∫
Σt
(
1
2
H2 trΣt q − 2Hh(q, A) +H2q(ν, ν)− 2H trΣti ∇q(·, ·, ν)
+H trΣti ∇q(ν, ·, ·)− c|q|2|A|2 − c|∇q|2)dvol,
(86)
where h is the induced metric of Σt and q := g − ge. Next, Lemma 6.1 and Lemma 4.12 imply
H = |∇u| ≤ c|x| ≤
c
r(t)
(87)
on Σt. Using the Gauss equation (59), we may then deduce from Lemma 5.7, (11), (82) and (85)
that ∫ s+1
s
∫
Σt
|A|2dvoldt ≤ c+ c
∫ s+1
s
∫
∂Σt
|A∂M |dvoldt ≤ c.
It follows that there exists a sequence ti →∞ such that
lim sup
i→∞
∫
Σti
|A|2dvol <∞.
In particular, (10), (86) and (87) then imply
lim inf
i→∞
∫
Σti
H2dvol ≥ 8π − c
r
and consequently lim supi→∞mH(Σti) <∞. We may then use the monotonicity formula Lemma
5.11 and the Rellich-Kochandrov theorem to select another subsequence such that HΣ
1/r(ti)
ti →
HS
2∩R3+ = 2 in L2(S2 ∩R3+) and AΣ
1/r(ti)
ti → hS2∩R3+ in L2(S2 ∩R3+). Revisiting (86) it follows that
32πmH(Σti) ≤
∫
Σti
(
2
r(ti)
trΣti q−
4
r(ti)
q(ν, ν) + 4 trΣti ∇q(·, ·, ν)− 2 trΣti ∇q(ν, ·, ·)
)
dvol+ o(1).
Using the integration by parts formula (73) and (10) we find
2
∫
Σti
trΣti ∇q(·, ·, ν)dvol =
∫
Σti
(
4
r(ti)
q(ν, ν)− 2
r(ti)
trΣti q
)
dvol + 2
∫
∂Σti
q(ν, µ)dvol + o(1).
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Moreover, the asymptotic decay implies q(ν, µ) = −ge(ν, µ) = g(νe,−µe)+O(r(ti)−2) and it follows
that
32πmH(Σti) ≤ 2
∫
Σti
(trΣti ∇g(·, ·, νe)− trΣti ∇g(νe, ·, ·))dvole +
∫
∂Σti
g(νe,−µe)dvol + o(1).
We may now apply the divergence theorem to both integrals and use the integrability of both Sc
as well as H∂M , the asymptotic decay of the metric (10) and the C1,α−convergence of Σr(ti)ti to
S2 ∩ R3+ to conclude that
32πmH(Σti) ≤2
∫
S2
r(ti)
∩R3+
(
trS2
r(ti)
∩R3+
∇g(·, ·, νe)− trS2
r(ti)
∩R3+
∇g(νe, ·, ·)
)
dvole
+
∫
∂(S2
r(ti)
∩R3+)
g(νe, ∂3)dvol + o(1),
which should be compared with Lemma 7.3 in [HI01]. Recalling the definition of the ADM-mass
(12) we find
lim sup
i→∞
mH(Σti) ≤ mADM .
The claim now follows from Lemma 5.11. 
6.2. Proof of the main results. We are finally in the position to prove the main results.
Proof of Theorem 1.2. Let (M ′, g) be an exterior region and Σ be one of its interior free boundary
components. Using either Corollary 5.11 if Σ is the only interior boundary component or otherwise
arguing as in Remark 5.12, we find that there exists a weak free boundary inverse mean curvature
flow starting at Σ such thatmH(Σt) is non-decreasing and such that Σt is a connected free boundary
surface for all times. Using the previous lemma we find√
|Σ|
32π
≤ lim sup
t→∞
mH(Σt) ≤ mADM
as claimed. The equality case is again very similar to [HI01] and we only sketch the details. If
equality holds, then it follows from Corollary 5.11, lower semi-continuity and Lemma 4.12 that all
leaves Σt have constant mean curvature H(t) > 0 almost everywhere and are topological discs.
Moreover, it follows from elliptic regularity and Lemma 4.12 that all sets Σt,Σ
+
t are smooth with
locally uniform Ck−estimates. If there is a jump, then Σ+t − Σt is non-empty for some t and
consequently HΣ
+
t = 0 by the constancy of the mean curvature and (41), contradicting the fact
that M ′ is free of free boundary minimal surfaces. Consequently, H(t) > 0 for all t > 0 and it
follows from Lemma 4.12 that the entire flow is smooth. Moreover, it follows that all leaves have
constant Gauss curvature and are totally umbilic while the scalar curvature of M and the mean
curvature of ∂M vanish. One may now argue as in [HI01] to show that this can only hold if (M ′, g)
is the exterior region of the spatial Schwarzschild manifold with a totally geodesic plane containing
the origin removed. 
Proof of Corollary 1.4. This follows from Theorem 1.2 and Lemma 2.1. 
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