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AN ANALYTICAL FRAMEWORK FOR NUMERICAL
HOMOGENIZATION. PART II: WINDOWING AND
OVERSAMPLING∗
ANTOINE GLORIA†
Abstract. In a recent paper [Multiscale Model. Simul., 5 (2006), pp. 996–1043], the author
has introduced an analytical framework to study the convergence properties of some numerical ho-
mogenization methods for elliptic problems. In the applications however, these methods are coupled
with windowing or oversampling techniques. In the present work, the author addresses this issue
within the latter framework and proves the convergence of the methods with windowing, for convex
and quasiconvex energies, in the context of general heterogeneities. This analysis provides us with
an interesting variational interpretation of the Petrov–Galerkin formulation of the nonconforming
multiscale ﬁnite element method for periodic problems.
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1. Introduction. The goal of this paper is to continue the analysis of mul-
tiscale methods for the numerical homogenization of elliptic equations initiated in
[18] and [17], where the convergence and the numerical analysis of some numerical
homogenization methods are addressed under quite general hypotheses on the hetero-
geneities (general spatial dependence of the operator) and on the nature of the oper-
ator (convex or quasiconvex associated energy density). In practice, however, these
methods are usually combined with more sophisticated techniques such as windowing
and oversampling. Windowing techniques basically amount to imposing boundary
conditions further from the region of interest to minimize their eﬀects. It gives rise
to oversampling techniques for the multiscale ﬁnite element method (MsFEM) and
is also used in the heterogeneous multiscale method (HMM). It is implicitly used
or referred to in [2], [19], [20], [9], [11], [13], and theoretically analyzed in [21], [10],
and [8] in the linear and periodic or stochastic cases, for which error estimates are
also provided ([10], [21] for the periodic case and [8] for the stochastic case). In the
present work, we focus on proving the convergence of some numerical homogenization
methods with windowing under the same general hypotheses as in [17], concerning
both the approximation of the homogenized solution and the corrector whenever the
notion is well established. The paper is organized as follows. In the ﬁrst section, we
very brieﬂy recall the context, the main results of [17], and two numerical methods.
Then we discuss the issue of windowing in the periodic case, before addressing it in
a more general setting in section 4. We also give a variational interpretation of the
nonconforming Petrov–Galerkin formulation of the multiscale ﬁnite element method
that allows us to prove its convergence in a general setting. Some arguments and
proofs are sketched only whenever they are mainly based on the corresponding ones
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in [17]. We refer the reader to [17, sect. 1] and the references therein for further details
on notation and useful results that may not be extensively recalled in section 2.
2. Numerical homogenization methods. Let us recall the analytical frame-
work introduced in [17] and two numerical methods to which the analysis applies: the
HMM and the MsFEM.
2.1. Main notation. Let us introduce the major notation used in what follows.
Given a function v deﬁned on an open set O, we set
〈v〉O = 1|O|
∫
O
v.
For a metric space (V, d), we say that a functional Fǫ : V → R Γ(d)-converges to
a functional F : V → R if for all v ∈ V
F (v) = inf
{vǫ}∈V N, d(vǫ−v)→0
{
lim inf
ǫ→0
Fǫ(vǫ)
}
= inf
{vǫ}∈V N, d(vǫ−v)→0
{
lim sup
ǫ→0
Fǫ(vǫ)
}
,
and we denote it by F = Γ(d) − limǫ→0 Fǫ. We refer the reader to [17, sect. 1] and
the references therein for some useful properties of Γ-convergence. The metric space
we will use to state the Γ-convergence results are either Sobolev spaces or Lebesgue
spaces. In particular we will set
W 1,p# (Q) = {v|Q, v ∈W 1,ploc (Rn), v(x) = v(x+Q) for almost every x ∈ Rn},
where Q is a hypercube.
We also adopt generic conventions for the following symbols:
• Ω: open bounded domain of Rn;
• x: generic point in Ω (or more generally in Rn);
• C(x, η): cube of length η > 0 centered at point x;
• y: generic point in C(x, η);
• u: (with various indices) function in W 1,p(Ω);
• v: (with various indices) function inW 1,p(C(x, η)) for some x ∈ Ω and η > 0.
2.2. Minimization problem. In what follows, we consider minimization prob-
lems, or the associated Euler–Lagrange equations, whenever the two approaches are
equivalent, e.g., for monotone operators. The problem under investigation is
(2.1) inf
{∫
Ω
Wǫ(x,∇u)dx, u ∈W 1,p(Ω,Rd) +BC
}
,
where Wǫ is a family of energy densities and BC denotes classical boundary condi-
tions (let us say Dirichlet or mixed Dirichlet–Neumann boundary conditions; see [17,
p. 999]) in weak form.
Denoting by Iǫ : W
1,p(Ω) → R, u → Iǫ(u) =
∫
Ω
Wǫ(x,∇u)dx, we want to study
the behavior of Iǫ when ǫ vanishes and to numerically approximate the minimizers of
Iǫ on sets of prescribed boundary conditions.
Under the following sets of hypotheses on Wǫ, both issues can be answered posi-
tively.
The convex case.
• H1: Wǫ is a Carathe´odory function;
• H2: for almost every x ∈ Rd×n, Wǫ(x, ·) is convex on Rd×n;
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• H3: there exist 0 < c ≤ C and p ≥ 1 such that
c|ξ|p − 1 ≤Wǫ(x, ξ) ≤ C(1 + |ξ|p)
for almost all x ∈ Rn and for all ξ ∈ Rn.
The quasiconvex case: n > 1 and d > 1.
• H1;
• H4: for almost every x ∈ Rn, Wǫ(x, ·) is quasiconvex on Rd×n;
• H3.
Assumption H4 generalizes assumption H2. An energy density satisfying H1, H4,
and H3 will be referred to as a standard energy density. The direct method of the
calculus of variations shows that the minimization problem (2.1) has at least one
solution uǫ ∈W 1,p(Ω,Rd).
In addition, there exist a standard energy densityWhom and the associated energy
functional Ihom : W
1,p(Ω) → R, u → Ihom(u) =
∫
Ω
Whom(x,∇u)dx, such that, up
to extraction, Ihom = Γ(L
p) − limǫ→0 Iǫ. For every sequence of minimizers uǫ, there
exists a minimizer uhom of Ihom on the same set of prescribed boundary conditions
such that uǫ ⇀ uhom in W
1,p(Ω). In what follows we will consider Γ-converging
energies, without loss of generality up to extraction.
The aim of the following section is to recall the deﬁnition of an averaged energy
density Iη,ǫ that approximates Ihom and uhom in the sense of Γ-convergence.
2.3. Averaged energy densities. For convex standard energy densities Wǫ,
we set the following.
Definition 1. For any η > 0, denoting by B(x, η) the ball of radius η centered
at point x ∈ Rn, we deﬁne the energy density
(2.2) Wη,ǫ(x, ξ) = inf
{〈Wǫ(·, ξ +∇v(·))〉B(x,η) | v ∈W 1,p(B(x, η)), 〈∇v〉B(x,η) = 0}
from Rn × Rd×n to R and the associated energy functional
Iη,ǫ(u) =
∫
Ω
Wη,ǫ(x,∇u) for all u ∈W 1,p(Ω),
whereas for quasiconvex standard energy densities, we set the following.
Definition 2. For η > 0, let us denote by C(x, η) the hypercube of Rn centered
in x ∈ Rn and of length η. We then deﬁne the averaged energy density by
(2.3) Wη,ǫ(x, ξ) = inf
{
〈Wǫ(·, ξ +∇v(·))〉C(x,η) | v ∈W 1,p# (C(x, η),Rd)
}
from Rn×Rd×n to R and the energy functional associated with its quasiconvex enve-
lope QWη,ǫ
Iη,ǫ(u) =
∫
Ω
QWη,ǫ(x,∇u) for all u ∈W 1,p(Ω,Rd).
We then have the two following convergence theorems.
Theorem 1. Let Wǫ satisfy H1, H2 (strictly), and H3 uniformly for p > 1;
then the energy densities Wη,ǫ also satisfy H1, H2 (strictly), and H3, and the en-
ergy Iη,ǫ Γ(L
p)- and Γ(W 1,p)-converges to Ihom as ǫ and η go to 0. Therefore, the
unique sequence uη,ǫ of minimizers of Iη,ǫ on W
1,p(Ω,R) +BC strongly converges in
W 1,p(Ω,Rn) to the unique minimizer uhom of Ihom on W
1,p(Ω,R) +BC.
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Theorem 2. Let Wǫ satisfy H1, H4, and H3 uniformly for p > 1; then the energy
densities QWη,ǫ are standard energy densities, and Iη,ǫ Γ(Lp)- and Γ(W 1,p)-converges
to Ihom as ǫ and η go to 0. Therefore, for any sequence uη,ǫ of minimizers of Iη,ǫ on
W 1,p(Ω,Rd)+BC, there exists a minimizer uhom of Ihom on W
1,p(Ω,Rd)+BC such
that
(2.4) lim
η→0
lim
ǫ→0
uη,ǫ = uhom weakly in W
1,p(Ω,Rd)
up to extraction.
Remark 1. It may be stressed that the trial spaces {v ∈ W 1,p(B(x, η),Rd),
〈∇v〉 = 0}, and W 1,p# (C(x, η),Rd) can be replaced, respectively, by W 1,p0 (B(x, η),Rd)
in (2.2) and W 1,p0 (C(x, η),R
d) in (2.3) without changing the convergence results of
Theorems 1 and 2.
Remark 2. The order of the limits in (2.4) is important and cannot be changed
in general.
2.4. Numerical corrector and ﬁne scale features. The approximation of the
homogenized solution uhom in W
1,p(Ω) is not enough to approximate uǫ in W
1,p(Ω)
since uǫ converges only weakly to uhom in W
1,p(Ω). To this aim, numerical correctors
have been widely introduced and used to approximate ∇uǫ in Lp(Ω), which describes
the ﬁne scale features of the solution. Their convergence properties have been analyzed
for general heterogeneities and monotone operators in [17].
Definition 3. Let {QH,i}i∈[[1,IH ]] be a partition of Ω in disjoint subdomains
of diameter of order H. Keeping the notation of Theorem 1, for all i, we deﬁne the
numerical correctors vH,iη,ǫ for a strictly convex energy density as the unique minimizers
(up to a constant) of
(2.5) inf
{∫
QH,i
Wǫ(x,∇v) | v ∈W 1,p(QH,i), 〈∇v〉QH,i = 〈∇uη,ǫ〉QH,i
}
.
The following convergence result holds [17, Thm. 2].
Theorem 3. In addition to H1, H2, and H3, let us assume that p ≥ 2, that
Wǫ(x, ·) is continuously diﬀerentiable for almost all x ∈ Ω and aǫ(·, 0) = ∂Wǫ∂ξ (·, 0) is
bounded, and that the following monotonicity and continuity properties hold:
∃ 0 ≤ α ≤ p− 1, C > 0 | for almost all x ∈ Rn, for all ξ1, ξ2 ∈ Rn,
|aǫ(x, ξ1)− aǫ(x, ξ2)| ≤ C(1 + |ξ1|+ |ξ2|)p−1−α|ξ1 − ξ2|α,(2.6)
∃ 2 ≤ β < +∞, c > 0 | for almost all x ∈ Rn, for all ξ1, ξ2 ∈ Rn,
(aǫ(x, ξ1)− aǫ(x, ξ2), ξ1 − ξ2) ≥ c(1 + |ξ1|+ |ξ2|)p−β |ξ1 − ξ2|β .(2.7)
Then, denoting by uǫ the unique minimizer of Iǫ on W
1,p(Ω) +BC, we have
(2.8) lim
η,H→0
lim
ǫ→0
∥∥∥∥∥∇uǫ −
IH∑
i=1
∇vH,iη,ǫ 1QH,i
∥∥∥∥∥
Lp(Ω)
= 0.
Let us brieﬂy discuss the link between the original Tartar correctors and the
numerical correctors of Deﬁnition 3. We ﬁrst recall the deﬁnition of Tartar’s correc-
tors [24] in the linear case and make some comments about the numerical interest of
such a result.
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Let Ahom ∈ L∞(Ω,Mn(R)) be the homogenized matrix of an H-converging se-
quence Aǫ (see [24], e.g.) and uhom be the solution of the homogenized problem
inf{∫
Ω
∇u · Ahom∇u − fu, u ∈ H1(Ω) + BC}. The convergence of uǫ to uhom is
weak only in H1(Ω). The corrector matrices are designed to approximate the gra-
dient of uǫ by a function depending linearly on ∇uhom. Given compactly supported
subsets ω ⊂⊂ ω1 ⊂⊂ Ω, a corrector matrix Pǫ ∈ H1(ω)n is deﬁned by its entries
Pǫ · ej = P jǫ ∈ H1(ω), where P jǫ is the restriction on ω of the unique solution of
(2.9) inf
{∫
ω1
∇vǫ ·Aǫ∇vǫ − ej ·Ahom∇vǫ, vǫ(y) = ej · y + wǫ, wǫ ∈ H10 (ω1)
}
for ej describing the canonical basis of R
n. A corrector for uǫ is then given on ω by
Cǫ =
∑
j
(∇uhom · ej)∇P jǫ .
As a sum of products of two L2-functions, Cǫ ∈ L1(ω)n, and we have [24, Thm. 3
p. 39])
lim
ǫ→0
‖Cǫ −∇uǫ‖L1(ω) = 0.
It is worth noticing that correctors are not gradient ﬁelds in general. In addition,
correctors are not unique.
From a computational point of view, Tartar’s correctors are too abstract since the
precise knowledge of Ahom is required to calculate the correctors, whereas Ahom is in
principle unknown. However, if Ahom is constant, then (2.9) turns out to be solvable
in practice (the term depending on Ahom is constant in the energy). As pointed out by
Allaire and Brizzi in [2], the simplest approximation of Ahom is the piecewise constant
approximation.
The numerical corrector amounts to taking ω = ω1 = QH,i and approximating
Ahom by 〈Aη,ǫ〉QH,i . It should be noticed that ω is not compactly supported in ω1. In
addition to the convergence in ǫ (and η), there is an error linked toH and the piecewise
constant approximation of Ahom. Up to an error which depends on H, the numerical
corrector may be interpreted as an approximation of some Tartar corrector on QH,i.
In addition, Theorem 3 shows that the convergence of the numerical corrector holds
in L2(Ω). Imposing ω ⊂⊂ ω1 in the deﬁnition of a numerical corrector is a way to
introduce windowing, as will be seen in section 4.
2.5. HMM. The application of the HMM to elliptic problems introduced in [7]
can be interpreted as the minimization of a discretization of Iη,ǫ plus a lower order
term f ∈ Lp′(Ω) on a ﬁnite element basis, which reads
(2.10) inf
{
IH∑
i=1
NGP∑
j=1
qj
(
Wη,ǫ(xij ,∇uH(xij))− f(xij)uH(xij)
)
, uH ∈ VH +BC
}
,
where IH is the number of mesh elements, NGP is the number of Gauss points per
element, xij are the Gauss points, qj are the weights, and VH is a FE space. Then the
computation of the FE minimizer of (2.10) requires only evaluations of derivatives of
Wη,ǫ(xij , ξ) for particular ξ at Gauss points xij . We refer the reader to [7], [17] for
details on the method and its analysis.
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2.6. MsFEM. The MsFEM may also be interpreted as the minimization of a
(diﬀerent) discretization of Iη,ǫ on a P1-FE space VH associated with a triangulation
{QH,i}i of Ω, namely
inf
{
IH∑
i=1
|QH,i|WMsFEMH,ǫ (xi,∇uH(xi))
−
IH∑
i=1
NGP∑
j=1
qjf(xij)uH(xij), uH ∈ VH +BC
}
,
(2.11)
where xi typically denotes the center of QH,i, the second term of the energy has been
integrated by a quadrature rule on Gauss points xij , and
(2.12) WMsFEMH,ǫ (xi, ξ) = inf
{
1
|QH,i|
∫
QH,i
Wǫ(y,∇v) | v(y) = ξ · y on ∂QH,i
}
,
which is a particular energy density of type Wη,ǫ.
In the analysis of the MsFEM in [17, sect. 3.2], we have extensively used the
following rewriting of the problem:
(2.13) inf
{∫
Ω
WMsFEMH,ǫ (x,∇uH)− fuH | uH ∈ VH +BC
}
,
extending the deﬁnition of WMsFEMH,ǫ on Ω by
WMsFEMH,ǫ (x, ξ) =
∑
i
WMsFEMH,ǫ (xi, ξ)1QH,i(x),
since ∇uH is constant on each QH,i. With this formulation, estimates on the energy
are easy to obtain due to the inclusion VH ⊂W 1,p(Ω).
To relate this formulation with the original formulation of the MsFEM, it is
enough to notice that for any uH ∈ VH one can deﬁne the restriction of the associ-
ated multiscale ﬁnite element uMsFEMH,ǫ (at least in the monotone case) on each mesh
element QH,i as the unique solution of
inf
{
1
|QH,i|
∫
QH,i
Wǫ(y,∇v) | v(y) = ∇uH · y on ∂QH,i
}
.
We then have ∫
Ω
WMsFEMH,ǫ (x,∇uH) =
∫
Ω
Wǫ(x,∇uMsFEMH,ǫ ).
Other numerical methods can be recast within this analytical framework, such as
the residual-free bubbles ﬁnite element method introduced in [26], where the duality
of points of view (WMsFEMH,ǫ , VH) and (Wǫ, {uMsFEMH,ǫ }) is pointed out.
3. Windowing in the periodic case. As a matter of fact, windowing is often
used even if not always mentioned. The present terminology is borrowed from the
mechanical community. Applied to the MsFEM, windowing is referred to as oversam-
pling. Combined with the HMM, it has no particular name, and we will make use of
the mechanical terminology.
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3.1. Setting of the problem. Since the homogenized equation is explicitly
known when Wǫ(·, ·) = W ( ·ǫ , ·) and W is 1-periodic in space, the application of the
MsFEM or the HMM strategies to this case allows us to perform a numerical analysis
of the methods.
Doing so ([21] for the MsFEM and [8, eq. (1.8a)] for the HMM, e.g.), the error
between the numerical approximation and the solution of the homogenized problem is
proved to exhibit some term called the cell resonance and boundary layer error. This
error is linked to two phenomena:
• when C(x, η) is not a multiple of the periodic cell on the one hand (cell
resonance), and
• when linear Dirichlet boundary conditions are used on the other hand (the
cell problem in periodic homogenization is completed by periodic boundary
conditions).
These phenomena are the sources of a boundary layer, which gives the following error
in the linear case between the solutions of the homogenized and averaged problems:
(3.1) ‖uhom − uη,ǫ‖H1(Ω) ≤ C
ǫ
η
(the same estimate holds for the error between the homogenized and averaged coeﬃ-
cients of the linear operator). For the error on the correctors, it yields
(3.2)
∥∥∥∥∥Cǫ −
IH∑
i=1
∇vH,iη,ǫ 1QH,i
∥∥∥∥∥
L2(Ω)
≤ C
√
ǫ
η
,
where Cǫ now denotes the two-scale corrector for periodic homogenization (see [1,
Thm. 9.9] for a deﬁnition of the corrector and [10], [21] for the error estimate). We
refer the reader to [17, Prop. 1] for the corresponding estimates in the monotone case.
The aim of windowing is twofold: improve the convergence rate, and if not, at least,
improve the prefactor, by reducing both sources of error.
In the linear periodic case, windowing restores a convergence of order ǫη for the
L2(Ω)-norm of the corrector and reduces the prefactor multiplying the error of or-
der ǫη for the homogenized coeﬃcients ([8] and [19], e.g.). The strategy consists in
introducing bigger volume elements C(x, η + ζ), where ζ = ζ(ǫ, η) > 0 (hence the
term windowing), and using the information only on C(x, η) to avoid the boundary
layer of presumed order ζ. The application of windowing is diﬀerent for the MsFEM
and the HMM. In particular, for the MsFEM, several choices (mainly depending on
the relative weights for the construction of the MsFEM basis; see Remark 7 for one
variant) are possible. One of them has been analyzed in great detail in [21] in the
linear periodic case. The mathematical formulation of windowing is introduced in the
following section.
3.2. Mathematical formulation. Let ζ = ζ(ǫ, η) ∈ R+. We deﬁne a “win-
dowed” energy density
(3.3) Wwinη,ǫ,ζ(x, ξ) = 〈Wǫ(y, ξ +∇vwinη,ǫ,ζ(y))〉C(x,η),
where vwinη,ǫ,ζ is the restriction on C(x, η) of the solution v˜
win
η,ǫ,ζ of the following mini-
mization problem posed on C(x, η + ζ):
(3.4) inf
{
〈Wǫ(·, ξ +∇v(·))〉C(x,η+ζ) | v ∈W 1,p0 (C(x, η + ζ))
}
.
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We can naturally extend this deﬁnition to balls B(x, η) and other boundary conditions
(〈∇v〉 = ξ, periodic boundary conditions). Since the arguments and results are the
same, we will focus on Dirichlet boundary conditions in what follows.
For the MsFEM with oversampling, we will adopt the following notation:
(3.5)
∫
Ω
WMsFEMH,ǫ,over (x,∇wH) =
∑
i
∫
QH,i
Wǫ(x,∇wMsFEMH,ǫ,over |QH,i),
where wMsFEMH,ǫ,over |QH,i
is the restriction on QH,i of a solution of
(3.6) inf
{∫
QH+ζ,i
Wǫ(y,∇v) | v(y) = ∇wH · y on ∂QH+ζ,i
}
and QH+ζ,i is an extension of QH,i such that ζ ≤ d(∂QH,i, ∂QH+ζ,i) ≤ 2ζ. In what
follows, we will also make use of the oscillating part of ∇wMsFEMH,ǫ,over |QH,i , namely
(3.7) ∇wH,iǫ,over(y) = ∇wMsFEMH,ǫ,over |QH,i − 〈∇w
MsFEM
H,ǫ,over |QH,i
〉|QH,i .
We will not make a full error analysis of the cancellations that occur due to
windowing, and we refer the reader to [21] for a deep analysis in the linear case. We
will, however, make two remarks that may explain why numerical errors are reduced
by the use of windowing methods. The aim of the present work is to prove the
convergence of numerical homogenization methods with windowing for general energy
densities and general heterogeneities. In this setting, we are not able to exhibit error
estimates, but we will prove convergence results and relate windowing methods to
Tartar’s correctors in homogenization.
3.3. A remark on boundary conditions. The mismatch between boundary
conditions may be understood as follows. Let us consider a cubic domain C(x, η)
with η/ǫ ∈ N. The domain C(x, η) is then exactly obtained by the concatenation
of a given number of periodic cells. If periodic boundary conditions were used on
C(x, η), Wη,ǫ would be exactly Whom (since (2.3) would be exactly the cell problem).
If Dirichlet boundary conditions are used, far from the boundary, the solution “tends
to be” periodic. Close to the boundary the solution is very diﬀerent from the periodic
solution as illustrated in [2, Fig. 3]. In order to reduce the error, it is then natural to
use the solution on periodic cells contained in C(x, η) that are far from the boundary
∂C(x, η). We refer the reader to the example of the half space dealt with in [3]. This
remark is of great interest for the reconstruction of the ﬁne scales features, which
suﬀers highly from this boundary layer.
The technique of windowing is unlikely to change the rate of convergence for the
homogenized coeﬃcients, as can be easily seen in the periodic one-dimensional case
(a direct calculation shows that the error still scales like ǫη and not better). However,
not taking into account the boundary layer may improve the prefactor of the error.
For the two-dimensional numerical examples considered in [21] and [10], namely a
heterogeneous Laplace equation of type −divAǫ(x)∇u = 0, with a ǫ-periodic operator
Aǫ deﬁned by
(3.8) Aǫ(x) =
(
2 + 1.8 sin(2πx1/ǫ)
2 + 1.8 cos(2πx2/ǫ)
+
2 + sin(2πx2/ǫ)
2 + 1.8 cos(2πx1/ǫ)
)
Id,
the associated energy density is Wǫ(x, ξ) =
1
2Aǫ(x)ξ · ξ. To be more precise Tables
3.1 and 3.2 report on some simple numerical tests that show the signiﬁcant eﬀect
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
282 ANTOINE GLORIA
Table 3.1
Error on the approximated homogenized coeﬃcients (performed with [14, FreeFEM ] on a
Laplace operator (− divAǫ∇) with P2-ﬁnite elements on the cube ]0, 1[2, with 100 elements per
periodic cell).
Number of periodic Without windowing With windowing
cells per dimension
Error Rate of Prefactor Error Rate of Prefactor
convergence (rate=1) convergence (rate=1)
1 0.157 - 0.157 0.157 - 0.157
2 0.0845 0.895 0.169 0.0210 2.90 0.0420
4 0.0433 0.963 0.173 0.0118 0.835 0.0471
8 0.0219 0.983 0.175 0.00597 0.979 0.0478
12 0.0146 1.01 0.175 0.00397 1.00 0.0476
16 0.0110 0.965 0.176 0.00299 0.985 0.0478
20 0.00876 1.03 0.175 0.00239 1.00 0.0478
Table 3.2
L2-norm of the error on the corrector (performed with [14, FreeFEM ] on a Laplace operator
(− divAǫ∇) with P2-ﬁnite elements on the cube ]0, 1[2, with 100 elements per periodic cell).
Number of Without windowing With windowing
periodic cells
per dimension
Error Rate of Prefactor Error Rate of Prefactor
convergence (rate=0.5) convergence (rate=1)
1 0.210 - 0.210 0.210 - 0.210
2 0.156 0.425 0.221 0.0116 0.893 0.0232
4 0.113 0.468 0.226 0.00361 1.684 0.0144
8 0.0808 0.484 0.229 0.00181 0.988 0.0145
12 0.0662 0.491 0.229 0.00121 1.00 0.0145
16 0.0574 0.496 0.230 0.000910 0.992 0.0146
20 0.0515 0.492 0.230 0.000726 1.02 0.0145
of windowing in the illustrative case (3.8). In Table 3.1 the error between the ho-
mogenized coeﬃcients and the approximated homogenized coeﬃcients is reported on,
using Dirichlet boundary conditions on an increasing number of periodic cells. The
ﬁrst approximated operator is obtained without windowing, whereas the second one
is obtained by considering only the periodic cell which is at the center of the domain
of computation. The convergence rate is clearly proportional to the inverse of the
number of periodic cells per dimension in both cases; however, the prefactor is four
times smaller in the second case.
For the reconstruction of the ﬁne scale features of the solution uǫ, windowing
reduces the L2-norm of the error between the numerical corrector and the two-scale
corrector (3.2), whose rate of convergence with respect to ǫη passes from
1
2 to 1 us-
ing windowing, as illustrated in Table 3.2. This issue is dealt with theoretically in
[21] and [8]. Its proof is based on the two-scale expansion of the solution and will
not be detailed here since it cannot be generalized to other heterogeneities. In [17,
sect. 3], the interest of windowing for nonlinear operators is addressed in terms of error
contributions: the error made on the homogenized energy could be greater than the
error due to the boundary layers of the corrector. Therefore the eﬀect of windowing
on the correctors may not change the order of the error for the ﬁne scales. In this
case, however, the prefactor of the error can still be reduced by windowing.
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3.4. A remark on the volume element C(x, η). Assuming that the mis-
match due to boundary conditions is reduced, one still has to deal with another
source of error: the mismatch between C(x, η) and the periodic cell. The domain
C(x, η) may not be exactly a multiple of the periodic cell. Therefore the mean of the
energy on a periodic cell with a given periodic function does not coincide with the
mean on C(x, η) of the energy with the same periodic function. This error is more
subtle than the previous one and of the same order, namely ǫη in (3.1) and for the the
homogenized coeﬃcients in the linear periodic case. This source of error is of a lower
order for the Petrov–Galerkin formulation of the MsFEM [21], as will be discussed in
the following subsection. This solution is intimately linked to the particular formula-
tion (or discretization of Iη,ǫ in other terms) of the MsFEM. It does not apply to the
HMM, for example. In the latter case, something else has to be done.
Remark 3. In the case for which C(x, η) is not exactly a multiple of the periodic
cell, for both periodic and Dirichlet boundary conditions, numerical tests exhibit the
same behavior as in Tables 3.1 and 3.2.
3.5. Interpretation of the MsFEM in Petrov–Galerkin formulation. Let
us ﬁrst introduce some notation. Given a minimization problem
inf
w∈V
∫
Ω
W (x,∇w)− fw,
its associated Euler–Lagrange equation
−div ∂ξW (x,∇w) = f,
and two ﬁnite-dimensional spaces V 1H and V
2
H , we consider a discrete formulation: ﬁnd
uH ∈ V 1H such that for all wH ∈ V 2H ,∫
Ω
∂ξW (x,∇uH)∇wH =
∫
Ω
fwH .
We “abusively” say that the formulation is
• conforming if V 1H ⊂ V and nonconforming if V 1H ⊂ V ;
• Galerkin if V 1H = V 2H and Petrov–Galerkin if V 1H = V 2H .
We also have to detail some kind of “generalized” variational formulation for the
nonlinear MsFEM method. Let VH denote a classical P1-FE space. For all wH ∈ VH ,
there exists a function wMsFEMH,ǫ ∈ Lp(Ω) such that wMsFEMH,ǫ |QH,i ∈ W
1,p(QH,i) for
all i, and
(3.9)
∫
Ω
WMsFEMH,ǫ (x,∇wH) =
∫
Ω
Wǫ
(
x,∇wMsFEMH,ǫ
)
,
where ∇wMsFEMH,ǫ abusively denotes
∑
i∇wMsFEMH,ǫ |QH,i1|QH,i . The correspondence
(3.9) between wH and w
MsFEM
H,ǫ deﬁnes a (nonlinear) mapping from VH to⊕iW 1,p(QH,i),
as introduced in [11]. The nonlinear mapping provides us with a relationship of duality
between the points of view (WMsFEMH,ǫ , VH) and (Wǫ, {wMsFEMH,ǫ }).
Without oversampling, the mapping takes values in W 1,p(Ω), whereas with over-
sampling the restrictions of wMsFEMH,ǫ,over belong toW
1,p(QH,i) but w
MsFEM
H,ǫ,over /∈W 1,p(Ω).
The “generalized” variational formulation for the MsFEM then reads as follows: ﬁnd
uH ∈ VH such that for all wH ∈ VH ,
(3.10)
∫
Ω
∂ξWǫ(x,∇uMsFEMH,ǫ )∇wMsFEMH,ǫ =
∫
Ω
fwMsFEMH,ǫ ,
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where uMsFEMH,ǫ and w
MsFEM
H,ǫ are related to uH and wH by the nonlinear mapping
(3.9). One can also deﬁne the following formulation: ﬁnd uH ∈ VH such that for all
wH ∈ VH ,
(3.11)
∫
Ω
∂ξWǫ(x,∇uMsFEMH,ǫ )∇wH =
∫
Ω
fwH .
According to the above deﬁnitions, formulation (3.10) is a Galerkin formulation, which
is conforming for the classical MsFEM and nonconforming for the MsFEM with over-
sampling. Formulation (3.11) is a Petrov–Galerkin formulation, which is also conform-
ing for the classical MsFEM and nonconforming for the MsFEM with oversampling.
In section 3.4, we have deﬁned a “geometric error.” The MsFEM does not suﬀer
from this kind of error mainly because η = H in the formulation. The proportion of
each material at scale ǫ is globally conserved inWMsFEMH,ǫ due to (3.9). In other terms,
if Wǫ is the energy density of a periodic composition of two materials A and B, the
ratio of A and B in Wǫ is exactly preserved in W
MsFEM
H,ǫ , whereas it is preserved only
up to an error of order ǫη for a generic averaged energy density Wη,ǫ. Recalling the
brief discussion in section 3.4, each periodic cell of the material Ω is exactly accounted
for once in the MsFEM: if only half of a given periodic cell belongs to some QH,i,
then the other half belongs to some other QH,j . For a generic Wη,ǫ, this may not be
true. In [21], the nonconforming Galerkin MsFEM of [10] is shown to still exhibit a
cell resonance error for linear problems that can be reduced using a Petrov–Galerkin
method. In the remainder of this section, we give a simple argument that may explain
why the Petrov–Galerkin version of the nonconforming MsFEM is better in general
than the Galerkin version. And we show how the nonconforming Petrov–Galerkin
MsFEM may be recast within the analytic framework of section 2. In particular,
without a Petrov–Galerkin formulation, there is no equality corresponding to (3.9)
if oversampling is used (actually there is no variational interpretation; see Remark 5
hereafter).
To do so, let us study some basic properties of formulations (3.10) and (3.11)
for both the classical and the “oversampled” MsFEM. We ﬁrst consider the classical
MsFEM. In this case, the following calculation,∫
Ω
∂ξWǫ(x,∇uMsFEMH,ǫ )∇wMsFEMH,ǫ =
∑
i
∫
QH,i
∂ξWǫ(x,∇uMsFEMH,ǫ )∇wMsFEMH,ǫ
=
∑
i
∫
QH,i
∂ξWǫ(x,∇uMsFEMH,ǫ ))〈∇wH〉i
=
∫
Ω
∂ξWǫ(x,∇uMsFEMH,ǫ )∇wH ,
which holds due to the Euler–Lagrange equation associated with (2.12), shows that
the diﬀerential terms of the variational formulations (3.10) and (3.11) indeed coincide.
On the contrary, for the “oversampled” MsFEM, the diﬀerential terms of the vari-
ational formulations (3.10) and (3.11) do not coincide. The Euler–Lagrange equation
of (3.6) is no longer deﬁned on QH,i but on a larger domain QH+ζ,i which prevents
us from writing the decomposition as a sum of Euler–Lagrange equations on QH,i, as
is done in the previous calculation. Thus, for the “oversampled” method,∫
Ω
∂ξWǫ(x,∇uMsFEMH,ǫ,over )∇wMsFEMH,ǫ,over =
∫
Ω
∂ξWǫ(x,∇uMsFEMH,ǫ,over )∇wH .
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We actually have instead∫
Ω
∂ξWǫ(x,∇uMsFEMH,ǫ,over )∇wMsFEMH,ǫ,over
=
∑
i
∫
QH,i
∂ξWǫ(x,∇uMsFEMH,ǫ,over )∇wMsFEMH,ǫ,over
=
∑
i
∫
QH,i
∂ξWǫ(x,∇uMsFEMH,ǫ,over )(〈∇wH〉i +∇wH,iǫ,over)
=
∑
i
∫
QH,i
∂ξWǫ(x,∇uMsFEMH,ǫ,over )〈∇wH〉i
−
∑
i
∫
QH+ζ,i\QH,i
∂ξWǫ(x,∇uMsFEMH,ǫ,over )∇wH,iǫ,over,
(3.12)
formally using the Euler–Lagrange equation associated with (3.6):∫
QH+ζ,i
∂ξWǫ(y,∇uMsFEMH,ǫ,over ) · ∇wH,iǫ,over = 0,
where ∇wH,iǫ,over is given by (3.7). The diﬀerence in the diﬀerential operator between
the Petrov–Galerkin and the Galerkin formulations of the “oversampled” MsFEM
(which are both nonconforming) is therefore given by
(3.13)
∑
i
∫
QH+ζ,i\QH,i
∂ξWǫ(x,∇uMsFEMH,ǫ )∇wH,iǫ,over.
It is now time to come back to the origin of windowing methods. Windowing
aims at getting rid of the eﬀects of the boundary layer on QH,i by computing the
minimum (3.4) on a domain QH+ζ,i of diameter of order H + ζ and by considering
only the restriction of the associated solution wH,iǫ,over ∈ W 1,p(QH+ζ,i) on QH,i. Our
simple calculation shows that the nonconforming Galerkin MsFEM implicitly takes
into account the term (3.13). This term involves the restriction of the multiscale ﬁnite
element on QH+ζ,i \QH,i, which contains a part of the boundary layer that was sup-
posed to be cancelled by the windowing method. Erasing the very last term of (3.12)
and going backwards, we recover the nonconforming Petrov–Galerkin formulation of
the MsFEM, which truly avoids the boundary layer.
To conclude this section, let us show that the nonconforming Petrov–Galerkin
formulation of the MsFEM is equivalent to the variational formulation recalled in
section 2 combined with the windowing introduced in section 3.2. Using the results
of [18, sect. 4] to switch the derivation with respect to ξ and the minimization (3.4)
for convex energies with invertible Hessians (and proceeding formally otherwise), one
may write the nonconforming Petrov–Galerkin MsFEM as follows:∫
Ω
∂ξWǫ(x,∇uMsFEMH,ǫ,over )∇wH =
∑
i
∫
QH,i
∂ξWǫ(x,∇uMsFEMH,ǫ,over )〈∇wH〉i
=
∑
i
∫
QH,i
∂ξW
MsFEM
H,ǫ,over (x, 〈∇uH〉i)〈∇wH〉i
=
∫
Ω
∂ξW
MsFEM
H,ǫ,over (x,∇uH)∇wH .
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In section 4, we will prove the convergence of the Petrov–Galerkin formulation of
the “oversampled” MsFEM for rather general elliptic operators and general hetero-
geneities using the variational formulation of section 2.
Remark 4. Let us stress the fact that the previous calculation shows that the non-
conforming Petrov–Galerkin formulation of the MsFEM (which yields discontinuous
tests functions) for Wǫ can be equivalently seen as a Galerkin method for W
MsFEM
H,ǫ,over .
This explains why variational methods can be used on WMsFEMH,ǫ,over to prove the conver-
gence of the PG-MsFEM for Wǫ.
Remark 5. The nonconforming Galerkin formulation of the MsFEM cannot be
recast within the framework of section 2.
4. Windowing for general heterogeneities. In this section, we ﬁrst deﬁne
the windowing method for general heterogeneities by making precise the dependence
of the windowing upon the parameter ǫ and the characteristic lengthscale η. Provided
a right scaling, we then prove the convergence of numerical homogenization methods
with windowing, within the framework of section 2.
There is numerical evidence that shows the practical interest of windowing for
nonperiodic problems. There is also another motivation that is related to Tartar’s
corrector. In section 2.4, the numerical corrector has been related to Tartar’s correc-
tor, provided an approximation depending on H and provided ω = ω1. In Tartar’s
original work, however, the correctors are proved to exist using ω ⊂⊂ ω1, which is win-
dowing in the present language. Numerical correctors with windowing are therefore
approximations of Tartar’s correctors that may seem more natural than the numerical
correctors of section 2.4. The use of windowing allows us to recover all the diversity
of the original Tartar correctors.
4.1. Scaling of the windowing. The aim of windowing is to reduce the mis-
match between the free oscillations of an unconstrained solution at ﬁxed ǫ and the
boundary conditions on domains C(x, η). A major assumption concerns the conver-
gence of the energies Iǫ to a homogenized energy Ihom which is not supposed to exhibit
oscillations at small scales. The windowing for general heterogeneities should match
the scales of the oscillations. Therefore it has to vanish with η, but it may also already
vanish with ǫ. We set the following.
Definition 4. Let ζ : R+ → R+. For all x ∈ Ω, η > 0, and ǫ < η, ζ deﬁnes an
ǫ-admissible windowing domain C(x, η + ζ(ǫ)) if
lim
ǫ→0
ζ(ǫ) = 0
and an η-admissible windowing domain C(x, η + ζ(η)) if
lim
η→0
ζ(η)
η
= 0.
Heuristically, if ǫ measures the typical “size” of the heterogeneities, ζ should
satisfy limǫ→0 ζ(ǫ) = 0 and a property of the type limǫ→0
ζ(ǫ)
ǫ = +∞ in order to see
the eﬀect of windowing. The prototypical example is given by the linear periodic case
in section 3.3 for which the boundary layer is of order ǫ (thus any ζ(ǫ) = ǫα with
1 > α > 0 is enough).
The above heuristics is related to geometric properties of the heterogeneities (in
particular the period, or the correlation length). Hence, ǫ should ideally be a typical
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lengthscale, whereas it appears as a simple parameter (which has no geometric mean-
ing) for the assumption Iǫ Γ(L
p)-converges to Ihom. In Deﬁnition 4, we thus consider
only windowings that are “stable under” a change of parametrization.
In the following subsections, we prove that the use of admissible windowings does
not aﬀect the convergence of the numerical homogenization method, meaning that
the method also converges using windowing.
Remark 6. The windowings introduced in Deﬁnition 4 are two extreme cases.
One can also introduce particular windowings depending both on ǫ and η and providing
us with suitable regimes for given applications. They can also be seen as particular
cases of the η-admissible windowing.
4.2. Convergence results. In this section, we prove the convergence of numer-
ical homogenization with η-admissible windowing, which also implies the convergence
with ǫ-admissible windowing. We ﬁrst address the convergence of a continuous “win-
dowed” energy density whose FE discretization leads to the HMM. We then show the
convergence of two versions of the nonconforming Petrov–Galerkin MsFEM.
4.2.1. Convergence at the continuous level. The “windowed” continuous
energy density is given by the following.
Definition 5. Let ζ be an η-admissible windowing and Wǫ satisfy H1, H4,
and H3. For all η, ǫ > 0, the associated “windowed” energy density is deﬁned by
Wwinη,ǫ (x, ξ) = 〈Wǫ(y, ξ +∇vwinη,ǫ )〉C(x,η),
where vwinη,ǫ is the restriction on C(x, η) of v˜
win
η,ǫ , the solution of (3.4) with ζ = ζ(η).
We then have the following two convergence results.
Theorem 4. Let Wǫ satisfy H1, H2 (strictly), and H3 uniformly for p > 1
and ζ be an η-admissible windowing; then the energy densities CWwinη,ǫ also sat-
isfy H1, H2, and H3 for η small enough, and the energy Iwinη,ǫ : v ∈ W 1,p(Ω) →∫
Ω
CWwinη,ǫ (x,∇v) Γ(Lp)- and Γ(W 1,p)-converges to Ihom as ǫ and η go to 0, where
CW denotes the convex envelope of W. Therefore, any sequence uwinη,ǫ of minimizers
of inf{Iwinη,ǫ (v) | v ∈ W 1,p(Ω,R) + BC} strongly converges to the unique minimizer
uhom of inf{Ihom(v) | v ∈W 1,p(Ω,R) +BC} in W 1,p(Ω,Rn).
Theorem 5. Let Wǫ satisfy H1, H4, and H3 uniformly for p > 1 and ζ be
an η-admissible windowing; then the energy densities QWwinη,ǫ are standard energy
densities, and Iwinη,ǫ : v ∈W 1,p(Ω) →
∫
Ω
QWwinη,ǫ (x,∇v) Γ(Lp)- and Γ(W 1,p)-converges
to Ihom as ǫ and η go to 0. Therefore, for any sequence u
win
η,ǫ of minimizers of
inf{Iwinη,ǫ (v) | v ∈W 1,p(Ω,Rd) +BC}, there exists a minimizer uhom of inf{Ihom(v) |
v ∈W 1,p(Ω,Rd) +BC} such that
(4.1) lim
η→0
lim
ǫ→0
uwinη,ǫ = uhom weakly in W
1,p(Ω,Rd)
up to extraction.
In practice, one does not need to convexify Wwinη,ǫ since the minimum is searched
in a ﬁnite-dimensional subspace of W 1,p(Ω), the strict convexity being recovered at
the limit ǫ → 0 for ǫ-windowings and η → 0 for η-windowings, in the spirit of [17,
Thm. 4] for the quasiconvex case.
Theorems 4 and 5 imply the convergence of the HMM with windowing in the
general case.
Proof of Theorems 4 and 5. We divide the proof into two steps. We ﬁrst introduce
an averaged energy density for which the strategy used to prove [17, Theorems 1 and 3]
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holds. We then show the “windowed” energy density to be uniformly close to this
averaged energy as η goes to zero.
Let us introduce the averaged energy density
W˜winη,ǫ (x, ξ) = 〈Wǫ(y, ξ +∇v˜winη,ǫ )〉C(x,η+ζ(η)).
This energy density is of type (2.3) (cf. Remark 1) up to denoting by η˜ = η + ζ(η).
Thus Theorems 1 and 2 apply, and we denote by I˜winη,ǫ the associated energy functional.
Let us now prove that the Γ(Lp)- and Γ(W 1,p)-convergence of I˜winη,ǫ and I
win
η,ǫ
are equivalent. Due to Meyers’ regularity estimate, H1, H4, H3, and possibly a
convolution argument (see [22] and [5, Thm. C.2]), there exist α > 0 and c > 0,
independent of η and ǫ, such that
(4.2) ‖v˜winη,ǫ ‖W 1,p+α(C(x,η+ζ(η))) ≤ c‖v˜winη,ǫ ‖W 1,p(C(x,η+ζ(η))).
The coeﬃcients (exponent α and prefactor c) appearing in the Meyers’ estimate de-
pend only on the growth conditions and on the domain (see [16] and [15, Thm. 3.1
and Rem. 3.5]). Let us prove that they do not depend on η either. Up to introducing
the scaling
W 1,p# ((0, 1)
n) ∋ v → v¯(·) = (η + ζ(η))v
( ·
η + ζ(η)
)
∈W 1,p# ((0, η + ζ(η))n),
we have∫
(0,1)n
W (x,∇xv(x))dx = 1
(η + ζ(η))n
∫
(0,η+ζ(η))n
W
(
y
η + ζ(η)
,∇y v¯(y)
)
dy
for any standard energy density. Let c1 denote the coeﬃcient provided by Meyers’
theorem on the domain (0, 1)n and by c2 the constant of the Poincare´–Wirtinger
inequality. Let v ∈ W 1,p# (0, 1)n be a minimizer of the associated energy on a given
set. We have for η + ζ(η) ≤ 1
‖v¯‖p+αW 1,p+α((0,η+ζ(η))n) = (η + ζ(η))n+p+α‖v‖p+αLp+α((0,1)n) + (η + ζ(η))n‖∇v‖p+αLp+α((0,1)n)
≤ (η + ζ(η))n‖v‖p+αW 1,p+α((0,1)n)
≤ (η + ζ(η))ncp+α1 ‖v‖p+αW 1,p((0,1)n)
≤ (η + ζ(η))ncp+α1 (1 + c2)p+α‖∇v‖p+αLp((0,1)n)
≤ cp+α1 (1 + c2)p+α‖v¯‖p+αW 1,p((0,η+ζ(η))n),
which shows that (4.2) holds with c = c1(1 + c2).
Using the growth condition H3 on Wǫ, (3.4), and (4.2) we obtain
(4.3) ‖v˜winη,ǫ ‖pW 1,p+α(C(x,η+ζ(η))) ≤ c(η + ζ(η))n(1 + |ξ|p).
The application of the Ho¨lder inequality yields
‖v˜winη,ǫ ‖pW 1,p(C(x,η+ζ(η))\C(x,η)) ≤ C[ηn−1ζ(η)]
α
p+α (‖v˜winη,ǫ ‖pW 1,p+α(C(x,η+ζ(η)))),
which implies that
‖v˜winη,ǫ ‖pW 1,p(C(x,η+ζ(η))\C(x,η))) ≤ C(η + ζ(η))n
p
p+α [ηn−1ζ(η)]
α
p+α (1 + |ξ|p)
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using (4.3) and noticing that (η + ζ(η))n
p
p+α ≥ (η + ζ(η))n. We ﬁnally deduce that
(4.4) |W˜winη,ǫ (x, ξ)−Wwinη,ǫ (x, ξ)| ≤ C
([
ζ(η)
η
] α
p+α
+
ζ(η)
η
)
(1 + |ξ|p)
using the well-known quasi-uniform Lipschitz property of rank-one convex functions
(see [17, eq. (2.12)], e.g.) and noticing that ηη+ζ = η(1− ζη + o( ζη )) and
(η + ζ(η))n
p
p+α
(η + ζ(η))n
[ηn−1ζ(η)]
α
p+α = (η + ζ(η))−n
α
p+α [ηn−1ζ(η)]
α
p+α ≤
[
ζ(η)
η
] α
p+α
.
In particular, (4.4) implies that Wwinη,ǫ satisﬁes H3 with a modiﬁed but strictly
positive constant c for η small enough (since W˜winη,ǫ does), which ensures the existence
of minimizers for the relaxed problem.
The dominated convergence theorem then allows us to prove the uniform conver-
gence to zero of I˜winη,ǫ −Iwinη,ǫ on any bounded subset ofW 1,p(Ω) as η goes to zero. This
is enough to ensure the equivalence of the Γ-convergences of the energy functionals, as
brieﬂy recalled below (see [4] or [6] for classical deﬁnitions related to Γ-convergence).
Let us ﬁrst notice that the energies are ﬁnite only on W 1,p(Ω). For all w ∈
W 1,p(Ω) and all sequences wη,ǫ ∈ W 1,p(Ω) such that limη→0 limǫ→0 wη,ǫ = w in
Lp(Ω), either
lim
η→0
lim
ǫ→0
I˜winη,ǫ (wη,ǫ) = lim
η→0
lim
ǫ→0
Iwinη,ǫ (wη,ǫ) = +∞
and the Γ-liminf inequality trivially holds, or the sequence {wǫ,η} is bounded in
W 1,p(Ω). In the latter case, the sequence belongs to a set on which the convergence
of I˜winη,ǫ − Iwinη,ǫ to zero is uniform. Thus, limη→0 limǫ→0 I˜winη,ǫ (wη,ǫ) − Iwinη,ǫ (wη,ǫ) = 0
and the Γ(Lp)-liminf (resp., limsup) of Iwinη,ǫ and I˜
win
η,ǫ coincide. Therefore they have
the same Γ(Lp)-limit. The same reasoning holds for the Γ(W 1,p)-convergence.
As a consequence, the Γ-convergence results obtained for I˜winη,ǫ hold for I
win
η,ǫ , which
concludes the proof of Theorems 4 and 5.
4.2.2. Convergence of the nonconforming Petrov–Galerkin MsFEM.
Definition 6. Let ζ be an η-admissible windowing and Wǫ satisfy H1, H4,
and H3. Let {QH,i}i be a triangulation of Ω. For all η, ǫ > 0, the associated MsFEM
“oversampled” energy density is deﬁned by
WMsFEMH,ǫ,over (x, ξ) =
∑
i
〈Wǫ(y, ξ +∇vH,iǫ,over)〉QH,i1QH,i(x),
where vH,iǫ,over is a solution of (3.6).
The associated result is then the following.
Theorem 6. Let Wǫ satisfy H1, H4 (resp., H2 strictly), and H3 uniformly for
p > 1 and ζ be an η-admissible windowing. Let VH be the space of P1-ﬁnite elements
on the regular triangulation {QH,i}i. The “oversampled” Petrov–Galerkin MsFEM
reads
inf
{
IH∑
i=1
|QH,i|WMsFEMH,ǫ,over (xi,∇uH(xi))
−
IH∑
i=1
NGP∑
j=1
qjf(xij)uH(xij), uH ∈ VH +BC
}
,
(4.5)
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where the second term f ∈ Lp′(Ω) of the energy has been integrated by a quadrature
rule associated with the triangulation. Then any sequence of solutions {uoverǫ,H } to (4.5)
converges weakly inW 1,p(Ω) up to extraction (resp., converges strongly inW 1,p(Ω)) to
a minimizer (resp., the unique minimizer) of w → Ihom(w)−
∫
Ω
fw on W 1,p(Ω)+BC.
Proof of Theorem 6. Let us divide the proof into three steps. First, we introduce
an averaged energy density whose associated energy functional Γ(W 1,p)-converges to
the homogenized energy. We then prove the convergence of the associated inﬁma to
the inﬁmum of the homogenized energy, following the proof of [17, sect. 3.2]. This
implies the results of Theorem 6 for this averaged energy. Finally, we apply the
argument of uniform convergence used in the proof of Theorems 4 and 5.
Let us consider the following averaged energy density:
W˜MsFEMH,ǫ,over (x, ξ) =
∑
i
〈Wǫ(y, ξ +∇vH,iǫ,over)〉QH+ζ(H),i1QH,i(x).
Let PH be an equicontinuous family of projectors from W
1,p(Ω) to VH such that for
all w ∈ W 1,p(Ω), limH→0 ‖PHw − w‖W 1,p(Ω) = 0. We then associate with W˜MsFEMH,ǫ,over
an energy functional I˜MsFEMH,ǫ,over :W
1,p(Ω)→ R deﬁned by
(4.6) I˜MsFEMH,ǫ,over (w) =
∫
Ω
W˜MsFEMH,ǫ,over (x,∇PHw).
This family of energy functionals is equicontinuous onW 1,p(Ω) (see [17, p. 1033]) and
converges pointwise on W 1,p(Ω) to Ihom as ǫ and H vanish. Thus [17, Lem. 8] (or
[6, Thm. 5.9]) implies the Γ(W 1,p)-convergence of I˜MsFEMH,ǫ,over to Ihom. It remains to
prove the convergence of the inﬁma of I˜MsFEMH,ǫ,over to the inﬁmum of the homogenized
energy to obtain the thesis of Theorem 6 for the family I˜MsFEMH,ǫ,over . We treat in detail
only the new argument (based on Meyers’ estimates) with respect to [17, pp. 1033–
1035]. It is enough to prove that I˜MsFEMH,ǫ,over − IMsFEMH,ǫ converges uniformly to zero on
bounded subsets of W 1,p(Ω). To this aim, we can apply Meyers’ estimates on each
mesh element QH,i. The exponent α in (4.2) may, however, depend on H. Due to the
regularity of the mesh this is not the case, and there exists α¯ independent of H such
that Meyers’ estimate holds on every QH,i with exponent α¯.
It suﬃces to introduce a linear transformation TH,i which maps the reference
mesh element Q onto QH,i. Then let us denote by (λk) the eigenvalues of TH,i. Up
to a change of variable using T−1H,i and an isotropic dilatation by a factor
n
√
detT−1H,i,
W 1,p0 (QH,i) ∋ v¯ → v(·) =
(
n
√
detT−1H,i
)
v¯ (TH,i·) ∈W 1,p0 (Q),
we have
∫
QH,i
W (y,∇y v¯(y))dy = detTH,i
∫
Q
W
⎛
⎝TH,ix, T−1H,i
n
√
detT−1H,i
∇xv(x)
⎞
⎠ dx
for any standard energy density. The “eﬀective” energy density
WH,i(x, ξ) =W
⎛
⎝TH,ix, T−1H,i
n
√
detT−1H,i
ξ
⎞
⎠
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on Q satisﬁes a growth condition of order p with constants depending only on c, C, and
the quotients { λk
n
√
detTH,i
}k∈[[1,n]]. These quotients are bounded from above and below
uniformly in H and i by deﬁnition of the regularity of the mesh. Therefore, there
exists α¯ associated with the reference mesh element and this growth condition, such
that Meyers’ estimate holds on all QH,i. The strategy used in the proof of Theorem 4
then shows the uniform convergence of I˜MsFEMH,ǫ,over − IoverH,ǫ to zero on bounded subsets
of W 1,p(Ω), which implies the convergence of the inﬁmum of I˜MsFEMH,ǫ,over to the limit
of the inﬁma of IMsFEMH,ǫ , which is exactly the inﬁmum of Ihom as proved in [17, pp.
1033–1035]. The results of Theorem 6 then hold for the energy density W˜MsFEMH,ǫ,over .
As for the proof of Theorem 4 we use Meyers’ estimate once more to obtain the
uniform convergence of I˜MsFEMH,ǫ,over − IMsFEMH,ǫ,over to zero on bounded subsets of W 1,p(Ω),
proving Theorem 6.
Remark 7. In [21], the “oversampled” energy density is deﬁned in a slightly
diﬀerent way. In the same spirit, one can replace vover,iH,ǫ by v¯
over,i
H,ǫ (y) = v
over,i
H,ǫ (y) −
〈∇vover,iH,ǫ 〉QH,i ·y. In particular, this formulation satisﬁes Hill’s lemma, which is widely
used in mechanics. The present proof easily adapts since
lim
H→0
lim
ǫ→0
〈∇vover,iH,ǫ 〉QH,i = 0
and Wǫ(y, ·) is uniformly (in space) Lipschitz-continuous.
4.3. Fine scale reconstruction. We now extend the numerical corrector of
[17, Def. 5] to the case of windowing. In the linear periodic case, windowing improves
the approximation a lot since a great part of the error is located in a boundary layer
of order ǫ. For general heterogeneities we are not able to show that the approximation
is better. Even if it were, in view of [17, sect. 3.2], it is not clear whether the order of
the global error is reduced. It also seems delicate to generalize the estimates derived
in [10], [21] to monotone operators in a periodic setting since the analysis of the
correctors is far less complete in this case than for linear problems. In particular, the
starting point of [10], [21], for the periodic linear case, is the multiple scale expansion
[10, eq. (2.7)]
uǫ = u0 + ǫχ
i
(x
ǫ
)
∇iu0 + ǫθu0 ,
where u0 is the solution of the homogenized problem, (χ
i)i is the corrector vector, and
θu0 accounts for the mismatch of boundary conditions. Such an expansion requires
χi
(
·
ǫ
)∇iu0 ∈ W 1,p(Ω), which does not hold in general due to optimal regularity
results by Savare´ in [27]. Actually, u0 ∈W 1+2/p−η,p for all η > 0 and not u0 ∈W 2,∞
in general.
We prove, however, that the numerical corrector associated with the windowing
method has the same general convergence properties as the numerical corrector with-
out windowing. The interest of windowing then relies on the possible reduction of the
prefactor term in the error. Its eﬃciency is illustrated numerically in [12, p. 67] for a
linear stochastic case.
Definition 7. Let {QH,i}i∈[[1,IH ]] be as in Deﬁnition 3. Keeping the notation
of Theorem 4, we deﬁne the numerical correctors vH,iη,ǫ,win for a strictly convex energy
density as the restriction on QH,i of the unique minimizers (up to a constant) of
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(4.7)
inf
{∫
QH+ζ(η),i
Wǫ(x,∇v) | v ∈W 1,p(QH+ζ(H),i), v(y) = 〈∇uwinη,ǫ 〉QH,i ·y on ∂QH+ζ(H),i
}
,
where QH+ζ(H),i is the concatenation of QH,i and of a crown of width ζ(H).
We then have the corresponding convergence result of Theorem 3.
Theorem 7. In addition to H1, H2, and H3, let us assume that p ≥ 2, that
Wǫ(x, ·) is continuously diﬀerentiable for almost all x ∈ Ω and aǫ(·, 0) = ∂Wǫ∂ξ (·, 0) is
bounded, and that Wǫ(x, ·) satisﬁes the monotonicity and continuity properties (2.7)
and (2.6). Then, denoting by uǫ the unique minimizer of Iǫ on W
1,p(Ω) + BC, we
have
(4.8) lim
η∼H→0
lim
ǫ→0
∥∥∥∥∥∇uǫ −
IH∑
i=1
∇vH,iη,ǫ,win1QH,i
∥∥∥∥∥
Lp(Ω)
= 0.
Proof of Theorem 7. The convergence of the numerical correctors is a direct
consequence of Theorem 4 and [17, Thm. 2].
The proof in [17, sect. 2.4] is based on two arguments: the strong convergence of
uη,ǫ to uhom in W
1,p(Ω) and a passage from local estimates on QH,i to a global esti-
mate on Ω. The ﬁrst argument holds for the “windowed” method due to Theorem 4.
The local estimates are now obtained on QH+ζ(H),i and also imply a global estimate
on Ω since limH→0
ζ(H)
H = 0. All the details of [17, sect. 2.4] adapt straightforwardly
to the present case.
Remark 8. In (4.7), one can replace the Dirichlet boundary conditions by peri-
odic boundary conditions.
Remark 9. A corollary of Theorem 7 shows that the family {vwin,iη,ǫ } associated
with Deﬁnition 6 and formulation (4.5) also form a corrector, which completes the
convergence result of the nonconforming Petrov–Galerkin formulation of the MsFEM
in the monotone case.
5. Conclusion. In numerical homogenization, the choice of the boundary con-
ditions for the problem at the microscale in order to speed up the convergence of the
numerical homogenization process is a diﬃcult issue. It has been discussed a lot in
the literature, e.g., in [23] for the community of applied mathematics and [25] for the
community of mechanics. An alternative issue is given by windowing, whose aim is
precisely to minimize the eﬀect of the boundary conditions of the microscale problem.
In the classical periodic and stochastic cases, windowing has proven to give better
theoretical and numerical results, independently of the boundary conditions used. In
the present work, we have extended the convergence results of [17] to the case of win-
dowing. This has allowed us to prove the convergence of advanced numerical methods
such as the HMM with windowing and the nonconforming Petrov–Galerkin formu-
lation of the MsFEM in a general setting. To sum up, numerical homogenization
methods with windowing indeed converge. In addition, windowing may improve the
convergence of the numerical methods in two ways. Concerning the approximation
of the homogenized energy, windowing does not improve the convergence rate in gen-
eral but may improve the prefactor. For the numerical corrector, however, both the
convergence rate and the prefactor may be improved.
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