Abstract. In some practical situations (e.g., in econometrics), it is important to check whether a given linear subspace of a space R m with component-wise order is a lattice -and if it is not, whether it is at least a directed ordered space.
Introduction
In financial applications, it is important to check whether a vector space generated by non-negative vectors is lattice-ordered. Specifically, it was proven, in [3] , that the existence of appropriate minimum-cost insured portfolios is equivalent to the fact that the linear space generated by the corresponding financial instruments is lattice-ordered.
A real vector space V is called an ordered vector space if it is equipped with a compatible partial order ≤, i.e., if for any vectors u, v and w from V , if u ≤ v, then u + w ≤ v + w, and for any positive α ∈ R, αu ≤ αv. This order is a lattice if for any two elements u and v, there exist the least upper bound u ∨ v and the greatest lower bound u ∧ v.
Every lattice order is also directed in the sense that for every two elements u and v, there is an upper bound w for which u ≤ w and v ≤ w, and similarly there is a lower bound. The set V + = {u ∈ V : u ≥ 0} is called a positive cone of V . It satisfies the three axioms of a cone:
Vice versa, any subset of V satisfying the three above conditions is a positive cone of a partial order on V . For a space to be directly ordered, is equivalent to the condition that V = K − K, i.e., the positive cone K is generating.
Throughout the paper by R m we will understand the coordinate-wise ordered vector lattice ⊕ m i=1 R. By a subspace W of R m we understand any subspace ordered by the order of R m . A vector subspace W of a vector lattice V is called a lattice-subspace if W equipped with the ordering from V is a vector lattice on its own, i.e., if the least upper bound of any two elements from W exists in W (and automatically does the greatest lower bound of the elements). In [1] , Abramovich et al. studied the lattice-subspaces of R n and gave equivalent conditions for a subspace to be a lattice-subspace. In [5] , the authors gave equivalent conditions for a subspace to be directly ordered. In this article, we improve the efficiency of both algorithms. Since it is necessary to algorithmically compare two numbers, we will restrict our considerations to algebraic numbers (numbers which are solutions to polynomial equations with integer coefficients), for which we can use the Tarski-Seidenberg algorithm (e.g. [2, 7] and [8] for rational numbers).
Lattice Order
In their paper [1] , Abramovich, Aliprantis and Polyrakis gave necessary and sufficient conditions for a subspace of R m to be lattice-ordered. We assume that the partial orders considered are coordinate-wise and that the subspace is ⟨X⟩, a subspace generated by a set X of n linearly independent positive vectors. We put the vectors from X in a n × m matrix as columns and consider the associated set Y = {y 1 Below we propose an alternative algorithm, which is of polynomial time. For the reasons mentioned in the introduction we limit our input to algebraic numbers. We 
LATTICE(X) = no
In what follows we will prove that this algorithm is both correct and of polynomial time. Proof. The algorithm only once calls the routines GETY, LININDEP and PREFUND. While the first two routines are polynomial-time on m, the third one calls m times the polynomial-time routine NONNEGCOMB. Therefore the total time is polynomial.
Directed Order
In [5] , the authors give equivalent conditions for determining when an n-dimensional subspace W of R m is directly ordered. The associated algorithm runs in exponential time, O(m n ). Here, we present an algorithm for checking if the order is directed which runs in polynomial time O ( m 4.5 ) . This algorithm is also restricted to vectors consisting of algebraic numbers.
In order to determine if W + is generating, we check that each element of the basis of W can be expressed as a difference of two nonnegative vectors.
Let X = {x 1 , . . . , x n } be a basis for W . Define by x (i) the i th component of x, where 1 ≤ i ≤ m. There exist polynomial-time algorithms (e.g. [4] ) that check the existence of algebraic numbers c 1 , . . . , c n which satisfy the inequalities 
In turn, each u j and v j admit a unique linear combination of the basis vectors:
∑ n k=1 β k x k ; either may be taken to satisfy 3.1. Note that (3. 3)
By linear independence of X, we must have α k = β k when k ̸ = j, and α k − β k = 1 when k = j. The α k and β k are fully described by one another, and so we focus on the β k as a solution also to 3.2. Indeed, since u j = v j + x j , we have ) .
Proof. The algorithm DIRORDER calls SYSLINEQ m times. Since SYS-LINEQ is known to be O(m 3.5 ), we may conclude that DIRORDER is then O(m 4.5 ).
