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Abstract
In this paper we present Quantum Model Theory (QMod), a theory we developed to model entities
that entail the typical quantum effects of contextuality, superposition, interference, entanglement and
emergence. The aim of QMod is to put forward a theoretical framework that is more general than
standard quantum mechanics, in the sense that, for its complex version it only uses this quantum
calculus locally, i.e. for each context corresponding to a measurement, and for its real version it does
not need the property of ‘linearity of the set of states’ to model the quantum effect. In this sense, QMod
is a generalization of quantum mechanics, similar to how the general relativity manifold mathematical
formalism is a generalization of special relativity. We prove by means of a representation theorem that
QMod can be used for any entity entailing the typical quantum effects mentioned above. Some examples
of application of QMod in concept theory and macroscopic physics are also considered.
Keywords: Quantum modeling, contextuality, interference, QMod
1 Introduction
Over the years it has become clear that quantum structures do not only appear within situations in
the micro world, but also arise in the macro world [1, 2, 3, 4, 5, 6, 7]. In this respect, more recently
[4, 5, 6, 7], four major effects have been put forward which also appear in macroscopic situations, and give
rise to the presence of quantum structures. These effects are ‘interference’, ‘contextuality’, ‘emergence’ and
‘entanglement’. Sometimes it has been possible to use the full quantum apparatus of linear operators in
complex Hilbert space to model these effects as they appear in macroscopic situations. But, in quite some
occasions a formalism more general than standard quantum theory in complex Hilbert space is needed.
When investigating the structure of concepts, and how they combine to form sentences and texts, we
already proposed a generalization of the standard quantum formalism, which we called a State Context
Property, or SCoP, formalism, specifically designed to model concepts and their combinations [8]. This
generalization was inspired by work on quantum axiomatics [9], and later also used to analyze aspects of
concepts, or inspire contextual approaches [10, 11, 12, 13, 14, 15, 16, 17, 18]. However, the SCoP formalism
is very general, which led us to reflect about a formalism closer to the complex Hilbert space of standard
quantum theory, more specific and hence mathematically more efficient than SCoP, but at the same time
general enough to cope with the modeling of the main quantum effects identified in the domains different
from the micro-world.
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In this article we aim to propose a general modeling theory capable of modeling situations in which
the effects of contextuality, emergence, entanglement and interference appear. We will call this modeling
theory Quantum Model Theory, or QMod. It is not just a broad modeling scheme, because a specific pow-
erful mathematical representation theorem is the heart of it. It is due to this representation theorem that
the mathematical structure of QMod contains the potential to describe entanglement and emergence. We
will see that the standard quantum mechanical formalism is a special case of QMod, were emergence and
entanglement are consequences of respectively the linear structure of the Hilbert space and the tensorprod-
uct procedure for compound quantum systems. In QMod no linearity is needed in principle, although it
can be introduced if useful. This is the fundamental reason why QMod constitutes a powerful and helpful
generalization of the quantum formalism. We will also see that QMod is a concretization of SCoP in a
specific way when it is used to model concepts and their combinations. However, QMod is not only meant
to model concepts and their combinations, like it was the case for SCoP. It aims at modeling all situations
of entities where the effects of interference, contextuality, emergence and entanglement play a role, and in
this sense it is more general than SCoP in its applications.
Proceeding by analogy, we could say that QMod is a generalization of classical and quantum theory in a
very similar way to how the general relativistic manifold formalism is a generalization of special relativity.
Indeed, general relativity theory assumes that, for each point of space-time, hence locally, space-time
can be considered operationally in an Euclidean way. Similarly, QMod assumes that, whenever a given
measurement is considered, hence again locally, the probabilities are defined operationally and locally for
this one measurement, and for an arbitrary set of states of the considered entity. For one fixed state and
when an event space is defined on the set of outcomes, one can, for example, assume Kolmogorov’s axioms
to be valid. Remark that since an arbitrary set of states is considered locally, the probability structure
will not be a single Kolmogorovian probability space, but a set of Kolmogorovian models, one for each
state. Of course, we expect the overall general probability model to be non-Kolmogorovian in QMod if
different measurements and different states are considered, as we expect that a non-Euclidean model arises
if different points of space-time are considered in general relativity theory.
For the sake of completeness, let us briefly resume the content of this paper. We introduce the essentials
of QMod in Sec. 2, where we prove a representation theorem providing the steps needed to construct a
quantum modeling. More specifically, the representation theorem states that any entity that can be de-
scribed by means of its states, its contexts and specifically corresponding operationally defined probabilities
admits a mathematical modeling in Rn and Cm, with n and m suitably chosen. Successively, we supply in
Sec. 3 applications that illustrate how QMod concretely works. Indeed, we firstly consider a conceptual
entity (Sec. 3.1), then a macroscopic entity (Sec. 3.2). These two examples admit real and complex
representations in R2 and C2, respectively. Finally, an abstract example in three dimensions (Sec. 3.3)
is provided which admits a real representation in R3 and a complex representation in C3. The treatment
of a specific quantum effect, namely interference, concludes the paper (Sec. 4). The latter allows one to
understand how a mixed state differs from a superposition state within QMod [19, 20, 21, 22, 23, 24, 25, 26].
2 A representation theorem
Let us introduce the fundamental notions we need for our purposes. We will model ‘entities’ where the
notion of entity is to be understood in its most general sense. An entity is a collection of aspects of reality
that hang together in such a way that different states exist without loosing the possibility of identification
of the same entity in each of these states. Sometimes only one state exists, this is then the limiting case,
and the entity is then just a situation. Let us right away give two examples that we will be using in the
course of this article to illustrate different aspects of the quantum modeling scheme we introduce.
A first example of an entity that we consider is the concept Animal. The concept Animal can indeed
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be in different states, for example Ferocious Animal and Sweet Animal are two such possible states, and
many more exists. Each time an adjective is put in front of the concept Animal another state of Animal
is realized. But also each sentence, or paragraph, or piece of text, surrounding the concept Animal, places
it in a different state. Also exemplars of the concept Animal, such as Horse and Bear can be considered
to be states of the concept Animal. So clearly a large set of different states exist for the concept Animal.
A second example of an entity that we consider is a Vessel of Water. Different volumes of water that the
vessel can contain are different states of the Vessel of Water.
Along with the notions of entity and state we introduce the notions of measurement and outcome. A
measurement consists of a specific context that is realized for the entity being able to be in different states,
which is the reason that in some cases, e.g. in SCoP, we use the term ‘context’ to indicate the measurement
or measurement context. This context affects generally the state of the entity in different ways and as a
consequence different outcomes to the measurement defined by this context can occur for a specific state
of the entity. Usually the state of the entity is changed by the measurement, and the resulting state after
the measurement on the entity can be identified with each of the outcomes. If this is the case, such an
outcome can also be represented by this state. This is in fact why we did not introduce the notion of
outcome in SCoP, because contexts, i.e. measurements in SCoP, always change a state of a concept into
different possible new states, and hence the outcomes of this measurement context are identified with these
states in the case of SCoP. Now, we explicitly want to introduce the notion of outcome in QMod, because
we also want to be able to model situations where the state after a measurement is not identified. We also
introduce the notion of probability of occurrence of an outcome, a measurement being performed, with
the entity being in a state, as the limit of the relative frequency of this outcome by repetition. It is for
this limit of relative frequency for a fixed state, after defining events related to the outcome set, for which
Kolmogorov’s axioms of probability can be supposed to be valid. In the case of SCoP, this probability is
a transition probability from the state before the measurement context to the state after the measurement
context.
Definition 1 (Entity, State, Measurement, Outcome, Probability). We consider the situation of an entity
S that can be in different states, and denote states by p, q, . . ., and the set of states by Σ. Different
measurements can be performed on the entity S being in one of its states, and we denote measurements
by e, f, . . ., and the set of measurements by M. With a measurement e ∈ M and the entity in state
p, corresponds a set of possible outcomes {x1, x2, . . . , xj , . . . , xn}, and a set of probabilities {µ(xj , e, p)},
where µ(xj , e, p) is the limit of the relative frequency of the outcome xj, the situation being repeated where
measurement e is performed and the entity S is in state p. We denote the final state corresponding to the
outcome xj by means of pj.
The following theorem proves that it is always possible to realize the above introduced situation by
means of a specific mathematical structure making use of a space of real numbers where the probabilities
are derived as Lebesgue measures of subsets of real numbers. We also prove that on top of this real number
realization a complex number realization exists, where the probabilities are calculated by making use of a
scalar product similar to the one used in the quantum formalism.
Theorem 1 (Representation theorem). Let us consider a measurement e ∈ M and a state p ∈ Σ, and
introduce the set {µ(xj , e, p) | j = 1, . . . , n} of probabilities, where {x1, . . . , xj , . . . , xn} is the set of possible
outcomes given e and p. Then, it is possible to work out a representation of this situation in Rn where the
probabilities are given by Lebesgue measures of appropriately defined subsets of Rn, and a representation
in Cm where the measurement is modeled in an analogous way as this is the case in the mathematical
formalism of standard quantum theory defined on Cm as a complex Hilbert space.
Proof. We introduce the space Rn, and its canonical basis h1 = (1, . . . , 0, . . . , 0), h2 = (0, 1, 0, . . . , 0), . . . ,
hj = (0, . . . , 1, . . .), . . . , hn = (0, . . . , 1). The situation of the measurement e and state p can be represented
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by the vector
v(e, p) =
n∑
j=1
µ(xj , e, p)hj (1)
which is a point of the simplex Sn(e), the convex closure of the canonical basis {h1, . . . , hj , . . . , hn} in
Rn. We call Aj(e, p) the convex closure of the vectors {h1, h2, . . . , hj−1, v(e, p), hj+1, . . . , hn}. We use this
configuration to construct a micro-dynamical model for the measurement dynamics of e for the entity in
state p. This micro-dynamics is defined as follows, a vector λ contained in the simplex Sn(e), hence we
have
λ =
n∑
j=1
λjhj 0 ≤ λj ≤ 1
n∑
j=1
λj = 1 (2)
determines the dynamics of the measurement e on the state p in the following way. If λ ∈ Aj(e, p), and is
not one of the boundary points (hence λ is contained in the interior of Aj(e, p)), then the measurement e
gives with certainty, hence deterministically, rise to the outcome xj , with the entity being in state p. If λ
is a point of the boundary of Aj(e, p), then the outcome of the experiment e, the entity being in state p, is
not determined. Let us prove that from the above construction we can derive the probabilities µ(xj , e, p)
from just Lebesgue measuring the sets of relevant real numbers as subsets of Sn(e). Of course, we make the
hypothesis that the micro-dynamical modeling of the measuring process is such that the vector λ is chosen
at random in the simplex Sn(e) with a randomness modeled by the Lebesque measure on this simplex.
Then, following the formulation of the micro-dynamics of the measurement process e for S being in state p,
we have that the µ(xj , e, p), being the probability to obtain outcome xj , is given by the Lebesgue measure
of the set of vectors λ that are such that this outcome is obtained deterministically, hence this are the
λ contained in Aj(e, p), divided by the Lebesgue measure of the total set of vectors λ, which are the λ
contained in Sn(e). This means that
µ(xj , e, p) =
m(Aj(e, p))
m(Sn(e))
. (3)
To calculate the Lebesgue measures, let us introduce the following notations. If h1, h2, . . . , hn are vec-
tors in Rn, we denote by M(h1, h2, . . . , hn) the n × n matrix, where Mjk = (hj)k. We denote by
det(h1, h2, . . . , hn) the determinant of this matrix M(h1, h2, . . . , hn), and by Par(h1, h2, . . . , hn) the par-
allelepiped spanned by the n vectors. If we consider the two parallelepipeds Par(h1, h2, . . . , hn) and
Par(h1, h2, . . . , hj−1, v(e, p), hj+1, . . . , hn), then they are constructions with the same heights over bases
which are the simplexes Sn(e) and Aj(e, p). This means that the volumes of these parallelepipeds, as n di-
mensional subsets of Rn, are equal to the volumes of the simplexes Sn(e) andAj(e, p), multiplied by the same
constant number c(n), which is a number depending on the global dimension n. Now, the volumes of the two
parallelepipeds, let us denote themm(Par(h1, h2, . . . , hn)) andm(Par(h1, h2, . . . , hj−1, v(e, p), hj+1, . . . , hn))
can be calculated by means of the determinants of their matrices, and hence we can also calculate the vol-
umes of the simplexes by these determinants. More specifically we have
m(Sn(e)) = c(n)m(Par(h1, h2, . . . , hn)) (4)
m(Par(h1, h2, . . . , hn)) = det
(
h1 . . . hj . . . hn
)
(5)
m(Aj(e, p)) = c(n)m(Par(h1, h2, . . . , v(e, p), . . . , hn)) (6)
m(Par(h1, h2, . . . , v(e, p), . . . , hn)) = det
(
h1 . . . v(e, p) . . . hn
)
(7)
and calculating the determinants of the matrices we get
det
(
h1 . . . hj . . . hn
)
= 1 (8)
det
(
h1 . . . v(e, p) . . . hn
)
= µ(xj , e, p). (9)
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From (4) and (6) follows that
m(Aj(e, p))
m(Sn(e))
=
m(Par(h1, h2, . . . , v(e, p), . . . , hn))
m(Par(h1, h2, . . . , hn))
. (10)
And from (5), (7), (8) and (9) follows (3).
For the quantum representation we introduce a set of orthogonal projection operators {Mk |k =
1, . . . , n} on a complex Hilbert Cm space, with n ≤ m ≤ n2, that form a spectral family. This means
that Mk ⊥ Ml for k 6= l and
∑n
k=1Mk = 1, and we take the Mk such that they are diagonal matrices in
Cm. More concretely, each Mk is a matrix with 1’s at some of the diagonal places, and zero’s everywhere
else. The number of 1’s is between 1 and n, for each Mk, and the collections of 1’s hang together, their
mutual intersections being empty, and the union of all of them being equal to the collection of 1’s of the
unit matrix 1. The state is represented by a vector w(e, p) of Cm, such that
µ(xk, e, p) = 〈w(e, p) |Mk |w(e, p)〉 =‖Mk|w(e, p)〉 ‖2 . (11)
A possible solution is
w(e, p) =
m∑
j=1
aje
iα(e,p)jhj with aj =
1
b
√
µ(xj , e, p) (12)
where hj is the canonical basis of Cm, and b is the dimension of the projector Mk if hj is such that
Mkhj = hj . But this is not the only solution, and it might also not be the appropriate solution for the
situation we want to model. It shows however that a solution exists, which proves that it is always possible
to built this local quantum model.
The above theorem is an application of the ‘hidden measurement’ approach that we elaborated in
our Brussels research group during the eighties and nineties of the foregoing century, with the aim of
formulating a contextual hidden variable model for quantum theory [2, 27, 28, 29, 30, 31, 32].
With the above theorem we have constructed a representation of the collection of states and experiments
that lead to the same set of outcomes. In this sense, the Rn model and the Cm that we have constructed
is a model for the interaction between state and experiment. The set of outcomes constitutes a context in
which this interaction takes place.
Concluding this section, it is important to observe that the representation theorem proved above allows
one to identify some quantum–like aspects without the necessity of assuming an underlying linear structure.
This aspect will manifestly emerge from the treatment of entanglement in a forthcoming paper [33], where
we prove that the tensorproduct structure appears already on the level of the real space description, and that
it is possible to identify entangled states of an entity without the need of linearity. Although we mentioned
also the effect of ‘emergence’ as one of the characteristic quantum effect, we do not consider ‘emergence’
here or in [33], but give it explicitly attention in [34]. One could say that QMod is a generalization of
standard quantum mechanics in the sense that, when the real space representation is used, no linearity at
all is at play, and when the complex space representation is used, linearity is present only locally. We do
not insist on this point, for the sake of brevity, and refer to [33] for a detailed analysis of the linearity issue.
3 Applications of QMod
QMod can be applied to the modeling of any type of entity that can be described by a set of states, a set
of contexts and probabilities defined for outcomes. In the following, we consider some relevant examples
that show how our construction works. As we have anticipated at the end of the previous section, these
examples will be employed in the description of entanglement in QMod in a forthcoming paper [33].
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3.1 Concepts
Let us consider the example of the entity which is the concept Animal. We consider a measurement e, where
a person is asked to choose between the animal being a Horse or a Bear, hence there are two outcomes
{H,B}. We consider only one state for Animal, namely the ground state which is the state where animal
is just animal, i.e. the bare concept, and let us denote it p. Let us denote by µ(H, e, p) the probability
that Horse is chosen when e is performed, and by µ(B, e, p) the probability that Bear is chosen.
Let us now work out a mathematical construction put forward in the representation theorem proven in
Sec. 2. For the measurement e we consider the vector space R2 and its canonical basis {(1, 0), (0, 1)}.
The state p is contextually represented with respects to the measurement e by the vector v(e, p) =
(µ(H, e, p), µ(B, e, p)) in R2. We introduce the vector λ = (r, 1 − r), with 0 ≤ r ≤ 1, such that for
(r, 1 − r) contained in the convex closure of (1, 0) and (µ(H, e, p), µ(B, e, p)), we get outcome Bear, while
for (r, 1 − r) contained in the convex closure of (µ(H, e, p), µ(B, e, p)) and (0, 1) we get Horse. Let us
calculate the respective lengths and see that we re-obtain the correct probabilities. Denoting the length of
the piece of line from (1, 0) to (µ(H, e, p), µ(B, e, p)) by d, we have d√
2
= µ(B, e, p), and
√
2−d√
2
= µ(H, e, p).
We can also construct a quantum mathematics model in C2. Therefore we consider the vector w(e, p) =
(
√
µ(H, e, p)eiα(e,p)H ,
√
µ(B, e, p)eiα(e,p)B ) in C2. We have µ(H, e, p) = |〈(1, 0)|w(e, p)〉|2 and µ(B, e, p) =
|〈(0, 1)|w(e, p)〉|2, which shows that also the C2 construction gives rise to the correct probabilities.
3.2 Vessel of water
As a second example, we consider an entity S that is a vessel of water containing a volume of water between 0
and 20 liters. Suppose that we are in a situation where we lack knowledge about the exact volume contained
in the vessel, and call p the state describing this situation. We consider a measurement e for the vessel
that consists in pouring out the water by means of a siphon, collecting it in a reference vessel, where we
can read of the volume of collected water. We attribute outcome M if the volume is more than 10 liters
and the outcome L if it is less than 10 liters, hence the set of outcomes for e is {M,L}. We introduce the
probabilities µ(M, e, p) and µ(L, e, p) for the outcomes M and L, respectively. As in the case of concepts,
we construct a mathematical representation in R2 and its canonical basis {(1, 0), (0, 1)}. The state p is
contextually represented with respects to the measurement e by the vector v(e, p) = (µ(M, e, p), µ(L, e, p))
in R2. The simplex AM (e, p) is the line connecting the points (µ(M, e, p), µ(L, e, p)) and (0, 1), while
the simplex AL(e, p) is the line connecting the points (1, 0) and (µ(M, e, p), µ(L, e, p)). We introduce
the vector λ = (r, 1 − r), with 0 ≤ r ≤ 1, such that for (r, 1 − r) contained in the convex closure of
(1, 0) and (µ(M, e, p), µ(L, e, p)), we get outcome L, while for (r, 1− r) contained in the convex closure of
(µ(M, e, p), µ(L, e, p)) and (0, 1) we get M . Let us calculate the respective lengths and see that we find back
the correct probabilities. Denoting the length of the piece of line from (1, 0) to (µ(M, e, p), µ(L, e, p)) =
(1/2, 1/2) by d, we have d√
2
= µ(L, e, p), an
√
2−d√
2
= µ(M, e, p). Thus, d =
√
2
2 allows one to recover the
right probabilities.
The quantum mathematics model in C2 can be constructed as follows. We consider the orthogonal pro-
jection operators MM =
(
1 0
0 0
)
and ML =
(
0 0
0 1
)
, and the vector w(e, p) = (
√
µ(M, e, p)eiα(e,p)M ,√
µ(L, e, p)eiα(e,p)L) in C2. We have µ(M, e, p) = 〈w(e, p)|MM |w(e, p)〉 and µ(L, e, p) = 〈w(e, p)|ML|w(e, p)〉,
which also gives rise to the correct probabilities.
3.3 Illustration in three dimensions
Let S be an entity and let us consider the situation where the measurement e on S has three possible out-
comes {x1, x2, x3}. We denote by µ(x1, e, p), µ(x2, e, p) and µ(x3, e, p) the probabilities for these outcomes
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to occur, performing the measurement e, the entity being in state p. The construction leading to the rep-
resentation theorem takes then place in R3. We have represented the canonical basis vectors h1 = (1, 0, 0),
h2 = (0, 1, 0) and h3 = (0, 0, 1) of R3 in Fig. 1, and also drawn the simplexes S3(e), A1(e, p), A2(e, p) and
A3(e, p).
Figure 1: A simple 3-dimensional picture showing the construction needed for the representation theorem.
We now introduce the vector v(e, p) = µ(x1, e, p)h1 + µ(x2, e, p)h2 + µ(x3, e, p)h3 = (µ(x1, e, p), µ(x2, e, p),
µ(x3, e, p)). We have that A1(e, p), A2(e, p) and A3(e, p) are the convex closures of {v(e, p), h2, h3},
{h1, v(e, p), h3} and {h1, h2, v(e, p)}, respectively. Then, let the point λ belonging to the simplex S3(e)
be defined as λ = λ1h1 + λ2h2 + λ3h3 = (λ1, λ2, λ3), with 0 ≤ λ1, λ2, λ3 ≤ 1 and λ1 + λ2 + λ3 = 1.
Finally, measurement e gives outcome xj with certainty when S is in state p if and only if λ ∈ Aj(e, p),
and µ(xj , e, p) = m(Aj(e, p))/m(S3(e)).
Coming to the quantum representation in C3, we introduce the orthogonal projection operators
M1 =
 1 0 00 0 0
0 0 0
 M2 =
 0 0 00 1 0
0 0 0
 M3 =
 0 0 00 0 0
0 0 1
 , (13)
and the vector w(e, p) = (
√
µ(x1, e, p)e
iα,
√
µ(x2, e, p)e
iβ,
√
µ(x3, e, p)e
iγ). Then, we have µ(xj , e, p) =
〈w(e, p)|Mj |w(e, p)〉 =‖Mj |w(e, p)〉 ‖2, j = 1, 2, 3.
4 Interference and superposition
The results obtained in the previous sections can be applied at once to a typical quantum phenomenon,
namely, interference [19, 20, 21, 22, 23, 24, 25, 26].
To investigate a situation of interference in our general modeling scheme we introduce a measurement e
with an outcome set {x1, . . . , xj , . . . , xn}, and sets of probabilities {P (xj , e, p)| j = 1 . . . n}, {P (xj , e, q)| j =
1 . . . n} and {P (xj , e, r)| j = 1 . . . n} with respect to states p, q and r. We now wonder how the probabilities
with respect to r are related to the probabilities with respect to p and the ones with respect to q, in case r is
a superposition state of p and q. Let us consider this situation. Hence, we suppose that the vector w(e, r) is
a linear combination of the vectors w(e, p) and w(e, q), more specifically w(e, r) = aeiαw(e, p)+ beiβw(e, q).
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From this follows that
w(e, r) =
n∑
j=1
√
P (xj , e, r)e
iα(e,r)jhj
=
n∑
j=1
(aeiα
√
P (xj , e, p)e
iα(e,p)j + beiβ
√
P (xj , e, q)e
iα(e,q)j )hj (14)
and hence √
P (xj , e, r)e
iα(e,r)j =
√
a2P (xj , e, p)e
i(α(e,p)j+α) +
√
b2P (xj , e, q)e
i(α(e,q)j+β)
which leads to
P (xj , e, r) = (
√
a2P (xj , e, p)e
−i(α(e,p)j+α) +
√
b2P (xj , e, q)e
−i(α(e,q)j+β)) ·
(
√
a2P (xj , e, p)e
i(α(e,p)j+α) +
√
b2P (xj , e, q)e
i(α(e,q)j+β))
= a2P (xj , e, p) + b
2P (xj , e, q)
+2ab
√
P (xj , e, p)P (xj , e, q cos(α(e, p)j − α(e, q)j + α− β). (15)
The third term of Eq. (15) is the interference term. If this term is different from zero, which is generally
the case, the vector v(e, r) is not located on the line segment between the vectors v(e, p) and v(e, q).
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