Abstract. Foreground detection algorithms are commonly employed as an initial module in video processing pipelines for automated surveillance. The resulting masks produced by these algorithms are usually postprocessed in order to improve their quality. In this work, a postprocessing filter based on the Pearson correlation among the pixels in a neighborhood of the pixel at hand is proposed. The flow of information among pixels is controlled by the correlation that exists among them. This way, the filtering performance is enhanced with respect to some state of the art proposals, as demonstrated with a selection of benchmark videos.
Introduction
Extracting objects of interest from a video or image is a very important task in computer vision applications. Numerous features can be extracted from the foreground to develop classifying and recognizing processes in subsequent steps. For instance, autonomous visual systems must be able to recognize relevant objects and its movements in order to maintain an internal representation of the environment and understand the scene. Most of surveillance systems are only interested on the moving objects, so the aim of these segmentation algorithms [10, 6] consists in separating the foreground pixels from the background pixels.
In the literature, many foreground detection algorithms [9, 7, 2, 8] have been proposed, whose internal parameters (thresholds, sizes of regions...) and postprocessing techniques are fixed to obtain meaningful results depending on the application.
The result produced by foreground object detection algorithms usually contains noise and it is not suitable to carry out high-level processing like object tracking or the analysis of the behavior of these objects. So that, it is necessary to execute a filtering of the binary mask obtained in the segmentation step. Some of the possible causes that can produce this kind of noise are listed below:
-Camera noise. It is produced by the quality of the acquisition of the images from the camera. Sometimes, a pixel from an image presents a color tone, and the same pixel in the next frame (without any movement in the scenario) exhibits a different one. In this kind of noise, the noise produced by the video downsampling applied in the hardware device can be included. -Reflection noise. The movement of a spotlight, for example, the sun, produces that some background parts reflect the light and the result of the foreground object detection algorithm is affected by this effect, considering those zones as foreground. -Noise in the background objects. Several parts of the objects have the same color (or tone in the case of grayscale images) as the background behind them. This similarity produces that some algorithms do not detect these pixels as foreground objects, so they are not correctly detected. -Shadows and abrupt illumination changes. Most algorithms detect the projected shadows of the objects as foreground. The illumination changes (for example, turn on a light in a room) also produce that the algorithms fail in the detection of the foreground objects.
All of these commented failures can not be solved by the objects in motion segmentation pixel-level algorithms. Thus, it is necessary to develop postprocessing techniques in order to improve the quality of the final segmentation.
Model Approach
In this section, the foreground object detection algorithm (2.1), considered as our baseline method, is described. After that, the morphological operators are depicted (subsection 2.2), since they are the most applied technique in order to remove the noise. And finally we also propose the employ of the Pearson correlation to reduce the noise (subsection 2.3).
Foreground object detection algorithm
A foreground object detection algorithm provides a mask for each frame of a sequence where it presents the same size than the input frame and each pixel has a value in the range [0, 1] that represents the likelihood (in order to manage the uncertainty) of belonging to the foreground. Thus, pixels from this mask with a value close to 1 (white pixels) represent the foreground objects, while pixels with a value close to 0 (black pixels) are considered as background.
In order to quantify the improvement of the application of a postprocessing method to the result produced by the algorithms of this kind, we need to compare the output of the algorithm and the result provided by the postprocessing method.
In this case, we have considered as our baseline method the algorithm described in [5] , and noted as AE. This proposal uses mixtures of uniform distributions and multivariate Gaussians with full covariance matrices, and it is indicated to detect foreground objects in complex context, like videos which exhibit dynamic backgrounds or shadow appearances. In addition, due to the employ of a stochastic approximation, the computational complexity of this algorithm is low, so it is a suitable method for real time applications.
Morphological operators
Morphological operators like erosion or dilation are applied to the segmentation of the foreground objects in order to remove spurious pixels [1, 3] , that cause the three first items referred in Section 1. The aim of the application of this kind of process is to remove those pixels that do not belong to the foreground (NFN, non-foreground noise) and to delete those that they are detected as background (NBN, non-background noise) in the closest zones and the interior of the objects that actually belong to the foreground. The erosion process erodes a unit over the external limits of the objects. The dilation is the opposite process, expanding the limits of the foreground objects. The decision about the order and the quantity of filters to be applied is quite significant. The order of the operators affects the quality and the quantity affects the quality and time complexity of the algorithm.
For example, if we apply the dilation and then the erosion process, we can not remove isolated unit pixels (NFN), since the dilation operator increases its limits with one pixel and the erosion will remove the added pixels, thereby keeping the spurious original pixels. On the other hand, this order will remove some NBN noise from the inside of the objects (gaps). In the case of the application of this operations in inverse order, so that, dilation after erosion, it will remove isolated unit pixels that do not belong to the foreground (NFN), but the filling of the existing gaps inside the objects (NBN) can not be carried out. Thus, the sequence of the application of the morphological operators depends on the peculiarities of the analyzed scene.
Pearson Correlation
In this subsection we propose the employ of information from the 8 neighbors of a given pixel x in order to remove the noise. Nevertheless, we can not consider all neighbors in the same proportion due to several adjoining pixels are not related. For example, this can be produced in the border of a road: the outside pixels (where the vehicles do not drive along it) are practically independent from those that belong to the interior of the road (where the vehicles usually circulate) in spite of their proximity.
Thus, we need a quantitative measure of the correlation of pixels pairs. Our selected measure is the Pearson correlation [11] between two random variables, that they will be the likelihood to belong to the foreground, P F ore,x and P F ore,y , corresponding to each pair of pixels 8 neighbors x and y:
where we have that:
and π F ore is the likelihood to belong to the foreground that is updating throughout the time. Please, note that the properties of the Pearson correlation imply that:
where the last equation saves half of the required calculations. The values of ρ x,y are high and positive if and only if the pixels x and y are usually assigned to the same class, i.e. both pixels belong to the background or the foreground. On the other hand, if the pixels are quite independent, then we will have ρ x,y = 0; we remember that independence implies no correlation, but the reverse implication is not true, i.e. if it does not exist a correlation between variables then this does not imply that these variables are independent. In relation to the negative correlations, it is expected that they will be infrequent, and theoretically they are related to pairs of pixels that are usually assigned to opposite classes. Nevertheless, in practice, the negative correlations are obtained due to the noise in the estimations of the input data.
The correlations ρ x,y allow us to obtain a free-noise version of P F ore,x (t), combining it with the information of the 8 neighbors of x:
where N eigh (x) contains the pixel x and its 8 neighbors, and
ramp function is used in the equation (9) in order to fix the variable in the range [0, 1] of belonging likelihood to the foreground, when a excess of negative correlations related to the noise is presented. Empirically, it is observed that the argument of the trunc function in the equation (9) is negative in less than 0.5% of the cases, since ρ x,y are nearly always positive. The P F ore,x (t) values correspond to a probability of belonging to the foreground class, which can be considered a measure of uncertainty. Thus, a pixel whose P F ore,x (t) value is close to one will be part of a foreground object with great certainty, while if its value is close to 0.5 it is not possible to deduce anything (it has the same probability of belonging to the foreground as to the background).
Experimental results

Parameter selection
In order to appreciate what kind of filtering is the most convenient, we are going to make a comparison between the two proposed alternatives, the application of morphological operators and the Pearson correlation. For this last case, we have to consider that the the baseline algorithm (AE) has to provide the likelihood that a pixel belongs to the foreground class. We will note it as Basic and different learning rate options are considered: ε 0 = {1e −4 , 5e −4 , 0.001, 0.005, 0.01, 0.05, 0.1}. In the case of the morphological operators, we will distinguish in the order application. We note as OM DE the application of the morphological operators in the dilation -erosion order, and OM ED is related to the erosion -dilation order, due to the highly significant influence of a change in the order. We will have the number of applied iterations as a parameter, where #ED = #DE = {1, 2, 3}. For example, a value of #DE = 2 indicates that two iterations of the dilation operator are carried out, followed by two iterations of the erosion operator.
Sequences
We have used several sequences in order to make the comparison. This repository of indoor and outdoor videos provides a wide range of the existing variability in real scenes. We have selected the sequences named Video2 (V2) and Video4 (V4) from a synthetic dataset (the sequences are composed by motion objects generated by software with real background scenes) designed for the algorithm competition of foreground objects detection methods created by the International Conference VSSN'06
1 . Several sequences have been chosen from the dataset 2 developed by Li et al. [4] , namely: water surface (WS), moving escalators in a subway station (SS), campus with plentiful vegetation moving continuously (CAM), meeting room with moving curtain (MR) and public fountain throwing water (FT).
We also have taken three videos from the IPPR (Image Processing and Pattern Recognition)
3 contest held in Taiwan in 2006, whose names are IPPRData1 (IP1), IPPRData2 (IP2) and IPPRData3 (IP3). The two first sequences are indoor videos where a corridor is observed from different points of view, and the third video is a highway recorded from an elevated position.
Finally, we have included in our test dataset two sequences from CAVIAR dataset 4 : a sequence where people are walking on the corridor (OC) and an outdoor level crossing scene (LC).
Qualitative and quantitative results
From a qualitative point of view, a comparison of the four commented options can be observed in Figures 2 and 3 , one of them without the application of any postprocessing method (Basic AE ) and the remaining options by applying the different alternatives described previously (Pearson, OMED and OMDE ). The results are obtained with the best tuned configuration that we have tested. It is obvious that the postprocessing method improves and removes the existing noise (false positives) in scenes with a high variability in the background. It can be observed in the sequence CAM, in the two first columns of the Figure 2 , and V4 and WS, two last columns of the Figure 3 . In these videos, the dilation -erosion strategy in morphological operators (OMDE ) is not the best appropriate because the application of the dilation operator in the first step maintains the noise. On the other hand, Pearson and OMED largely remove the spurious pixels, without any considerable penalization in the real objects in motion. Nevertheless, note that Pearson maintains the shape of the object better than OMED in spite of filtering the noise of the background in a lower grade.
Nevertheless, in scenes where the appearance of false negatives is prevailing, the employ of OMED is worse than the basic output of the segmentation algorithm, as it can be observed in the third and forth columns in the Figure 2 . In this case, the postprocessing method with OMED produces more false negatives than the original ones, while the output with OMDE is the optimal in comparison with the remaining alternatives.
In order to compare the performance of each proposed method from a quantitative point of view, we have chosen several well-known measures [4] is better, is provided by each measure. We also consider True positives (TP), True negatives (TN), False negatives (FN) and false positives (FP) rates. A good overall evaluation of the performance of a given method is offered by AC, while PR must be considered against RC. Each measure can be defined as follow:
P R = T P T P + F P (14) In general, and for all the tested sequences, we can indicate that Pearson is the most suitable method together with OMED for scenes with false positives, while those with false negatives is not as effective as OMDE, but it is quite competitive. This information is shown in Tables 1, 2 and 3. In the first of them (Table 1) we can assume the comments from a visual point of view of the qualitative comparison from Figures 2 and 3 . We could consider OMED as the best suitable method because it is the best in five of the twelve analyzed sequences, while Pearson and OMDE are better in three videos each one. But, because of the fact that OMED is the worst in quality terms in several sequences (see the performance for the MR, IP3 and V2 scenes) we have incorporated a ranking index which scores each method in ascending order of its performance. Thus, the winner method for a sequence will obtain one point, the second two points, the third three points and the forth four points. The last row of the Table 1 represents the sum of these scores for all the sequences. From these results, we can conclude that Pearson is the best method on average because, although it is not always the best, it is the second best method in most of the sequences (see the ranking of the methods in Table 3 ). Therefore, this approach could be viewed as the most stable method regardless of the type of sequence. It is interesting to observe that, except one case and with low margin (sequence V2 ), the Pearson correlation filtering always improves the result produced by the Basic segmentation algorithm.
Another non-trivial advantage of the postprocessing with Pearson is that it is not necessary to adjust any kind of parameters, except those required by the segmentation algorithm (ε 0 for AE in this experiments). As it is observed in Table 2 , the number of iterations of erosion -dilation or dilation -erosion for the morphological operators is not always the same, so it is needed to estimate the optimal value to avoid performing the search exhaustively. Finally, in Table 3 a statistical significance test employing the Student's t test is carried out. A two-tailed test between the best method and the remaining alternatives is computed, where the result is considered statistically significant if the p-value is lower than 0.05 for all the comparisons in the same sequence.
Consequently, the obtained results are quite similar, since the improvement of the method is significant in only three of the tested sequences. Nevertheless, if we observe, for example, the p-values of the CAM sequence, we can see that OMED is not significantly better than Pearson, but, in fact, it is regarding OMDE and the proposal without any postprocessing method (Basic). In addition, it can be observed that Pearson is the second method (Competitor 1 in Table 3 ) in practically all the sequences where it is not the winner.
Conclusion
We can conclude that the postprocessing method, in general, is necessary because it substantially improves the result obtained by the segmentation algorithms. In addition, it has been observed that Pearson is the best method on average for all the tested sequences, although with no statistically significant evidence.
