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Abstract
Electrical Impedance Tomography (EIT) is a non-invasive, portable and low-cost medical
imaging technique. Different current patterns are injected to the surface of a conductive
body and the corresponding voltages are measured also on the boundary. These mea-
surements are the data used to infer the interior conductivity distribution of the object.
However, it is well known that the reconstruction process is extremely ill-posed due to the
low sensitivity of the boundary voltages to changes in the interior conductivity distribution.
The reconstructed images also suffer from poor spatial resolution. In tomographic systems,
the spatial resolution is related to the number of applied current patterns and to the number
and positions of electrodes which are placed at the surface of the object under examination.
Two mammographic sensors were recently developed at the University of Mainz in
collaboration with Oxford Brookes University. These prototypes consist of a planar sensing
head of circular geometry with twelve large outer (active) electrodes arranged on a ring of
radius 4.4cm where the external currents are injected and a set of, respectively thirty six
and fifty four point-like high-impedance inner (passive) electrodes arranged in a hexagonal
pattern where the induced voltages are measured. Two 2D reconstruction methods were
proposed for these devices, one based on resistor network models and another one which
uses an integral equation formulation. The novelty of the device and hence of these imaging
techniques consists exactly in the distinct use of active and passive electrodes.
The 2D images of the conductivity distribution of the interior tissue of the breast provide
only information about the existence and location of the tumour. In this thesis different
circular designs for the sensing head of this EIT device were analysed. The 2D resistor
network approach was adapted to the different data collection geometries and the sensitivity
of the reconstructions with respect to errors in the simulate data were investigated before
any modifications to the original design were made.
A novel 3D reconstruction algorithm was also developed for a simpler geometry of the
sensing head which consisted of a rectangular array of thirty six electrodes (twenty active
+ sixteen passive). This electrode configuration as well as the proposed imaging technique
are intended to be used for breast cancer detection. The algorithm is based on linearizing
the conductivity about a constant value and allows real-time reconstructions. The perfor-
mance of the algorithm was tested on numerically simulated data and small inclusions with
conductivities three or four times the background lying beneath the data collection surface
were successfully detected. The results were fairly stable with respect to the noise level in
the data and displayed very good spatial resolution in the plane of electrodes.
Keywords: Breast cancer, Electrical Impedance Tomography, Inverse conductivity
problem, non-invasive measuring technique, discrete resistor networks, reconstruction al-
gorithm.
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Chapter 1
Introduction
Medical imaging refers to the process of constructing images of the human body or
parts of it for clinical purposes, such as diagnosis of diseases or screening of the human
organs and tissues. The term is used to define non-invasive techniques which generate
images of internal parts of the body [1]. Non-invasive medical imaging does not
physically penetrate the skin, but rather transmits electric current, electromagnetic
or ultrasonic fields into the body, which in themselves could be quite invasive. The
technique then measures the response of the inner tissue to this signal. The measured
responses on the surface of the skin are then used as synthetic data by an inversion
algorithm to image relevant physical properties of the internal tissues, e.g. electrical
conductivity, magnetisation, density, etc.
There is a large variety of non-invasive imaging techniques used nowadays in medicine.
For instance, X-rays mammography which uses short-wave electromagnetic radiation
is used to detect any suspicious lesions in breast tissue [2]. Ultrasound (also called
sonography) is an imaging technique that uses ultrasonic waves which bounce off
tissues and internal organs. The echoes produce a picture called a sonogram which
is used for visualizing soft body tissues including tendons, muscles, blood vessels
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and internal organs [3]. Computed tomography (also known as a CT or CAT) uses
computer reconstruction techniques to create cross-sectional images of the body from
X-rays. The image from a CT scan can be enhanced several times to show detailed
internal structures and to offer accurate information about the location of lesions
which could be used for future surgery [4]. Magnetic resonance imaging (MRI),
is another medical imaging technique, mainly used in radiology to investigate the
anatomy of the body. MRI scanners use strong magnetic fields and radio-waves to
construct images of the body [5].
Most of these medical imaging systems utilise radioactive sources, which may cause
side effects in a patient, especially after long-term exposure. The other feature which
all these modalities have in common is that the transmission of large signals into the
body follows a straight line pattern. Therefore, X-ray CT, Ultrasound and MRI are
also known as hard-field imaging techniques [6].
Early detection and treatment of breast cancer plays a crucial role in reducing mor-
tality rates among patients. Unfortunately, classical screening techniques have limita-
tions in their ability to determine lesion types in addition to their inefficiency to detect
carcinoma in dense breast tissue which is more common among young women [7, 8].
As a result, the practicality of these imaging techniques in detecting breast cancer
has become questionable due to the high rate of positive mammograms results which
are followed by a negative biopsy diagnostic of cancer. In Europe, for instance, 80%
of benign lesion findings have been recorded after biopsy examination [9], meaning
that only one tissue sample out of every five patients undergoing a biopsy leads to
malignant histopathological diagnosis. Moreover, clinical studies have shown that X-
ray mammography which is the standard screening method in detecting breast cancer
still does not offer the adequate specificity. For example, in a study by Elmore and
co-workers [10] based on 9762 screening mammograms, the authors estimated the
2
accumulative risk of a false-positive results after ten mammography examinations to
be 49.1%. Similar results were also presented in [11], where the sensitivity of X-ray
mammography was reported to be 74% with a specificity of 60%, which means a
26% false-negative rate and 40% false-positive. According to Martin et al, the results
from both latter studies demonstrate the growing problem of the biopsy diagnostic
of cancer which is becoming a matter of deep concern [12].
The area of research of this thesis is a medical imaging technique called Electrical
Impedance Tomography(EIT) and its applications in early detection of breast cancer.
The word tomograph comes from the Greek word τoµη (tome), which means a slice or
a cross-section. The technique is relatively new, but it is increasingly attracting more
attention as a low-cost, non-invasive, and a non-radiative imaging technique with a
wide range of medical, industrial and geophysical applications [13]. EIT belongs to a
family of electromagnetic imaging techniques which also include electrical capacitance
tomography (ECT), electromagnetic tomography (EMT), and magnetic induction
tomography (MIT) [14].
Unlike hard-field modalities, EIT belongs to the soft-field imaging techniques which
also include other modalities such as the Optical Tomography(OT). The difference
between hard- and soft-field imaging is that in soft-field imaging the transmitting
field does not follow the straight line pattern of hard-field modalities. Instead, the
signal distribution (e.g. electric current) tends to follow random paths inside the
body. In this sense, the nature of soft field is much more complex than that of hard-
field, which produces the great difficulty when designing the image reconstruction
algorithms [6].
EIT creates images of the interior of an object by injecting current to the surface of
the skin above the area under examination. During the injection, readings of induced
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voltages on the surface of the skin are collected either at the same electrodes used
for current injection (active) or at additional (passive) ones [15]. These measured
potentials are used afterwards by a reconstruction algorithm to create an image of
the determined conductivity distribution inside the body [16,17].
The reconstructed EIT images offer information about the impedance properties of
internal tissues which may not be obtained by other image devices. Therefore, EIT
might be able to diagnose benign or malignant tumours. Moreover, clinical studies
have shown that EIT examination offers high sensitivity for the differential diagnosis
of suspicious breast lesions compared to other classical diagnosis modalities. There-
fore, scientists nowadays are exploiting this useful feature as an additional value, by
using EIT as an adjacent to other diagnostic techniques [18].
Safety and portability are yet another advantageous features of EIT over classical
imaging techniques. Since EIT applies low voltages at the surface of the skin and
currents are only injected locally over the area under investigation [19], there are
no known risks during EIT examination. Additionally, EIT systems are significantly
less expensive than other imaging techniques, since they require no more computing
power other than that of a standard PC [20]. Moreover, the ability to make repeated
measurements of changes in the internal organs (i.e. lungs or brain) makes EIT the
only bed-side modality where images are reconstructed in real-time [21] . Therefore,
EIT has already been used as monitoring tool in a variety of applications in clinical
care medicine, including monitoring of ventilation distribution [22], assessment of
lung functionality [23,24], and detection of pneumothorax [25,26].
In the mathematical sense, it is well established that image reconstruction in EIT
is a challenging problem, being extremely ill-posed, and require solving a system of
non-linear equations. The ill-posedness of this inverse conductivity problem comes
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from the fact that large changes in the conductivity distribution inside the body can
only correspond to very small changes in voltage data measured at the surface of
the skin. Furthermore, in the physical problem, data could also be lost because the
measurement precision is finite.
The inverse problem related to EIT is known as the inverse conductivity problem
and it was first considered in 1980 by Calderón in [27] about inverse boundary value
problem. In this research the author investigated whether one can determine the
electrical conductivity of a medium by making voltage and current measurements at
the boundary of the medium. In his study, Calderón concluded that the conductiv-
ity can be uniquely determined in domains with simply connected boundary if the
conductivity is smooth and isotropic in some interior areas of the domain.
Since this first approach by Calderón, much theoretical work has been undertaken
concerning the uniqueness and existence of the conductivity inside a region from
full or partial knowledge of the Neumann-to-Dirichlet mapping which relates the
distribution of the injected currents to the boundary values of the induced potentials
[28]. Calderón pioneer contribution motivated many developments to solve other
inverse problems.
Although significant progress has been achieved both in the theoretical and the prac-
tical aspects of this technique [16], there are still many challenges in EIT imaging such
as the computational complexity of the reconstruction algorithm and the diagnostic
capability of EIT in detecting breast cancer which is limited by the design of the
system. For example, the spatial resolution of a tomographic system is determined
by the number and the positions of the electrodes which can be attached to a patient
and by the injected current patterns used by the EIT system [29,30]. Another exam-
ple is the sensitivity of an EIT system which depends on the distance between the
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electrode and the target object, and on the amplitude of the injected current. The
accuracy of EIT system, on the other hand, is determined by the amount of noise in
the measurements, the number of electrodes and the applied regularisation methods.
Other practical issues such as errors in electrode positions or boundary shape [25],
high and uncontrollable contact impedance of the skin can also significantly influence
the degree of accuracy [31]. In experimental tests, accuracy is usually optimised, since
less regularisation is required. In practice, however, EIT measurements are subject
to noise and wrong assumptions of the shape of the body.
Moreover, since most of the image reconstruction algorithms require the solution of
two problems; forward and inverse problem, accurate information about the electrode
positions and boundary of the body surface is very important. Any incompatible infor-
mation from electrode positions to the body surface boundary can cause mismatching
between real and simulated data [32].
Before manufacturing an EIT system, theoretical studies and simulations are usually
carried out to anticipate the performance of the system. In these studies, mathe-
matical techniques such as methods for solving the forward problem based on finite
elements for example, and modelling of the physical laws of electromagnetism ap-
plied to the EIT problem are investigated in order to generate simulated synthetic
data [33, 34]. Image reconstruction and analysis may follow after generating the
simulated data to verify whether the system could produce images with sufficient in-
formation about the conductivity distribution inside the object under investigation.
Image reconstruction algorithms of EIT can be categorised into two main types: it-
erative and non-iterative (direct) algorithms. In the first type, the conductivity of
the anomalies is assumed to differ slightly from the background. The computed value
of the internal electrical potential corresponding to the background electrical prop-
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erty is used by linearisation methods in order to approximate the unknown internal
potentials. This procedure is quite fast, but produces a non-negligible error in the
reconstruction, however, accurate results could be obtained if the solution is updated
multiple times.
Iterative methods generally suffer from the ill-posedness nature of the EIT problem
in addition to the computational cost of solving the forward problem in each updat-
ing step [35]. Moreover, these methods are inadequate in some applications where
the variations of conductivity are considerably large such as the detection of breast
cancer which is up to four times more conductive than normal breast tissues [36]. Ad-
ditionally, iterative algorithms which are based on output least-squares or statistical
inversion, which although promising for obtaining accurate reconstructed values, are
computationally slow. Examples of iterative methods include back-projection [37],
Calderon’s approach [38], and one-step Newton method [39].
The second common approach is the direct or non-iterative reconstruction algorithms.
Non-linear problems are solved faster with the potential to infer the conductivity
values with higher precision. Examples of non-iterative algorithms are those based
on resistor networks modelling [40,41] and Muller’s method proposed in [42].
The EIT devices developed by the Institut für Physik, Universität, Mainz, Germany
in collaboration with Oxford Brookes University, consist of a planar sensing head of
circular geometry. All the tomographic systems are primarily designed for medical
applications where measurements in this case can only be taken from one side of the
patient’s body (e.g. mammography or skin cancer detection). In this application the
device is much smaller than the human body to which it is applied. If a breast tumour
is allocated at a shallow depth under the surface of the skin, one can extract sufficient
information about the existence and location of the cancer only by reconstructing the
7
conductivity at the surface of the skin. The reconstruction algorithms for this mam-
mography are based on a resistor network model or on integral equations approach.
Hence, the conductivity of a two-dimensional circular domain from boundary mea-
surements of currents and interior measurements of the potential is determined if
the measurement area is modelled as a resistor network of regular geometric pattern.
The novel design of Mainz-Brookes mammographs is in the distinct use of active and
passive electrodes. Since high impedance voltage measurements are taken only at the
inner electrodes the problem of contact impedance does not arise.
1.1 Justification
The proposed research in this thesis is concerned with the inverse conductivity
problem which has practical applications in medicine, geophysics and industry in the
form of Electrical Impedance Tomography (EIT). The project explores the possibility
of using EIT as an aid for detecting breast cancer in its earliest stages of development.
The advantages (low cost, minimal patient discomfort and no known side effects)
of an impedance imaging system over traditional X-ray mammography make this
technology a useful addition to available technologies for the fight against breast
cancer.
Since the 1920s, numerous researchers performed in vitro impedance measurements
on both normal and cancerous human breast tissues [43]. In vitro studies have
shown that there is a difference of three time or more in the electrical conductivity
between healthy and cancerous tissues, and hence, imaging the electrical properties
of the breast tissue would result in potential information which could improve the
diagnosis of early cancer detection. Additionally, EIT can play the role of a regular
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screening method. The technique could be capable of providing the physician with
the sufficient information to decide whether the patient needs further diagnosis, in
case of any suspicious abnormalities. This will prevent unnecessary regular exposure
to radiation or the need for biopsy samples, and can significantly reduce the health-
care cost. However, to achieve clinical acceptance, the theoretical developments of
reconstruction methods should be closely connected with laboratory experiments and
studies on real data. The research presented in this thesis will address this need by
developing non-iterative reconstruction algorithms based on discrete models to be
tested with real data obtained by the EIT group at Mainz University, Germany.
1.2 Research Aims and Objectives
The goal of this research project is to implement in Matlab two-dimensional dis-
crete resistor network models for Electrical Impedance Tomography (EIT) intended
to be used for conductivity imaging with real data obtained from planar EIT de-
vices designed by Oxford Brookes University in collaboration with the EIT group at
University of Mainz, Germany. This two-dimensional inversion technique is direct
(non-iterative) which will enable conductivity reconstructions in real time.
This research also investigates the optimal geometry of the planar array of electrodes
for the design of a new sensing head of the EIT device for breast cancer detection
by introducing additional electrodes for measuring voltages and/or by increasing the
number of electrodes for current injection.
Numerical experiments using simulated data and the two-dimensional image recon-
struction algorithm showed that a map of the conductivity at the surface provides
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enough information on the existence and location of a breast tumour, but only if the
latter is either large or situated at shallow depths. Additional information about the
depth of the tumour and its real size can only be obtained by extending the existing
two-dimensional inversion technique to address the full three-dimensional problem.
Since EIT devices are generally much smaller than the human body to which they
are applied, the imaging of the conductivity distribution of the three-dimensional half
space is, therefore, required from electrical measurements performed on its surface.
Therefore, this research also extended to the development of a three-dimensional
reconstruction algorithm based on a set of discrete voxels to model a full three-
dimensional space. This non-iterative three-dimensional reconstruction algorithm en-
ables the detection of smaller and deeper tumours, and hence, improved the specificity
of the results.
1.3 Structure of the Thesis
The second chapter begins with an introduction to Electrical Impedance Tomog-
raphy (EIT), followed by examples of medical and industrial applications of EIT. A
closer look at medical EIT systems can be also found in this chapter. Mathemat-
ical formulation of the continuum model, including the derivation of the governing
equation and both the forward and inverse problem is presented in this chapter too.
Finally, this chapter also include a discussion about the most common electrode mod-
elling in addition to defining an optimal current patterns for EIT.
The main focus of the third chapter is on Electrical Impedance Tomography in diag-
nosing breast cancer. In this chapter definitions of accuracy, specificity, and sensitivity
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are introduced. Additionally, in vitro and in vivo methods for measuring the conduc-
tivities of human breast tissues are explained with some experimental results giving
various measurements of the electrical properties of different human tissues. The
chapter also includes clinical trials of EIT for detecting breast cancer, with a focus
on evaluating the sensitivity and specificity. Finally, clinical trails using EIT as an
adjunct to other imaging modalities (mainly x-ray mammography) are also presented.
In chapter four, a two-dimensional reconstruction algorithm based on discrete resistor
network is presented. The algorithm is intended to be used for conductivity imaging,
with data obtained from a planar electrical impedance tomography device developed
by Brookes University in collaboration with Mainz University in Germany for breast
cancer detection. In this chapter, the investigation of different proposed geometries for
the prototypes is also presented. The chapter concludes by two-dimensional numerical
reconstructions obtained from these different prototypes.
Chapter five presents a novel three-dimensional reconstruction algorithm for electrical
impedance imaging, which is suitable for determining the conductivity distribution
beneath the surface of a medium, given surface voltage data measured on a rectangular
array of electrodes. The electrode configuration in this approach is desirable for
using electrical impedance tomography to detect tumours in the human breast. The
algorithm is based on linearising the conductivity about a constant value. The chapter
also concludes with numerical reconstructions using EIDORS (see Subsection 4.3.3 for
a detailed description of this forward solver) and Matlab for inclusions with different
conductivities and dimensions placed at various positions and depths from surface
electrodes.
Finally, chapter six is devoted to the discussion and conclusion of the work in this
research, followed by suggestions for future research paths related to this work.
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Chapter 2
Electrical Impedance Tomography
2.1 Introduction
The principle of Electrical Impedance Tomography (EIT) is to infer the conduc-
tivity distribution inside a conductive object when access is limited to its boundary.
This can be achieved by injecting current patterns and performing simultaneous mea-
surements of the potentials on the boundary of that object.
The physical domain under investigation in this case is a material with regions of dif-
ferent electrical conductivities. Mathematically, it is a subset of the Euclidean spaces
R2 or R3 and it is denoted by Ω. The domain Ω is considered to be an open, and
simply connected set. If Ω is a subset of Rn, n = 2 or 3, then the notation Ω defines its
closure. The boundary of the domain, denoted by ∂Ω, is defined as ∂Ω = ∂
(
Rn\Ω
)
.
In medical EIT, Ω refers to the human body and ∂Ω refers to the surface of the
skin. The governing equation for EIT is the generalised Laplace equation, which
is an elliptic partial differential equation (PDE). To reconstruct the conductivity,
boundary conditions and/or initial conditions for the governing PDE must be en-
forced. Depending on the technique used in EIT, the two most common boundary
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conditions associated with EIT are the Dirichlet and the Neumann boundary con-
ditions. A Dirichlet condition is enforced by specifying the value of the solution on
the boundary. In practice this corresponds to fixing the voltage on the boundary ∂Ω
and measuring the current. The Neumann condition, on the other hand, specifies the
normal derivative of the solution on the boundary, which in practice corresponds to
applying the current density j on ∂Ω and measuring the voltages. The mathematical
formulation of the EIT problem with Dirichlet and Neumann boundary conditions is
presented in Subsection 2.4.1)
2.2 Applications of EIT
The concept of EIT imaging is motivated by the fact that various materials
exhibit different electrical properties (see Tables 2.1 and 2.2 ). Hence, a map of the
electrical conductivity can be used to infer the interior structure of an object under
investigation.
Table 2.1: Electrical properties of some biological tissues measured at frequency
100kHz [16, 44]
Tissue Conductivity (mS/cm) Permittivity ( µ F/m)
Blood 6.70 0.05
Liver 2.80 0.49
Bone 0.06 0.0027
Cardiac Muscle 6.30 (longitudinal) 0.88
2.30 (transversal) 0.36
1.00 (expiration) 0.44
0.40 (inspiration) 0.22
Fat 0.36 0.18
Skin 0.0012 0.0144
With such characteristics, EIT has important applications in medicine (lung func-
tion monitoring, detection of pulmonary emboli, monitoring of heart functions, blood
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Table 2.2: Resistivity of some rocks and fluids [45–47]
.
Rocks or fluids Resistivity (1/σ in Ωm)
Marine sand, shale 1-10
Terrestrial sands, claystone 15-50
Volcanic rocks, basalt 10-200
Granite 500-2000
Limestone dolomite, anhydrite 500-5000
Chloride water from oil fields 0.16
Sulphate water from oil fields 1.2
flow, breast cancer detection), in geophysics (detection of underground minerals, de-
tection of leaks in underground storage tanks, monitoring flows of injected fluids
into the earth, exploring of underground resources of water, and monitoring volcano
activities), in industry (industrial process monitoring) and non-destructive testing
(detection of corrosion and of small defects in metals) [16, 48]. Moreover EIT has
applications in the identification of cracks, materials composites, and their geometry
in inaccessible locations [49].
In the next subsection, different medical applications of EIT developed by a number
of research groups are presented in more details, followed by a subsection about
industrial and geophysical applications of EIT.
2.2.1 Medical Applications
Impedance imaging has been widely studied for the past two decades. It is
estimated that the number of studies conducted in the field of medical imaging is
approximately 5 billion worldwide [50].
Although significant progress has been achieved both in the theoretical and in the
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practical aspects of this imaging technique [16], the success of EIT as a medical ap-
plication has been rather limited; partially, because of its theoretical limitations such
as ill-posedness and poor spatial resolution when compared to other imaging tech-
nologies. The sensitivity of the boundary data to changes in the interior conductivity
of an object has been proven to be very low resulting in images with a resolution
which deteriorates as the distance from the boundary increases [31, 51]. There are
also practical problems associated with reconstructing images in EIT for medical ap-
plications which are mainly due to errors in electrode positions or boundary shape,
and to the high and uncontrollable contact impedance of the skin. As a result, EIT
has not made yet the transition to be used widely as a clinical diagnosis routine.
However, many research groups are actively working on the development of various
medical EIT applications. Some examples of such groups are given next.
The research group at the University College of London (UCL) has been experiment-
ing ways to adjust medical EIT systems for imaging changes in the brain following
medical conditions such as stroke, epilepsy or normal physiological brain function [52].
According to this group, the portability and low cost of such systems would offer
unique and practical advantages over existing methods for imaging brain functions
such as functional MRI (fMRI). The group also claims that such an EIT system has
the potential of producing images in milliseconds for fast neural activity in the brain.
The UCL group also believe that this system would offer a revolutionary advance in
neuroscience technology [53]. Some of the challenges in this work are mainly due to
the fact that skull is resistive and tends to divert current. Hence, the signal to noise
ratio is low. However, the researchers at UCL claim that the developed hardware
and image reconstruction algorithms are capable of producing non-invasive images
inside tanks which mimic the human head, and also on experimental animals with
electrodes on the brain [54]. Currently, the UCL group is investigating the possibility
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of collecting clinically relevant images on human subjects.
Cherepenin et al from Kotel’nikov Institute of Radioengineering and Electronics,
(RAS), Moscow, Russia developed an EIT system for gynaecological applications.
The system has 48 electrodes embedded on a small space inside a hand-held probe
used for vaginal examinations. According to this study, the system offers a near real-
time three dimension visualisation of the interior spatial distribution of the electrical
conductivity of the cervix tissue [55]. The ability of producing a near real-time visu-
alization is due to relatively small number of measurement electrodes which enables
a few frames to be reconstructed per second. However, due to the small number of
electrodes, the reconstructed images have quite poor resolution. Additionally, the
device is also capable of producing the three-dimensional images up to a depth of
8mm inside the cervix. This group claims that the device is independent on an ex-
ternal PC, thus it could be designed as self-contained and therefore could be used for
clinical gynaecological screening usage. Further developments including optimising
the measuring head for regular use and improving sterilisation for a proper frequent
use are still under consideration.
The research group at RAS also developed a new medical imaging system which
consists of a planar array with 256 electrodes. The system is capable of obtaining
three-dimensional images of the conductivity distribution in regions below the skin
surface up to a depth of several centimetres. According to their studies, both the
measuring system and the image reconstruction algorithm can be used for breast tis-
sue imaging, particularly, for detecting malignant tumours. Since mammary glands
change with physiological conditions such as menstrual cycle, pregnancy, lactation,
and postmenopause, the purpose of this device is to investigate the state of mam-
mary glands among women with different hormonal status. This study showed that
electrical impedance mammograms from different groups of patients had clear vi-
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sual distinctions of mammary glands and statistically showed significant differences
in their conductivities. The group, hence, concluded that data on conductivity dis-
tribution in the mammary gland during different physiological periods could be used
for further research on mammary glands with different pathology [56].
The group at the Respiratory Intensive Care Unit, São Paulo School of Medicine,
Brazil, proposed an EIT-based method to monitor pneumothorax complication dur-
ing mechanical ventilation [21]. The purpose of their study was to identify character-
istic changes in the EIT signals associated with pneumothoraces. The focus of their
research was to develop a fine-tune algorithm for automatic detection of pneumo-
thoraces, and consequently analyse the sensitivity and specificity of their algorithm
in real-time. Results have showed that pneumothoraces as small as 20ml could be
detected with a sensitivity of 100% and specificity 95% and could be easily distin-
guished from other lung diseases. The locations of pneumothoraces were also correctly
identified in all cases, with a total delay of only three respiratory cycles. This study
concluded that the EIT-based system which they developed is capable of detecting
early signs of pneumothoraces in high-risk situations, and also identifying their lo-
cations. According to the group, this technique opens opportunities for improving
patient safety during mechanical ventilation [25].
Another medical application of EIT is the measurement of cardiac parameters which
was investigated in [29], with a focus on the measurement of the volume of the heart
stroke mainly on the right ventricular diastolic function. According to this research,
such application of EIT can be used in an intensive care unit as a non-invasive tech-
nique to measure heart stroke volume in real-time.
In Section 2.3 the general characteristics of EIT systems designed for medical applica-
tions will be further discussed. Section 3.5 focuses on medical EIT systems designed
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specifically for detecting breast cancer and also mentions the outcomes of clinical
trials. The next subsection is about the industrial and geophysical applications of
EIT.
2.2.2 Industrial and Geophysical Applications
One important non-medical application of EIT is in Industrial Process Imaging,
or Industrial Process Tomography (IPT) [57]. IPT is a non-destructive, non-invasive
imaging technique used in a variety of industrial applications to scan inaccessible
containers such as pressure vessel and pipelines and construct a cross-sectional image
in real-time. Since measurements of the contents of closed containers cannot be made
using optical instrumentation or higher energy radiation methods, the density and
velocity distribution of the contents can be tomographically imaged instead, offer-
ing a more structured approach to modelling, designing, and operating opaque and
fast moving dispersions [58]. IPT technique can also offer continuous system mea-
surements allowing a better understanding and an improved monitoring of industrial
processes. The technique can be used as an on-line control of processes including fault
detection and system malfunction. In addition to above, the analytical information
provided by IPT allows a robust experimental means for the optimisation of process
vessel design and operation through model development and validation [59].
Electrical Resistivity Tomography (ERT) is a geophysical technique to image sub-
surface structures, which works by performing electrical resistivity measurements at
the earth surface, or inside boreholes drilled in the soil. The deeper the boreholes,
the lower earth layers can be investigated. The concept of ERT is similar to that of
the EIT in the sense that ERT exploits the differences in the resistivity of different
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materials in order to reconstruct an image for the sub-layers structure of the earth.
However, in geophysical applications of EIT, either direct current or alternating cur-
rent of low frequency (typically about 20Hz) are applied. [60]. Additional applications
of ERT include: fault inspection, allocation of ground water, soil moisture content
detection, etc. [61].
Resistivity tomographic imaging can also be applied to monitoring transport pipelines.
Early work was concerned with measuring two-phase flow in industrial pipelines, es-
pecially oil/gas and oil/water flows from offshore oil wells [62]. Since the behaviour
of two-phase flow is extremely complex, it presents a great challenge to the study
of flow mechanism. Measurements of pressure gradients and any possible void frac-
tions are very important for safety and quality assurance purposes in industry. ERT,
therefore, provides a simple, non-iterative and a fast response method for measuring
pressure and void fractions. Additionally, ERT can display a cross-sectional electrical
conductivity distribution of the mixture within the pipe [63,64].
Induced Polarisation is another application of EIT which is a geophysical imaging
modality used to detect sub-surface materials such as steel. The technique measures
the slow decay of voltage in the ground after an excitation current pulse is applied.
The induced polarisation is an indicator for the ability of sub-surface materials to store
electric charges. When a current is injected, the decay with time of the difference
in the measured potential is observed. The rate of decay of this potential (induced
polarization potential) depends on the general physical characteristics of rocks, their
pore geometries and degree of water saturation [65–67].
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2.3 Medical EIT Systems
Impedance measurements have been used in many areas of medical diagnosis in
the past, but not as imaging tools. For example, measurements of the impedance of
the thorax were used to examine intra-thoracic fluid to diagnose any cardio-pulmonary
diseases. Impedance measurements are also used to monitor respiration; a tech-
nique called Impedance Pneumograghy [21]. With electrodes attached to the head,
impedance measurements can also be used to study cerebral haemodynamics, par-
ticularly, as a technique applied to newborns [68]. The measurements obtained by
impedance pneumograghy can be used as an indicator of a wide range of neurological
diseases and to detect traumatic brain injuries [69].
The discovery of EIT as a medical imaging modality is attributed to John G. Webster
in 1978 [70]. The first medical EIT system, however, was developed in 1984 by David
C. Barber and Brian H. Brown [71]. In their published work [72] in year 1984,
together, Brown and Barber attempted to visualise the cross section of a human
forearm by placing a set of 16 electrodes around the boundary of the area being
examined. The aim was to image the distribution of resistances within the slice
defined by placing the electrodes around the boundary of forearm.
There are two categories of medical EIT systems based on the placement of the elec-
trodes: planar systems, also known as mapping systems and circular tomographic
systems which use a belt-like set of electrodes used to wrap the area under investiga-
tion, see Figure 2.1.
20
(a) Planar (mapping) EIT system [73] (b) Circular tomographic
system [74]
Figure 2.1: Medical EIT systems.
Planar (mapping) systems are typically used for breast, skin and prostate cancer
screening. For example, during medical examination of the breast, the plate with
the electrodes is pressed against the skin which, hence, presses the breast against
the chest wall as shown in Figure 2.1(a). As a result, all electrodes are in contact
with the breast and the examined area constitutes a relatively shallow region between
the measuring electrodes and the chest wall. Currents or voltages are then applied
through electrodes in the array.
In circular tomographic systems, electrodes are in a belt-like arrangement. During
examination, electrodes are attached to the patient’s body in such a way they sur-
round the region to be imaged as shown in Figure 2.1(b). The circular arrangement
of the electrodes around the body creates a cross-sectional plane of intersection were
the electrical conductivity distribution is determined. In the case when more than
one layer is examined, the enclosed region of interest is a volume, not a cross-sectional
plane and more circular arrays of electrodes are generally placed around the examined
area.
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Typical medical EIT systems as the one shown in Figure 2.2 apply alternating cur-
rents of low frequency in the range between 10Hz-10MHz. This range of frequencies
is selected for minimizing the capacitive effects of the human tissues [75]. However,
Figure 2.2: Typical medical EIT system [76]
according to Romsauerova et al, for EIT brain imaging, the frequency of the applied
current should be below 100Hz as higher frequencies could stimulate cutaneous nerve
endings. In this research [77], Romsauerova and co-workers attempted to find the
most suitable current patterns which could be employed for brain imaging. When
a current pattern with frequency in the range of 20Hz - 1.6MHz was applied to the
forefront of the head in four healthy volunteers with the same current amplitude of
0.28mA, for each frequency, an unpleasant tingling sensation was perceived. Accord-
ing to this study, the sensation reduced or disappeared when frequencies below 100Hz
were applied. They conclude that, the optimal compromise for brain imaging with
absence of sensation was a current pattern of frequency of 40Hz. For current pat-
terns of frequencies of 80Hz and 20Hz, the sensation was reduced by 75% and 50%,
respectively.
For planar EIT systems, there are three main current excitation methods:
1. Single Voltage Source (SVS), which fixes a constant voltage to a planar array of
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electrodes pressed against the body, with reference to a single hand-held elec-
trode. Then the induced currents are measured at each of the other electrodes
on the array.
2. Single Current Source (SCS), which injects a current through each electrode
sequentially, and measures the induced voltage on all other electrodes.
3. Multiple Current Sources (MCS) uses both fixed current patterns as well as
adjustable pre-defined patterns of currents [78].
For circular EIT systems used to reconstruct cross-sectional images, there are also
three techniques for current injection and voltage measurement [79,80]. These include:
1. Adjacent Drive which is the most common technique to drive current. In this
procedure, the current is injected through adjacent electrodes and the voltage
differences are measured sequentially at all remaining adjacent pair of elec-
trodes.
2. Opposite, a technique which is mostly used in brain EIT imaging. In this
procedure, the current is applied through electrodes that are 180◦ apart, while
voltage differences are measured on the remaining electrodes.
3. Trigonometric, a technique, where spatial frequency currents are injected and
voltages are measured at all electrodes. Because current flows through all elec-
trodes simultaneously, many assigned current injectors are needed, e.g. a 16-
electrode EIT system requires 16 current injectors. In the trigonometric proce-
dure, the boundary potentials are measured with reference to a single grounded
electrode. Therefore, for each current pattern only 15 voltage measurements
can be taken for a 16-electrode EIT system [81].
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2.3.1 Challenges of medical EIT
In conventional medical imaging technologies such as the X-ray CT, a collimated
beam of radiation passes through the body in straight lines. The attenuation in this
case is affected only by the tissue laying in the path of the beam [82]. Such techniques
are said to have a local property. Contrary to this, the non-local property of EIT
is due to the fact that injected currents scatter inside the body. This is one of the
reasons why imaging the conductivity distribution inside an object is such difficult.
Furthermore, the sensitivity of electrical impedance imaging to changes in electrical
properties of internal tissues is inversely proportional with the distance from the near-
est electrode. For example, in the circular array arrangement, the parts towards the
centre of the imaged area have the least sensitivity. In the case of planar systems, the
sensitivity of the reconstructed image decreases as the distance between the examined
tissue and the electrodes plane increases.
As mentioned earlier, in addition to the high sensitivity to noise, the impedance imag-
ing techniques also suffer from poor spatial resolution if compared with other imaging
techniques such as X-ray mammography. Such poor resolution might be one of the
drawbacks of EIT as medical imaging technique. While high resolution might not be
an issue in other applications of EIT such as ERT, it is however, very important in
most medical applications [29]. According to [83], the electrode arrangements, the
number of electrodes used to inject current and the number of different current pat-
terns which are injected, could also influence the resolution of the image reconstructed
by impedance imaging systems.
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2.4 EIT Continuum Model
The reconstruction of the conductivity distribution in EIT requires a way of calcu-
lating the potential u, of the electric field E = −Ou, from given boundary conditions
and measurements. Electromagnetic fields are governed by four fundamental partial
differential equations called Maxwell’s equations (2.1-2.4). These equations explain
how electric and magnetic fields propagate, interact, how they are influenced by ob-
jects and how they change in time [84]. They were stated in their final form by
the physicist James Clerk Maxwell between 1861 and 1862. The basic quantities in
Maxwell’s equations are the electric field E and the magnetic field H. Both are rep-
resented as vector functions of time and space. When the fields E and H are applied
to a material, they induce an electrical displacement D and a magnetic flux B, re-
spectively [85]. Together, the set of four equations define the spatial and temporal
relationship between the two fields E and H as follows:
∇× E(x, t) = −∂B(x, t)
∂t
(Faraday’s law), (2.1)
∇×H(x, t) = j(x, t) + ∂D(x, t)
∂t
(Ampere’s law), (2.2)
∇ ·B(x, t) = 0 (Gauss’ law for magnetism), (2.3)
∇ ·D(x, t) = ρ (Gauss’ law). (2.4)
where ρ is the charge density. In the special case of a linear medium, Ohm’s law
states that the current density j in equation 2.2 can be given at any point(x) and
time(t) by:
j = σE(x, t), (2.5)
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where σ is the electric conductivity. Moreover, in the linear approximation and for
isotropic media, there is a direct relationship between fields and their fluxes [86]
D = ε(x, ω)E, (2.6)
B = µ(x, ω)H. (2.7)
where ε and µ are the permittivity and permeability of the medium respectively.
2.4.1 Mathematical Formulation
In practice, EIT systems use alternating currents patterns at a fixed angular
frequency ω over time t. Therefore, the electric and magnetic fields, E(x, t) and
H(x, t), and their corresponding fluxes, B(x, t) and D(x, t), respectively, are time-
harmonic and can be written as:
E(x, t) 7−→ E(x)eiωt, B(x, t) 7−→ B(x)eiωt (2.8)
H(x, t) 7−→ H(x)eiωt, D(x, t) 7−→ D(x)eiωt. (2.9)
Using the expressions above, equations (2.1) and (2.2), become:
∇× E(x) = −iωµ(x)H(x), (2.10)
∇×H(x) = (σ(x) + iωε(x))E(x). (2.11)
Since EIT uses relatively low current frequency ω, and the technique is applied to
objects with lengths L which generally satisfy ωµ|γ|L2  1, where γ(x) = σ(x) +
iεω(x) is the admittivity of the medium, then equation (2.10) and (2.11) can be
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approximated by:
∇× E(x, ω) = 0, (2.12)
∇×H(x, ω) = γ(x, ω)E(x, ω), (2.13)
The electric potential at a point x in an electric field E, can be defined as:
u(x) = −
∫
C
E · d`,
where C is an arbitrary path connecting the point with zero potential to x. When
∇×E = 0, the line integral above does not depend on C any more [87], but only on
the endpoint x. In this case, the electric field is said to be conservative and can be
determined by the gradient of the potential:
E = −∇u(x). (2.14)
Moreover, if there are no internal current sources, the time-harmonic electric current
density is defined as
∇×H = j(x). (2.15)
Hence, from equation (2.14) and (2.15), we see that
j(x) = −γ∇u(x), (2.16)
which is Ohm’s law.
Since the divergence of a curl is zero, we can re-write equation (2.13) as:
∇ · (∇×H) = ∇ · [γ(x)E] = 0. (2.17)
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Substituting (2.14) into (2.17), we arrive at the generalised Laplace equation
∇ · [γ(x)∇u(x)] = 0. (2.18)
The Forward Problem of EIT
The forward problem of EIT is to find the solution u(x), x ∈ Ω, of equation (2.18)
given the admittivity distribution γ(x), x ∈ Ω, subject to either a Dirichlet boundary
condition
u(x) = V (x), x ∈ ∂Ω (2.19)
or Neumann boundary condition
γ(x)
∂u
∂n
≡ γ(x)∇u(x) · n(x) = j(x) at ∂Ω, (2.20)
such that ∫
∂Ω
j(x)dx = 0. (2.21)
where n is the outward unit normal of u to the boundary ∂Ω. The solution of equation
(2.18) subject to Neumann boundary condition (2.20) can be determined for all x ∈ Ω,
up to an additive constant, which could be fixed by choosing the ground such that
∫
∂Ω
u(x)dx = 0.
or, alternatively
u(x0) = u0 = const, x0 ∈ Ω .
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Inverse Problem of EIT
The inverse problem of EIT is to find the electrical admittivity, γ(x), for all x ∈ Ω
satisfying equation (2.18) from measurements of all admissible currents satisfying
equation (2.21) and of corresponding voltages on the boundary ∂Ω of the domain.
However, in practice, the number of voltage and current measurements on the bound-
ary is limited and contaminated by noise.
2.5 Electrode Models
In real practice of EIT, current patterns are injected through a finite number of
active electrodes placed on the surface of the object under investigation as illustrated
in Figure 2.3.
Figure 2.3: Finite number of active electrodes around the surface of the object under
investigation.
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A common practice in the reconstruction algorithm proposed for EIT was to model
the electrodes in contact with skin as point electrodes. This model, however, limits
the accuracy of the obtained voltage measurements and, consequently, reduces the
inversion estimation, since it does not take into account the actual size of the electrode
or the possible shunting effect on the surface of the electrodes caused by a current
generated by active regions inside the body flowing through the electrodes back into
the skin [88].
The effect of contact impedance between the skin and the electrode is also a critical
factor in impedance measurements. This can be an accuracy-limiting factor, especially
in the medical applications of EIT [89].
The effect of both the size of electrodes and the contact impedance on the voltage
distribution was analysed in [88]. This study showed that, the accuracy of voltage
measurements is dependant on the size and the contact impedance of the electrodes.
Additionally, it was shown that increasing the number of electrodes does not neces-
sarily enhance the accuracy of the inverse reconstruction. This study demonstrates
that a realistic modelling of the electrodes has a significant role in determining the
conductivity accurately. This research also provides evidences that, it is important
to take into account the actual size of the electrodes, the shunting effect, and the
contact impedance between the skin and the surface of the electrodes when modelling
the electrodes. The most commonly used electrode models are discussed below.
The ave-gap model
The ave-gap model approximates the current density j by the current Il on the `th
electrode e` divided by the electrode’s area A`, and sets the current density j to zero
elsewhere [90,91], i.e.
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j(x) =



I`/A` x on e`, ` = 1, 2, . . . , L,
0 elsewhere,
where L is the total number of electrodes. The ave-gap model ignores both the
shunting effect of the electrodes and the contact impedance. The advantage of using
ave-gap model is due to being mathematically easy to work with [92].
The corresponding voltage U` measured on the `th electrode e` is approximated by:
U` =
1
A`
∫
e`
u(x)dx, (2.22)
where u(x) is the solution to (2.18).
The laws of the conservation of current and voltages are also considered in the ave-gap
model to ensure existence and uniqueness of the results, i.e.
L∑
`=1
I` = 0, (2.23)
L∑
`=1
U` = 0. (2.24)
The shunt model
The shunt model takes into account the shunting (or shorting) effect of the electrodes
as they are in contact with the skin. The electrodes are assumed to be high conductive,
offering perfect paths for the current to flow. The potential u(x) is then assumed to
be constant on each electrode as
u(x) = U`, x on e`, ` = 1, 2, · · · , L, (2.25)
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where U` are the measured voltages. In this model, the exact current density is not
known, but it has to satisfy the following constraints:
1. The total injected current through each electrode is equal to the integral of the
current density j = σ ∂u
∂n
over e`:
∫
e`
σ(x)
∂u
∂n
(x)dx = I`, x on e`, ` = 1, 2, . . . , L; (2.26)
2. It is assumed that no current flows through areas where no electrodes are
present, i.e.
σ(x)
∂u(x)
∂n
(x) = 0, elsewhere. (2.27)
The complete electrode model
The complete electrode model was firstly developed by Cheng et al [93]. As in the
shunting model, the same set of conditions (2.25)-(2.26) for the current density are
specified. Additionally, it models the interface of the electrode and the medium
as a thin layer with surface impedance of z`. The electrodes are modelled as perfect
conductors, i.e. although the quantities of the right-hand side of (2.28) are real-valued
functions, the measured potential is a scalar.
U` = u(x) + σz`
∂u
∂n
(x) x ∈ e`, ` = 1, 2, . . . , L. (2.28)
Finally, to ensure existence and uniqueness of the solution, the constraints (2.23)-
(2.24) are required for the injected current and the measured voltages as in the ave-gap
model [91]
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2.6 Optimal Current Patterns
The question of optimal current excitation patterns in EIT was first addressed
by Seagar [94] were he studied the best placement of a pair of point-electrodes in
a planar array to maximize the voltage differences between the measurement of a
homogeneous background and an inhomogeneous offset anomaly [95]. A later study
suggests maximising the L2-norm of the difference between the measured and calcu-
lated voltages, and constraining the L2-norm of the current patterns in a multiple
drive system [96]. In this way, the power inoculated inside the body was maximised.
The researchers pointed out that medical safety regulations restrict the maximum
overall current injected inside the patients body to 100µA [97] in order to limit the
maximum ohmic power dissipated in the body.
To briefly explain the optimisation problem of the current under these safety regu-
lations, let V = (V1, · · · , Vk)T be the vector of measured potentials on electrodes,
I = (I1, · · · , Ik)T be the vector of applied currents and k be the number of electrodes.
Both the current patterns I and the measured potentials V are linearly related by
the transfer impedance matrix R such that:
V=RI (2.29)
If we denote by Vc the calculated voltages for a given Rc, then the aim is to maximize
the L2-norm of the difference between the measured and calculated voltages, such
that:
‖V−Vc‖2 = ‖(R−Rc)I‖2 .
This can be achieved by maximising ‖(R − Rc)I‖2 subject to ‖I‖2 ≤ M for some
fixed value M. The solution of this optimisation problem is I which is the eigenvector
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of R−Rc corresponding to the largest eigenvalue [98].
An important issue in EIT systems is to improve the resolution of the reconstructed
images [99]. One criterion for determining the resolution of EIT images was first
suggested by Isaacson [100] based on the concept of a quantitative measurement
called distinguishability δ(j), which is the current density’s ability to distinguish
between two different conductivities σ1 and σ2 [101]. The distinguishability, or the
ability to detect an object, depends not only on the electric property and the location
of the target object, but also on the applied currents used in the EIT system [44].
Mathematically, the distinguishability can be expressed as:
δ(σ1, σ2, j) =
‖V (σ1, j)− V (σ2, j)‖2
‖j‖2
, (2.30)
where V (σi, j) is the measured voltages on the boundary resulting from applying the
current density j to a body with conductivity distribution σi.
Hence, in order for any EIT system to distinguish between two different conductivities
σ1 and σ2, the distinguishability δ(σ1, σ2, j) in (2.30) must be larger than the smallest
voltage difference the system can detect [102]. In other words, we can say that two
conductivities σ1 and σ2 are said to be distinguishable by an EIT system within a
measurement of precision ε iff there is current density j for which
δ = δ(σ1, σ2, j) =
‖V (σ1, j)− V (σ2, j)‖2
‖j‖2
> ε, (2.31)
Similarly we say that two conductivities σ1 and σ2 are said to be non-distinguishable
by an EIT system within a measurement of precision ε iff there is current density j
for which
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δ = δ(σ1, σ2, j) =
‖V (σ1, j)− V (σ2, j)‖2
‖j‖2
≤ ε, (2.32)
For any medical EIT system, the choice of applied current patterns determines its
distinguishability. Consequently, a current density j is said to be the best pattern for
distinguishing two conductivities, σ1 and σ2, if it maximises the distinguishability δ
of the EIT system [101,103]. Hence, the distinguishability δ as a function of the best
current density j can be mathematically expressed by:
[δ(j)]2 =
∞∑
k=1
|dk|2|〈
j
‖j‖2
, φk〉L2|2, (2.33)
where φk, are the eigenfunction of V (σ1, j) − V (σ2, j) in (2.30), dk are the corre-
sponding eigenvalues, the notation 〈f, g〉L2 is the L2 inner product of f, g such that
〈f, g〉L2 =
∫
∂Ω
fg, and k is the number of electrodes.
The experimental results in [78] showed that multiple current sources method yielded
the best distinguishability for planar electrode arrays for detecting breast cancer,
and had higher distinguishability at all distances than both the SCS and the SVS
method. According to the author, distinguishability is a reasonable measuring crite-
rion. However, it is not directly linked with the quality of the reconstructed images.
Nevertheless, having a distinguishability higher than a noise or error threshold is es-
sential but not particularly sufficient for improving the accuracy of EIT imaging [78].
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2.7 Summary
EIT is a practical realisation of an ill-posed mathematical problem governed by
the generalised Laplace equation subject to either Neumann or Dirichlet boundary
conditions. EIT has important applications in medicine (breast cancer detection,
monitoring of brain activities), in geophysics (detection of underground minerals,
detection of leaks in underground storage tanks), and in industry (non-destructive
testing, detection of defects in metals).
In EIT systems, the current is injected through discrete number of electrodes equally
arranged along the boundary of the object. Therefore, it is important to properly
model the electrodes and take into account the size of electrodes, contact impedance
and the shunting effects of the current at the surface of the electrodes. The injected
current patterns in medical EIT systems should take into account the right safety
constraints which limits the amount of power dissipated inside the patients body.
An important criterion for measuring the quality of EIT images is called distinguisha-
bility. This is the ability of an EIT system to distinguish between two different con-
ductivities. Therefore, the optimal current pattern is the one that maximise this
distinguishability.
The next chapter focuses on EIT as a medical imaging modality for detecting breast
cancer with results from clinical trials.
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Chapter 3
Electrical Impedance Tomography
for Diagnosing Breast Cancer
3.1 Introduction
Early detection of breast cancer is an active research area in medical EIT [50].
Breast cancer is the most occurrent types of cancer in women resulting in high mor-
tality in western societies [104]. It is estimated that one woman in eight is likely
to develop breast cancer over her lifetime in countries like UK and USA [17]. The
medical treatment for women diagnosed with breast cancer is directly affected by the
stage at which the cancer is discovered. Chances of long term recovery are greatly
increased for women found with small tumours at early stage.
Periodic X-ray mammographies for women over 40 years of age are the classical di-
agnostic methods used for detecting breast cancer. The technique has been credited
with saving lives and discovering many early breast cancers. However, X-ray mam-
mography has some limitations as a mass screening tool. The cumulative exposure to
X-rays beyond a reasonable lifetime quota, although minimal in X-ray mammograms,
is dangerous and could itself become a health risk [29], particularly to patients who
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are requested to have regular examinations at an early age because of family history.
Moreover, X-ray mammography cannot distinguish between benign and malignant
tumours. This is due to the fact that malignant tumours in the human breast have
nearly the same X-ray attenuation coefficient as benign tissues. When an X-ray mam-
mography test shows a suspicious positive finding, patients are required to undergo
biopsies (removal of breast tissue for laboratory examination) for definitive diagno-
sis. According to clinical statistics, biopsies of breast lesions discovered using X-ray
mammography screening are found to be negative in more than 80% of patients.
Thus, whilst X-ray mammograms have high sensitivity, they still have a rather low
specificity [105].
Another major disadvantage of the X-ray mammography is its inefficiency as a peri-
odic screening for breast cancer among young female population [106]. This is due
to the fact that, although young women require exposure to radiation, dense breast
tissues which is common in young women make X-ray images difficult to interpret. As
a result, unlike women over forty, younger women are not referred to breast imaging
unless they are identified as being at high risk [107, 108]. This treatment, unfortu-
nately has lead to the fact that 90% of cancer are detected in young women who
had not been identified as being at high risk based on known risk factor (e.g family
history) [109].
There are other imaging modalities which can be used to detect breast cancer in its
earliest stages. These techniques are mainly used for women who are considered to
be at high risk of developing the disease. Similar to X-ray mammography, each of
these imaging modalities has its own limitations, and therefore none of them is likely
to fully replace X-ray mammography screening.
The most common imaging modalities for detecting breast cancer are discussed bel-
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low.
Breast Magnetic Resonance Imaging (MRI)
Breast MRI is an imaging modality which produces highly detailed images of the
interior of the breast. It helps to diagnose breast cancer at early stages for women
who are more likely to develop malignant tumours. Although breast MRI is more
sensitive than X-ray mammography, its increased sensitivity makes normal areas of
the breast to appear abnormal in some cases, resulting in an increased number of false
positive test results. This may lead to unnecessary biopsies and increased anxiety for
many women, especially, that MRI examinations can only differentiate breast lesions
from malignant ones if appropriate techniques for injecting paramagnetic contrast
agents are used to enhance the detection of cancers and other lesion tissues. [110].
Another disadvantage is that breast MRI examination is more expensive compared
to X-ray mammography. Whilst private insurance companies are required to cover
the full cost of X-ray mammography every one to two years for women over the age
of forty, not all insurance companies cover the coast of breast MRI examination even
for women at high risk [111]. In the USA for example, the American Cancer Society
suggests that breast MRI is not a replacement for X-ray mammography for high risk
women, but it could be used instead as a complementary screening tool. As a result,
breast MRI is not used frequently for breast cancer screening.
Breast Ultrasound
Ultrasound, also known as sonography, is another imaging modality which uses
sound waves to produce images of the interior of the body. Breast ultrasound is used
to examine dense breast tissues [112]. During breast examination, a gel is applied
on the surface of the breast and a device called a transducer is moved across the
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skin to produce an image of the tissue underneath. The transducer transmits sound
waves and records echoes as they bounce back off the breast tissues. The echoes are
used afterwards by a computer software to reconstruct ultrasound images. Breast
ultrasound examination is not painful, and unlike X-ray mammography and breast
MRI, it does not expose the patients to radiation [113]. In addition to detecting
breast cancer, ultrasounds are also used to guide the biopsy needle in the cases when
a suspicious mass is detected [114]. Moreover, ultrasounds are used to examine the
lymph nodes located under the arms in women diagnosed with breast cancer.
Although ultrasound is less sensitive than MRI, some studies considered it to be an
important adjunct along with X-ray mammography, mainly because it is non-invasive,
and it costs less compared to other imaging modalities [115, 116]. These studies also
suggest that using ultrasound along with X-ray mammography can be particularly
useful when screening women with dense breast tissue [111]. Despite that, similar
to breast MRI, ultrasounds can also miss some cancerous tumours which could be
detected by X-ray mammography. They may also show non-cancerous regions as
suspicious findings which may lead to unnecessary needle biopsy as well.
Nuclear Imaging
Nuclear imaging works by injecting small amounts of radioactive substances into
the body which are then traced by special cameras used to image the emitted gamma
radiation [117]. Unlike traditional imaging modalities which image changes in the
tissue structure caused by tumours, nuclear medicine scans detect changes in tissue
metabolism. By using such technique, different types of abnormalities could be de-
tected depending on the injected substance. Positron Emission Tomography (PET) is
one of the scanning techniques in nuclear medicine used for breast imaging. PET scan
injects radioactive glucose into the bloodstream. Because cancer cells grow rapidly,
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they absorb larger amounts of this radioactive sugar than normal cells would. A PET
scanner is then used to image areas with different radioactivity levels in the breast.
The ability of PET scans to distinguish between malignant and benign tumours in the
breast has been considered by different studies but they were found to be limited as
well [111]. For example, PET ability to detect breast cancer depends on the size and
histology of the tumour. Moreover, the sensitivity of PET found to be relatively low
with 68% when detecting small tumours of a size less than 2cm [118,119]. Although
nuclear medicine is proposed for breast cancer diagnoses as it detects the increased
metabolic rate and vascularity of breast cancers which are signs of a tumour growth,
the technique is still used with fairly modest success as a screening method [120].
Hybrid Systems
In vivo studies showed that the electrical conductivity of the cancerous tissue can
be up to four times the conductivity of the normal breast tissues [121,122]. Hence, the
electrical property of the cancer makes it detectable by impedance imaging. To make
use of this unique feature, a number of hybrid imaging techniques which combine EIT
with other imaging methods were investigated by many research groups.
For example, the team of researchers at Rensselaer Polytechnic Institute proposed a
way to combine X-ray mammography with simultaneous EIT measurements of the
electrical conductivity, through electrodes attached to the X-ray mammography de-
vice. This team claims that the technique could enhance the sensitivity and specificity
of the detection of the breast cancer. [123,124]. Other examples include magnetic res-
onance impedance tomography [125–127], EIT by elastic deformation [128], magneto
acoustic imaging and impedance-acoustic tomography [129].
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3.2 Medical Tests and Diagnostic Accuracy
A medical test can be defined as the procedure performed to detect, diagnose or
monitor diseases and their progress, in addition to determine the best treatment. For
any test in general, and medical tests in particular, its accuracy and precision quantify
how close the measurements of any property (e.g. the electrical conductivity of the
breast tissues) are to the property’s actual (true) value [130]. They also measure the
degree to which repeated measurements under unchanged conditions yield the same
results [131].
If a medical test indicates that a disease is present (positive result), but the disease
is not in fact present (the result is false), this represents a false positive result. In
contrast, a false negative result is the case when a medical test indicates that a
disease is not present (the result is negative), but in fact the disease is present (the
result is false). Similarly, the two possible outcomes associated with a correct results
are either a true positive or a true negative. These are also known in medical
tests as true positive and true negative diagnoses, respectively [132,133].
For a medical test, the accuracy is the percentage of true results (both true positive
and true negatives) in a population. It can be used as a statistical measure of how well
a test correctly identifies or excludes a disease [134] and is expressed mathematically
as [135]:
accuracy =
no. of true positives+true negatives
no. of true positives+false positives+false negatives+true negatives
×100%
The precision, on the other hand, is defined as the percentage of the true positives
against all the positive results (both true positives and false positives) [136]. It is
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expressed mathematically as:
precision =
no. of true positives
no. of true positives + false positives
× 100%
As explained by [136], a measurement system can be accurate but not precise, or
precise but not accurate. For example, increasing the sample size of an experiment
might increase the precision, but does not necessary improve the accuracy due to
the systematic errors contained in the measurements. Eliminating systematic errors,
however, might improve the accuracy but does not change the overall precision.
3.2.1 Sensitivity and Specificity
The accuracy of a measurement system can be also obtained from other two
statistical measures, mainly the sensitivity and the specificity [137]. The sensitivity
(also called the true positive rate) measures the percentage of actual positives which
are correctly detected. In other words, the percentage of sick people who are correctly
identified as having the disease. On the other hand, the specificity (also called the
true negative rate) measures the proportion of negatives which are correctly identified.
In other words, the percentage of healthy people who are correctly identified as not
having the disease. A perfect predictor, is said to be 100% sensitive (i.e. identifying
all people from the sick group as sick) and 100% specific (i.e. not identifying anyone
from the healthy group as sick). However, theoretically any predictor will contain an
error bound referred to as the Bayes error (i.e. the lowest possible error rate given
classification problem) [138,139].
Diagnostic tests usually have a trade-off between sensitive and specific measurements.
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A good example is the metal-detectors devices used by airport security. For testing
potential threats, the airport scanners could be configured to set the alarm on low-
risk items like coins or belt buckles. In this case, the scanners have low specificity
and would trigger an alarm when any metal is detected (e.g. coins, key chains, etc.).
Although these scanners are not specific in determining whether the detected metal
is a real threat or not, at the same time, these scanners also have high sensitivity, as
the alarm would trigger any time a metal is detected. This simple example illustrates
the situation when a scanner can be sensitive enough to detect any suspicious objects,
but at the same time, its specificity is low as it cannot differentiate between safe and
risk objects.
For a medical test used to detect a disease, the sensitivity of the test is the proportion
of patients known to have the disease. In other words, it is the probability of positive
results given that the patient is ill. Mathematically, this can be expressed as:
sensitivity =
no. of true positive
no. of true positives + no. of false negatives
× 100%
The specificity of a test refers to the test’s ability to eliminate a condition (disease)
correctly, i.e. the percentage of people known not to have the disease. In other words,
it is the probability of a negative result given that the patient is well. Mathematically,
this can also be written as:
specificity =
No. of true negatives
No. of true negatives + No. of false positives
× 100%
The efficiency of different medical imaging techniques, particularly X-ray mammog-
raphy has been considered in many studies. For example, according to [140, 141],
the overall sensitivity of X-ray mammography is about 78%. This means that X-ray
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mammography can miss-detect about 22% of women who truly have breast cancer.
According to these studies, the sensitivity can increase to 83% in women over fifty
due to less glandular breasts density. In another study [142], Todd et al showed that
X-ray mammography has low sensitivity of 74%, and specificity of 60% only. Accord-
ing to [90], this low specificity is the reason why nearly 70% - 80% of women who did
a biopsy test are found to have benign lesions.
3.3 In vivo and in vitro Impedance Measurements
of Human Breast Tissues
Biological tissues have significant differences in their electrical properties depend-
ing on their morphological structure [143–145]. Human tissues consist of aggregation
of cells surrounded by fluids. The biological microstructure of the cell consists of
three main components: Extra-Cellular Water (ECW), Intra-Cellular Water (ICW)
and the cell membrane. Both the intra-cellular and the extra-cellular fluids and elec-
trolytes (i.e. substances in the body fluids which carry electric charges) are resistive,
and they are separated by a thin bipolar membrane made of two layers of lipid (fat)
acting as a capacitor with ion-channels allowing leaking in and out the cell. The elec-
trical property determined by such a structure is the impedance of the tissue which
may also vary with temperature and time [7].
At low frequencies, the current can only flow through the extracellular fluid. In this
case, the cell membranes act as parallel capacitors. At higher frequencies, however,
current flows through the total tissue fluid and the cell membranes, which behave like
serial resistors. Therefore, the electrical impedance, Z, of the human cell structure
contains both resistance and capacitance and hence, it is a complex function which
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can be presented by the notation [143–145]:
Z = R + iXc,
where R is the resistance, Xc is the reactance and i =
√
−1.
The admittance which is the inverse of the impedance is also a complex function
which can be expressed by
Y = S + iωC,
where Y = 1/Z is admittance, S is the conductance, C is the capacitance, and ω is
the angular frequency of the applied current.
However, it has been shown that if human tissues are removed from their natural
environments, the electrical properties of these living tissues will change [146]. More-
over, dead tissues show even greater changes in their dielectric properties. Therefore,
in order to asses the electrical properties of living tissues more accurately, in vivo
measurements need to be made in a relatively short time to avoid any changes to the
tissues resulted by any external applied field.
There are two methods for performing in vivo impedance measurements of breast tis-
sues: invasive and non-invasive. In the invasive method needle electrodes are inserted
through the skin into the tissue under examination and low frequency alternating
current is applied through a pair of electrodes, while voltages responses are measured
using an additional pair of needle electrodes. In the non-invasive method, EIT is used
to make a large number of impedance measurements from electrodes positioned on
the surface of the body [7].
The electrical characteristics of living tissues were investigated by different studies.
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It has been shown that electrical properties of tissues vary according to the frequency
of the applied current [147]. In a study on the dielectric properties of different breast
tissues and other biological fluids at a frequency range from 1Hz to 10Ghz [148], it was
shown that the permittivity of the biological tissues decreases as current frequency
increases. Moreover, it was shown that cancerous tissues exhibit larger permittivity
and conductivity than normal tissue. This is due to the fact that cancerous cells have
higher fluid and sodium contents than normal cells [149].
The variation in the electrical properties of the tissues has been associated with
current dispersions which occur at three different frequency ranges [150], Alpha-
dispersion is associated with the electrical conditions of the double layers of the
cell membrane and the ionic effect of the surrounding environment around the cell.
Mainly it happens at low frequencies in the range between 10Hz - 10kHz [149]. Beta-
dispersion, which is also known as structure relaxation, arises mainly from the ca-
pacitive short-out of the membrane resistances and appears in the frequency range
between 10kHz - 10MHz [148]. Gamma-dispersion exists at higher frequencies and
is only associated with water molecules in the tissue [148]. Since all pathological
changes of the normal tissues occur in frequency ranges between 10Hz and 10MHz,
only Alpha- and Beta-dispersion regions are of interest to medical applications [147].
Hence, most EIT systems use this current frequency range for medical applications.
For example, Singh et al obtained the permittivity of recently extirpated kidney using
in vitro measurements in the Alpha-dispersion range [146]. In other studies, the per-
mittivity of both normal breasts and breasts with malignant tumours were obtained
using external electrodes for in vivo measurement over the same range [151,152]. An-
other example of permittivity measurements the Alpha- and Beta-dispersion regions
was conducted by Kosterich et al [153] on newly excised rat femur bone. In this
study, it was observed a fall of the permittivity value from 104(F/m) at 10Hz to 100
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(F/m) at 1Mhz.
Other examples of in vivo and in vitro impedance measurements of different mammary
tissues are presented below and summarised by Table 3.1.
In a study on fifty four patients with breast tumours, just before biopsy, Morimoto et
al [154, 155] performed invasive in vivo impedance measurement of the breast tissue
over a frequency range of 0-200 kHz using needle electrodes inserted into the tumour.
In this study, two equivalent electric circuits were used to model the tissue, one with
parallel capacitors as shown in Figure 3.1(a) and another model with serial resistors
and capacitor as shown in Figure 3.1(b).
It was found that the extracellular resistance (Re) and the intracellular resistance
(Ri) of breast cancers were significantly higher than those of benign tumours, and
that cell membrane capacitance(Cm) of breast cancers was significantly lower than
that of benign tumours. The results summarised in Table 3.1 are the computer-
calculated values of the three parameters (Re, Ri, and Cm) for four different breast
tissues (normal breast tissue, breast cancer, fibroadenom and fatty tissue).The study
concluded that ”impedance measurements can be used for differential diagnosis of
malignant and benign breast tumour”.
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(a) Equivalent electric circuit of breast
tissue with parallel capacitors
(b) Equivalent electric circuit
with serial resistors.
Figure 3.1: Equivalent electric circuit of the breast tissue [154].
Table 3.1: Electrical parameters of breast diseases [154].
Three parameters
Breast Disease Re (Ω) Ri (Ω) Cm (pF )
Breast cancer 1445 ± 586 2493 ± 1490 3525 ± 1879
Fibroadenoma 954 ± 156 1179 ± 446 6171 ± 2536
Normal breast tissue 780 ± 148 1777 ± 1396 6368 ± 2937
Fatty tissue 6044 ± 3388 8622 ± 4210 554 ± 262
In another study by Jossinet [122,150], a collection of 120 impedance measurements of
breast tissue were recorded from sixty four patients immediately after breast surgery.
The measurements were collected at different frequencies varying from 488Hz - 1
MHz. The impedance readings were arranged into three groups of normal tissues -
mammary gland, connective tissue and adipose tissue- and another three groups of
pathological tissues - mastopathy (a condition affects the breast tissues in women
at the age of childbearing [156]), fibroadenoma (noncancerous tumors composed of
fibrous and glandular tissue), and carcinoma. The study showed no significant dif-
ference in the electrical properties between normal and benign pathology (mammary
gland, mastopathy and fibroadenoma) groups. The third group of carcinoma, how-
ever, exhibited a difference from the other two groups mainly by the low resistivity at
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frequencies above 125kHz. According to this study, the fact that benign lesions and
normal tissue both have the same electrical properties but different from the cancer-
ous tumours is of significant importance that could lead to the ability to distinguish
benign lesion from malignant tumours by using EIT [122].
Similar studies [155,157] also showed significant differences in the electrical impedance
of benign and malignant breast tumours and concluded that electrical impedance
measurements could be used to separate benign from malignant tumours and hence
reduce the need for unnecessary needle biopsy.
Although many studies suggest that EIT could be used for breast cancer detection,
other studies, however, suggested that the distinction between malignant tumours
and benign lesions based on impedance measurements needs further investigation.
There are some contradictory results in the literature, for example the study [122]
showed that malignant tumours have higher capacitance than benign tumours, while
another research [155] demonstrated that malignant tumours have lower capacitance
than benign tumours. In [7], Zou explained that these results could be due to a
number of factors such as the use of different measurements techniques, or differences
in tissues conditions between in vitro and in vivo measuring methods.
Table 3.2 presents further in vitro impedance measurements of human breast tissues
from different studies at a range of frequencies between 20kHz - up to 3.2 GHz.
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Table 3.2: Different in vitro impedance measurements of human breast tissues.
Frequency range Experimental results
up to 20kHz A study on a fifty eight patients which included all types of breast
tumours. Results show that the capacity of malignant tumours (be-
tween 545pF to 2860pF) is consistently larger than that of normal
tissues in breast (between 107pF to 583pF) [158].
0.488kHz to 1MHz The impedance for cancerous tissue is lower than that of adipose
subcutaneous fatty tissue or connective tissue. Additionally, it
is higher than that of fibroadenoma. No significant difference in
impedance between groups of normal tissue and benign pathology
(mammary gland, matopathy and fibroadenoma) [122].
0.5kHz to 1MHz The impedance of malignant tissue is approximately 400 Ω cm at 1
kHz which is lower than that of non-pathogenic surrounding tissue
which is nearly 2000 Ω cm [159].
1kHz to 10MHz At this frequency, the complex conductivity (i.e. admittivity) and
the characteristic frequency of the cancerous tissue is the largest.
[160].
20kHz to 100MHz Cancerous tissues show higher conductivity and permittivity com-
pared with surrounding peripheral tissues around the tumour. For
the full computed parameters of the breast carcinoma and the sur-
rounding tissues in that range of frequencies, the reader is referred
to [36].
3MHz to 3GHz Results show that the conductivity and permittivity of malignant
tissues are higher than those of normal tissues especially for fre-
quencies below 100MHz. The conductivity varies from 1.5mS/cm
to 3mS/cm for normal tissues and from 7.5mS/cm to 12mS/cm for
the malignant tissues. The permittivity is 10F/m for normal tissues
and varies from 50F/m to 400F/m for malignant tissues) [161].
3.2 GHz At this frequency, there is no significant difference in the conduc-
tivity and the permittivity of benign and malignant tumours [162].
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3.4 EIT Systems for Breast Cancer in Clinical Tri-
als
Medical EIT Systems, particularly those for detecting breast cancer have been
studied and developed by a number of research groups. In the next section, EIT
systems developed by different research groups are presented. Later in this chapter,
the clinical results of using EIT for detecting breast cancer as stand-alone systems
and as adjunct to other medical imaging modalities are discussed.
3.4.1 EIT Systems for Detecting Breast Cancer
T-Scan System also known as TS2000 is the only commercial and FDA (Food and
Drug Administration) approved electrical impedance imaging device for adjunctive
clinical uses with X-ray mammography. T-Scan is primarily used to reduce uncertain
screening results and hence minimise unnecessary biopsies. T-Scan uses a hand-held
measuring probe with an array of electrodes arranged on a rectangular grid called
surface probe [7, 163]. There are three different probes for breast examination used
with the T-Scan: a small one for standard resolution which has an eight by eight
electrodes array and a dimension of 32mm by 32mm, a large probe which contains 16
by 16 electrodes array and dimension of 72mm by 72mm and a newer probe which
has the same dimensions as the small probe, but with 16 by 16 electrodes array for
higher resolution. The distance between the centres of electrodes in the small probe
is 4mm, with 1mm spacing between adjacent electrodes.
For examining the breast, the probe is placed on the surface of the skin using a
conductive gel. The probe then presses the breast towards the chest-wall [164]. The
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T-Scan applies an alternating current between the breast and the patient’s arm. A
selected AC voltage signal of amplitude from 1V to 2.5V and a frequency range from
100Hz to 100KHz is applied through a cylindrical stainless steel hand-held electrode
of 12cm length and 3.4cm diameter [165] and all the other electrodes in the scanning
probe are kept at the ground potential. The information about the conductivity
distribution inside the breast region beneath the probe is obtained from measurements
of the induced current through each electrode in the probe. The admittance data
measured at all electrodes in the planar array is presented afterwards as images of
the conductivity and permittivity. Any white spots in the reconstructed images are
interpreted as possible cancerous lesions inside the examined breast [166].
The first clinical trial on the T-Scan system [167] showed that it cannot detect lesions
behind the nipple. This is due to the low impedance of the nipple tissues which
appears as a bright white spot. Other major limitations of the T-Scan system are
due to interfering bones which also show as bright spots or high conductivity regions
and lead to false positive results. Moreover, the maximum measuring distance from
the probe is limited to 3-3.5cm in depth, preventing detection of any tumours close
to the rib cage. Additionally, the location of suspicious lesions for biopsy cannot
be exactly determined. According to the author of [165], TS2000 systems require
improvements in both sensitivity and accuracy.
The group at the Institute of Radio-Engineering and Electronics of Russian Academy
of Sciences developed a 3D EIT system with planar array of electrodes which can
be placed on the surface of the breast under examination [168]. The planar array
consists of 256 electrodes for measuring voltages which are arranged over a matrix
of a square shape of 12 cm sides. The breast is examined in a similar way as in the
T-Scan i.e., the array of electrodes is pressed against the breast in order to flatten the
tissue and increase the number of electrodes in contact with the breast. The array
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of electrodes is connected to a multiplexer by which the injected current is passed
through one electrode in the array. Another multiplexer connects the other electrodes
to a unit for measuring potentials. The current flow and potentials are controlled by a
computer which determines which electrodes are used to drive the current, and which
two adjacent electrodes are used to measure potential differences [169].
The Sussex Electrical Impedance Mammography (EIM) Mk4 System was developed
at the University of Sussex. The breast is imaged by inserting it into a 18cm wide
cylindrical tank filled with salt water at body temperature [170]. The tank has
adjustable depth to fit different breast sizes. In order to minimise the effect of contact
impedance, electrodes are placed at the bottom of the tank with no direct contact with
the breast. This, however, resulted in another problem caused by air bubbles trapped
in the space between the breast and the electrodes. According to Sussex group, this
problem was resolved by adding channels which allowed air to escape whilst the breast
is pressed towards the bottom of the tank. Breast examination is hence performed
with the patient lying in a prone position and one breast placed inside the tank. The
base of the tank raises and compresses the breast to maximise sensitivity. For safety
requirements, the Mk4 system uses AC current with a maximum amplitude of 1mA.
The current frequencies can be chosen from a range between 10kHz to 10MHz. The
planar array contains a total of eighty five electrodes arranged in a hexagonal pattern
with a distance 1.7cm between adjacent electrodes [170]. Although clinical trials for
the Mk4 system took place in 2009 at the John Radcliffe Hospital, Oxford, UK, no
results have been released publicly yet [32, 171].
The ACT4 EIT system was the fourth generation of the Adaptive Current Tomogra-
phy (ACT) system developed by the research group at Rensselaer Polytechnic Insti-
tute. The latest EIT System was mainly designed for detecting breast cancer [172].
The ACT4 system uses a frequency range between 3.33kHz up to 1MHz and can also
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operate up to seventy two electrodes. Additionally, the system offers the ability to
apply current and measure the induced potentials or to fix voltage and measure the
current density.
In order to improve the specificity of breast cancer examination, EIT can be com-
bined with X-ray mammography, but it is important that both techniques share the
same geometry [173, 174]. Changes in the shape of the breast when it is imaged us-
ing EIT and X-ray mammography separately, may result in a difficult and complex
mapping between them [174]. Therefore, using the same geometry for EIT and X-ray
mammograms would make the analysis of EIT images easier. One way of achiev-
ing this is to build special electrodes which allow X-rays to pass through them and
place these electrodes on the compressing plates of the mammography unit as illus-
trated in Figure 3.2. This structure which was firstly introduced in ACT4 system
by [172] enables EIT and X-ray mammography data to be taken simultaneously and
co-register the images of these two techniques. The arrangement also enables the
EIT technique to extend the 2D X-ray mammograms by providing 3D images of the
area under examination. As a result, additional information on the location of the
tumour can be provided [174]. Detailed information on this topic including a simpli-
fied model, a reconstruction algorithm, and the build on the electrodes can be found
in [90,173–175].
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Figure 3.2: X-ray mammography geometry with EIT electrodes.
In the next subsection, the EIT systems developed by the University of Mainz in col-
laboration with Oxford Brookes University for detecting breast cancer are presented.
3.4.2 EIT Mammograms Developed by the University of Mainz
in Collaboration with Oxford Brookes University
The tomographic systems which have been developed by the University of Mainz
in collaboration with Oxford Brookes University typically consist of three parts: an
electronic device to generate pre-assigned current patterns and to measure the in-
duced potentials, a computer used for data collection and reconstruction of images
and a sensing head used for electric measurements [31, 40], see Figure 3.3. For all
the designed tomographic versions, the inner electrodes are arranged in a hexagonal
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pattern, and all voltage measurements are relative to the system’s ground. Moreover,
since there are twelve current injecting electrodes, at most eleven linearly independent
current can be applied. Further developments in the electronics of the device, how-
ever, are planned to allow measurements of electrode-electrode potential differences.
Figure 3.3: The EIT system version 2 developed by Oxford Brookes University in
collaboration with University of Mainz [40].
The novelty of these tomographic systems, and hence of the inversion methods, is in
the use of two distinct groups of electrodes: active electrodes which are used only for
injecting currents and passive electrodes where potential are measured.
In medical EIT systems, electrodes similar to those used by Electrocardiography
(ECG) or Electroencephalography (EEG) are placed on the skin with a conducting
gel used to improve the skin-electrode contact. When a current is injected, a highly
resistive layer is formed at the surface electrode-electrolyte which is due to some
electrochemical process inside the gel resulting from converting electron current into
ionic current [176]. This conversion takes place at the interface between the metallic
surface of the electrode and the ionic gel from one side and the impedance of the
stratum corneum layers of the skin. Due to changes in the electrochemical properties
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of the gel, changes in sweat ducts during examination, there are large variations in
contact impedance of up to 20% or more [89].
Since in EIT, the inverse problem to solve is severely ill-posed and the effect of the
uncontrollable contact impedance on the data is sometimes larger than the influence
of inhomogeneities which have to be detected, precision is extremely important es-
pecially in medical applications where contact impedance uncertainties can result in
unknown current densities and potentials under the skin.
In Mainz-Brookes EIT systems, active electrodes through which currents are injected
are large to prevent dangerously large current densities at the edges of electrodes.
Passive electrodes on the other hand, which are used for measuring potentials are of
pin-like design for more measurements precision . If high-impedance voltage mea-
surements are taken, practically no current is driven and the potential on the skin
surface underneath each electrode is equal to the potential in the adjacent tissue un-
der the skin. Since no potentials are measured at the active electrodes, the problem
of the high and uncontrollable skin-electrode contact impedance is completely elim-
inated [31, 40]. Moreover, the tomographic devices have a fixed geometry and the
coordinates of each electrode are exactly known. Therefore, in addition to overcom-
ing any issues due to the unknown contact impedance, there are no problems related
to the boundary shape or the electrode positions.
The earliest sensing head of the mammographs consisted of a planar array of elec-
trodes of circular geometry. There were twelve large outer active electrodes arranged
on a ring of radius R = 44 mm. This set of electrodes was used to inject external
currents. Another set of thirty six inner point-like, high-impedance electrodes were
arranged in a hexagonal pattern where the induced potentials were measured, see
Figure 3.4.
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Figure 3.4: The layout of the old sensing head with 12 electrodes for current injection
and inner 36 point-like electrodes for potential measurements [177].
A more recent design of the sensing head was similar to the one described above
but contained 54 inner voltage measurements electrodes, see Figures 3.5 and 3.6.
Two- and three-dimensional reconstruction methods for this design were proposed
by [31,40,178].
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Figure 3.5: The sensing head with twelve large electrodes and fifty four point-like
inner-electrodes [40].
Figure 3.6: The layout of the newer sensing head with twelve outer electrodes for
current injection and fifty four point-like inner-electrodes for potential measurements.
[40].
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3.5 EIT Mammograms in Clinical Trials
As it has been demonstrated by different studies, the conductivity and the permit-
tivity of breast tumours differ significantly from normal or benign tissues. Therefore,
EIT is being investigated as a new modality for detecting breast cancer by exploiting
these differences as a way to improve the cost-benefits for breast cancer screening,
and to identify patients of high risk particularly among younger women [106].
Despite its limitations, many studies used the TS2000 system in clinical trials to asses
impedance imaging as a screening method for detecting breast cancer. For example,
a study was carried out in seven clinical centres in the USA, Italy and Israel which
included 2456 patients, with 882 scheduled for biopsy. The final examinations were
conducted on a 504 biopsied breasts with 179 malignant and 325 benign findings [179].
In this study, the TS2000 was used in two different ways: to obtain a stand-alone
mammogram, and as an adjunct to X-ray mammography. Results of the clinical trials
have revealed that the TS2000 as an adjunct to X-ray mammography improved the
specificity of the diagnosis from 39% up to 51%. Additionally, TS2000 also improved
the sensitivity of the X-ray mammography from 82% up to 88%. Moreover, the
clinical results of examining 273 demographically ambiguous lesions showed that using
TS2000 as an adjunct technique increased the examination sensitivity from 41% up
to 57% and specificity from 60% up to 82%.
In [106], Alexander et al presented a study to evaluate the sensitivity and specificity of
electrical impedance measurements in identifying young women who are classified as
at high risk of having breast cancer. The clinical trial which was carried out at Walter
Reed Army Medical Centre, Washington, DC, USA, was conducted on women aged
thirty to forty five years. The aim of the study was to compare both the sensitivity and
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the specificity of EIT examination with the conventional clinical breast examination
(CBE), i.e. the physical palpation of the breast. The sensitivity test included 189
women prior to scheduled breast biopsy, out of which fifty had verified breast cancer.
EIT examination positively identified 19 of them, demonstrating a sensitivity of 38%
(19 out of 50). The specificity test included 1361 asymptomatic women visiting the
clinic for a routine annual breast examination, out of which sixty seven had positive
EIT examination producing a specificity of 95% (1294 out of 1361).
In a different study [167] at the Institute of Diagnostic and Interventional Radiol-
ogy, Friedrich-Schiller University Jena,Germany, in association with Siemens-Elema,
Women’s Health and Mobile Generators, Sweden. The purpose of the study was to
evaluate the reliability of the electrical impedance scanning (EIS) for differentiating
benign from malignant tumours in suspicious lesions, fifty two women with fifty eight
mammographically suspicious test results were examined using EIS. All women also
underwent biopsy or surgical treatment before the EIT examination. The histopatho-
logical test verified twenty nine malignant and twenty nine benign lesions. twenty
seven of the twenty nine (sensitivity 93.1 %) malignant lesions were correctly identi-
fied using EIS, and nineteen of the twenty nine (specificity 65.5%) benign lesions were
identified; ten of twenty nine benign lesions were considered false-positive findings.
In total, negative and positive prognostic values of 90.5% and 73.0% were recorded,
respectively.
Another clinical examination was also carried out at the Institute of Diagnostic and
Interventional Radiology, Friedrich-Schiller University Jena, Germany in association
with both the Institute of Diagnostic Radiology, University Zürich, Switzerland and
Siemens-Elema Women’s Health, Sweden [180]. Using EIS, the study examined 240
women with 280 mammographically suspicious findings. The lesions were all proven
histologically as malignant or benign before the EIS examination. The results showed
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that 91 out of 113 malignant and 108 out of 167 benign lesions were correctly identified
using EIS, resulting in a sensitivity of 80.5% and a specificity of 64.7%.
In a comparative study of different screening modalities for detecting breast can-
cer [181] (i.e. ultrasound, MRI mammography and EIS), Malich et al from the In-
stitute of Diagnostic and Interventional Radiology, Friedrich-Schiller University in
Jena, Germany, in collaboration with Siemens Medical Engineering, Special Systems-
Women’s Health, Sweden, evaluated the accuracy of differentiating benign and ma-
lignant lesions to determine if EIS can be used as an adjunct technique for the re-
sults obtained by ultrasound examinations or by MRI. In this clinical study, 100
mammographically suspicious lesions were examined by ultrasound, MRI and EIS.
With definitive histopathology acquired from either biopsy or surgical operation, the
outcomes were as following: fifty out of sixty two malignant lesions were correctly
identified using EIS with an overall sensitivity of 81% and twenty four out of thirty
eight benign lesions were correctly diagnosed as benign giving a specificity of 63% .
Based on these results, the researchers suggested that EIS can be a valuable adjunct
for a differentiation of suspicious mammographic lesions. Similar conclusions are also
found in [182].
Another study [183] which was carried out at the Center for Early Detection of
Breast Cancer (Spanish Association Against Cancer-AECC Madrid), in collabora-
tion with the Service of Pathology, Hospital Nuestra Señora de Sonsoles, and the
Department of Morphology, School of Medicine, Autonomous University of Madrid,
Spain, also addressed the relationship between the histopathology of breast malig-
nancy (i.e. changes in depth, intensity) and multiplicity, and the capacitance and
conductance properties of the tissue. The aim of this study was to examine whether
changes in the histopathology of breast malignancy can influence the accuracy of EIS.
It was found that EIS had similar rates of false-positive findings compared to X-ray
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mammography.
From the results of the clinical trials, Stojadinovic and co-workers in [106], concludes
that EIS seems to be a promising technology which provides a relatively high sen-
sitivity for verifying suspicious mammographic lesions. Moreover, EIS can have an
important role as a screening technique especially among young women or those of
dense breast which require closer attention before they become symptomatic or iden-
tified as being at high-risk.
However, according to [180], it is believed that further investigations, especially on
the histomorphological characteristics of the cases of false negative and false positive
lesions, are still essential in order to acquire more information about bio-dielectric
properties of breast tissues .
Recent studies on the other hand, have shown that EIT technology can improve
both the sensitivity and the specificity when used as an adjunct method to X-ray
mammography and would result in a precise diagnosis [142, 164, 168, 175]. Béqo et
al [171] also claimed that combining the high resolution images from ultrasound with
the parametric data from EIT would increase diagnosis accuracy. Zou et al [7], also
suggests that because of the low spatial resolution of EIT, combining it with other
imaging techniques could improve its applicability in practice.
The role of EIT in hybrid medical imaging techniques was investigated by several
studies. For example, during a clinical study, 210 consecutive women with 240 sono-
graphically (using ultrasound) and/or mammographically (using X-ray mammogra-
phy) suspicious findings were examined using EIS. All lesions were later confirmed
histologically. The results published in [8] show that 86 out of 103 malignant and
91 out of 137 benign lesions were correctly identified using EIS (87.8% sensitivity,
64
66.4% specificity, respectively). By adding EIS to X-ray mammography and ultra-
sound, the sensitivity improved from 86.4% to 95.1%, whereas the accuracy decreased
from 82.3% to 75.7%. A similar study by Fields and colleagues found slightly higher
values of sensitivity than this study: 86% sensitivity, 51% specificity, 87% negative
predictive value [184] (see Table 3.3).
Table 3.3: Results of EIS as an additional examination [8].
Mammography/(%) Adjunctive Combined
Ultrasound(%) EIS (%) methods (%)
Sensitivity 86.4 83.5 95.1
Specificity 78.1 66.4 65.2
Accuracy 82.3 75.0 75.7
3.6 Summary
Several medical technologies are used to diagnose breast cancer. Among those, X-
ray mammography is the most widely used and is considered as the standard modality
for breast cancer screening in clinical practice nowadays. There are however evidences
that improvements are of urgent need.
Current research is aiming at developing alternative imaging techniques to diagnose
breast cancer more accurately and possibly earlier. Since in vivo studies have shown a
difference of three times or more in the specific electrical conductivity between normal
and malignant tissues [122, 185], imaging the electrical properties of breast tissues
would yield valuable information which can enhance the specificity of the diagnosis.
Electric Impedance Mammography (EIM) may therefore be used as an aid to detect
breast cancer in its earliest stages of development. Electrical impedance imaging of
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the breast cancer is generating interest for several reasons, including comfort to the
patient, relatively low cost and relatively high specificity.
The efficiency of electrical impedance tomography as a medical imaging modality for
detecting breast cancer was considered in many studies. Several clinical trials have
shown that EIT is an effective imaging technique, especially for mammographically
dense breasts. In addition to clinical results, many in vivo and in vitro measurement
have also shown significant differences in the electrical bio-impedance properties be-
tween normal and malignant breast tissues. According to other studies however,
further investigations are still essential.
Next chapter presents a 2D resistor network model with numerical simulations de-
signed for Mainz-Brookes EIT.
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Chapter 4
2D Resistor Network Models for a
Planar EIT Devices
4.1 Introduction
Conductivity reconstruction using resistor networks methods from boundary mea-
surements, as well as the design of optimal grids attracted researchers’ interest during
recent years, especially due to their possible implementations in EIT as simple non-
iterative and iterative methods [41, 100, 186, 187]. The problem in this case is to
find the conductances of resistor network links when measurements are limited to
boundary nodes only [188].
The concept of discrete resistor networks arise naturally in the context of EIT [189].
One can think of the human body as an electrical conductive object made of discre-
tised resistive networks. Unlike classical methods which use finite element iterative
methods to update the reconstructed image repeatedly by reducing the difference
between the measured and simulated values of boundary potentials, the resistor net-
work approaches are simpler and have lower computational costs which is why this
technique is sometimes preferred to solve the inverse conductivity problem [190].
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4.2 Discrete Resistor Network Model for the Mainz-
Brookes Tomographs
For all Mainz-Brookes tomographs, the sensing head contains S active electrodes
for injecting currents placed at equal distances on a circle of radius 4.4cm and a
number of passive electrodes inside this circle. The positions of the outer electrodes
are given by the polar angle θs = 2πs/S, s = 1, . . . , S. The measurement area can,
therefore, be modelled as a network of given resistance patterns depending on the
arrangement of the passive electrodes. Let Is, s = 1, . . . , S, be the injected currents.
We define potentials on knots, and currents and resistances on links. The knots
(including the outer electrodes) are denoted by an index k = 0, 1, . . . , K and the
potential at the knot k by Φk. The knot k = 0 is related to the reference potential
Φ0 (ground). Hence, one extra link is added, connecting the first knot of the network
to a virtual knot at which the reference potential Φ0 is fixed. The currents flowing
from knot k to knot l are I{k,l} and the corresponding resistances R{k,l}; they satisfy
the relations I{k,l} = −I{l,k} and R{k,l} = R{l,k} > 0, I{0,1} = 0. If Φk > Φl then I{k,l}
is positive. We introduce a compound index n to denote the links by
n = n({k, l}) = 1, . . . , N , k > l
where N is the total number of links.
To find the governing equations of the resistor network we follow the steps below:
1. We apply Kirchhoff’s current law at each of the K knots:
ck =
∑
neighbours l
In({k,l}), k = 1, . . . , K . (4.1)
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For the outer electrodes, ck are the external applied currents, ck = Is (k = s =
1, . . . , S) ; they are ingoing when ck ≥ 0. For inner knots, ck = 0.
2. We then apply Ohm’s law to all links n({k, l}):
Φk − Φl = Rn({k,l})In({k,l}). (4.2)
3. Finally, we can substitute Ohm’s law into Kirchhoff’s law to obtain:
∑
neighbours l
(Φk − Φl)Sn({k,l}) = ck. (4.3)
where Sn({k,l}) =
1
Rn({k,l})
is the conductivity of n({k, l}) link
4.2.1 The Forward Problem
The forward problem for the considered resistor network can be formulated as
follows: for given known resistances Rn({k,l}), n = 1, . . . , N , and given external cur-
rents Is, s = 1 , . . . , S, we can uniquely determine the potential Φk at any knot
k = 1, . . . , K, and the internal currents In({k,l}), n = 1, . . . , N , by solving simulta-
neously equations (4.1)-(4.2). This reduces to solving the following linear system of
equations:
KX = Y , (4.4)
where the vectors
X = (0, I1, . . . , IS,Φ1, . . . ,ΦK) and Y = (Φ0, 0, . . . , 0, c1, . . . , cK)
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are (1 + S +K)-dimensional, while the (1 + S +K)× (1 + S +K) coefficient matrix
K, usually called the Kirchhoff matrix, has the following structure
R =


R P T
P 0

 ,
where R is the (1 +S)-dimensional diagonal matrix of the resistances assigned to the
outermost links,
R = diag(0, R1, . . . , RS) (4.5)
and P is the (1 + S)×K-dimensional incidence matrix with
Pk,n =



+1 n = n({k, l})({k < l})
−1 n = n({k, l})({k > l})
, l ∈ neighbour of knot k, (4.6)
Pk,n = 0 otherwise
Pk1 = 0 except for the index k which is connected to the external reference potential,
where P11 = 1.
The forward problem is then solved by inverting the matrix K:
X = K−1Y . (4.7)
4.2.2 The Inverse Problem
As mentioned previously, in order to avoid any problems related to the unknown
contact impedances, potentials are not measured at the active electrodes. Therefore,
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the corresponding inverse problem associated to the considered resistor network can
be formulated as follows: for given applied external currents Is, s = 1, . . . , S, and
corresponding potentials Φk measured at the inner knots k = S+1, . . . , K, determine
the resistances Rn({k,l}) (or conductances Sn({k,l})) of the reduced network (see Figure
4.1(b)).
(a) Full resistor network (b) Reduced resistor network
Figure 4.1: Equivalent resistor network models for the sensing heads of one of the
EIT prototypes developed at the University of Mainz in collaboration with Oxford
Brookes University
Let Kr be the number of inner electrodes and Nr be the number of links in the reduced
network. For simplicity, we relabel the inner knots k = S+1, . . . , K by k = 1, . . . , Kr,
and the links of the reduced stamp by n = 1, , . . . , Nr. To solve the inverse problem,
we express equation (4.3) under the matrix form as follows:


U1,1 U1,2 · · · U1,Nr
U2,1 U2,2 · · · U2,Nr
...
...
. . .
...
UKr,1 UKr,2 · · · UKr,Nr


×


S1
S2
...
SNr


=


c1
c2
...
cKr


, (4.8)
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or, equivalently,
US = C . (4.9)
The coefficient matrix U is a Kr×Nr-dimensional matrix of potential differences Ui,n
defined as
Ui,n =



Φi − Φk with n = n({i, k}) and k is a neighbour of i ,
0 otherwise ,
(4.10)
S = (S1, . . . , SNr) is an Nr-dimensional vector of unknown conductances, and C =
(c1, . . . , cKr) is the vector of currents entering the reduced network. The system of
linear equations (4.9) is undetermined in general since Kr < Nr. Therefore, in order
to obtain a unique solution, information from repeated measurements with different
patterns (α) of injected current has to be added.
In general, for any EIT system with S active electrodes, only S − 1 linearly indepen-
dent trigonometric current patterns of spatial varying frequency type can be applied.
The higher the spatial frequency of the current pattern, the less it penetrates inside
the object. However, for Mainz-Brookes, only ten standard trigonometric current
patterns are applied at the outer electrodes, i.e.
I(α)(θs) =



I
(α)
0 cos (αθs) α = 1, . . . , 5 ,
I
(α)
0 sin ((α− 5)θs) α = 6, . . . , 10 ,
(4.11)
where θs = 2πs/S is the angular position of the s-th outer electrode and I
(α)
0 denotes
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the amplitude of the applied current. Consequently, the resulting system of equations


U (1)
U (2)
...
U (10)


S =


C(1)
C(2)
...
C(10)


(4.12)
will be overdetermined if 10 × Kr > Nr. U (α) and C(α) correspond to the applied
current pattern I(α).
4.2.3 Different Stamps
There are two planar sensing heads of circular geometry designed for Mainz-
Brookes Tomograph: an old prototype which has twelve large outer electrodes (S =
12) where the external currents are injected, and a set of thirty six point-like high-
impedance inner electrodes where the induced potentials are measured (Kr = 36).
The design of the resistor network is such that it requires the current to split-up
into two at each of the outer electrodes. Therefore, additional information needs to
be provided to the reconstruction algorithm, i.e. the split-up ratios of the injected
current at each outer electrode. Hence, the equivalent resistor network model used for
the two-dimensional reconstruction consists of twenty four injected currents (Sr = 24)
in addition to the thirty six inner electrodes (Kr = 36) as shown in Figure 4.2).
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Figure 4.2: The geometry of the old sensing head with twelve outer electrodes (S =
12) for current injection splitting into twenty four currents (Sr = 24), and thirty six
inner point-like electrodes for potential measurements (Kr = 36) [177].
For the later sensing head shown in Figure 4.3, there are also twelve large outer
electrodes (S = 12) where the external currents are injected, and a set of fifty four
point-like high-impedance inner electrodes where the induced potentials are measured
(Kr = 54). For this prototype, the resistor network proposed requires the current
to split-up into two components at only six of the twelve current injectors, i.e. at
those electrodes which do not lie directly next to the neighbouring inner voltage
electrodes. Similarly, for this sensing head, additional information about the eigh-
teen (= 6 × 1 + 2 × 6) split-up ratios of the injected currents is also required. The
equivalent resistor model for this sensing head which is used by the two-dimensional
reconstruction algorithm consists of eighteen injected currents (Sr = 18) and fifty
four inner electrodes (Kr = 54).
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Figure 4.3: The geometry of the later sensing head with twelve outer electrodes for
current injection (S = 12), eighteen split-ups (Sr = 18) and fifty four point-like inner
electrodes for potential measurements (Kr = 54) [40].
This research investigated two possible ways to modify the later sensing head shown
in Figure 4.3 to make the design optimal for breast cancer detection. The first modi-
fication was to increase the number of electrodes for injecting currents from twelve to
eighteen as depicted in Figure 4.4. The significance of this fundamental modification
is in the fact that in the equivalent resistor network for this modified design there are
no current split-up at the outer electrodes. This means that no additional assump-
tions are required by the reconstruction algorithm and, hence, modelling errors from
computing the split-up ratio are totally eliminated. In this prototype, the number of
inner electrodes remained unchanged (i.e. 54), hence the equivalent resistor network
consists of eighteen outer electrodes S = 18 and the same number of injected currents
Sr = 18. The total number of links which corresponds to the number of unknowns in
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the forward problem is N = 90.
Experimental results from testing the sensing head with eighteen outer electrodes
compared to the original design with only twelve electrodes have shown a significant
improvement in the sensitivity of the device. The numerical reconstructions and error
analysis of this experiment can be found in Section 4.3.2. Table 4.1 summarises the
quality of reconstructions for different layouts of the sensing head with different error
level (e.g for ε = 0%, 2%, 5%) compared to the original design(12/54).
The second modification which was investigated in this research was to increase the
number of electrodes for measuring potentials in the sensing head shown in Figure
4.4(b), from fifty four up to seventy three by adding another nineteen electrodes at
the centre of each hexagon as depicted in Figure 4.5.
For this new geometry, two resistor network models were considered for the recon-
(a) Original design with 12 current injecting
electrodes and 54 electrodes for measuring po-
tentials
(b) Modified design with 18 injecting elec-
trodes and 54 electrodes for measuring poten-
tials
Figure 4.4: Modification of the design of the sensing head by increasing the number
of current injecting electrodes to 18
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Table 4.1: Summary of numerical reconstructions of different sensing head layouts.
Layout Figures
Qualitative
Improvement
Remarks
Name # Electrodes
Modified 18/54 4.10 + Improved both spatial reso-
lution and sensitivity (1 in-
clusion)
4.12 + (2 inclusions)
4.14 + (3 inclusions)
Rhombic 18/73 4.15a - both spatial resolution and
sensitivity decayed (1 inclu-
sion)
4.15c - (2 inclusions)
4.15e - (3 inclusions)
Triangular 18/73 4.15b - both spatial resolution and
sensitivity severely decayed
(1 inclusion)
4.15d - (2 inclusions)
4.15e - (3 inclusions)
struction algorithm: the first one which is shown in Figure 4.6 is a resistor network
of triangular pattern, created by linking each of the new electrodes with its six neigh-
bours. In this arrangement, the equivalent resistor network consists of eighteen in-
jected currents Sr = 18 and seventy three inner point-like electrodes for potential
measurements Kr = 73.
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Figure 4.6: The equivalent resistor network of triangular pattern with 18 outer elec-
trodes and 73 inner point-like electrodes for potential measurements.
Figure 4.5: Suggested modification of the design of the sensing head with additional
nineteen passive electrodes (marked in red) added at the centre of each hexagon.
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The second network model for the new geometry has a rhombic pattern. In this
network, each of new electrodes was linked to only three neighbours as shown in
Figure 4.7. In the equivalent resistor network which is used by the reconstruction
algorithm, the number of inner knots is the same as the networks with triangular
pattern, i.e. Kr = 73. Moreover, both network models have the same number of
outer electrodes S = 18, and number of injected currents Sr = 18. However, the
total links in the triangular pattern which corresponds to number of unknowns in the
forward problem is N = 204, whilst in the rhombic pattern, the number of links is
N = 147.
Figure 4.7: The equivalent resistor network of rhombic pattern with 18 outer elec-
trodes and 73 inner point-like electrodes for potential measurements.
The experimental results of testing the rhombic and the triangular networks have
shown that the inversion problem in both cases was severely unstable due to accu-
mulative errors. Numerical reconstructions for both is found in Section 4.3.2
79
4.2.4 Reconstruction Algorithm
To simulate data, the forward problem is solved for a given (known) conductivity
distribution either by using the PDE or EIDORS with Matlab (see Subsection 4.3.3).
To this end, the geometry of the model needs to be determined first. Next, the
Neumann boundary condition is applied which, in this case, corresponds to injecting
ten standard varying-frequency input currents. Finally, the model is discretised by
a refined triangular mesh across the geometry and simulated potential values are
generated by solving the problem numerically at each of the verticies of the triangles.
For all the tomographs, the following step-by-step procedure was implemented in
Matlab in an optimised reconstruction algorithm which was developed from scratch
during my PhD research.
1. The forward problem for a constant conductivity distribution (e.g. σ0=1) and
the ten standard varying-frequency input currents (4.11) is first solved using the
resistor network approach. If needed, the split-up ratios of the currents at the
outer electrodes are calculated and stored for later use in the reconstruction.
2. For each of the ten standard varying-frequency input currents (4.11), the es-
timated split-up ratios (if needed) of currents at the outer electrodes for the
constant resistance distribution are then used to calculate the (Sr) currents
entering the reduced resistor network.
3. The values of the currents obtained in step (3), together with the simulated
values of the potential at the inner electrodes which were obtained in step (2)
are used as data to solve the inverse problem for the equivalent resistor network
of the sensing head.
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To demonstrate the step-by-step procedure above, an academic example including
a two-dimensional reconstruction algorithm for a twelve by twelve resistor network
simulating a sensing head is included in appendix A.1 with the Matlab code.
4.2.5 Relation Between Discrete Models and Continuum Mod-
els
The reconstruction algorithms based on discrete resistor network models, deter-
mine the quantities Sn({k,l}) assigned to the links n = n({k, l}). These model the total
conductance originating from the areas lying left and right of the corresponding links.
In all our models, the area assigned to a link consists of two isosceles triangles of base
` (i.e. the length of the link) and vertex angle β (i.e. β = π/3 for the hexagonal
pattern, β = π/2 for the rhombic model and β = 2π/3 for the triangular one). The
height of the isosceles triangle (see Figure 4.8) is, therefore, h = `
2
cot(β
2
).
Figure 4.8: Relation between discrete and continuum models
Let σ(x) be the conductivity of the area assigned to the link n(k, l) and x be the
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centre coordinate of this link. The current density j(x) can be expressed as
j(x) = σ(x)E(x) = σ(x)
In(k,l)Rn(k,l)
`
, (4.13)
where E =
In(k,l)Rn(k,l)
`
is the electric electric field. By using the identities j = I
2h
and
S = 1
R
, equation (4.13) yields the relationship between conductivity and conductance
Sn(k,l) =
2h
`
σ(x) = cot(
β
2
)σ(x) . (4.14)
Finally, since estimating the values of the conductivity at any point elsewhere in-
side the measuring area uses the Matlab griddata interpolation method, therefore,
the quality of the reconstructions and hence the spatial resolution of the images de-
pend both on the number of discretisation points and on the accuracy of the Matlab
interpolation routine which are used.
4.3 Numerical Experiments and Results
In this section I present numerical reconstructions obtained from using real data
collected by the group at the University of Mainz and from simulated numerical data
generated at Brookes University. Four sets of numerical reconstructions are included
in this section:
 The first one is for testing the modified sensing head when the number of active
electrodes is increased from twelve to eighteen.
 The second set is for this latter sensing head when the number of passive elec-
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trodes is increased from fifty four to seventy three.
 The third set of reconstructions are obtained from real data collected by the
EIT group at Mainz University.
 The fourth set of numerical reconstructions are obtained from simulated nu-
merical data using a three-dimensional EIT model developed in EIDORS.
4.3.1 Reconstructions of 2D Conductivity Distribution Ob-
tained from Simulated Data for Different Designs of
Sensing Heads
The first set of numerical tests is used to examine the sensitivity and the spatial
resolution of the modified design of the sensing head with eighteen electrodes for in-
jecting current, compared to the original design with only twelve active electrodes. In
this experiment both sensing heads were used to reconstruct known two-dimensional
conductivity distributions using the two-dimensional resistor network reconstruction
algorithm described in Subsection 4.2.4. The reconstructions are followed by an error
analysis to compare the sensitivity of both sensing heads. For mammography, only
regions of high conductivity are of interest. However, for this experiment, both low
and high target continuous conductivities were chosen within a constant background.
The chosen target distributions of conductivity can be described mathematically by
the following equation:
σn(x, y) = 1.0 +
n∑
i=1
δσi exp(−(di/ωi)4), (4.15)
where
di =
√
(x− x0i)2 + (y − y0i)2,
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and
δσ1 = 2 ω1 = 5 mm x01 = −10 mm y01 = −10 mm,
δσ2 = 1 ω2 = 6 mm x02 = 10 mm y02 = 18 mm,
δσ3 = −0.5 ω3 = 7 mm x03 = 22 mm y03 = −18 mm.
In equation (4.15) ωi is a measure of the width of the conductivity distribution, δσi are
the magnitudes of target conductivities above or below the background conductivity
and xi and yi are the coordinates of their centres. The origin of the system of axes
is at the centre of the sensing head and i, n = 1, 2, 3. The L2−error presented later
in Tables 4.2-4.4 were evaluated numerically as follows:
‖σrec−σi‖2L2 =
∫ R
0
dr r
∫ 2π
0
dθ(σrec(r, θ)−σi(r, θ))2 ≈
172∑
k=1
(σrec(rk, θk)−σi(rk, θk))2wk.
(4.16)
In EIT a noise level of 1% is acceptable in many situations, even though in many
medical applications a better accuracy can be obtained [191]. However, in order to
test the robustness of the inversion method, different noise levels ε (i.e. 0%, 2%, and
5%) were applied to both the injected currents and potentials.
For the target two-dimensional conductivity distribution shown in Figure 4.9, the
computed errors of the reconstructed conductivity from simulated data with noise
levels 0%, 2%, and 5% show that the error produced when using the modified sensing
head is significantly less than that when using the original design, i.e. the sensitivity
of the modified sensing head is better than that of the old one, see Table 4.2. The
numerical reconstructions of this target conductivity distribution are shown in Figure
4.10.
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Figure 4.9: Target(exact) conductivity distribution σ1.
Noise level ε Original Stamp Modified Stamp
0% 1.24 0.56
2% 1.26 0.56
5% 1.30 0.63
Table 4.2: The ‖σrec− σ1‖2 values in the reconstruction of target conductivity distri-
bution σ1 for noise levels ε 0%, 2% and 5% by using both the old and the modified
design of sensing head.
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(a) with 0% noise level (b) with 0% noise level
(c) with 2% noise level (d) with 2% noise level
(e) with 5% noise level (f) with 5% noise level
Figure 4.10: Numerical reconstructions in the target conductivity distribution σ1:
(a), (c) and (e) using the original design with 12 current injecting electrodes; (b), (d)
and (f) using the modified design with 18 current injecting electrodes.
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For the target conductivity distribution shown in Figure 4.11, the two-dimensional
conductivity reconstructions are presented in Figure 4.12 and the corresponding
L2−errors are summarised in Table 4.3
Figure 4.11: Target(exact) conductivity distribution σ2.
Noise level ε Old Stamp Modified Stamp
0% 1.27 0.60
2% 1.29 0.60
5% 1.34 0.69
Table 4.3: The ‖σrec− σ2‖2 values in the reconstruction of target conductivity distri-
bution σ2 for noise levels ε 0%, 2% and 5% by using both the old and the modified
design of sensing head.
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(a) with 0% noise level (b) with 0% noise level
(c) [with 2% noise level (d) with 2% noise level
(e) with 5% noise level (f) with 5% noise level
Figure 4.12: Numerical reconstructions in the target conductivity distribution σ2:
(a), (c) and (e) using the original design with 12 current injecting electrodes; (b), (d)
and (f) using the modified design with 18 current injecting electrodes.
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In this final set, the two-dimensional conductivity reconstructions of the target con-
ductivity distribution σ3 depicted in Figure 4.13 are presented in Figure 4.14 and the
corresponding L2−errors shown in Table 4.4.
Figure 4.13: Target(exact) conductivity distribution σ3.
Noise level ε Old Stamp Modified Stamp
0% 3.00 2.35
2% 3.03 2.36
5% 2.36 2.43
Table 4.4: The ‖σrec− σ3‖2 values in the reconstruction of target conductivity distri-
bution σ3 for noise levels ε 0%, 2% and 5% by using both the old and the modified
design of sensing head.
where (rk, θk) are the polar coordinates of the quadrature points given by Engel
[192], while wk are the corresponding weights. The values of σi at these points (rk, θk)
were found by using griddata interpolation routine of Matlab.
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(a) with 0% noise level (b) with 0% noise level
(c) with 2% noise level (d) with 2% noise level
(e) with 5% noise level (f) with 5% noise level
Figure 4.14: Numerical reconstructions in the target conductivity distribution σ3:
(a), (c) and (e) using the original design with 12 current injecting electrodes; (b), (d)
and (f) using the modified design with 18 current injecting electrodes.
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The second set of numerical tests are to examine the sensitivity and the spatial
resolution of the modified design of the sensing head with eighteen active electrodes
when the number of passive electrodes are increased from fifty four to seventy three. In
this test, two different patterns were proposed for the resistor networks, a rhombic and
a triangular one, see Figures 4.6 and 4.7, respectively. The numerical reconstructions
of the target conductivity distributions shown in Figure 4.9, 4.11 and in 4.13 at noise
level 0% are shown in Figure 4.15
The results from both numerical sets show that increasing the number of passive
electrodes has significantly improved the sensitivity of the sensing head. On the other
hand, using the proposed rhombic and triangular patterns when the number of passive
electrodes are increased to seventy three enlarged dramatically the ill-posedness of the
inverse problem, which suggests that, particularly, there is no advantage to increase
the number of passive electrodes.
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(a) Reconstruction of σ1 (b) Reconstruction of σ1
(c) Reconstruction of σ2 (d) Reconstruction of σ2
(e) Reconstruction of σ3 (f) Reconstruction of σ3
Figure 4.15: Numerical reconstructions of the target conductivity distributions σ1,
σ2 and σ3 with 0% noise level: (a), (c) and (e) using the rhombic network pattern;
(b), (d) and (f) using triangular network pattern.
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4.3.2 Experimental Testing using Real Data of the Old De-
sign of the Sensing Heads
In this subsection, I first explain how the original sensing head shown in Fig-
ure 4.3 was tested experimentally at the Institute for Physics, University of Mainz
and the experimental set-up of real data collection. Then I present some numerical
reconstructions generated by the inversion algorithm using the real data collected at
Mainz University.
The data was collected by placing the sensing head at the bottom of a cylindrical
tank filled with a conducting saline (salt water) as shown in Figure 4.16.
Figure 4.16: Experimental Setup [40].
Metallic objects of different diameters were immersed at various distances z from the
sensing head (2mm, 5mm and 10mm). The metallic objects were cylinders of radii
15mm and 20mm. Their heights were equal to their diameters, and objects were
placed either at a position in between the inner electrodes (positions 1,2 or 3), on top
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of an outer electrode (position 4), on the top of an inner electrode (position 5), or
at the centre of the sensing head (position 6). The sizes of the metallic objects used
were smaller or larger relative to the sizes of the hexagons of the equivalent resistor
network, which have side lengths of approximately 8.1mm. In this arrangement, the
detection of the smaller object which covers no electrodes in positions 1,2,3 and 6
tests the spatial resolution of the inversions, while the detection of the larger object
which covers six electrodes in position 1, 2, 3 and 6, or four electrodes in position 4
and 5 test the sensitivity of the reconstruction algorithm.
Figure 4.17: Positions of the metallic objects [40].
Figure 4.18, for example, presents the numerical reconstruction of the two-dimensional
conductivity distribution in the plane of electrodes of a metallic object of radius 20mm
placed in position 1. The experiment was repeated several times by placing the metal
object at different positions or by using another metal object of different size as shown
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in Figures 4.19 - 4.23.
In addition to reconstructing the conductivity of one metallic object at a time, the
two objects with radii 15mm and 20mm were also placed together in the tank at
various depths and positions as presented in Figures 4.24 - 4.27. For example, Figure
4.24 shows the reconstructed two-dimensional conductivity distribution for the two
metallic objects, the one of radius 15mm placed in position 1 and the other of radius
20mm placed in position 2. Similarly, in Figure 4.25, the two-dimensional conductivity
distribution is for the smaller metallic object placed in position 1 and the larger object
placed in position 3. In Figures 4.26 - 4.27, the positions of the objects were swapped,
i.e. the larger object was placed in position 1 while the smaller object was placed
either in position 2 or 3. In these tests, both metallic objects were placed at the same
distance from the array of electrodes, either at z = 2mm or z = 5mm.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.18: Numerical reconstructions of a cylindrical metallic target of radius 20mm
in position 1.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.19: Numerical reconstructions of a cylindrical metallic target of radius 15mm
in position 2.
97
(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.20: Numerical reconstructions of a cylindrical metallic target of radius 15mm
in position 3.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.21: Numerical reconstructions of a cylindrical metallic target of radius 15mm
in position 4.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.22: Numerical reconstructions of a cylindrical metallic target of radius 15mm
in position 5.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.23: Numerical reconstructions of a cylindrical metallic target of radius 15mm
in position 6.
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(a) z = 2mm
(b) z = 5mm
Figure 4.24: Numerical reconstructions of two cylindrical metallic targets of radii
15mm and 20mm in position 1 and 2, respectively.
102
(a) z = 2mm
(b) z = 5mm
Figure 4.25: Numerical reconstructions of two cylindrical metallic targets of radii
15mm and 20mm in position 1 and 3, respectively.
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(a) z = 2mm
(b) z = 5mm
Figure 4.26: Numerical reconstructions of two cylindrical metallic targets of radii
15mm and 20mm in position 2 and 1, respectively.
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(a) z = 2mm
(b) z = 5mm
Figure 4.27: Numerical reconstructions of two cylindrical metallic targets of radii
15mm and 20mm in position 3 and 1, respectively.
The presented numerical reconstructions which are of a very good spatial resolu-
tion have shown that the inversion algorithm is quite robust and all locations of the
metallic objects were correctly identified.
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4.3.3 2D Reconstructions Obtained From 3D Numerically
Simulated Data Using EIDORS
In this subsection, I present two-dimensional conductivity reconstructions from
numerically simulated data generated by using a three dimensional model of the
experimental tank obtained in EIDORS.
EIDORS is a Finite Element (FE) software which can be used for forward and inverse
modelling for EIT and Diffusion based Optical Tomography, in medical and industrial
applications [79,80,193]. In this work, EIDORS is used as a three-dimensional forward
solver to mimic the experimental setup used for testing the design of the sensing heads
of Mainz-Brookes mammographs. Models similar to the one depicted in Figure 4.28
were developed in EIDORS and used to perform numerical experiments.
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(a) Front view (b) Side view
(c) Bottom view
Figure 4.28: Mainz-Brookes EIT 3D model using EIDORS. Numerical inclusion
placed at position 1 and z = 2mm away from the sensing head.
In this set of reconstructions, the modified sensing head with eighteen active and
fifty four passive electrodes was numerically tested using simulated data generated
by EIDORS. The exact experimental set-up described in Section 4.3.2 which is used
by the EIT group at Mainz University to test the original design of the sensing head
was applied in this experiment. Cylindrical inclusion(s) with conductivity four times
higher than the background of constant conductivity σ0 = 1mS/m and of same sizes
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(i.e. radii of 15mm and 20mm) as the metallic objects used by Mainz EIT group were
placed at the same depths and positions as in Mainz experimental set-up.
The first group of reconstructions shown in Figures 4.29-4.34 are similar to those
obtained from real data shown in Figures 4.18-4.23, i.e. one inclusion was placed
at the same positions shown in Figure 4.17. Figure 4.29, for example, shows the
conductivity reconstruction of a numerical inclusion of size 20mm with conductivity
σ = 4 placed in position 1 at depths z = 2mm, z = 5mm or z = 10mm. In a similar
way, all other two-dimensional reconstructions in this group were obtained.
The second group of the two-dimensional reconstructions shown in Figures 4.35-4.38
are similar to the reconstructions of two metallic objects obtained from real data
shown in Figures 4.24-4.27, i.e. two inclusions of radii 15mm and 20mm were placed
inside the three-dimensional tank. For example, in Figure 4.35, two numerical inclu-
sions of the same conductivity σ = 4 but different radii were generated. The first
inclusion of size 15mm was placed at position 1 and the other inclusion of size 20mm
was placed at position 2 at the same depths where the two metallic objects were
placed by Mainz EIT group, i.e. z = 2mm, z = 5mm and z = 10mm.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.29: Numerical reconstructions of a cylindrical inclusion of radius 20mm in
position 1.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.30: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 2.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.31: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 3.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.32: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 4.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.33: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 5.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.34: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 6.
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(a) z = 2mm
(b) z = 5mm
Figure 4.35: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 1 and 2, respectively.
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(a) z = 2mm
(b) z = 5mm
Figure 4.36: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 1 and 3, respectively.
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(a) z = 2mm
(b) z = 5mm
Figure 4.37: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 2 and 1, respectively.
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(a) z = 2mm
(b) z = 5mm
Figure 4.38: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 3 and 1, respectively.
The conductivity distributions shown in group one and two are obtained with noise
level ε = 0%. However, the sensitivity of the sensing head was further tested by
repeating the same experiments presented in group one and two with different noise
levels. For example, Figures 4.39-4.48 presents the two-dimensional reconstruction
using noise level ε = 2%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.39: Numerical reconstructions of a cylindrical inclusion of radius 20mm in
position 1 using noise level ε = 2%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.40: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 2 using noise level ε = 2%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.41: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 3 using noise level ε = 2%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.42: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 4 using noise level ε = 2%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.43: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 5 using noise level ε = 2%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.44: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 6 using noise level ε = 2%.
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(a) z = 2mm
(b) z = 5mm
Figure 4.45: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 1 and 2, respectively.
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(a) z = 2mm
(b) z = 5mm
Figure 4.46: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 1 and 3, respectively using noise level ε = 2%.
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(a) z = 2mm
(b) z = 5mm
Figure 4.47: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 2 and 1, respectively using noise level ε = 2%.
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(a) z = 2mm
(b) z = 5mm
Figure 4.48: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 3 and 1, respectively using noise level ε = 2%.
Figures 4.49-4.58 presents the two-dimensional reconstruction at noise level ε = 5%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.49: Numerical reconstructions of a cylindrical inclusion of radius 20mm in
position 1 using noise level ε = 5%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.50: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 2 using noise level ε = 5%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.51: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 3 using noise level ε = 5%.
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(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.52: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 4 using noise level ε = 5%.
132
(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.53: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 5 using noise level ε = 5%.
133
(a) z = 2mm
(b) z = 5mm
(c) z = 10mm
Figure 4.54: Numerical reconstructions of a cylindrical inclusion of radius 15mm in
position 6 using noise level ε = 5%.
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(a) z = 2mm
(b) z = 5mm
Figure 4.55: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 1 and 2, respectively using noise level ε = 5%.
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(a) z = 2mm
(b) z = 5mm
Figure 4.56: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 1 and 3, respectively using noise level ε = 5%.
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(a) z = 2mm
(b) z = 5mm
Figure 4.57: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 2 and 1, respectively using noise level ε = 5%.
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(a) z = 2mm
(b) z = 5mm
Figure 4.58: Numerical reconstructions of two cylindrical inclusions of radii 15mm
and 20mm in position 3 and 1, respectively using noise level ε = 5%.
All the reconstructions in this set are obtained from simulated data generated numer-
ically by EIDORS. The reconstructions display a good spatial resolution and are very
similar to those obtained from real data, although the simulated data was obtained
for inclusions of conductivity only four times the background and not for metallic
objects which are perfect conductors. This indicates that the sensing head with eigh-
teen active and fifty four passive electrodes could detect tumours not only metallic
objects located at distances up to 1cm from the skin surface.
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4.4 Summary
Algorithms based on discrete resistor networks are attractive mainly because of
their applications in EIT as simple non-iterative reconstruction techniques. These
approaches arise naturally in medical EIT, since the human body can be regarded as
an electrically conductive object made of a resistive network. This is the reason why
one of the two-dimensional reconstruction algorithms developed by Oxford Brookes
University in collaboration with University of Mainz for Mainz-Brookes tomographs
is based on modelling the measuring area as a resistor network of hexagonal pattern.
There are different prototypes of the Mainz-Brookes mammographs: an old one which
has twelve outer electrodes for injecting currents with twenty four current splits, and
thirty six inner electrodes where potential are measured, a more recent one which
also has twelve electrodes for injecting currents with eighteen splits and fifty four
electrodes for measuring potentials, and finally an improved design of the prototype,
which is based on increasing the number of the outer electrodes in the previous design.
This prototype has eighteen outer electrodes for injecting currents with no splits, and
fifty four inner electrodes.
Numerical experiments have shown that increasing the number of electrodes for in-
jecting current has significantly improved the sensitivity of the Mainz-Brookes EIT
system. However, increasing the number of electrodes for measuring potentials have
resulted in an unstable inverse problem which could not be regularised.
In the next chapter a novel non-iterative three-dimensional reconstruction algorithm
proposed for imaging breast cancer will be presented from data collected on a rect-
angular array.
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Chapter 5
A Three-dimensional Image
Reconstruction Algorithm for
Electrical Impedance Tomography
using Planar Electrode Arrays
5.1 Introduction
Several EIT mammographic sensors have been developed recently at the Univer-
sity of Mainz in collaboration with Oxford Brookes University. In contrast to most
previous EIT instruments designed for breast cancer detection [7], but similar to de-
vices studied by [32, 42, 56, 168, 194, 195], these mammographic sensors are planar.
Detailed descriptions of earlier prototypes can be found in section 4.2.3. The latest
design consists of a planar sensing head with thirty six disk electrodes of equal size
arranged in a rectangular array of twenty outer (active) electrodes where the exter-
nal currents are injected, and sixteen inner (passive) electrodes where the induced
voltages are measured, see Figure 5.1(a). As in the previous prototypes, to avoid any
problems due to the unknown contact impedance, the voltages are not measured at
the active electrodes, instead, very high impedance voltage measurements are taken
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(a) Real experimental setup (b) Thought experimental setup
Figure 5.1: Layout of the rectangular electrode array of the latest prototype developed
at the University of Mainz in collaboration with Oxford Brookes University: are
the active electrodes used for current injection, and are the passive electrodes
used for potential measurements.
at the sixteen passive electrodes and therefore, the problem of the unknown contact
impedance is eliminated. Also, this device has a fixed geometry and the positions of
the electrodes are exactly known. Voltage measurements are relative to the systems
ground as in the previous devices.
Almost all planar EIT devices [7, 32, 42, 56, 168, 194, 195] use the same electrodes
for current injection and voltage measurement. The excitation current is injected
(extracted) at one pair of electrodes at a time and the resulting voltage is measured
at all or some of the remaining electrodes. The novelty of this EIT device, and hence
of the image reconstruction methods proposed consists precisely in the distinct use of
active and passive electrodes. The active electrodes are used only for current injection
while the passive electrodes only for voltage measurements.
In two-dimensions, two different non-iterative algorithms were developed for imaging
the conductivity at the surface using the tomographs designed at the University of
Mainz, one based on a discrete resistor network model described in Chapter 4, and an
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integral equation formulation approach which is described in [177,196]. In both cases
numerical reconstructions had very good spatial resolution, and the algorithms were
robust with respect to errors in the data. A three-dimensional iterative reconstruction
method that enforced sparsity and used an adapted complete electrode model was
also applied to these devices in [178]. Although it produced good images, this iterative
procedure proved to be quite demanding computationally and sensitive to the choice
of the regularization parameter.
The purpose of the current research is to respond to these issues i.e. the two-
dimensional nature of the first two algorithms and the numerical sensitivity of the
sparsity algorithm, by developing a simple, direct and rapid three dimensional recon-
struction algorithm to image the region beneath the rectangular electrode array. The
proposed inversion technique is intended to be used in the future for conductivity
imaging using real data collected by the specific EIT device described above. The
reconstruction method is similar to an approach described in [197] and is based on
linearising the conductivity distribution about a constant approximation in order to
reduce the computational demands.
The structure of this chapter is as follows: in Section 5.2 the mathematical formu-
lation of the inverse problem and of the method proposed to image the conductivity
are presented. Section 5.3 is dedicated to the numerical implementation of the re-
construction algorithm. The performance of the algorithm is illustrated by showing
a number of reconstructions from simulated data in Section 5.4.
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5.2 Mathematical Formulation
Since the EIT sensor is much smaller than the human body to which it is applied,
and given the rapid decay of the induced potentials as we move away from the top
surface (see equation 5.3), the mathematical analysis of breast cancer detection can be
considered to be the inverse conductivity problem of EIT on an unbounded domain,
specifically the lower half space. Let Ω = {(x, y, z) : z < 0} ∈ R3 be a conductive
object with boundary ∂Ω = {(x, y, z) : z = 0}. Suppose that σ ∈ L∞(Ω) is a strictly
positive isotropic scalar electrical conductivity distribution and that there are no
current sources inside Ω. A set of L electrodes is placed on ∂Ω in a rectangular array.
Let {el}Ml=1 be the set of passive electrodes (voltage measurement) and {el}Ll=M+1 be
the active electrodes (current injection). If low-frequency currents are applied to the
active electrodes, the electric potential u satisfies the following generalized Laplace
equation
∇ · (σ(x, y, z)∇u(x, y, z)) = 0 in Ω, (5.1)
subject to the boundary condition
σ(x, y, 0)
∂u
∂z
(x, y, 0) = j(x, y) on ∂Ω, (5.2)
where j is the induced current density distribution.
In this approach we restrict the analysis to currents j ∈ L2(∂Ω) and to weak so-
lutions u ∈ H1,α(Ω), (α > 1) of equation (5.1) in the lower half-space Ω for which
the following point-wise estimates hold uniformly with respect to the direction of
(x, y, z) /
√
x2 + y2 + z2:
|u (x, y, z)| = O
(
1/
√
x2 + y2 + z2
)
as
√
x2 + y2 + z2 →∞, (5.3)
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and
∣∣∣∣
∂u
∂ξ
∣∣∣∣ = O
(
1/
(
x2 + y2 + z2
))
as
√
x2 + y2 + z2 →∞ for ξ = x, y, z. (5.4)
Further details on the definition of the Sobolev spaces H1,α(Ω) and on the derivation
of these asymptotic estimates can be found in [198].
Since in this application the voltages are not measured at the active electrodes, the
ave-gap electrode model [90] can be used. Therefore, the current density is assumed
to be uniformly distributed over each electrode on the active electrode region and that
it is zero outside of the support of all active electrodes. Hence, j is approximated by
j(x, y) =



Il/Al , (x, y) on el , l = M + 1, . . . , L
0 , otherwise ,
(5.5)
where Il is the current sent to the lth active electrode el and Al is the area of el.
In this experimental setup, a basis of current patterns {I1, . . . , IL−M−1} is applied
to the set of L − M active electrodes {el}Ll=M+1. For each current pattern Ik =
(
IkM+1, . . . , I
k
L
)
, k = 1, . . . , L−M−1, the resulting potentials Uk =
(
Uk1 , . . . , U
k
M
)
are
measured at the set of M passive electrodes {el}Ml=1. The ave-gap model predicts the
voltage measured on each electrode as the average of the solution uk to (5.1), (5.2)
and (5.5) with j = jk over the surface of the electrode:
Ukl =
1
Al
∫
el
uk(x, y)dS , l = 1, . . . ,M . (5.6)
The inverse problem is to estimate the conductivity σ(x, y, z) from all L −M − 1
linearly independent sets of surface measurements.
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The proposed reconstruction algorithm is based on the assumption that the spatially
varying conductivity is a small perturbation from a constant and known background
conductivity σ0, i.e.
σ(x, y, z) = σ0 + δσ(x, y, z) , (5.7)
and σ = σ0 near ∂Ω.
For the development of the imaging algorithm, the potentials u0 and v0 which are
solutions of two theoretical homogeneous forward problems are first introduced. Let
u0 to be the solution of (5.1), (5.2) and (5.5) for σ = σ0 and let v0 be the solution of
the following boundary value problem:
∇ · (σ0∇v0(x, y, z)) = 0, in Ω, (5.8)
σ0
∂v0
∂z
(x, y, 0) = j̃(x, y) =



Ĩl/Al , (x, y) on el , l = 1, . . . ,M
0 , otherwise ,
,(5.9)
where Ĩl is a simulated current applied at the lth passive electrode. More explicitly, u0
is the potential created in Ω if it consisted of a material of constant conductivity σ0,
while v0 is the induced potential when currents are applied to this object of uniform
conductivity distribution but reversing the roles of the active and passive electrodes.
An illustration of the thought experimental setup corresponding to the second ho-
mogeneous forward problem is presented in Figure 5.1(b). There are M − 1 linearly
independent simulated current patterns {Ĩ1, . . . , ĨM−1}, where Ĩi = (I i1, . . . , I iM), that
can be applied to the M passive electrodes.
Let us now consider the following identity:
∫
Ω
[v0(∇ · (σ∇u)−∇ · (σ0∇u0))− (u− u0)∇ · (σ0∇v0)] dV = 0 . (5.10)
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By applying Gauss’s divergence theorem [199] and taking into account the asymptotic
behaviour of weak solutions of (5.1) and (5.8) given by equations (5.3)-(5.4), we can
express ∫
Ω
∇ · (v0σ∇u) dV =
∫
∂Ω
v0
(
σ
∂u
∂z
)
dS (5.11)
and, hence, the following identity can be used for the first term in equation (5.10)
∫
Ω
v0∇ · (σ∇u) dV =
∫
∂Ω
v0
(
σ
∂u
∂z
)
dS −
∫
Ω
σ∇v0 · ∇u dV . (5.12)
Similarly, the remaining two terms in equation (5.10) can be rewritten as
∫
Ω
v0∇ · (σ0∇u0) dV =
∫
∂Ω
v0
(
σ0
∂u0
∂z
)
dS −
∫
Ω
σ0∇v0 · ∇u0 dV, (5.13)
∫
Ω
(u− u0)∇ · (σ0∇v0) dV =
∫
∂Ω
(u− u0)
(
σ0
∂v0
∂z
)
dS −
∫
Ω
σ0∇v0 · ∇ (u− u0) dV.
(5.14)
Consequently, by using identities (5.12)-(5.14) and (5.7) in equation (5.10), it follows
that
∫
∂Ω
[
v0
(
σ
∂u
∂z
− σ0
∂u0
∂z
)
− (u0 − u)
(
σ0
∂v0
∂z
)]
dS
=
∫
Ω
[(σ∇u− σ0∇u0) · ∇v0 − σ0∇ (u− u0) · ∇v0] dV.(5 15)
Since both u and u0 satisfy the same Neumann boundary condition (5.2), i.e. j =
σ∂u/∂z = σ0∂u0/∂z, the first term under the integral on the left-hand side of (5.15)
is zero. Thus, after combining the like terms on the right-hand side, equation (5.15)
becomes: ∫
∂Ω
(u0 − u)
(
σ0
∂v0
∂z
)
dS =
∫
Ω
δσ∇v0 · ∇u dV . (5.16)
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Linearising the potential u about σ0 yields:
u(x, y, z) = u0(x, y, z) + δu(x, y, z) , (5.17)
where δu = O(δσ). Substituting this linearisation in the right-hand side of equation
(5.16), the following integral equation can be derived for δσ:
∫
∂Ω
(u0 − u)
(
σ0
∂v0
∂z
)
dS =
∫
Ω
δσ∇v0 · ∇u0 dV +O(δσ2). (5.18)
Equation (5.18) is true for any uk and uk0, solutions of equation (5.1) for a given current
pattern jk applied to the active electrodes, and for any vi, solution of equation (5.8)
subject to a current density j̃i corresponding to the i-th simulated current pattern Ĩi
applied at the passive electrodes and given by equation (5.9). Thus,
M∑
l=1
∫
el
(
uk0 − uk
)
j̃i dS ≈
∫
Ω
δσ∇vi0 · ∇uk0 dV ,
k = 1, . . . , L−M − 1 and i = 1, . . . ,M − 1 .(5.19)
Using the ave-gap model for the electrodes, the inverse problem becomes that of
finding the perturbation δσ satisfying the following system of equations
M∑
l=1
(
Uk0,l − Ukl
)
Ĩ il =
∫
Ω
δσ∇vi0 · ∇uk0 dV ,
k = 1, . . . , L−M − 1 and i = 1, . . . ,M − 1 , (5.20)
where
Uk0,l =
1
Al
∫
el
uk0(x, y)dS . (5.21)
The left-hand side of (5.20) contains only measured and simulated quantities, Ukl and
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Uk0,l, respectively, and will be denoted by B(i, k), i.e.
B(i, k) =
M∑
l=1
(
Uk0,l − Ukl
)
Ĩ il . (5.22)
A further simplification that can be introduced to aid the image reconstruction process
comes from the fact that the objective is to identify a small object(tumour) of uniform
conductivity lying within a region (breast tissue) of uniform, but different and known,
conductivity. It can therefore be assumed that the conductivity is piecewise constant.
In this case the half-space can be approximated by voxels, {Vn}∞n=1, and thus
δσ(x, y, z) =
∞∑
n=1
δσnχn(x, y, z) ,
where χn is the characteristic function over the nth voxel, i.e.
χn(x, y, z) =



1 , (x, y, z) ∈ Vn ,
0 , otherwise ,
However, in practice, a finite number of measurements are possible and, hence, only
conductivities of a finite number N of voxels, where N ≤ (L−M − 1)× (M − 1) can
be reconstructed. In this case, equation (5.20) reduces to an over-determined linear
system of equations
B(i, k) =
N∑
n=1
A(i, k, n)δσn , k = 1, . . . , L−M −1 and i = 1, . . . ,M −1 , (5.23)
where
A(i, k, n) =
∫
Vn
∇vi0 · ∇uk0 dV . (5.24)
Note that the matrix A is independent of the measured voltage data and it can
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be computed in advance and stored for use with other reconstructions in the same
geometry.
Since, the linearized system of equations (5.23) inherits ill-posedness from the original
nonlinear inverse conductivity problem, the matrix A is ill-conditioned and regular-
ization is required. The system of equations (5.23) is therefore solved by means of
generalized inverse and truncated singular value decomposition was used as the reg-
ularization scheme [200]. In this way very small singular values (i.e. smaller than a
certain threshold ε) will be neglected and will not enter in the reconstruction.
5.3 Numerical Implementation
5.3.1 Electrode and Voxel Configuration
As described earlier, the planar array of electrodes is rectangular and consists of
L (= 36) circular electrodes of radius rl (= 3.5mm), l = 1, . . . , L, which are equally
spaced. The distance between the centres of two adjacent electrodes is d (= 12mm).
There are M (= 16) passive (inner) electrodes and L−M (= 20) active (outer) elec-
trodes. The terms outer and inner are relative to the positions of the electrodes in
the array. As seen in Figure 5.1(a), all the electrodes located on the boundary of
the rectangular array are active, while the remaining ones are passive. At this point,
it is important to note that this electrode configuration not only provides a simpler
geometry than the hexagonal pattern of the earlier prototypes in [177, 196], but for
some electrical impedance imaging problems in geophysics, archaeology, medical di-
agnosis and industrial plant control, an appropriate electrode geometry may be that
of a rectangular array of electrodes placed on a surface plane. For example, rect-
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angular electrode configurations have been employed before for medical applications
such as: breast cancer detection [56,164,168,197], respiratory monitoring, functional
imaging of the digestive system and peripheral venography [201], or for engineering
and environmental studies (e.g. [202] and the references therein).
For the numerical implementation of the algorithm, a layered voxel configuration is
used, similar to the one introduced in [197] and it is depicted in Figure 5.2(b). There
are 52 voxels in each layer:
36 small inner voxels aligned immediately under the electrodes of dimensions
12mm× 12mm× 2mm, and
16 outer large voxels arranged around the boundary of the electrode array of
dimensions 24mm × 24mm × 2mm (i.e. the same height, 2mm, but four times
the volume of a small voxel).
Although the interest is to image the conductivity in the region under the electrode
array, the voxel configuration has to model, nevertheless, an unbounded domain. The
reason for introducing the outer large voxels is to achieve this in a practical manner.
As mentioned earlier, the total number of voxels should satisfy N ≤ (L−M − 1)×
(M − 1) = 285. Hence, since there are 52 voxels per layer, no more than 5 layers of
voxels can be considered (i.e. N = 5 × 52 = 260 ≤ 285). Note that the number of
voxels per layer is determined by the geometry of the electrode array, while the total
number of layers is constrained by the number of active and passive electrodes, i.e. the
total number (=285) of possible combinations of measured and simulated currents.
The height of each voxel layer, however, is not fixed and it can be adjusted to allow
conductivity reconstructions up to the required depths. Most of breast tumours are
located near the skin surface [203]. The results of a clinical study of single-breast
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(a) x-y-z plan (b) Three-dimensional view (c) Two-dimensional view
Figure 5.2: Voxel configuration: are the active electrodes, are the passive
electrodes, and P1 − P5 denote the positions in the xy-plane where inclusions were
placed in the numerical simulations.
lesions located at least 0.5cm from the skin surface and pectoralis margin and at least
2.0cm from the nipple showed that the mean distance from the skin surface to the
lesion was 0.9cm (range, 0.5 − 1.7cm) [204]. Therefore, in this approach the chosen
voxel configuration allows reconstructions up to a depth of 1cm (=5 layers×2mm).
5.3.2 Computation of Matrix A
Before discussing the construction of matrix A in (5.24), the problem of comput-
ing the potentials u0 and v0 for a homogeneous medium is first addressed.
Let P = (x, y, z) be an interior point in Ω, Q0 = (x
′, y′, 0) be a point on the boundary
∂Ω and Ql = (xl, yl, 0) be the centre of lth electrode. For a constant conductivity
distribution σ0, the solutions of the two theoretical forward problems, defined by (5.1),
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(5.2) and (5.5) with j = ji and (5.8)-(5.9) with j̃ = j̃k, are straightforward [199]:
uk0(x, y, z) =
1
2πσ0
∫
∂Ω
1
rPQ0
jk(x′, y′) dx′ dy′
=
1
2πσ0
L∑
l′=M+1
Ikl′
Al′
∫
el′
1
rPQ0
dx′ dy′ , k = 1, . . . , L−M − 1 ,(5.25)
and, respectively,
vi0(x, y, z) =
1
2πσ0
∫
∂Ω
1
rPQ0
j̃i(x′, y′) dx′ dy′
=
1
2πσ0
M∑
l=1
Ĩ il
Al
∫
el
1
rPQ0
dx′ dy′ , i = 1, . . . ,M − 1 , (5.26)
where rPQ0 = |P −Q0| =
√
(x− x′)2 + (y − y′)2 + z2.
In order to compute the entries of the matrix A, the volume integral in (5.24) is
fist discretized. To this end, the same approach as in [197] is followed and each
of the voxels is divided into m subvoxels V jn (j = m = 1 for the inner voxels and
j = 1, ...,m = 4 for the outer ones). Thus, there will be 100 subvoxels of equal
volume per layer. The volume of the jth subvoxel of the nth voxel V jn is, therefore,
V oljn = 12 × 12 × 2 = 288mm3. Using this dicretization, and the expressions for uk0
and vi0 given by equations (5.25) and (5.26), the following expression is obtained for
the entries of the matrix A by evaluating the integral (5.24) at the points P jn, the
centres of subvoxels V jn :
A(i, k, n) =
m∑
j=1
V oljn
(2πσ0)2
M∑
l=1
L∑
l′=M+1
Ĩ il I
k
l′
AlAl′
×
[
∇P
∫
el
1
rPQ0
dx′ dy′
]
P=P jn
·
[
∇P
∫
el′
1
rPQ0
dx′ dy′
]
P=P jn
. (5.27)
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In order to evaluate these entries, the following quantity has to be is computed:
∇P
∫
el
1
rPQ0
dx′ dy′ = ∇P
∫
el
1
|(P −Ql)− (Q0 −Ql)|
dx′ dy′ , for l = 1, . . . , L .(5.28)
These expressions were computed analytically by converting the integrals to cylin-
drical coordinates as follows. Let (r, θ, z) and (s, ϑ, 0) be the cylindrical coordinates
of P̃ = P − Ql and Q̃ = Q0 − Ql, respectively. Specifically, Q̃ = (x̃, ỹ, 0), where
x̃ = x′ − xl = s cos(ϑ) and ỹ = y′ − yl = s sin(ϑ). Then, rPQ0 can be expressed in
cylindrical coordinates as
rPQ0 = |P̃ − Q̃| =
√
r2 + s2 − 2rs cos(ϑ− θ) + z2 . (5.29)
It is clear from symmetry that the following integral is independent of the polar angle
θ, i.e.
∫
el
1
rPQ0
dx′ dy′ =
∫ rl
0
∫ 2π
0
1√
r2 + s2 − 2rs cos(ϑ− θ) + z2
s ds dϑ
=
∫ rl
0
∫ 2π
0
1√
r2 + s2 − 2rs cosϑ+ z2
s ds dϑ . (5.30)
Hence,
∇P
∫
el
1
rPQ0
dx′ dy′ =
(
er
∂
∂r
+ ez
∂
∂z
)∫ rl
0
∫ 2π
0
1
rPQ0
s ds dϑ , (5.31)
with
∂
∂r
∫ rl
0
∫ 2π
0
1
rPQ0
s ds dϑ =
2
r
√
(r + rl)2 + z2
[
E
(
4rrl
(r + rl)2 + z2
)
− r
2 + r2l + z
2
(r + rl)2 + z2
K
(
4rrl
(r + rl)2 + z2
)]
,(5.32)
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and
∂
∂z
∫ rl
0
∫ 2π
0
1
rPQ0
s ds dϑ =
1√
(r + rl)2 + z2
×
[
4zK
(
4rrl
(r + rl)2 + z2
)
− 2i×
(
(r − rl − iz)Π
(
2rl
r + rl − iz
∣∣∣∣
4rrl
(r + rl)2 + z2
)
+ (−r + rl − iz)Π
(
2rl
r + rl + iz
∣∣∣∣
4rrl
(r + rl)2 + z2
))]
(5.33)
where K(k), E(k) and Π(n|k) are the complete elliptic integrals of first, second and
third kind, respectively. Further details about these special functions can be found in
[205]. Both the r-component and the z-component of the gradient given by equations
(5.32) and (5.33), respectively, are real valued functions. However, due to numerical
inaccuracies in the computer algorithms used to evaluate these functions, there are
always some residual imaginary parts in the order of the machine precision. To
overcome this issue, only their real parts are considered in further computations.
Note that although in our implementation we preferred to use the above closed form
expressions, all these integrals could also be evaluated to great accuracy by using a
numerical quadrature method such as boundary elements (see, for example, [206]).
This would be more consistent with the numerical experiments where the forward
model is a bounded domain but at the cost of increased computation time.
5.3.3 Construction of Matrix B
For the construction of matrix B given by equation (5.22), the measured and
simulated voltages, Ukl and U
k
0,l, respectively are needed.
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In practice, the voltages Ukl are known experimental data. However, as no real data is
yet available, instead, the measured voltages are simulated numerically as explained
in Section 5.4.
In order to find the values of the simulated voltages Uk0,l given by equation (5.21),
firstly uk0 (x, y) = u
k
0 (x, y, z = 0) has to be computed by evaluating the expression in
equation (5.25) at z = 0. To this end, the same change of variables as in subsection
3.2 and equation (5.30) is used. Note that due to the symmetry considerations of
the integral (5.30), the solution uk0 is also independent of the polar angle θ. Hence,
uk0 (r, θ, z = 0) = u
k
0 (r), and the following expression is obtained
uk0 (r) =
1
2πσ0
L∑
l′=M+1
Ikl′
Al′
∫ rl′
0
∫ 2π
0
1√
r2 + s2 − 2rs cosϑ
s ds dϑ , k = 1, . . . , L−M−1 .
(5.34)
The integral in equation (5.34) can be computed analytically, i.e.
∫ rl′
0
∫ 2π
0
1√
r2 + s2 − 2rs cosϑ
s ds dϑ =
2 (r + rl′)E
(
4 r rl′
(r + rl′)
2
)
− 2 (r − rl′)K
(
4 r rl′
(r + rl′)
2
)
. (5.35)
Once the currents applied at the active electrodes Ikl′ are known from measurements,
uk0 can be estimated in a straightforward way using equations (5.34)-(5.35) at different
points on the surfaces of passive electrodes el, l = 1, · · · ,M , and then obtain Uk0,l by
evaluating numerically the integral in equation (5.21).
The simulated currents Ĩi =
(
Ik1 , . . . , I
k
16
)
, i = 1, . . . ,M = 15, are assumed to be
standard trigonometric linearly independent current patterns, i.e.
Ĩil =



cos
(
i (l − 1) 2π
M
)
, i = 1, . . . , bM
2
c,
sin
((
i− bM
2
c
)
(l − 1) 2π
M
)
, i = bM
2
c, . . . ,M − 1.
(5.36)
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5.4 Numerical Examples
In this section, I present some reconstructions obtained by applying the above
reconstruction algorithm to simulated data. The setup of the numerical tests mim-
icked closely the laboratory experiments presented in [40,178]. A rectangular tank of
length L (= 15cm), width W (= 15cm) and height H (= 7.5cm) is considered, which
contained an isotropic medium of conductivity approximately equal to that of healthy
breast tissue, σ0 = 200mS/m. The rectangular array of electrodes was placed at the
centre of the top of the tank (i.e. z = 0cm). The dimensions of the tank were much
larger than those of the electrode array (0.72cm×0.72cm) and of the voxel configura-
tion (12cm×12cm×1cm) used for conductivity reconstructions, thus approximating
an infinite half space.
Cylindrical inclusions of radii R15 = 1.5mm, R25 = 2.5mm and/or R35 = 3.5mm,
heights h = 5mm and conductivities σ = 800mS/m or 600mS/m were then placed on
below positions P1 − P5 in the xy-plane (see Figure 5.2(c)) and at different depths
z. Note that the largest cylindrical object R35 has the same radius as the electrodes,
while the other two, R25 and R15, have much smaller radii. P1, P2 and P5 in Figure
5.2(c) are positions directly below a passive electrode, while P4 and P5 are positions
between the passive electrodes.
To simulate the measured values of the potential on the boundary, the direct problem
(5.1), (5.2) and (5.5) was first solved. In order to avoid inverse crimes and to test
the robustness of the inversion techniques, EIDORS [207] was used as a forward
solver. EIDORS is a finite element software package which has no connection with
the reconstruction method under consideration. Current patterns similar to those
defined in equation 5.36 were applied at the active electrodes, Ik =
(
Ik21, . . . , I
k
36
)
, k =
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1, . . . , L−M−1 = 19. The direct problem was solved for each of the nineteen different
current patterns and the values of the corresponding voltages were obtained at the
passive electrodes Uk =
(
Uk1 , . . . , U
k
20
)
, k = 1, . . . , 19, by interpolating the numerical
solution at points on the surface of the electrodes and evaluate numerically the integral
in equation (5.6). This was the data used by the reconstruction algorithm. The
conductivities of all N = 260 voxels were obtained by inverting the over-determined
linear system of equations (5.23). In the numerical examples considered, singular
values smaller than ε = 10−5 were cut off (i.e. 35 singular values were used in the
reconstructions).
As mentioned earlier, in EIT a noise level of 1% is reasonable in many circumstances,
but in some medical applications greater accuracy can be achieved [191]. However,
since the reconstruction method is quite stable with respect to the noise level in the
data, in all the numerical examples discussed below, reconstruction results obtained
from data with 2% additive Gaussian random errors are shown. Note that in all
figures presented below the colour ranges are the same for each subplot. Moreover,
the homogeneity properties of the proposed algorithm are good. As shown in Figure
5.3, it was possible to reconstruct an uniform distribution of conductivity of 200mS/m
using simulated data for the tank with no inclusions.
In Figures 5.4, 5.5 and 5.6, I present the conductivity reconstructions for the medium
size cylindrical object of radius R25 and conductivity 800mS/m (i.e. four times higher
than the background conductivity) placed below position P1 (i.e. below an electrode
and next to an active electrode) and at depths z = −2, −3 and −6mm, respectively,
from the array of electrodes. The position of the inclusion in the xy-plane was suc-
cessfully recovered in all three cases but the reconstructed conductivity values were
smaller than the actual conductivity values. This difficulty in recovering the ampli-
tude of high contrast conductivities is a common feature of EIT linearisation methods,
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5
Figure 5.3: The reconstruction of an uniform distribution of conductivity of 200mS/m
using simulated data for the tank with no inclusions.
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see for example [177, 197, 208]. It was also found that estimating the depth of the
inhomogeneity was more ill-posed than reconstructing its position in the xy-plane.
For an inclusion placed at this position, the values of the reconstructed conductivities
at position P1 were larger in the upper voxel layers with a maximum value attained
in the second layer irrespective of the depths of the inclusions. However, the deeper
the object, the smaller the values of the reconstructed conductivity. This suggests
that some information about the depth location of the inclusions is present in the
data, but as seen from Figures 5.4(f) and 5.5(f) there is limited information about
objects’ heights as it seems as if the inclusion extends over all five voxel layers. This
conclusion is in agreement with the findings in [178].
To test the spatial resolution of the algorithm, I placed cylindrical inclusions of con-
ductivity 800mS/m and of different radii R35, R25 and R15 at position P2 (i.e. below
an electrode, but further away from the active electrodes) and depth z = −3mm.
The numerical results can be found in Figures 5.7, 5.8 and 5.9, respectively. Similar
to the previous numerical experiments, the position of the inclusion in the plane of
electrodes was well characterized. The values of the reconstructed conductivities at
position P2 were also smaller than the true ones, but overall larger in the upper
voxel layers with a maximum value attained in the first layer in this case. Moreover,
as expected, the smaller the size of the inhomogeneity, the smaller were the values
of the reconstructed conductivity. Note that, by using the electrode array and the
experimental setup under consideration as well as the proposed three-dimensional re-
construction algorithm, I managed to detect inhomogeneities which are much smaller
in size (i.e. a cylinder of radius R15 and height 5mm whose conductivity is only four
times higher than the background) and up to larger depths than in [178,196,197].
When a cylindrical inhomogeneity of radius R25 and of conductivity 800mS/m was
placed on a position between two electrodes, P3, or in the middle of four neighbouring
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electrodes, P4, then the conductivity of all two or four adjacent voxels was much larger
than that of the background, see Figures 5.10 and 5.11.
Next I demonstrate that the detection of a small conductive inhomogeneity is not
affected by the presence of a more resistive tissue layer (i.e. the skin) at the surface.
To this end, I included a 2mm thick resistive layer of conductivity 50mS/m layer
directly under the surface. A cylindrical object of radius R35 was positioned at P1
and z = −4mm. As seen from the numerical reconstructions presented in Figure
5.12, the presence of the object is visible and its position in the xy-plane is well
characterized.
The final simulations included in this Chapter consist of reconstructions of two con-
ductive objects of radii R25 and R15 placed at positions P5 and P6, respectively,
and at the same depth (z = −3mm). Firstly, in Figure 5.13 I present the results
obtained when the two inclusions have the same conductivity (800mS/m). In this
case, the presence of the smaller cylindrical object (R15) is slightly shielded by the
larger object (R25). Then, in Figure 5.14 I show the reconstructions of objects of
different conductivities (600mS/m and 800mS/m, respectively) when the presence of
the smaller object is more pronounced.
5.5 Summary
In this Chapter I presented a three-dimensional non-iterative reconstruction algo-
rithm developed for conductivity imaging with real data collected on a planar rect-
angular array of electrodes. Such an electrode configuration as well as the proposed
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imaging technique are intended to be used for breast cancer detection. The algorithm
is based on linearizing the conductivity about a constant value and allows real-time
reconstructions. The performance of the algorithm was tested on numerically sim-
ulated data and I successfully detected small inclusions with conductivities three or
four times the background lying beneath the data collection surface. The results were
fairly stable with respect to the noise level in the data and displayed very good spatial
resolution in the plane of electrodes.
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(a) Voxel Layer 1 (b) VoxelLayer 2 (c) VoxelLayer 3
(d) VoxelLayer 4 (e) VoxelLayer 5 (f) σ(|z|) at P1
Figure 5.4: Conductivity reconstructions for a cylindrical object of radius R25 of
conductivity 800mS/m placed at position P1 and z = −2mm. The thick continuous
line in (e) marks the position and the height of the inclusion along the z-axis.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5 (f) σ(|z|) at P1
Figure 5.5: Conductivity reconstructions for a cylindrical object of radius R25 of
conductivity 800mS/m placed at position P1 and z = −3mm. The thick continuous
line in (e) marks the position and the height of the inclusion along the z-axis.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5 (f) σ(|z|) at P1
Figure 5.6: Conductivity reconstructions for a cylindrical object of radius R25 of
conductivity 800mS/m placed at position P1 and z = −6mm. The thick continuous
line in (e) marks the position and the height of the inclusion along the z-axis.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5 (f) σ(|z|) at P2
Figure 5.7: Conductivity reconstructions for a cylindrical object of radius R35 of
conductivity 800mS/m placed at position P2 and z = −3mm. The thick continuous
line in (e) marks the position and the height of the inclusion along the z-axis.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5 (f) σ(|z|) at P2
Figure 5.8: Conductivity reconstructions for a cylindrical object of radius R25 of
conductivity 800mS/m placed at position P2 and z = −3mm. The thick continuous
line in (e) marks the position and the height of the inclusion along the z-axis.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5 (f) σ(|z|) at P2
Figure 5.9: Conductivity reconstructions for a cylindrical object of radius R15 of
conductivity 800mS/m placed at position P2 and z = −3mm. The thick continuous
line in (e) marks the position and the height of the inclusion along the z-axis.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5
Figure 5.10: Conductivity reconstructions for a cylindrical object of radius R25 of
conductivity 800mS/m placed at position P3 and z = −3mm.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5
Figure 5.11: Conductivity reconstructions for a cylindrical object of radius R25 of
conductivity 800mS/m placed at position P4 and z = −3mm.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5 (f) σ(z) at P2
Figure 5.12: Conductivity reconstructions for a cylindrical object of radius R35 of
conductivity 800mS/m placed at position P1 and z = −4mm in the presence of a
resistive medium (50mS/m) in Voxel Layer 1. The thick continuous line in (e) marks
the position and the height of the inclusion along the z-axis.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5
Figure 5.13: Conductivity reconstructions for two cylindrical objects of radii R25
and R15 of conductivities 800mS/m placed at positions P5 and P6, respectively, and
z = −3mm.
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(a) Voxel Layer 1 (b) Voxel Layer 2 (c) Voxel Layer 3
(d) Voxel Layer 4 (e) Voxel Layer 5
Figure 5.14: Conductivity reconstructions for two cylindrical objects, one of radius
R25 and of conductivity 600mS/m, and the other of radius R15 and of conductivity
800mS/m, placed at positions P5 and P6, respectively, and z = −3mm.
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Chapter 6
Conclusions and Future Work
In the first part of this thesis, reconstructions of the conductivity of a two-
dimensional circular domain from boundary measurements of currents and interior
measurements of the potential were carried out. The two-dimensional conductivity
reconstructions presented in Chapter four were obtained from data generated numer-
ically using the finite element solvers PDE and EIDORS toolboxes for Matlab, and
from real data measured by a planar EIT device developed for early detection of breast
cancer at the University of Mainz in collaboration with Oxford Brookes University.
The real data was obtained at the Institut für Physik, Universität, Mainz, by placing
a planar array of electrodes at the bottom of a tank filled with saline water, and then
by immersing metal objects, with various sizes, at different depths and positions from
the sensing head.
All Mainz-Brookes sensing heads have S electrodes for injecting current (twelve in the
old prototypes and eighteen in the latest proposed one), which are arranged at equal
distances on the outer ring of a disk with radius 4.4cm. In the resistor network model,
the old prototype included twenty four current splits, while the later version contained
only eighteen. In the latest modified design, however, the proposed geometry is such
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that there are no current splits. There areKr inner electrodes for measuring potentials
(thirty six in the old design and fifty four in the later ones) arranged in a hexagonal
pattern. The equivalent resistor network of each prototype also has N links (sixty
six in the old prototype and ninety in latest ones) where currents and resistances are
specified.
The novelty in the design of Mainz-Brookes sensing heads is in the use of two distinct
groups of electrodes: active, for injecting current patterns only, and point-like high
impedance passive electrodes where the induced potentials are measured, hence no
issues related to the contact impedance arise. The devices also have fixed geometry,
and the positions of the electrodes are exactly known. When the measuring area of
those sensing heads is modelled as a resistor network, a map of the reconstructed
conductivity at the surface to which the EIT device is applied could provide valuable
information on the existence, location and size of breast tumours situated at shallow
depths.
In order to carry out numerical reconstructions of different depths, sizes, positions
and number of inclusions, a finite elements model which mimics the experimental
setup of Mainz group was numerically designed using EIDORS and Matlab. A three-
dimensional finite element forward solver was then used to simulate data to further
test the robustness of the inversion algorithm and the sensitivity of different sensing
heads. In these numerical reconstructions, presented in Chapter four, it has been
shown that the positions of the metallic objects could be detected up to distances
from the sensing head which are approximately equal to their diameters.
In the second part of this thesis, the geometry of an optimal planar array of elec-
trodes was determined for the design of a new sensing head for Mainz-Brookes mam-
mographs. The new design which has eighteen electrodes for injecting currents, with
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no current splits is a modification of an old sensing head which has only twelve elec-
trodes for injecting current and eighteen current splits. Both however had fifty four
electrodes for measuring potentials. The equivalent resistor network for this sensing
head consists of S = 18 electrodes for injecting currents, which are also arranged at
equal distances on the outer ring of a disk of radius R = 4.4cm. The number of inner
electrodes for measuring potentials which are arranged in a hexagonal pattern is sim-
ilar to the previous design with Kr = 54 knots. The number of links in this sensing
head where currents and resistances are specified is N = 90 as mentioned earlier.
The significance of this new design lies in the fact that the current splits which ex-
isted in all old prototypes and required additional information for the reconstruction
algorithm have been totally eliminated. Thus, modelling errors from computing the
split-up ratio has been also excluded.
The third and final part of this thesis presents a novel three-dimensional non-iterative
reconstruction method for conductivity imaging in breast cancer detection using nu-
merically generated data from a planar EIT device developed at the University of
Mainz in collaboration with Oxford Brookes University. The head of the sensor
contains both active electrodes, where standard trigonometric current patterns are
applied, and passive electrodes, where the induced voltages are measured, arranged
in a rectangular array. A finite region beneath the surface was discretised into voxels
of different sizes depending on their position relative to the electrode array and their
conductivities were determined from the data measured on the electrode array. The
reconstruction algorithm is based on linearizing the conductivity about a constant
value. It is simple, direct and fast, and it allows reconstructions in real-time.
The performance of the algorithm was tested on numerically simulated data. Small
inclusions of various conductivities placed at several depths were detected and their
positions in the plane of the electrode array were successfully recovered. Although
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the depth resolution is rather poor, the reconstructions have good spatial resolution
in the xy-plane and are quite stable with respect to the noise level in the data. The
most relevant feature is the fact that it can detect smaller objects up to larger depths
than the other two-dimensional non-iterative approaches developed for similar planar
EIT devices.
Hence, my research started by establishing adequate knowledge and understanding
of the application specifications, followed by a comprehensive evaluation of available
EIT imaging systems for breast cancer and their associated challenges. The research
continued by an investigation of various network grids for modelling the measurement
area in planar arrays, which led to determining the optimal geometry for the sensing
head. Moreover, analysis of different mathematical models for the three-dimensional
imaging problem has also led to developing a novel inversion algorithm.
The thesis was divided into six chapters. Chapter one began by providing a brief
insight into medical imaging and fundamental principles of Electrical Impedance To-
mography, followed by an overview of the inverse conductivity problem and its ill-
posedness nature.
Chapter two presented the fundamental principles and specifications of EIT systems,
followed by a list of medical and industrial applications of this technique. Next,
the mathematical formulation of EIT including the forward and inverse problem of
the continuum model and a description of some known electrodes modelling were
introduced. This chapter also established the relation between optimal currents and
the distinguishabilty, a criterion used to measure the ability of an EIT system to
differentiate between two conductivities.
Chapter three was devoted to EIT mammographs. This chapter also included termi-
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nologies related to medical examination such as accuracy, specificity, and sensitivity.
Additionally, in vitro and in vivo methods for measuring the human breast tissues
were explained with some experimental results giving various measurements of the
electrical property of different human tissues. The chapter also presented results of
clinical trials of EIT for detecting breast cancer, with a focus on evaluating the sen-
sitivity and specificity. The chapter concluded with clinical trials using EIT as an
adjunct to other imaging modalities (mainly X-ray mammography).
According to these clinical trials, it was shown that popular screening modalities
lack specificity, which results in a high false-positive results of up to 80%. However,
when using EIT as an adjunct technique for detecting breast cancer, the accuracy of
the examination improved. Moreover, a number of research studies have also showed
that EIT has an advantage over other imaging techniques in its ability to differentiate
between benign and malignant tumours.
In Chapter four, a two-dimensional reconstruction algorithm based on discrete re-
sistor model is presented followed by numerical results. An academic example was
included at the end of the thesis which explains the inversion method based on resistor
networks.
Chapter five presented the three-dimensional novel reconstruction algorithm for elec-
trical impedance imaging. A simple implementation of the algorithm and reconstruc-
tions from simulated data obtained using EIDORS was also provided in this chapter.
The results showed very good spatial resolution, and the algorithm was robust with
respect to errors in the data.
To summarise, the following major stages were accomplished in this research project:
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1. Review and analysis of relevant literature which included, Electrical Impedance
Tomography (EIT), information about other existing screening modalities and
their practicality in detecting breast cancer as well as results of clinical trials
for using different imaging modalities.
2. Implementation of a two-dimensional reconstruction method based on discrete
resistor networks in Matlab, for Mainz-Brookes tomographs intended to be used
for detecting breast cancer.
3. Numerical tests of the geometry of an optimal planar array of electrodes for the
design of a new sensing head of the Mainz-Brookes EIT devices.
4. Finite Element specialist software (PDE and EIDORS) with Matlab were used
to generate synthetic data for the forward problem of Mainz-Brookes EIT sys-
tem. This data, together with the implemented two-dimensional reconstruction
method based on resistor networks were used to test the geometry of an optimal
planar array of electrodes, and to test the robustness of the inversion technique.
5. Design of a novel three-dimensional reconstruction method which is suitable for
breast cancer imaging from surface measurements of voltages and currents.
6. Generation of synthetic data using EIDORS and Matlab to reconstruct the
conductivity inside a rectangular tank in order to test the three-dimensional
inversion.
6.1 Future Work
Although the reconstructions from simulated data are promising first results, in
order to determine whether Mainz-Brookes mammographs and their proposed inver-
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sion techniques will prove effective for breast cancer detection, there are still further
yet significant lab experiments and clinical trials to be carried out.
With the promising first numerical results from the novel three-dimensional recon-
struction algorithm, the groups at Oxford Brookes and Mainz Universities are cur-
rently considering possible ways to adapt the Mainz-Brookes mammographs in order
to enable the three-dimensional imaging. Furthermore, it is planned to obtain recon-
structions from real data and try to improve the depth resolution of the algorithm
by possibly imposing a priori and/or a posteriori sparsity constraints on the recon-
structed conductivity values in each voxel.
The groups at both universities are currently improving the electronics of the EIT
device in order to measure the voltages at the inner electrodes more accurately as
this would increase depth at which tumours can be detected.
In addition to our research on EIT for breast cancer, current studies on EIT for
detecting skin cancer are taking place. The initial investigation to determine the
optimal geometry for this application has already been conducted during my research.
Further work is still ongoing.
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Appendix A
An Academic Example
A.1 Introduction
Due to the complex nature of the resistor networks corresponding to the actual
Mainz-Brookes tomographs, this example shows how Ohm’s and Kirchoff’s laws can
be applied to solve both the forward and the inverse problem for a simpler resistor
network consisting of 12 electrodes (e.g 8 outer-electrodes for current injection, 4
inner-electrodes for potential measurements and 12 links). The mathematical formu-
lations of the problems are generic and the equations derived can be easily adapted
to more complex resistor networks.
Example A.1.1. Consider the resistor network model shown in Figure A.2, Find the
conductivity from given currents I0, · · · , I8
Solution.
Let s = 1, . . . , 8, be the electrodes used for current injection and Is, s = 1, . . . , 8
be the injected currents. The potentials are defined on knots, while currents and
resistances on links. The knots (including the outer electrodes) are denoted by an
index k = 0, 1, . . . , 12 and the potential at the knot k by Φk. The knot k = 0 refers
to the reference potential Φ0 (ground). As depicted in Figure A.2 one extra link is
added, connecting the network to the virtual knot at which the reference potential Φ0
is fixed. The currents flowing from knot k to knot l are I{k,l} and the corresponding
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Figure A.1: A Stamp with 12 knots and 12 links
resistancesR{k,l} satisfy the relations I{k,l} = −I{l,k} andR{k,l} = R{l,k} > 0, I{0,1} = 0.
If Φk > Φl then I{k,l} is positive. A compound index n is substituted to denote the
links by
n = n({k, l}) = 0, . . . , 12 , k > l .
Further details about the use of this compound index are given in Table A.1 on page
204.
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Figure A.2: A resistor network with 12 knots and 12 links
From Ohm’s law, we determine the following equations:
Φ1 − Φ0 = I0R0 = 0
Φ9 − Φ1 = I1R1
Φ10 − Φ2 = I2R2
Φ10 − Φ3 = I3R3
Φ11 − Φ4 = I4R4
Φ11 − Φ5 = I5R5
Φ12 − Φ6 = I6R6
Φ12 − Φ7 = I7R7
Φ9 − Φ8 = I8R8
Φ10 − Φ9 = I9R9
Φ11 − Φ10 = I10R10
Φ12 − Φ11 = I11R11
Φ12 − Φ9 = I12R12
(A.1)
Kirchhoff’s current law applied to the knots k = 9 , 10 , 11 and 12 leads to the set
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Table A.1: Compound index values
{k,l} n({k,l})
{1,0} 0
{9,1} 1
{10,2} 2
{10,3} 3
{11,4} 4
{11,5} 5
{12,6} 6
{12,7} 7
{9,8} 8
{10,9} 9
{11,10} 10
{12,11} 11
{12,9} 12
of equations:
−I1 − I8 + I9 + I12 = 0
−I2 − I3 − I9 + I10 = 0
−I4 − I5 − I10 + I11 = 0
−I6 − I7 − I11 − I12 = 0
(A.2)
A.1.1 Forward Problem
As synthetic data need to be generated for using in the inverse problem, the
forward problem has to be considered first: for given known resistances Rn({k,l}),
n = 0, . . . , 12 and given external currents Is, s = 1, . . . , 8, determine the potential Φk
(up to a constant Φ0) at any knot k = 1, . . . , 12, and the internal currents In({k,l}),
n = 9, . . . , 12. This can be achieved by solving the system of equations (A.3) and
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(A.2). To this aim we rearrange equations (A.3) and (A.2) as follows:
Φ1 = Φ0
R1I1 + Φ1 − Φ9 = 0
R2I2 + Φ2 − Φ10 = 0
R3I3 + Φ3 − Φ10 = 0
R4I4 + Φ4 − Φ11 = 0
R5I5 + Φ5 − Φ11 = 0
R6I6 + Φ6 − Φ12 = 0
R7I7 + Φ7 − Φ12 = 0
R8I8 + Φ8 − Φ9 = 0
R9I9 + Φ9 − Φ10 = 0
R10I10 + Φ10 − Φ11 = 0
R11I11 + Φ11 − Φ12 = 0
R12I12 + Φ9 − Φ12 = 0
−I1 − I8 + I9 + I12 = 0
−I2 − I3 − I9 + I10 = 0
−I4 − I5 − I10 + I11 = 0
−I6 − I7 − I11 − I12 = 0
(A.3)
and the system of linear equation above, can be express by a matrix representation
as:


R0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 R1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 -1 0 0 0
0 0 R2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 -1 0 0
0 0 0 R3 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 -1 0 0
0 0 0 0 R4 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 -1 0
0 0 0 0 0 R5 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 -1 0
0 0 0 0 0 0 R6 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 -1
0 0 0 0 0 0 0 R7 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 -1
0 0 0 0 0 0 0 0 R8 0 0 0 0 0 0 0 0 0 0 0 1 -1 0 0 0
0 0 0 0 0 0 0 0 0 R9 0 0 0 0 0 0 0 0 0 0 0 1 -1 0 0
0 0 0 0 0 0 0 0 0 0 R10 0 0 0 0 0 0 0 0 0 0 0 1 -1 0
0 0 0 0 0 0 0 0 0 0 0 R11 0 0 0 0 0 0 0 0 0 0 0 1 -1
0 0 0 0 0 0 0 0 0 0 0 0 R12 0 0 0 0 0 0 0 0 1 0 0 -1
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 -1 0 0 0 0 0 0 -1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 -1 -1 0 0 0 0 0 -1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 -1 -1 0 0 0 0 -1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 -1 -1 0 0 0 -1 -1 0 0 0 0 0 0 0 0 0 0 0 0


×


0
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
I12
Φ1
Φ2
Φ3
Φ4
Φ5
Φ6
Φ7
Φ8
Φ9
Φ10
Φ11
Φ12


=


Φ0
0
0
0
0
0
0
0
0
0
0
0
0
I1
I2
I3
I4
I5
I6
I7
I8
0
0
0
0


Note that a few extra trivial (for this example only) equations were added to get a
symmetrical structure for the coefficient matrix, e.g. I1 = I1 . For simplicity, we
choose R0 = 0 and Φ0 = 0. For a compact notation we introduce two (1 + 12 + 12)-
dimensional vectors:
X = (0 , I1 , . . . , I12 ,Φ1 , . . . ,Φ12) and Y = (Φ0 , 0 , . . . , 0 , I1 , . . . , I8 , 0 , 0 , 0 , 0) ,
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and a (1 + 12 + 12)× (1 + 12 + 12) Kirchoff matrix
K =
(
R P T
P 0
)
. (A.4)
In equation (A.4) R is the (1 + 12)-dimensional diagonal matrix of the resistances
assigned to the outermost links
R = diag(0, R1, . . . , R12) ,
and P the (1 + 12)× 12-dimensional incidence matrix with
Pk,n+1 =
{
+1 for n = n({k, j}) (k < j)
−1 for n = n({j, k}) (j > k) , j ∈ neighbors of knot k ,
Pk,n+1 = 0, otherwise.
Pk,1 = 0 except for the index k = 1 which is connected to the external reference
potential, where P1,1 = 1. The forward problem is then solved by inverting the
matrix K:
X = K−1Y .
In this way data for potentials and internal currents can be generated for given resis-
tances and given external currents. These data could then be used as synthetic input
for testing our inversion algorithm.
A.1.2 Inverse Problem
In practice, in order to avoid any problems related to the contact impedance,
potentials are not measured at the electrodes used for current injection. The corre-
sponding inverse problem for the resistor network presented in Figure A.2 on page
203 can be formulated as follows: for given applied external currents, I1, · · · , I8 and
corresponding potentials Φk measured at the inner knots k = 9, . . . , 12, determine
the resistors R9, R10, R11, R12. To solve this inverse problem the last four equations
in (A.3) are used and rearranged as:
I9 = (Φ10 − Φ9) 1R9 ,
I10 = (Φ11 − Φ10) 1R10 ,
I11 = (Φ12 − Φ11) 1R11 ,
I12 = (Φ12 − Φ9) 1R12 .
(A.5)
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Substituting equations (A.5) into equations (A.2) we obtain:
(Φ9 − Φ10)S9 + (Φ9 − Φ12)S12 = −I1 − I8 ,
(Φ10 − Φ9)S9 + (Φ10 − Φ11)S10 = −I2 − I3 ,
(Φ11 − Φ10)S10 + (Φ11 − Φ12)S11 = −I4 − I5 ,
(Φ12 − Φ11)S11 + (Φ12 − Φ9)S12 = −I6 − I7 ,
(A.6)
where Sn = 1/Rn for n = 8 , . . . , 12 are the corresponding conductances.
The inner knots k = 9, . . . , 12 are relabel by k = 1, . . . , Kr, where Kr = 4 is the
total number of inner knots, and the corresponding links n({k, l}) = 9 , . . . , 12 by
n = 1, , . . . , Nr, where Nr = 4, and let ci be the currents entering the reduced
network as illustrated in Figure A.3, i.e.
c1 = −I1 − I8
c2 = −I2 − I3
c3 = −I4 − I5
c4 = −I7 − I6
(A.7)
Consequently, the system of equations (A.6) now reads:
Figure A.3: Reduced resistor network.
(Φ1 − Φ2)S1 + (Φ1 − Φ4)S4 = c1
(Φ2 − Φ1)S1 + (Φ2 − Φ3)S2 = c2
(Φ3 − Φ2)S2 + (Φ3 − Φ4)S3 = c3
(Φ4 − Φ3)S3 + (Φ4 − Φ1)S4 = c4
(A.8)
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We now introduce the 4-dimensional (i.e. Nr-dimensional) vector of conductances Σ =
(S1, S2, S3, S4), the 4-dimensional (i.e. Kr-dimensional) vector of applied currents
C = (c1, c2, c3, c4) , and the 4× 4 (i.e. Kr ×Nr matrix of potential differences
Ui,n =
{
Φi − Φk with n = n({i, k}) and k is a neighbour of i
0 otherwise.
(A.9)
The only non-zero entries of the matrix U are given explicitely below:
U1,1 = Φ1 − Φ2
U1,4 = Φ1 − Φ4
U2,1 = Φ2 − Φ1
U2,2 = Φ2 − Φ3
U3,2 = Φ3 − Φ2
U4,3 = Φ4 − Φ3
U4,4 = Φ4 − Φ1
(A.10)
Finally, the system of equations (A.8), can be rewritten in a compact form as:
U · Σ = C . (A.11)
Although this is a system of 4 equations for 4 unknowns, due to the total law of
current conservation (i.e.
∑8
s=1 Is =
∑4
k=1 ck = 0) only 3 equations are linearly
independent. Hence, the system is under-determined and in order to find a unique
solution we need to add data from repeated measurements (at least from two different
linearly independent current patterns applied at the 8 outer electrodes).
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A.2 Matlab Code for the Academic Example
A.2.1 Forward Solver Code
209
%========================================================================== 
% The forward solver for the simple stamp of the academic example  
% Number of Knots 12 
% Number of links 12 
%========================================================================== 
%========================= Initialisation ================================= 
clc; 
clear all; 
close all; 
%========================================================================== 
%========================= Stamp Specifications ========================== 
%% 
disp('Sample stamp with 12 Knots and 12 links'); 
disp(' '); 
stamp = xlsread('smallStampK12N12.xls'); 
   N = 12;  %Number of links 
    K = 12;  %Number of Knotes 
    S = 8;   %Number active electrodes 
    Sj = 8;  %Number of split currents 
    resistors = [0 9 10 8 4 6 2 10 9 9 3 6 1]; 
    r=sqrt(stamp([1,9],4).^2+stamp([1,9],5).^2); 
    name = 'Example stamp with 12 knots'; 
%========================================================================== 
%========================= Construct Links ================================ 
zStamp = size(stamp); 
NP = 10;                                       %Number of current patterns 
selection = [N,K,S,Sj,NP]; 
tPair = zeros(1,2);   %Temporary pairs for comparison 
J0=1;    %Injected current Amplitude 
Y =  zeros(1+N+K,1);   %Vector containing injected currents and zeros 
R = [0 ones(1,N)];    %Initialising resistors 
resistances = diag(R);    %The resistors matrix 
theta=0:pi/6:(S-1)*pi/6;   %Angular position of the external electrode 
links = zeros(N,15); 
P = zeros(K,N); 
NP = 10;                                               %Number of patterns 
%========================================================================== 
linkNumber = 0; 
for i = 1 : length(stamp) 
    tKnote = stamp(i,2); 
    j=6;  %Where the neighbours of the node start 
    while stamp(i,j) ~= 0 
 tPair(1,1) = tKnote; 
 tPair(1,2) = stamp(i,j); 
 isInCol2  = ismember(links(:,2:3), tPair, 'rows'); 
  isInCol3=ismember(fliplr(links(:,2:3)), tPair,'rows'); 
    if ~(isInCol2|isInCol3)  
 linkNumber = linkNumber + 1; 
 links(linkNumber,1) = linkNumber; 
 links(linkNumber,2:3) = tPair; 
  links(linkNumber,4:5) = stamp(i,4:5); 
 vi =find(stamp(:,2)==(tPair(1,2))); 
 links(linkNumber,6:7) = stamp(vi,4:5); 
  links(linkNumber,8) = (links(linkNumber,4) + 
links(linkNumber,5))/2; 
 links(linkNumber,9) = (links(linkNumber,6) + links(linkNumber,7))/2; 
    end 
    j=j+1; 
    end 
end 
%========================================================================== 
%========================= Build the Links List ========================== 
%% 
%We take each node from i = 1 to K, and check if it is in Link(:,2) means 
%it is smaller so the link between it and the neighbour in Link(:,3) is 
%positive. we repeat this for link(:,3) and compare with neighbours in 
%link(:,2). link(:,1) represents the links number. 
%The P routine has been inspected one by one and is 100% Correct 
for i = 1:K  % Number of Nodes 
    for  j = 1 : N;  % Number of Links 
 if (links(j,2) == i) && (links(j,2) < links(j,3)) 
 P(links(j,2),links(j,1)) = 1; 
 else 
 if (links(j,2) == i) && (links(j,2) > links(j,3)) 
 P(links(j,2),links(j,1)) = -1; 
 end 
 end 
    end 
end 
for i = 1:K  % Number of Nodes 
    for  j = 1 : N;  % Number of Links 
 if (links(j,3) == i) && (links(j,3) > links(j,2)) 
 P(links(j,3),links(j,1)) = -1; 
 else 
 if (links(j,3) == i) && (links(j,3) < links(j,2)) 
 P(links(j,3),links(j,1)) = 1; 
 end 
 end 
    end 
end 
%% 
%========================================================================== 
%========================= Create Current Patterns ======================== 
 for col = 1: 5 
    colp = col+5; 
 cp(:,col) = J0*sin(theta*col);   %sin Current patterns 
    cp(:,colp)= J0*cos(theta*colp);  %cos Current patterns  
 end 
%========================================================================== 
%========================= Construct the matrix =========================== 
KA(2:N+1,N+2:1+N+K) = P'; 
  KA(1+N+1:1+N+K,2:1+N) = P; 
   KA(1:1+N,1:1+N) = resistances; 
 KA(1,N+2) = 1; 
KA(N+2,1) = 1; 
for col = 1 : NP  %NP is Number of Patterns 
    Y(1+N+1: 1+N+S,1) = cp(:,col); 
    X = KA\Y; 
   %X = pinv(KA)*Y; 
  I(:,col) = X([2:Sj+1]);     % Add Currents readings to a column matrix Ci 
Pt(:,col) = X([N+2+S:end]); %Potentials for the reduced stamp (inner links) 
end 
%========================================================================== 
%========================= Checking KCL and KVL laws ====================== 
display('Checking Kirchhoff’s law for conservation of currents, please 
wait...'); 
KCL = zeros(K,4); 
for  i = 1:K 
    KCL(i,1) = i; 
    KCL(i,2) = KCL(i,2) +X(links(i,1)+1,1); 
end 
for  i = 1:K 
 KCL(i,3) = KCL(i,3) -X(links(i,1)+1,1); 
end 
for  i = 1:K 
 KCL(i,4) = KCL(i,2) + KCL(i,3); 
 if KCL(i,4) ~= 0 
 fprintf(1,'Error at Knot %i \n',KCL(i,1)); 
 fprintf(1,'The current does not sum to zero .\n'); 
 end 
end 
display('Checking ... DONE!');  
display('Checking Kirchhoff’s law for conservation of voltages around a 
closed loop'); 
KVL = zeros(N,3);  %Kirchhoff’s Voltage low 
for  i = 1:N 
    KVL(i,1) = i; 
    KVL(i,2) = resistances(links(i,1)+1,links(i,1)+1)*X(links(i,1)+1,1); 
    KVL(i,3) = -X(links(i,2)+1+N,1)+X(links(i,3)+1+N,1); 
end 
for  i = 1:N 
 KVL(i,4) = KVL(i,2) - KVL(i,3); 
 if KVL(i,4) > 1e-10 
 fprintf(1,'Error at Knot %i \n',KVL(i,1)); 
 fprintf(1,'Check potential or current readings .\n'); 
   end 
end 
display('Checking ... DONE!'); 
%========================================================================== 
%========================= Plot The Stamp ================================= 
figure; 
    axis equal 
    title(name); 
    xlim([min(links(:,4))-10 max(abs(links(:,4)))+10]); 
    ylim([min(links(:,5))-10 max(abs(links(:,5)))+10]); 
    sizeStamp = size(stamp); 
    sizeLinks= size(links); 
for  i = 1: sizeLinks(1) 
 line([stamp(links(i,3),4) stamp(links(i,2),4)], ... 
 [stamp(links(i,3),5) stamp(links(i,2),5)],'Marker','o',... 
 'MarkerFaceColor','r','MarkerSize',10,'LineWidth',1); 
end 
% To Print the values of the nodes 
for i=1:1:sizeStamp(1) 
 text(stamp(i,4)+1,stamp(i,5)+0.5,int2str(stamp(i,2))); 
end 
hold on 
%To plot the circles we need a lot of close points 
angle=0:pi/100:2*pi; 
for i=1:length(r) 
plot(r(i)*cos(angle),r(i)*sin(angle),'g') 
end 
%% 
%========================================================================== 
%========================= Save Variables ================================= 
save('selection','selection'); 
save('links','links'); 
save('currents','I'); 
save('potentials','Pt');  
%========================================================================== 
%========================= End of program ================================= 
A.2.2 Inversion Solver Code
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%========================================================================== 
%========================= Inverse Problem ================================ 
% This code solves the inverse problem for the simple stamp with 12 links  
% and 12 nodes using 8 injected currents.  
%========================================================================== 
clc; 
close all; 
clear all; 
%========================================================================== 
%======================= Selected stamp initialisation ==================== 
selection = load ('selection.mat'); 
N = selection.selection(1); % Number of links in the selected stamp 
K = selection.selection(2); % Number of knots in the selected stamp 
C = selection.selection(3); % Number of active electrodes in the selected 
stamp 
Cj = selection.selection(4);% Number current of splits in the selected stamp 
NP = selection.selection(5);% Number of current patterns applied  
rN = N - Cj;                % Reduced links 
rK = K - C;                 % Reduced Knots  
links = load('links.mat');   % Load the links file 
rLinks = (links.links(Cj+1:end,1:3));  % Remove outer electrodes 
rLinks(:,1) = rLinks(:,1)-Cj;   %Reset links numbers to 1 
rLinks(:,2:3) = rLinks(:,2:3)-C;%Reset nodes numbers and adjacent neighbour 
I = load('currents.mat');      % Currents for the reduced resistor network 
rI = I.I; 
Pt = load('potentials.mat');            % Potential for the reduced network 
rPt = Pt.Pt; 
%% 
%========================================================================== 
%======================= Construct the U Matrix =========================== 
% Link = rLinks(i,2) 
% Knote = rLinks(i,2) or rLinks(i,3)  
% Neighbour = rLinks(i,3), when Knote is (Knote = rLinks(i,2)) and  
% Neighbour = rLinks(i,2) when Knote is (Knote = rLinks(i,3)) 
% U(Knote,link) = Phi(Knote) - Phi(Neighbour) 
%========================================================================== 
U = []; 
for j = 1:NP 
for i = 1: rN 
    tU(rLinks(i,2),rLinks(i,1)) = -rPt(rLinks(i,2),j)+rPt(rLinks(i,3),j); 
    tU(rLinks(i,3),rLinks(i,1)) = -rPt(rLinks(i,3),j)+rPt(rLinks(i,2),j); 
end 
U=[U;tU];                                      % Append an exisiting matrix 
end 
%% 
%========================================================================== 
%==================== Generate Currents and  Solve for S ================== 
tCi(1,:) = rI(1,:)+rI(end,:); 
 k = 2;  % Index for increasing rI by 2 
 for i = 2:Cj/2; 
 tCi(i,:) = rI(k,:)+rI(k+1,:);  % Loop to increase Ci from 2 to 12 
 k = k+2; 
 end 
%========================================================================== 
%========================= New Stamp Initialisation ======================= 
global tCi; 
tCi = [tCi;zeros((length(U)/NP)-size(tCi),NP)];% Append the matrix in zeros 
Ci=tCi(:);        % converts a multi-column matrix into a one-column matrix 
S = U\Ci; 
%% 
%========================================================================== 
%========================= Display Results ================================ 
results(:,1)=S; 
 results(:,2)=S.^-1; 
results 
%========================================================================== 
%========================= End of program ================================= 
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