We discuss dynamic parameter tuning in wide-area data transfers for efficient utilization of available network capacity and optimized end-to-end application performance. Impacts of parallel TCP streams as well as concurrent data transfer jobs running simultaneously have been studied. We present an adaptive approach for tuning parallelism level of data placement jobs in distributed environments. The adaptive data scheduling includes dynamically setting parameters of data placement jobs. The proposed methodology operates without depending on any external profiles to adapt to changing network conditions.
Introduction
Efficient data access is one of the major concerns in large scale distributed applications. In a data-aware system model, data placement jobs are crucial components of the end-to-end workflow to ensure on-time arrival of data sets to the execution nodes [14] . The data placement scheduler is responsible for orchestrating the management and the coordination of data transfer jobs [12, 13] . One important goal of the data scheduler is to optimize data transfers. Therefore, we tune-up system resources and organize data placement jobs to minimize the completion time of every single operation while trying to maximize the overall throughput.
We use multiple data streams for fetching data in order to fully utilize the network bandwidth. Since we are limited by the latency in the network, the buffer size optimization and data stream parallelism have great impact on minimizing the overall data transfer time. Besides, we start multiple concurrent operations in which several data transfer jobs operate simultaneously. System resources like CPU, disk, and network are also shared by other processes. Excessive use of these resources may lead to some problems like resource starvation. So, we need to adjust the level of parallelism according to the capacity of the environment.
In this study, we focus on the level of parallelism in two stages: (1) the number of parallel data streams connected to a data transfer service for increasing the utilization of network bandwidth, and (2) the number of concurrent data transfer operations that are initiated at the same time for better utilization of system resources.
One approach is to measure the network and system statistics and come up with a good estimation for the parallelism level. However, those techniques require extensive measurements and usage of historical data. Besides, the estimated value might not reflect the best possible current settings due to the dynamic characteristics of the distributed environment.
We have designed an alternative approach in which, instead of making external measurements over the network, we make use of the information gathered from the data transfer operations that are activated by the scheduler. We propose an adaptive approach in which we set the level of parallelism for data transfer operations according to the application level throughput of previous and current operations inside the scheduler. Number of concurrent jobs running at the same time is increased gradually as long as there is any performance gain for the overall throughput. We have also implemented a transfer module that adaptively sets the number of parallel streams in a single transfer.
Related Work and Discussion
Buffer size tuning is an important issue in wide-area TCP performance to fully use the network pipe for high throughput. The optimal buffer size is related to bandwidth-delay product which is the product of the data link capacity (bandwidth of the bottleneck link) with end-to-end delay (the round trip time of the connection) [5, 6, 7] . There have been many studies that investigate diagnosis techniques to measure bandwidth and round-trip time of a given con-nection [4] . The bandwidth-delay product can vary in a shared wide-area network environment. Thus, initial measurements and estimated buffer size values may not reflect the optimal value for the time a data transfer operation is active. A dynamic auto-tuning approach in user space has been proposed [16] , and an adaptive methodology to set the buffer size dynamically has been implemented in [7, 6] .
There are several studies for configuring the GridFtp (a high performance data transfer protocol [2] ) control parameters like the number of parallel streams [9, 8] . In order to optimize the level of parallelism, we need information such as packet loss rate, end-to-end delay and available bandwidth. Moreover, several models have been studied in the literature to estimate accurate parameter configuration for parallelism [17] . The GridFtp automatic parameter configuration described in [10, 9] , measures throughput for each chunk transferred and adaptively increases the number of parallel TCP connections if there is performance gain. Since we need to reset the number of TCP data channels to be used in the transfer, there is an overhead in reconfiguring the GridFTP connection. In order to minimize the effect of this overhead for reconfiguring the GridFTP control parameter, large blocks of data chunks are transferred at every data operation call.
Additive increase, multiplicative decrease, and multiplicative increase are some of the techniques for numerically searching best parameter optimization [9, 8] . After initializing the number of parallel TCP connections, a fixed chunk of data is transferred and the instant throughput is measured along with the round-trip time. If there is gain in terms of performance, the parallelism level, N , is increased by a constant factor. If the number of parallel streams is larger than the optimal value, we will see a performance decrease in throughput. The upper limit for the measured instant throughput is defined in [9, 10] as (N W )/R, where R is the round-trip time, N is the number of optimum parallel streams, and W is the TCP buffer size.
We have also implemented a similar methodology which benefits from a very simple adaptive approach. We transfer data chunks of the file and gradually increase the number of parallel streams. The adaptive transfer module, described in the following section, makes use of the current throughput of each chunk, and tries to reach to a near optimum value gradually, instead of finding the best parameter achieving the highest throughput at once.
Adaptive data placement has also been studied in various data management architectures like [15] . Beyond that, adaptive data transfer protocols are used in wireless networks for better energy consumption [3] . Data transfer protocol adapts itself to the changing environment conditions such that data transfer rate is increased when communicating parties are closer to each other to reduce power consumption. And, data transfer rate is decreased when there is long distance between communicating parties. Data transfer rate is adjusted using the estimated, D estimated , and measured, D measured , values in each transfer period [3] :
Similarly, we also try to utilize the underlying resources and fill the network pipe as much as possible in order to minimize completion time of a transfer.
One recent work studies run-time adaptation of data placement jobs [11] . This work comes with a prototype to monitor environment conditions and to update the data transfer scheduler with required information to tune up control parameters. The data placement scheduler uses this information for performing run-time adaptation. There is a tuning infrastructure in which environment information is provided by external profiler like memory, disk, network profilers [11] . The parameter tuner executes periodically and requests information from profilers to come up with a decision which is to be used by the data transfer scheduler to set data transfer parameters.
Our approach differs from the above method by not depending on any external measurements or profiling results. Moreover, adaptability is embedded inside the scheduler such that performance information is collected to be used for tuning subsequent requests. Instead of probing the system in order to get profiling information, we just use performance metrics from actual data transfers for parameter tuning. This approach also does not require any complex model for parameter optimization. The scheduler's decision adapts itself to the environment conditions. In summary, memory shortage or insufficient network latency might be the actual reason for not letting us to increase the number of parallel streams or the number of concurrent jobs. But, gradually improving parallelism level brings a near optimal value without the burden of dealing with complex optimization steps to find the major bottleneck in a data transfer.
Dynamic Parameter Tuning
Instead of making measurements with external profiler to set the level of concurrency and parallelism in data transfer scheduling, we propose to calculate parameters using information from previous or current running data transfer operations. Thus, we do not pollute the network with extra packets and do not put extra load to the system due to extraneous calculations for exact parameter settings. We simply set the level of parallelism dynamically (both the number of concurrent jobs and the number of parallel streams) by observing the achieved application throughput for each transfer operations and gradually tuning parameters according to previous or current performance merit.
Using multiple parallel streams in data transfer is simply aggregation of TCP connections [9] . Instead of a single connection at a time, multiple TCP streams are opened to a single data transfer service in the destination host. We gain larger bandwidth in TCP especially in a network with less packet loss rate; parallel connections better utilize the TCP buffer available to the data transfer, such that N connections might be N times faster than a single connection [9, 10] .
In addition to setting the number of parallel streams for a data transfer inside the data transfer scheduler, we have also implemented and tested a special data transfer module which automatically sets the number of parallel streams.The methodology is similar to the automatic parallelism setting described in [9, 10] . We use a less complicated but effective algorithm. It measures the transfer time of each chunk transferred and calculates the current throughput. The dynamic feature of this GridFTP transfer module enables us to transfer data by chunks and also set control parameters on the fly. We keep the record of best throughput for the current parallelism level. The actual throughput value of the data chunk transferred is calculated and the number of parallel streams is increased by one if this throughput value is larger than the best throughput seen so far. We gradually increase the number of parallel streams till it comes to an equilibrium point. Figure 1 gives a glimpse of the algorithm used to implement the transfer module which set parallelism level adaptively.
Adaptive Scheduling
The data transfer scheduler accepts multiple jobs in a nondeterministic order, say: < J1, J2, J3, . . . >. Completion time of a job also depends on environment conditions such as network and system load. In order to increase the throughput, we use multiple streams, so completion time T , depends on the number of parallel streams used for the transfer. For simplicity, we reduce parameters affecting T into two key attributes: (1) the number of parallel streams to fetch data from destination host, and (2) the number of concurrent jobs scheduled to access resources of the source and destination hosts. We underline the fact that our focus is on application level tuning such that we do not deal with low level network and server optimization. The goal of the scheduler is to minimize the execution time for each data transfer while preserving the user fairness based on submission order. Therefore, we try to find the best possible settings, T =< J, c, p >, for c (concurrent jobs) and p (parallel streams) in an adaptive manner without using the external measurements from network prediction tools.
We give the control of setting the level of parallelism to the scheduler. Figure 2 shows the overall architecture of adaptive data scheduling. We tune the number of parallel streams according to the environmental conditions, and also taking into consideration the fact that there are other jobs currently running on the system. For each source-destination pair, we keep track of jobs with all possible parameters to be used in subsequent scheduling decisions as follows: J L (source, destination) = < total # of parallel streams, # of concurrent jobs, current throughput >. We keep information about the number of concurrent running jobs using the same source and destination hosts during the transfers. We maintain a record about the current throughput which is calculated from the last successful data transfer operation. This value reflects the current state of the system. We use it to make a decision on whether to increase the parallelism level for transfer jobs using this source-destination pair. Moreover, we maintain another entry inside the scheduler for each remote host, which keeps the total number of data transfer jobs scheduled at the current time-period associated with that host: J H = < total # of jobs, total # of connections >. J H enables the scheduler to prevent resource starvation and to enhance the scheduling decision by controlling and limiting the number of concurrent access to a single location.
Evaluation
In order to test our methodologies, we use the LONI [1] environment. Table 1 presents the network characteristics of our test system, where Queenbee (queenbee.loni.org) is connected over a 1Gbps link to other machines. First, we have performed experiments to see the effect of number of parallel streams in GridFTP transfers for small and large file sizes. As can be seen in Figure 3 , we present average throughput results for data transfers with parallel TCP streams. Next, we have tested the effect of concurrent jobs (performing transfer operations at the same time) using single data stream per job. The scheduler is expected to decide on the concurrency level and to initiate simultaneously multiple data transfer jobs. Figure 4 presents average throughput of total data transferred versus the number concurrently running jobs. Here, test results in experimenting the effect of concurrency level show more inconsistent behavior as compared to the graphs in Figure 3 . According to our first hand experience, data transfer jobs hang and stop responding due to resource starvation usually after 25-30 concurrent jobs. 
Conclusion
In this paper, we have presented an adaptive approach for tuning parallelism level of data placement jobs in distributed environments. The proposed methodology operates without depending on any external profiles to adapt to changing network conditions. Our initial experiments emphasize the importance of tuning parallelism level in application level data transfer performance, and support that an adaptive approach can be a feasible alternative to the models which heavily depend on historical and/or profiling data. Our future work will include improvement of our adaptive tuning methodology as well as testing the dynamic scheduling framework in a heterogeneous testbed. 
