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Abstract 
Multiword units (phrasemes), such as to give the game away or to have second 
thoughts, are frequently underrepresented in bilingual dictionaries, or they lack the 
functional information needed for active use in the target language. The present thesis 
examines possible ways of organising comprehensive functional, syntactic, semantic 
and translation-related information in a multilingual electronic dictionary. Initially, basic 
notions of monolingual and contrastive phraseology research are presented and dis-
cussed. Based on these foundations, a conceptual schema for a multilingual phraseo-
logical electronic dictionary is suggested, in which one phraseme is linked to several 
L2-equivalents, providing translation-related functional information for each phraseme 
combination. Separating monolingual from translation-related data is a core element of 
the concept, which allows the re-use of monolingual data for different language combi-
nations. Data categories are discussed in particular, as well as methods of data collec-
tion and editing. An emphasis is put on collaborative online-editing, in which usability 
issues play a crucial role. Subsequently, the designed schema is put into practice with 
SDL MultiTerm 2007. For this purpose, three different entry models are created and 
tested by means of a small Hungarian-German example corpus. In conclusion, these 
entry models are compared. General advantages and disadvantages of the use of 
MultiTerm for phraseographic purposes are discussed. 
  
   
 
  
   
Zusammenfassung 
Mehrworteinheiten wie die Gunst der Stunde nutzen oder ein Sprung ins kalte Wasser 
(sog. Phraseologismen) sind in bilingualen Wörterbüchern häufig unterrepräsentiert 
oder mit unzureichenden Angaben zur aktiven Verwendung in der Zielsprache verse-
hen. Die vorliegende Arbeit untersucht daher Möglichkeiten, Phraseologismen in 
einem elektronischen multilingualen Wörterbuch zu verwalten und praxisrelevante In-
formation in strukturierter Form bereit zu stellen. Eingangs werden Grundbegriffe aus 
der einsprachigen und kontrastiven Phraseologieforschung eingeführt und diskutiert. 
Auf dieser Basis wird ein konzeptueller Entwurf einer mehrsprachigen phraseographi-
schen Datenbank vorgeschlagen. Wesentliche Elemente sind die Zuordnung eines 
Eintrags zu mehreren ZS-Äquivalenten sowie die Trennung einsprachiger und über-
setzungsbezogener Daten. Einzelne Datenkategorien sowie Formen der Datengewin-
nung und -bearbeitung werden besprochen. Ein Schwerpunkt liegt dabei auf kollabora-
tiver Online-Bearbeitung, wobei auch Usability-Aspekte ins Blickfeld rücken. An-
schließend wird die entworfene Datenbankstruktur mit SDL MultiTerm 2007 praktisch 
getestet. Hierfür werden drei verschiedene Eintragsmodelle entworfen und anhand 
eines ungarisch-deutschen Beispielkorpus verglichen. Abschließend werden allgemei-
ne Vor- und Nachteile der phraseographischen Nutzung von MultiTerm diskutiert. 
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Verwendete Abkürzungen: 
 
Abb. Abbildung 
AdjP Adjektivphrase 
AdvP Adverbialphrase 
Akk. Akkusativ 
AS Ausgangssprache 
Bsp/bsp Beispiel 
Dat Dativ 
d.h. das heißt 
ebd ebenda 
etw etwas 
Gen Genitiv 
ggf. gegebenenfalls 
HK die Verfasserin 
iSv. im Sinn von 
jd jemand 
jdm jemandem 
jdn jemanden 
jds jemandes 
L1 eine von zwei Vergleichs-
sprachen  
L2 eine von zwei Vergleichs-
sprachen  
NP Nominalphrase 
PP Präpositionalphrase 
QUE Quelle 
s. siehe 
u.a. unter anderem, unter 
anderen 
vgl. vergleiche 
VP Verbalphrase 
vs. versus 
z.B. zum Beispiel 
ZS Zielsprache 
Σ Satz (Konstituentenstruktur) 
 
 
 
 
 
 
 
 
Hinweis: 
Die weiblichen und männlichen Bezeichnungen (die Übersetzerin/ der Übersetzer) 
werden im Wechsel verwendet. Beide Formen sind generisch gemeint und stehen 
stellvertretend für beide Geschlechter. 
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1 Einleitung 
Mehrworteinheiten wie die Gunst der Stunde nutzen oder ein Sprung ins kalte Wasser 
(sog. Phraseologismen) stellen im bilingualen Arbeiten eine besondere Herausforde-
rung dar: Als feste sprachliche „Bausteine“ machen sie einen hohen Prozentsatz 
sprachlicher Äußerungen aus, werden jedoch häufig erst nach Jahren in der Sprach-
gemeinschaft erworben. Viele Phraseologismen dienen als Marker für bestimmte Stile, 
Textsorten oder Sprechakttypen. Phraseologisches Wissen ist somit mehr als bloßer 
stilistischer Feinschliff; vielmehr beinhaltet es einen wesentlichen Schlüssel zur Kultur. 
Umso wichtiger ist daher entsprechende Information in bilingualen Wörterbüchern. 
Doch erstaunlicherweise sucht man dort oft vergeblich: Wenn ein Phraseologismus 
überhaupt verzeichnet ist, dann häufig mit unzureichenden Angaben zur aktiven Ver-
wendung in der Zielsprache. Diese Lücke wird in der vorliegenden Arbeit in Angriff ge-
nommen: Sie behandelt die Frage, wie Phraseologismen in mehrsprachige elektroni-
sche Wörterbücher eingebunden werden können, und zwar so, dass Translatorinnen 
und Sprachlernenden in strukturierter Form praxisrelevante Information an die Hand 
gegeben wird. 
Phraseologie umfasst einerseits bildliche Ausdrücke wie Feuer und Flamme für 
etwas sein oder jdn. auf die Folter spannen, auch Idiome genannt, und andererseits 
wörtlich verstandene Ausdrücke, sogenannte Kollokationen, wie ein reibungsloser 
Ablauf, die Flucht ergreifen oder die Wurzel ziehen aus, die besonders im fachsprach-
lichen Bereich von großer Bedeutung sind. Während bei Idiomen das Verständnis in 
einer Fremdsprache aufgrund der übertragenen Bedeutung Schwierigkeiten bereiten 
kann, sind Kollokationen passiv verständlich, wenn die Bedeutung ihrer einzelnen Be-
standteile bekannt ist. Die aktive Bildung hingegen ist in beiden Fällen nur mit Vor-
wissen möglich – so ist für Nichtmuttersprachler des Deutschen keineswegs offen-
sichtlich, dass das zu Brand gehörende Verb stiften heißen muss und nicht etwa 
machen oder entfachen. 
Aus diesem Grund besteht Bedarf an einem aktiven phraseologischen Wörter-
buch, das umfassende Information zur Verwendung eines Phraseologismus in der 
Zielsprache liefert. Hierzu zählt nicht nur die genaue Bedeutung, sondern auch Anga-
ben über die Einbettung in den syntaktischen Kontext, stilistische Faktoren und vieles 
mehr. Eine weitere Herausforderung an die mehrsprachige phraseologische Lexiko-
graphie (Phraseographie) besteht in der Tatsache, dass sich häufig kein genaues 
zielsprachliches Äquivalent zu einem Phraseologismus findet; dennoch sind Hinwei-
se auf mögliche Übersetzungen in einem Wörterbuch wünschenswert. Dass sich in be-
stehenden gedruckten Wörterbüchern oft nur unzureichende Informationen finden, ist 
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nicht zuletzt auf die begrenzten Möglichkeiten des Mediums Buch zurückzuführen, 
sowohl was den Umfang als auch die Vernetzung von Informationen betrifft.  
Zielsetzung dieser Arbeit ist daher die Konzeption eines elektronischen mehr-
sprachigen phraseologischen Wörterbuchs, das einem produktiven Anspruch ge-
nügt, d.h., die zur aktiven Verwendung eines zuvor unbekannten Phraseologismus nö-
tigen Informationen liefert. Das Wörterbuch soll in unterschiedliche Übersetzungsrich-
tungen verwendbar, also multidirektional sein. Zudem soll es fachgebietsunabhän-
gig sein, wohl aber die sachgemäße Einbeziehung fachsprachlicher Daten ermögli-
chen. Weiterhin wird die Möglichkeit der Dateneingabe und -bearbeitung durch Web-
Kollaboration einbezogen, um durch Beteiligung vieler Mitwirkenden Aktualität und 
einen umfangreichen, repräsentativen Datenbestand zu gewährleisten. 
Angestrebt wird ausschließlich eine konzeptuelle Datenmodellierung, ein-
schließlich der Beschreibung von Datenfeldern, ihrer Eigenschaften und wechselseiti-
gen Beziehungen. Die Implementation in ein spezifisches Datenbanksystem ist nicht 
Gegenstand dieser Arbeit. Das Konzept basiert auf theoretischer Überlegung, die eine 
hohe Allgemeingültigkeit zum Ziel hat, und wird anhand zahlreicher Beispiele erläutert. 
In einem weiteren Schritt wird die zuvor theoretisch erarbeitete Datenbankstruktur 
in einem Praxistest mit der Terminologieverwaltungssoftware SDL MultiTerm 2007 
umgesetzt. MultiTerm erlaubt eine flexible Termbankstrukturierung sowie kollaborative 
Bearbeitung, ist aber von Haus aus nicht explizit auf Phraseologismen zugeschnitten. 
Ein weiteres Ziel dieser Arbeit ist es somit, herauszufinden, ob und inwieweit sich 
MultiTerm für phraseographische Zwecke eignet. 
Um die beschriebenen phraseographischen Fragestellungen untersuchen zu kön-
nen, werden zunächst Grundlagen aus der linguistischen Phraseologieforschung be-
nötigt. Kapitel 2 befasst sich daher mit phraseologischen Grundbegriffen und einer nä-
heren begrifflichen Eingrenzung. In Kapitel 3 werden verschiedene phraseologische 
Klassen und Merkmale besprochen, die eine wichtige Grundlage für die Planung von 
Datenkategorien im Wörterbuch darstellen. 
Während Kapitel 2 und 3 sich nur auf den einsprachigen Bereich beziehen, geht 
es in Kapitel 4 um die Rolle der Phraseologie im interlingualen Arbeiten. Dabei richtet 
sich das Augenmerk zunächst auf den translatorischen Gesamtkontext. Daraufhin fol-
gen kontrastive Betrachtungen auf Textebene, die gleichzeitig einen neuen Blickwinkel 
auf die Begriffsdefinition der Phraseologie eröffnen. Weiterhin werden in diesem Kapi-
tel mögliche Äquivalenzbeziehungen zwischen Phraseologismen zweier Sprachen 
sowie entsprechende Übersetzungsverfahren untersucht. Dies dient als theoretische 
Grundlage für die Darstellung von Äquivalenzbeziehungen im Wörterbuch. Abschlie-
ßend werden einige Mängel gedruckter Phraseographie aufgezeigt, um diese bei der 
Konzeption eines elektronischen Wörterbuchs zu vermeiden. 
  
   3 
In Kapitel 5 wird ein konzeptueller Entwurf für eine mehrsprachige phraseologische 
Datenbank nach den beschriebenen Kriterien erarbeitet. Dabei werden zunächst die 
wesentlichen Eigenschaften des Wörterbuchs festgelegt (s. 5.1, 5.2), um daraufhin 
eine grundlegende Strukturierung der Daten zu skizzieren (5.3). Dem folgt eine detail-
lierte Beschreibung diverser Datenkategorien und ihrer Eigenschaften (5.4). Weiterhin 
kommen in diesem Kapitel Aspekte der Datengewinnung und -bearbeitung zur Spra-
che, wobei ein besonderes Augenmerk auf die Möglichkeit der Web-Kollaboration ge-
worfen wird (5.5). Hieraus ergeben sich Fragestellungen zur Organisation der Daten-
bearbeitung sowie zur Usability, die einen wesentlichen Eckpfeiler für das Funktionie-
ren eines Projekts dieser Größenordnung darstellt. 
Kapitel 6 schließlich dokumentiert den Praxistest der entworfenen Datenbankstruk-
tur mit Hilfe von MultiTerm. Zur Durchführung dieser Untersuchung werden drei ver-
schiedene Eintragsmodelle erstellt und anhand eines kleinen ungarisch-deutschen 
Beispielkorpus getestet. Dabei werden einerseits die drei Datenmodelle auf Praxis-
tauglichkeit hin geprüft und verglichen, andererseits werden allgemeine Stärken und 
Schwächen der Software bei der Verwaltung von Phraseologismen analysiert. 
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2 Grundbegriffe 
Beim Übersetzen, Dolmetschen oder Erlernen einer Fremdsprache stellt sich häufig 
die Frage nach einer passenden Übersetzung bzw. der Produktion von Ausdrücken 
folgender Art: 
einen grünen Daumen haben 
sich verbreiten wie ein Lauffeuer 
Verdacht schöpfen 
blau machen 
über die Runden kommen 
ein Gespräch führen 
hohe Wellen schlagen 
Zeit heilt Wunden. 
ein reibungsloser Ablauf 
die Nacht zum Tag machen 
Das Eis ist gebrochen. 
Zu Risiken und Nebenwirkungen le-
sen Sie die Packungsbeilage oder 
fragen Sie Ihren Arzt oder Apothe-
ker. 
Das also ist des Pudels Kern! 
Die Luft ist rein. 
ein Tropfen auf den heißen Stein 
der Nabel der Welt 
ein spitzer Winkel 
meines Erachtens 
mit Kind und Kegel 
aus heiterem Himmel 
Eine solche fest verbundene Wortgruppe bezeichnet man als Phrasem oder Phraseo-
logismus, ihre lexikalischen Bestandteile als Komponenten (vgl. Burger ²2003:11; 
35). In der Computerlinguistik ist häufig auch von Mehrworteinheiten (multi-word 
units) die Rede (vgl. Heid 2007:1036, Bubenhofer 2010:7ff.). Der Fachbereich, der 
sich mit solchen Ausrücken befasst, heißt Phraseologie, ebenso wie die Gesamtheit 
dieser Ausdrücke selbst. Das Teilgebiet, das sich mit der Aufzeichnung von Phraseolo-
gismen in Wörterbüchern befasst, nennt man, analog zur Lexikographie, Phraseogra-
phie (vgl. Burger ²2003:170). 
In diesem Kapitel soll näher eingegrenzt werden, was genau Phraseologie ist, was 
sie beinhaltet und was nicht. Im Folgenden werden daher zunächst einige grundlegen-
den Merkmale der Phraseologismen besprochen. Dies soll schließlich zu einer genau-
eren Begriffsdefinition von Phraseologie führen. 
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2.1 Merkmale von Phraseologismen 
Burger (²2003) weist den Phraseologismen drei Haupteigenschaften zu, nämlich 
Festigkeit, Polylexikalität und Idiomatizität1. Diese drei Eigenschaften sollen nun 
kurz vorgestellt werden.2 Im Anschluss soll untersucht werden, in welchem Zusam-
menhang die drei Haupteigenschaften zueinander stehen.  
2.1.1 Festigkeit 
Mit Festigkeit, manchmal auch Stabilität genannt, ist gemeint, dass die Komponenten 
in einer festen Verbindung miteinander auftreten. Hierbei spielen mehrere Aspekte 
eine Rolle: 
Zum einen meint Festigkeit, dass der Ausdruck genau in dieser Wortkombination 
innerhalb einer Sprachgemeinschaft gebräuchlich ist, was bedeutet, dass die betref-
fende Wendung einem Mitglied der jeweiligen Sprachgemeinschaft im Allgemeinen be-
kannt ist. Dies schließt jedoch nicht die Existenz von individuellen oder regionalen Va-
rianten aus, wie die folgenden Bespiele zeigen: 
jdm auf die Nerven gehen/ jdm auf den Nerv fallen 
Gut Ding will Weile haben./Gut Ding braucht Weile. 
Jüngere Korpusanalysen haben ergeben, dass Phraseologismen in weitaus mehr Vari-
anten vorkommen als bislang angenommen, wodurch die Grenze zu freien Wortverbin-
dungen unschärfer wird (s. 2.2.3) Auch kann ein Phraseologismus nur in manchen Re-
gionen einer Sprachgemeinschaft verbreitet sein. Desweiteren spricht man von 
psycholinguistischer Festigkeit. Gemeint ist, dass „der Phraseologismus [...] mental 
als Einheit ‚gespeichert’ [ist,] ähnlich wie ein Wort“ und „als ganzer abgerufen und 
produziert werden“ kann (Burger ²2003:17). Das heißt, ein Phraseologismus ist genau 
wie ein Lexem in den Köpfen der Sprecherinnen fest verankert und abrufbar. So wären 
die meisten Sprecher des Deutschen in der Lage, den Satzanfang Morgenstund hat… 
richtig mit Gold im Mund zu ergänzen. Ein weiterer Beleg ist die Tatsache, dass 
Phraseologismen auch nach Abwandlung noch erkennbar bleiben. Der Werbeslogan 
der Drogeriekette dm Hier bin ich Mensch, hier kauf ich ein lässt sich als Modifikation 
                                                     
1
 Fleischer (1997) hingegen unterscheidet Idiomatizität, Stabilität und lexikalische Einheit. Burgers 
Begriff der Festigkeit umfasst jedoch im Wesentlichen das, was Fleischer unter Stabilität und lexikalischer 
Einheit einzeln anführt. Die Polylexikalität setzt Fleischer schon als gegeben voraus und beschreibt sie 
daher nicht näher. 
2
 Eine ausführliche Beschreibung findet sich bei Burger ²2003. 
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des Ausspruchs Hier bin ich Mensch, hier darf ich´s sein aus Goethes Faust 
identifizieren, vorausgesetzt natürlich, dass der Rezipient das Originalzitat kennt. 
Auch in struktureller Hinsicht weisen Phraseologismen Festigkeit auf. Das zeigt 
sich z.B. darin, dass sie sich nicht ohne weiteres durch morphosyntaktische und se-
mantisch-lexikalische Operationen abwandeln lassen, die im normalen Sprachge-
brauch zulässig wären.3 Beispielsweise kann das Ersetzen einer Komponente durch 
ein anderes Wort oder Abwandlungen in Tempus und Numerus unzulässig sein: 
Der Apfel fällt nicht weit vom Stamm.  *Die Birne fällt nicht weit vom Stamm. 
Der Apfel fällt nicht weit vom Stamm.  *Die Äpfel fielen nicht weit von den Stämmen. 
Man spricht hier von fester Wortbindung, d.h., die einzelnen Komponenten können 
nur in einer bestimmten, festgesetzten Beziehung zueinander stehen. Im Gegensatz 
dazu steht die freie Wortbindung im normalen Sprachgebrauch, bei der ein Ausdruck 
unter Einhaltung der morphosyntaktischen Regeln einer Sprache beliebig variiert wer-
den kann. 
Die strukturelle Festigkeit zeigt sich außerdem in vom üblichen Sprachgebrauch 
abweichenden syntaktischen und semantischen Strukturen. Beispielsweise gibt es so-
genannte unikale Komponenten also Wörter, die nur im Zusammenhang mit dem be-
treffenden Phraseologismus, nicht aber im allgemeinen Sprachgebrauch Verwendung 
finden (Hehl in keinen Hehl aus etwas machen; Schliche in jdm. auf die Schliche kom-
men). Auch syntaktisch können Irregularitäten auftreten, wie etwa der vorangestellte 
Genitiv in in Teufels Küche kommen oder die untypische Verbvalenz in Löcher in die 
Luft starren.4 
                                                     
3
 Außer bei Modifikationen als bewusster Spielerei, die auch als solche wahrgenommen wird. 
4
 Für solche Irregularitäten kann es vielerlei Gründe geben. U.a. können sie auf Überresten einer älteren 
Sprachstufe beruhen, die im Phraseologismus sozusagen „konserviert“ wurden, während die entspre-
chende Form im allgemeinen Sprachgebrauch ausgestorben ist. Diese „Konservierung“ kann als weiterer 
Beleg für die Annahme gelten, dass Phraseologismen kognitiv als Einheit erfasst werden, und nicht als ein 
nach Regeln zusammengesetztes Gebilde aus einzelnen Wörtern. Weiterhin können Irregularitäten auch 
auf ästhetisch-rhetorischen Faktoren beruhen (Reim, Alliteration). 
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2.1.2 Polylexikalität 
Dies ist das scheinbar eindeutigste Kriterium für die Definition von Phraseologie: Die 
Polylexikalität besagt, dass ein Phraseologismus aus mehreren lexikalischen Kompo-
nenten bzw. aus mehr als einem Wort5 bestehen soll.  
Eine mögliche Einschränkung erfährt die Polylexikalität durch die von Duhme 
(1991:60) vorgeschlagenen Klasse der Einwortphraseologismen6, einem Grenzbe-
reich von Ausdrücken, die zwar nur aus einem Wort bestehen, jedoch im Deutschen 
auf eine bestimmte, metaphorische Wiese verwendet werden. Beispiele sind: 
bedeutungsschwanger 
Dreikäsehoch 
Draufgänger 
Eintagsfliege 
Elfenbeinturm 
Gratwanderung 
Grauzone 
Hühnerauge 
Karteileiche 
Kurschatten 
Ladenhüter 
Langfinger 
Nervensäge 
Nestwärme 
Papierkrieg 
Quantensprung 
Querdenker 
Schubladendenken 
Spätzünder 
Staubfänger 
Tapetenwechsel 
Weichei 
Zaungast 
Zeitlupe 
Es handelt sich hier also nicht um Ad-hoc-Metaphern, die sich ein Schreiber beim Ver-
fassen eines Textes ausgedacht hat und die nur aus dem Kontext heraus verständlich 
sind, sondern um allgemein bekannte Begriffe, bei denen nicht nur die Metaphorik als 
solche, also als häufig herangezogenes Vergleichsbild bekannt ist, sondern auch 
genau diese sprachliche Realisierung. Häufig handelt es sich um Komposita, die na-
turgemäß eine Affinität zu polylexikalen Phraseologismen haben. 
Fleischer (1997:249) lehnt das Konzept der Einwortphraseologismen ab, weil er 
darin „eine Überdehnung des Phraseologismus-Begriffes“ sieht. Für die Zwecke dieser 
Arbeit sollen sie jedoch nicht grundsätzlich außen vorgelassen werden, da sich bei der 
Übersetzung eines solchen Ausdrucks ähnliche Probleme ergeben können wie bei 
polylexikalen Phraseologismen. Wegen der Tendenz des Deutschen zur Kompositabil-
dung können deutsche Einwortphraseologismen fremdsprachigen Phraseologismen 
entsprechen, wie etwa bei Haftbefehl – portugiesisch ordem de prisão, Quantensprung 
– englisch quantum leap, aber auch umgekehrt, z.B. ungarisch szabadlábon – deutsch 
auf freiem Fuß. 
                                                     
5
  Als Wort wird hier – unabhängig von begrifflichen Zuordnungen – das verstanden, was graphisch als ein 
Wort erscheint, da zum Auffinden eines Phraseologismus im Wörterbuch das graphisch isolierte Wort 
maßgeblich ist. Als Ausnahme mögen vom Verb getrennte Präfixe gelten; diese lassen sich jedoch auf 
eine unigraphe Grundform zurückführen. 
6
  angeführt bei Fleischer 1997: 249. 
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2.1.3 Idiomatizität 
Hier geht es um die Frage, in welchem Maße ein Ausdruck idiomatisch ist. Idiomatisch 
ist ein Ausdruck dann, wenn seine Bedeutung nicht aus den Bedeutungen der Einzel-
komponenten erschlossen werden kann, weil er irgendeine Form von übertragener Be-
deutung trägt (den Gürtel enger schnallen, Die Wände haben Ohren.). 
Ein idiomatischer Ausdruck hat also zwei Lesarten, nämlich eine wörtliche und 
eine übertragene, bzw., um Burgers Terminologie zu übernehmen, phraseologische 
Bedeutung. Zwischen beiden Ebenen existiert nicht notwendigerweise ein erkennbarer 
Zusammenhang. 
Wichtig ist hierbei die Unterscheidung zwischen Lesart und Bedeutung: Mit Lesart 
ist die Art und Weise gemeint, wie ein Ausdruck verstanden werden könnte – dies ent-
spricht aber nicht zwangsläufig seiner tatsächlichen Bedeutung. Wenn ein Phraseolo-
gismus eine wörtliche und eine phraseologische Lesart hat, so entspricht seine Bedeu-
tung in den meisten Fällen nur der phraseologischen Lesart. 
Die semantische Idiomatizität ist Burger (²2003:31) zufolge „eine graduelle Eigen-
schaft von Phraseologismen“, d.h., phraselogische und wörtliche Lesart können unter-
schiedlich stark voneinander abweichen. Daher lässt sich sicher nicht jede Nuance 
systematisch beschreiben; dennoch kann man mit Burger (²2003:38) grob unterschei-
den zwischen Idiomen, Teil-Idiomen und Kollokationen. Idiome sind vollständig idio-
matische Ausdrücke, die über zwei verschiedene Lesarten verfügen, unabhängig da-
von, wie stark die beiden Ebenen voneinander abweichen. Teil-Idiome sind Ausdrücke, 
bei denen eine Komponente idiomatisch ist, eine andere aber im wörtlichen Sinne ver-
wendet wird (einen Streit vom Zaun brechen, ein blinder Passagier). Kollokationen 
schließlich sind Phraseologismen, die nur eine, nämlich ihre wörtliche Lesart haben, 
wie etwa sich Gehör verschaffen, Aller Anfang ist schwer oder Berufung einlegen. 
Man geht von einer Zweiteilung der Kollokation in Basis und Kollokator aus, wobei 
die Basis der semantisch autonome Teil ist und der Kollokator die Basis modifiziert und 
seine Bedeutung erst in Kombination mit dieser erhält (vgl. Huber 1993:31). So wäre in 
eine Entscheidung treffen die Entscheidung die Basis und treffen der Kollokator; das 
Verb treffen ist in diesem Kontext nicht unabhängig semantisch interpretierbar, son-
dern erhält seine aktuelle Bedeutung erst durch den Kontext. Selbiges gilt für einen 
Weg einschlagen, die Flucht ergreifen, Verdacht schöpfen. 
Können nun Kollokationen, also so alltägliche Ausdrücke wie etwas von der Steuer 
absetzen oder jdm eine Rechnung ausstellen ebenfalls zur Phraseologie gezählt wer-
den? Diese Frage soll im nächsten Kapitel besprochen werden. 
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2.2 Zum Phraseologiebegriff 
2.2.1 Weite oder enge Definition? 
Die Frage, ob auch Kollokationen zur Phraseologie hinzugezählt werden sollen, wurde 
längere Zeit in der Phraseologieforschung kontrovers diskutiert. Einige Forscher bevor-
zugen eine Beschränkung auf idiomatische Ausdrücke, weil sie eine Überstrapazie-
rung des Phraseologiebegriffs befürchten.7 Üblich ist die Unterscheidung zwischen 
Phraseologie im engeren Sinne, die Idiomatizität als notwendige Bedingung voraus-
setzt, und der Phraseologie im weiteren Sinne, die auch Kollokationen beinhaltet. 
Einige Überlegungen sprechen deutlich für die weitere Begriffsauffassung:  
Erstens spielen in der translatorischen Praxis fachsprachliche Phraseologismen 
eine zentrale Rolle, bei denen es sich ja in der Regel um Kollokationen handelt. Auch 
Arntz (2001:113) äußert sich aus terminologischer Sicht „dafür, den Begriff der Phrase/ 
Fachwendung mit Hinblick auf die fachsprachliche Realität sehr weit zu fassen“ und 
bezeichnet die Fachwendung als „unverzichtbare[s]“ „Bindeglied zwischen Terminus 
und Text“. Dies begründet er wie folgt: 
„Von praktischem und theoretischem Interesse ist dabei insbesondere der Grad der 
Stabilität, die die Phrase in den verschiedenen Stadien ihrer Entwicklung aufweist. 
Vielfach stellt die Phrase nämlich lediglich eine Vorstufe auf dem Weg hin zum 
Terminus dar; es kann im Laufe der Zeit zu einer immer größeren Verdichtung auf der 
Benennungsebene kommen, ohne daß dies die zugrunde liegende Begriffsstruktur 
verändern müßte.“ (ebd) 
Zweitens werden im mehrsprachigen Arbeiten aktive Wörterbücher benötigt, die Be-
nutzern den richtigen Einsatz eines zuvor unbekannten Phraseologismus ermöglichen. 
Die aktive Bildung kann aber schon bei Kollokationen Schwierigkeiten bereiten, deren 
passives Verständnis kein Problem darstellt. So ist es für Nicht-Muttersprachler des 
Deutschen keineswegs intuitiv einsichtig, dass ein Weg eingeschlagen oder die Flucht 
ergriffen wird. Dabei spielen Kollokationen sogar eine noch grundlegendere Rolle als 
Idiome: Fremdsprachenlernende benötigen bereits auf einem recht frühen Niveau 
Kollokationen, um Sachverhalte richtig auszudrücken (Geld abheben, eine Ent-
scheidung treffen), wohingegen der Gebrauch von blumigen Idiomen als sprachlicher 
Schmuck noch ein wenig verschoben werden kann. Informationen über Kollokationen 
                                                     
7
  Z.B. Kjær 1990: „One might choose to consider these phraseological in a very broad sense, on the 
grounds of their reproduction as units, their lack of commutability […] and because of their Gebräuchlich-
keit. But […] I reject the broad definitions of phraseology which have become increasingly popular in phra-
seology theory“ (ebd:24); "…I did not want to weaken the concept of phraseology any further“ (ebd:26). 
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können auch für Übersetzerinnen mit fundierten Sprachkenntnissen gefragt sein, sei 
es in der Fachsprache oder zur Behebung individueller Wissenslücken. 
Drittens ist die Berücksichtigung von Kollokationen in der maschinellen Überset-
zung relevant, bei der bekanntlich nicht von vorhandener sprachlicher Intuition ausge-
gangen werden kann. Sowohl bei maschineller Übersetzung als auch beim Fremd-
spracherwerb ist eine produktive Behandlung der Phraseologie erforderlich, sozusagen 
eine präzise „Bauanleitung“ wie Phraseologismen richtig eingesetzt werden können (s. 
4.2), und diese Problematik schließt auch Kollokationen ein. 
Dementsprechend zeichnet sich in der jüngeren Phraseologieforschung eine Ten-
denz hin zur weiteren Begriffsauffassung ab, wie unter anderem Ausführungen von Lu-
bensky/McShane (2007:919) anschaulich machen: 
„The rationale for discussing phrasemes instead of idioms per se is that pedagogical 
and practical (e.g., in natural language processing) experience has shown that 
knowledge of a broad range of (semi-)fixed entities is advantageous. The intersection 
between phrases, idioms and formulaic language has been discussed […] and 
numerous recent works have supported Cowie’s8 prediction that ‘studies of 
collocations have pushed the boundary that roughly demarcates the ‘phraseological’ 
more and more into the zone formerly thought of as free, and it should not surprise us 
if future dictionaries consist of a higher proportion than before of collocations, idioms, 
and formulae’ […]. Thus, our broad definition of phraseme is in keeping with a 
practically-oriented, more inclusive trend in phraseological description.”  
Abgesehen von diesen praktischen Erwägungen spricht noch ein Aspekt der begriff-
lichen Abgrenzung für die weite Phraseologieauffassung: Der Begriff Idiomatik be-
zeichnet bereits diejenigen festen Wortverbindungen, die irgendeine Form von übertra-
gener Bedeutung haben. Beschränkt man auch die Bezeichnung Phraseologie auf 
bildliche Ausdrücke, so fehlt ein Oberbegriff für sämtliche feste Wortverbindungen un-
abhängig vom Grad ihrer Idiomatizität; andererseits wäre eine feste und zugleich idio-
matische Wortverbindung mit den Termini Idiom und Phraseologismus doppelt besetzt. 
Angesichts der hohen Praxisrelevanz der Kollokationen ist es jedoch ratsam, diese 
nicht einfach in der Grauzone problematischer Grenzfälle zwischen Phraseologie und 
freiem Wortgebrauch zu belassen, sondern sie begrifflich einzuschließen. 
Aus den beschriebenen Gründen wird im Rahmen dieser Arbeit von einer weiten 
Definition der Phraseologie ausgegangen, die die Idiomatizität nicht zur notwendigen 
Bedingung erklärt. 
                                                     
8
 Die Autorinnen zitieren Cowie (1998:20). 
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2.2.2 Definition auf Basis der Grundmerkmale 
Nun soll die Frage erörtert werden, in welchem Verhältnis die oben beschriebenen 
Grundmerkmale Festigkeit, Polylexikalität und Idiomatizität zueinander stehen. 
Festigkeit scheint ein notwendiges Kriterium für Phraseologizität zu sein, sofern 
man berücksichtigt, dass es regionale und idiolektale Abweichungen geben kann. 
Nach bisherigem Forschungsstand ist auch die Polylexikalität ein notwendiges Krite-
rium, was im Fall der Einwortphraseologismen eingeschränkt wird. In diesem Ausnah-
mefall muss aber jedenfalls das dritte Kriterium, das der Idiomatizität, gelten. Die Idio-
matizität ist ansonsten keine notwendige Bedingung für das Vorliegen eines 
Phraseologismus.  
Dies kann zu folgender Definition zusammengefasst werden:  
Die Phraseologie einer Sprache ist die Menge der Ausdrücke, für die Festigkeit 
als notwendiges Kriterium sowie mindestens eines der beiden Kriterien Poly-
lexikalität und Idiomatizität erfüllt ist. Phraseologie bezeichnet außerdem das 
Fachgebiet, das sich mit diesen Ausdrücken befasst.9 
Auch in der gängigen Phraseologiedefinition von Burger/Buhofer/Sialm (1982:1) sind 
die drei Merkmale implizit enthalten: 
„Phraseologisch ist eine Verbindung von zwei oder mehr Wörtern dann, wenn 
(1) die Wörter eine durch die syntaktischen und semantischen Regularitäten der 
Verknüpfung nicht voll erklärbare Einheit bilden und wenn (2) die Wortverbindung 
in der Sprachgemeinschaft, ähnlich wie ein Lexem, gebräuchlich ist.“  
Die Polylexikalität wird eingangs zur Voraussetzung erklärt, in den Kriterien (1) und (2) 
kommen verschiedene Aspekte der Festigkeit zur Sprache. Die Idiomatizität geht aus 
der Formulierung „eine durch die […] semantischen Regularitäten der Verknüpfung 
nicht voll erklärbare Einheit“ hervor, die impliziert, dass der Sinn nicht aus der Bedeu-
tung der Einzelkomponenten erschließbar ist. 
                                                     
9
 Sollen die Einwortphraseologismen nicht berücksichtigt werden, müsste die Definition folgender-
maßen abgewandelt werden: Die Phraseologie einer Sprache ist die Menge der Ausdrücke, für die 
Festigkeit und Polylexikalität als notwendige Bedingungen und Idiomatizität als fakultative Bedin-
gung gelten. 
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2.2.3 Impulse aus der Korpuslinguistik 
Die Korpuslinguistik hat in den letzten Jahren wesentliche Beiträge zur Phraseologie-
forschung geleistet, die das Phraseologieverständnis der theoretischen Forschung er-
weitern und zum Teil in Frage stellen. 
Große Textkorpora können auf zweierlei Weise für die Phraseologieforschung 
nutzbar gemacht werden (vgl. Bubenhofer/Ptashnyk 2010:11ff; Sailer 2007): Erstens 
dienen sie der Überprüfung bestimmter Phänomene bzw. deren Nachweis anhand 
realer sprachlicher Daten. Bereits bekannte Phraseologismen werden also im Korpus 
gesucht, um Aussagen über deren Vorkommenshäufigkeit, Distribution etc. zu treffen. 
Zweitens – und dies ist der interessantere, aber auch weitaus komplexere Aspekt – 
werden mit Korpora Datenanalysen mit dem Ziel durchgeführt, Mehrworteinheiten und 
musterhaften Sprachgebrauch mittels statistischer Methoden zu identifizieren und zu 
kategorisieren. 
Befunde beider Formen der Korpusanalyse lassen auf eine äußerst unscharfe 
Grenze zwischen Phraseologie, freiem Wortgebrauch und strukturell bedingten 
Sprachverwendungsmustern schließen und werfen somit die „nicht gelöste Frage 
nach den Grenzen des Phraseologischen“ (Bubenhofer/Ptashnyk 2010:18) auf.  
Die Untersuchung bekannter Phraseologismen in Korpora hat ergeben, dass diese 
„in weit aus höherem Grade variabel sind, als man das früher annahm“ (Burger 
²2003:27), also häufig durch eine hohe Zahl an Varianten vertreten sind. Entspre-
chende Ergebnisse beschreibt u.a. Moon (2007b:1054f.). Somit ergibt sich eine nicht 
eindeutig zuordenbare Grauzone zwischen variantenreichen Phraseologismen und 
freien Wortverbindungen mit sehr spezifischen kombinatorischen Restriktionen. 
Weiterhin fördern Korpusanalysen häufige Mehrworteinheiten zutage, die außer-
halb des klassischen Untersuchungsgegenstandes der Phraseologie liegen, insbeson-
dere strukturell bedingte Sprachverwendungsmuster wie das von Moon (2007b: 
1048) angeführte Beispiel „with a mixture of“, das in Kombination mit diversen Wort-
paaren wie „admiration and horror“, „relief and disappointment“, „horror and disbelief“ 
und anderen auftritt. Heid (2007:1036) nennt auch Mehrwortadverbien (frz. petit à petit 
– dt. Stück für Stück) und -präpositionen (with respect to), Routineformeln (there you 
go; let’s see; who knows?) sowie fachsprachliche Phraseme. Aus diesen Gründen 
schlussfolgert Moon (2007b:1054): „corpus evidence blurs the distinction between re-
current lexico-grammatical patterns and institutionalized set phrases”. 
Angesichts dieser Ergebnisse gilt es nun, einen praktischen Ansatz zu finden, 
wie weit der Phraseologiebegriff bei der Konzeption eines elektronischen Wörterbuchs 
gefasst werden soll. Bubenhofer/Ptashnyik (2010:18) zufolge gibt es „gute Gründe, das 
Phänomen breiter zu fassen und durch statistische Verfahren eine breite Palette von 
musterhaftem Sprachgebrauch abzudecken“. Auch Lubensky/McShane (2007:919) ar-
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gumentieren: „pedagogical and practical (e.g., in natrual language processing) expe-
rience has shown that knowledge of a broad range of (semi-)fixed entities is advanta-
geous“. 
Laut Heid (2007:1036) entspricht eine weiter gefasste Phraseologiedefinition 
der computerlinguistischen Praxis, auch weiteren Forscherinnen zufolge ist dieser An-
satz praxisnäher und wird den Erfordernissen maschineller Sprachverarbeitung eher 
gerecht (z.B. Bubenhofer/Ptashnyk 2010:18). Lubensky/McShane (2007:919) spre-
chen von einem „practically-oriented, more inclusive trend in phraseological de-
scription“. Diesem Trend schließt sich die vorliegende Arbeit an.   
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3 Phraseologische Klassen 
Wie in Kapitel 2 dargelegt, baut diese Arbeit auf einer weit gefassten Phraseologiedefi-
nition auf. Ein derart weites Feld verlangt nach einer internen Strukturierung; daher 
werden im Folgenden einige phraseologische Klassen vorgestellt, die den phraseogra-
phischen Untersuchungen in Kapitel 5 als Basis dienen. Am Schluss wird kurz die Fra-
ge nach einer Gesamtsystematik angeschnitten. 
Traditionell werden Phraseologismen in Klassen wie Sprichwörter, Gemeinplätze, 
Geflügelte Worte, Redewendungen, Zwillingsformeln und komparative Phraseologis-
men eingeteilt. Diese Bezeichnungen sind zwar – zum Teil auch außerwissenschaftlich 
– weit verbreitet, eignen sich aber nicht für eine umfassende und homogene Systema-
tik, weil diese Einteilung nicht auf einheitlichen Merkmalen beruht. So unterscheiden 
sich etwa Sprichwörter und Redewendungen darin, dass erstere aus ganzen Sätzen 
bestehen (Wo ein Wille ist, ist auch ein Weg.), letztere nur aus einem Satzglied oder 
unvollständigem Satz (jdm. den Wind aus den Segeln nehmen). Die Unterscheidung 
wird also auf syntaktischer Basis getroffen. Gemeinplätze sind ebenso wie Sprichwör-
ter ganze Sätze, enthalten aber keine neue Erkenntnis, sondern eine Tautologie (Was 
man hat, das hat man.). Somit ist die Unterscheidung hier semantisch motiviert. Geflü-
gelte Worte wiederum gehen im Gegensatz zu Sprichwörtern und Redewendungen auf 
eine belegbare Quelle zurück (Ich bin ein Berliner, Zitat von John F. Kennedy). Hier 
sind also außersprachliche Faktoren maßgeblich. 
Durch diese Heterogenität der Merkmale können sich die traditionellen Klassen 
auch überlappen. So kann etwa ein Sprichwort gleichzeitig eine Zwillingsformel enthal-
ten (Mitgefangen, mitgehangen.), ein Geflügeltes Wort kann zur Redewendung werden 
(aus seinem Herzen eine Mördergrube machen, Zitat aus der Bibel). 
Ferner sind die traditionellen Klassen hauptsächlich im literarischen und gemein-
sprachlichen Bereich von Interesse, eignen sich aber nicht zur Klassifizierung fach-
sprachlicher Kollokationen. 
Festzuhalten ist also, dass Phraseologismen anhand von Merkmalen unterschiedli-
cher Domänen wie Syntax oder Semantik kategorisiert werden können. Die im Rah-
men dieser Arbeit relevanten Merkmale werden in 3.1 kurz vorgestellt10. Abschnitt 3.2 
behandelt die Frage, ob und wie sich auf Basis der Merkmale eine einheitliche Syste-
matik erstellen lässt. 
                                                     
10
 Eine umfassende Darstellung von Merkmalen findet sich bei Burger (2003:33ff.). 
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3.1 Verschiedene Merkmale 
3.1.1 Einteilung nach semiotischen Merkmalen 
Der semiotische Aspekt schafft eine sinnvolle Grobeinteilung der Fülle von Phraseolo-
gismen. Es lassen sich vier unterschiedliche Zeichenfunktionen feststellen: 
Referentielle Phraseologismen beziehen sich auf Objekte, Vorgänge oder Sach-
verhalte in der außersprachlichen Wirklichkeit oder einer fiktiven Welt. So beschreibt 
das Sprichwort Der Apfel fällt nicht weit vom Stamm den angenommenen Sachverhalt, 
dass Kinder ihren Eltern charakterlich ähneln, der blaue Dunst umschreibt ein Ding, 
nämlich Zigarettenrauch. 
Strukturelle Phraseologismen hingegen beziehen sich auf nichts Außersprachli-
ches, sondern stellen einen logischen Bezug zwischen verschiedenen sprachlichen 
Elementen her. Beispiele dafür sind entweder – oder, weder – noch, einerseits – ande-
rerseits, sowohl – als auch, da ja, zum Beispiel.  
Kommunikative Phraseologismen oder Routineformeln beziehen sich ebenfalls 
auf nichts Äußeres, sondern stellen eine sprachliche Handlung dar oder markieren 
eine solche. Hierzu zählen alle Begrüßungsformeln, aber auch feste Formeln wie mei-
nes Erachtens. 
Onymische Phraseologismen werden vielerorts nicht der Phraseologie zugeord-
net. Will man es aber tun, müssen sie hier unter den semiotischen Klassen angeführt 
werden. Es handelt sich hierbei um Phraseologismen, die die Funktion von Eigenna-
men tragen, wie etwa der Nahe Osten, das Rote Kreuz, die Vereinten Nationen. 
3.1.2 Einteilung nach semantischen Merkmalen 
In semantischer Hinsicht ist besonders die in 2.1.3 beschriebene Einteilung in Idiome, 
Teil-Idiome und Kollokationen von Bedeutung, also die Unterscheidung, ob der Phra-
seologismus vollständig, teilweise, oder überhaupt nicht im übertragenen Sinne ge-
meint ist. Hierbei handelt es sich wie erwähnt nur um eine Grobeinteilung. Häufig an-
zutreffen sind etwa Phraseologismen, die zwar vollständig idiomatisch sind, jedoch nur 
über einen schwachen Idiomatizitätsgrad verfügen, wie jdn. keines Blickes würdigen, 
dessen phraseologische Bedeutung nicht weit entfernt vom gemeinten jdn. ignorieren 
liegt. 
Bei Idiomen ließen sich weitere Einteilungen vornehmen nach Art der Beziehung, 
die zwischen beiden Lesarten besteht (Metapher, Metonymie etc.) sowie nach dem 
Herkunftsbereich des Bildes (z.B. die Meeresmetaphorik in hohe Wellen schlagen; 
Wir sitzen alle in einem Boot; das Ruder in die Hand nehmen). 
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Gläser (1986) differenziert außerdem zwischen nominativen und propositionalen 
Phraseologismen. Nominativ sind Phraseologismen, die Objekte oder Vorgänge be-
zeichnen; propositional nennt man solche, die Aussagen über Objekte und Vorgänge 
treffen. Erstere entsprechen demnach einzelnen Satzgliedern, letztere ganzen Sätzen. 
Diese Unterscheidung deckt sich somit mit der syntaktischen Einteilung in satzwertige 
und satzgliedwertige Phraseologismen. 
Im konnotativen Bereich kann zwischen verschiedenen Stilschichten unterschie-
den werden, also danach, ob ein Phraseologismus Slang, Umgangssprache, Stan-
dardsprache, gehobener Sprache etc. zuzuordnen ist. 
3.1.3 Einteilung nach syntaktischen Merkmalen 
Bei der syntaktischen Klassifikation muss unterschieden werden, ob vom inneren Auf-
bau des Phraseologismus die Rede ist (s. 3.1.3.4), oder von der Rolle des gesamten 
Ausdrucks im Satzgefüge (s. 3.1.3.1). Letztere ist für die Phraseographie weitaus wich-
tiger. An die syntaktische Funktion des Phraseologismus knüpfen sich auch Fraugen 
der syntaktischen Kontextanbindung an (s. 3.1.3.2 und 3.1.3.3). 
3.1.3.1 Syntaktische Klasse 
Ein Phraseologismus als Ganzes kann die Rolle unterschiedlicher Satzglieder einneh-
men; diese werden im Folgenden besprochen. Als erste Grobunterteilung kann man 
satzwertige und satzgliedwertige Phraseologismen unterscheiden. 
Satzwertig sind Phraseologismen, die einem ganzen Satz entsprechen. Dies ist 
beispielsweise bei Sprichwörtern und Gemeinplätzen normalerweise der Fall. Manche 
Phraseologismen enthalten zwar kein Verb, können aber dennoch als satzwertiges 
Gebilde betrachtet werden, weil sie in sich abgeschlossen sind und keiner weiteren Er-
gänzung bedürfen: 
Auge um Auge, Zahn um Zahn. 
Ende gut, alles gut. 
Besser spät als nie. 
Mitunter enthalten satzwertige Phraseologismen eine oder mehrere Leerstellen, die ak-
tualisiert werden müssen, wie das Dativobjekt in [Jdm] geht ein Licht auf oder die ad-
verbiale Ergänzung in Der Zahn der Zeit nagt an [etw]. Dennoch können diese Phra-
seologismen als satzwertig angesehen werden, da sie zumindest Subjekt und Prädikat 
enthalten. Andere satzwertige Phraseologismen – wie in der Regel Sprichwörter – 
bilden bereits eine geschlossene Einheit und müssen syntaktisch (und zum Teil auch 
semantisch) nicht an den Kontext angebunden werden. Die Frage der Kontext-
anbindung wird in 3.1.3.2 näher besprochen. 
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Die satzgliedwertigen Phraseologismen lassen sich in weitere Untergruppen 
gliedern, je nach dem, welchem Satzglied sie entsprechen. Hierbei wird bewusst nur 
nach Konstituententyp11, nicht aber nach Satzgliedfunktion klassifiziert, da ein Phra-
seologismus unterschiedliche Funktionen im Satz einnehmen kann (vgl. hierzu die 
Funktion von faule Ausreden in Faule Ausreden würden ihn nicht weiterbringen vs. 
Und komm mir nicht mit faulen Ausreden). 
Nominale Phraseologismen stellen eine Nominalphrase dar, die im Satz Subjekt 
oder Objekt, Prädikativ und mitunter auch Attribut sein kann: die Qual der Wahl, ein 
Blick über den Tellerrand, ein Fass ohne Boden, das Weiße Haus, die sterbliche Hülle. 
Ein nominaler Phraseologismus kann zudem Bestandteil einer übergeordneten Konsti-
tuente, z.B. einer Adverbialphrase, sein. 
Verbale Phraseologismen entsprechen einer Verbalphrase, enthalten also ein 
Prädikat und ggf. Objekte und Ergänzungen, wie z.B. das Zeitliche segnen, ein Urteil 
fällen, aus einer Mücke einen Elefanten machen, das Gras wachsen hören, das Blaue 
vom Himmel herunter lügen, auf der Leitung stehen. 
Ferner gibt es noch die adjektivischen Phraseologismen, wobei zwischen der 
attributiven und der prädikativen Funktion zu unterscheiden ist. Die meisten auf den er-
sten Blick adjektivischen Phraseologismen sind nur als Prädikativ verwendbar, nicht 
aber als Attribut. Eigentliche adjektivische, d.h. attributiv verwendbare Phraseologis-
men sind im Deutschen selten; ein Beispiel wäre frisch gebacken, z.B. in ein frisch ge-
backener Ehemann. Nur prädikativ verwendbare Phraseologismen hingegen finden 
sich zahlreich: 
Das Kind ist schlau. –    Das schlaue Kind geht in die Schule. 
Das Kind ist schlau wie ein Fuchs. –   -- 
Weitere Beispiele sind grün hinter den Ohren, mit allen Wassern gewaschen, gang und 
gäbe. Diese Ausdrücke können nicht zu den adjektivischen Phraseologismen zählen, 
weil sie nicht in jeder Position eines Adjektivs verwendbar sind. Eine Möglichkeit wäre 
die Zuordnung zu den verbalen Phraseologismen in Verbindung mit dem Verb sein; 
noch geeigneter ist aber die Einordnung in einer eigenen Klasse von prädikativen 
Phraseologismen, da für die Aktualisierung des Verbs unter Umständen mehrere 
Möglichkeiten bestehen (gelten als, werden etc.).  
Schließlich gibt es noch adverbiale Phraseologismen, die die Funktion einer 
Ergänzung innehaben. Beispiele hierfür sind mit allen Mitteln der Kunst, im Eifer des 
Gefechts. 
                                                     
11
 Gemäß der Terminologie der Konstituentenstrukturgrammatik, vgl. z.B. Pelz (92005), Lyons (81995). 
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Präpositionale Phraseologismen wie an Hand von oder in Bezug auf erfüllen die 
Funktion einer Präposition.12  
Weiteren Wortarten entsprechende Klassen, wie etwa konjunktionale oder interjek-
tionale Phraseologismen, sind denkbar. Auch können sprachspezifisch weitere Klas-
sen auftreten, etwa die im Ungarischen häufigen Postpositionen. 
Die Zuordnung eines Phraseologismus zu einer syntaktischen Klasse ist nicht in je-
dem Fall eindeutig; dazu muss ein weiterer Faktor berücksichtigt werden, nämlich die 
externen Leerstellen. Diese werden in 3.1.3.3 besprochen. Zunächst folgt ein allgemei-
ner Überblick über mögliche Formen der Kontextanbindung. 
3.1.3.2 Kontextanbindung 
Bei der Frage, wie Phraseologismen in den umgebenden Text eingebunden sind, 
kann zunächst zwischen zwei großen Gruppen unterschieden werden, nämlich einmal 
Phraseologismen, die grundsätzlich für sich alleine stehen und auch unabhängig von 
einem bestimmten Kontext einen Sinn ergeben. Zum anderen gibt es Phraseologis-
men, die in irgendeiner Form – sei es syntaktisch oder auch nur auf der logischen Ebe-
ne – an den umgebenden Text angebunden werden müssen. Auch Burger (2003:39f.) 
nimmt eine solche Einteilung vor, jedoch bezieht er diese nur auf satzwertige Phraseo-
logismen; daher soll seine Einteilung hier modifiziert werden. 
Bei der ersten Gruppe, die hier als selbständige Phraseologismen bezeichnet 
werden soll, kann es sich per definitionem nur um satzwertige Phraseologismen han-
deln. Burger (1998:40) spricht von Topischen Formeln, also „satzwertige Formulie-
rungen […], die durch kein lexikalisches Element an den Kontext angeschlossen wer-
den müssen.“ Sie enthalten „generalisierende Aussagen, die auch ohne Verankerung 
in einem spezifischen Kontext [...] verständlich sind“ (ebd). Hierzu zählt Burger in er-
ster Linie Sprichwörter und Gemeinplätze, wie Morgenstund hat Gold im Mund oder 
Wo ein Wille ist, ist auch ein Weg. Aber auch andere Klassen, vor allem manche Ge-
flügelten Worte, fallen unter die selbständigen Phraseologismen. 
Die zweite Gruppe, die hier analog unselbständige Phraseologismen genannt 
werden soll, umfasst alle Phraseologismen, bei denen irgendeine Form von Textanbin-
dung stattfindet. Diese kann auf unterschiedliche Weise erfolgen. Burger spricht von 
festen Phrasen, bezieht sich damit jedoch nur auf satzwertige Phraseologismen, bei 
denen eine Anbindung nötig ist. Der Terminus unselbständige Phraseologismen wird 
                                                     
12
 Von einer Präpositionalphrase hingegen kann hier nicht gesprochen ist, da dieser Begriff in Konstituenten-
strukturgrammatiken für Adverbialphrasen verwendet wird, die durch eine Präposition eingeleitet werden 
(vgl. Pelz 92005:155; Hutchins/Somers 1992:23f.) 
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hier als Überbegriff eingeführt für feste Phrasen sowie alle satzgliedwertigen Phraseo-
logismen, die ja naturgemäß syntaktisch an den Kontext angebunden werden müssen. 
In Bezug auf die festen Phrasen beschreibt Burger drei Arten der Kontextanbindung, 
die ohne Weiteres auch für unselbständige Phraseologismen im Allgemeinen über-
nommen werden können. 
Die meisten Phraseologismen werden über zu aktualisierende Satzteile an den 
Kontext angebunden. Dies ist grundsätzlich bei allen satzgliedwertigen Phraseologis-
men der Fall, aber auch bei einigen satzwertigen. 
[Jdn] hat die Muse geküsst.  Akkussativobjekt 
[Jdm] fällt die Decke auf den Kopf.  Dativobjekt  
[Jd] stellt [jdm] [etw] in Aussicht.  Subjekt, Dativobjekt, Akkussativobjekt 
In vielen Fällen erfolgt die Anbindung über ein deiktisches Element, das auf die Situ-
ation, einen Ort oder auf eine zuvor erwähnte Tatsache bezieht. Beispiele sind: 
Schreib dir das hinter die Ohren! 
Bis dahin fließt noch viel Wasser die Donau hinunter. 
[Da] ist der Wurm drin. 
Da ist was im Busch. 
[Da] ist was faul. 
[Da] geht die Post ab. 
Dieses deiktische Pronomen ist jedoch nicht immer als fester Bestandteil des Phraseo-
logismus zu sehen. Die eckigen Klammern zeigen an, dass an seiner Stelle auch eine 
zeitliche oder räumliche Ergänzung eingesetzt werden kann, z.B. 
Also heute ist irgendwie der Wurm drin. 
Gestern auf der Party ging ziemlich die Post ab! 
An dem Angebot ist etwas faul. 
Manche Fälle der deiktischen Anbindung sind daher ein Sonderfall der Anbindung 
durch einen Satzteil (Ergänzung). 
Weiterhin kann ein Phraseologismus auch nur durch den logischen Zusammenhang 
in den Kontext eingebettet werden, ohne dass sich dies formal niederschlägt. 
Die Luft ist rein. 
Einmal ist keinmal. 
Die Wände haben Ohren. 
Der Schuss geht nach hinten los. 
Es steht viel auf dem Spiel. 
Grüner wird´s nicht. 
Der Zug ist schon abgefahren. 
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Die rein logische Anbindung kennzeichnet sich häufig dadurch, dass der Phraseologis-
mus oder eine seiner Komponenten metaphorisch oder metonymisch auf einen 
äußeren Sachverhalt verweist und so den deiktischen Hinweis ersetzt. So steht der 
Schuss, der nach hinten losgeht, für eine Handlung, die das Gegenteil der gewünsch-
ten Wirkung zeitigt, der abgefahrene Zug für eine verpasste Gelegenheit.  
3.1.3.3 Interne und externe Leerstellen  
Wie oben beschrieben, kann ein Phraseologismus durch externe Leerstellen an den 
Kontext angebunden sein. Bei einem verbalen Phraseologismus spricht man hierbei 
von externer Valenz im Gegensatz zur internen Valenz, d.h. den bereits durch Kom-
ponenten des Phraseologismus selbst besetzten Leerstellen des Verbs. 
Extern: Subjekt  ObjektDat   
 
[Die Phraseologie] macht [Lernenden] einen Strich durch die Rechnung. 
Intern:  Prädikat  ObjektAkk Ergänzung 
Tabelle 1: Interne und externe Valenz 
Intern sind diejenigen Elemente, die schon im Phraseologismus enthalten sind; extern 
sind solche, die entsprechend dem Kontext aktualisiert werden.  
Der Begriff der externen Leerstellen kann auf nicht verbale Phraseologismen aus-
geweitet werden. Auch bei anderen Phraseologismen erfordert die Einbettung in den 
syntaktischen Kontext die Ergänzung bestimmter Satzglieder: 
[Jdm] fällt ein Stein vom Herzen  Dativobjekt 
Mit [jdm] kann man Pferde stehlen  NDat 
an Hand von [etw]  NDat (Subjekt, Prädikat, Akkussativobjekt) 
Externe Leerstellen können fakultativ oder obligatorisch sein:   
Obligatorisch sind Leerstellen, deren Aktualisierung zur syntaktischen Einbettung 
zwingend erforderlich ist. Hierbei muss jedoch unterschieden werden zwischen Leer-
stellen, die zur Erzeugung einer vollständigen Konstituente, und solchen, die zur Er-
zeugung eines vollständigen Satzes notwendig sind. Diese Abstufung ist z.B. bei No-
minalphrasen wichtig, die unter Umständen auch alleine stehen können, z.B. als Be-
schriftung einer Graphik oder als Artikelüberschrift. Das Prädikat kann daher nicht 
pauschal als obligatorisch gesehen werden. Dasselbe gilt auch für andere Satzglieder, 
z.B. Adverbialphrasen. Die genannte Unterscheidung spielt noch aus weiteren Grün-
den eine Rolle, von denen weiter unten die Rede ist. 
Fakultative externe Leerstellen sind solche, die an einer gegebenen Stelle ergänzt 
werden können, aber nicht müssen. Da die Liste möglicher Ergänzungen naturgemäß 
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endlos lang ist, sind hierbei nur diejenigen fakultativen Ergänzungen von Interesse, die 
in dem Kontext nicht zwingend, aber typischerweise anzutreffen sind. 
Bei der Kategorisierung von Phraseologismen stellen die externen Leerstellen eine 
zusätzliche Schwierigkeit dar: Es muss entschieden werden, ob externe Leerstellen bei 
der syntaktischen Klassifikation der Phraseologismen mitberücksichtigt werden soll 
oder nicht (vgl. Burger ²2003:42). Die Frage, ob man die externe Leerstelle mit zur 
Struktur des Phraseologismus rechnet oder nicht, ist in manchen Fällen ausschlagge-
bend für die syntaktische Klassenzuordnung, weil man jeweils ein unterschiedliches 
Ergebnis erhalten würde. So hat der strukturelle Phraseologismus an Hand von [etwas] 
ohne die externe Leerstelle [etwas] präpositionalen Charakter; rechnet man die Leer-
stelle bei der Klassenzuordnung jedoch mit, ergibt sich eine vollständige adverbiale Er-
gänzung, und man müsste somit von einem adverbialen Phraseologismus sprechen. 
In anderen Fällen wäre eine Zuordnung unter Einbeziehung der externen Leerstel-
le sinnvoll, um eine komplizierte Umschreibung der syntaktischen Klasse zu vermei-
den. So könnten Ausdrücke wie 
[Jdm] fällt ein Stein vom Herzen. 
In [jds] Haut möchte ich nicht stecken! 
Mit [jdm] kann man Pferde stehlen. 
als ganze Sätze aufgefasst werden, bei denen jeweils eine Leerstelle zu aktualisieren 
ist. Wäre eine Einbeziehung der externen Leerstelle nicht zulässig, müsste die syntak-
tische Klasse von [Jdm] fällt ein Stein vom Herzen etwa umschrieben werden als 
{V + NP(Det + N) + PP(Präp + NAkk)} 
Auf diese Weise müsste für jede erdenkliche Kombination von Satzgliedern eine eige-
ne Klasse eröffnet werden, was nicht zweckmäßig erscheint. Dies spricht in solchen 
Fällen für eine Einbeziehung der externen Leerstellen in die syntaktische Klassenbil-
dung, ebenso wie die Tatsache, dass die externe Leerstelle häufig das logische Sub-
jekt enthält (Ihm fällt ein Stein vom Herzen  Er ist erleichtert.).  
Betrachtet man dabei jedoch all jene Leerstellen als obligatorisch, die zur Er-
zeugung eines vollständigen Satzes aktualisiert werden müssen, ist deren Einbezie-
hung nicht zielführend, da die syntaktische Klassifikation auf diese Weise nur ganze 
Sätze ergeben würde. Hier kommt nun die oben beschriebene Unterscheidung zwi-
schen der Aktualisierung zum vollständigen Satz und der zur nächst höheren Konstitu-
ente zum Tragen: nur letztere können bei der syntaktischen Klassifikation einbezogen 
werden. Es wird daher folgendes Modell vorgeschlagen, das als Aufrundungsprinzip 
bezeichnet werden soll: 
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All jene externen Leerstellen, die zur Vervollständigung der nächst höheren 
Konstituente benötigt werden, werden bei der syntaktischen Klassifikation hin-
zugerechnet, alle anderen nicht. 
An Hand von [etw] würde somit als präpositionaler Phraseologismus gewertet werden, 
da auch ohne Hinzuziehung der externen Leerstelle [etw] schon eine komplette Konsti-
tuente vorliegt. [Jdm] fällt ein Stein vom Herzen hingegen zählt als Satz mit Leerstelle, 
um aus Einzelkonstituenten zusammengesetzte Klassenbezeichnungen zu vermeiden. 
Wenn im Folgenden von der syntaktischen Klasse eines Phraseologismus die Re-
de ist, wurde nach dem beschriebenen Prinzip verfahren. 
3.1.3.4 Innere morphosyntaktische Struktur 
Der innere Aufbau eines Phraseologismus lässt sich über eine Konstituentenanalyse 
ermitteln, wie folgende Beispiele zeigen. Externe Leerstellen wurden durch eckige 
Klammern gekennzeichnet. Klammern im Index bedeuten, dass die betreffende Konsti-
tuente eine Leerstelle enthält. 
[Jdm] platzt der Kragen. 
(1) Σ( )  NP + VP( ) 
(2a) NP  Det + N 
(2b) VP( )  V + [NPDat] 
⇒ Σ( ) {VP( ) ([NPDat] + V) + NP (Det + N)} 
 
[jdn] auf frischer Tat ertappen 
(1) VP( )  [NPAkk] + PP + V 
(2) PP  Präp + [NPDat] 
(3) NPDat  A + N 
⇒ VP( ) {[NPAkk] + PP (Präp + NPDat (A + N)) + V} 
 
[Jdn] überfällt eine bleierne Müdigkeit. 
(1) Σ( )  NP + VP( ) 
(2a) NP  Det + NP 
(2b) VP( )  V + [NPAkk] 
(3) NP  A + N 
⇒ Σ( ) {VP( ) ([NPAkk] + V) + NP (Det + NP (A + N))} 
Als Klassifikationskriterium eignet sich der innere Aufbau nicht, da sich völlig unter-
schiedliche Kombinationen aus Konstituenten ergeben können. 
Abgesehen von der formalen Analyse des inneren Aufbaus finden sich in Phraseo-
logismen häufig wiederkehrende Strukturen, die ein Kriterium zur Klassenbildung 
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darstellen können. So weisen manche Phraseologismen eine paarige Struktur (Zwil-
lingsformel; gesund und munter), in anderen finden sich rhetorische Figuren wie Reim 
(Morgenstund hat Gold im Mund), Vergleich (reden wie ein Wasserfall), Alliteration 
(aus heiterem Himmel), Gemination (Morgen, morgen, nur nicht heute…) oder Paralle-
lismus (Wie gewonnen, so zerronnen). 
Auch die Frage, ob ein Einwortphraseologismus vorliegt (s. 2.1.2), betrifft den in-
neren Aufbau. Hinsichtlich der syntaktischen Klasse sind Einwortphraseologismen zu-
meist Nominalphrasen; der Unterschied besteht allein im inneren Aufbau. 
3.1.4 Weitere Merkmale 
Für die Charakterisierung von Phraseologismen sind zahlreiche weitere Merkmale re-
levant, die sich aufgrund ihrer Differenziertheit nicht unbedingt zur Klassenbildung eig-
nen. Zu nennen wären diesbezüglich vor allem Stilschicht, areale Verbreitung, Ge-
brauchskontext und weitere funktionale Aspekte, ebenso wie semantische und mor-
phosyntaktische Restriktionen bei der Kontextanbindung. Eine detailliertere Be-
schreibung dieser Merkmale folgt in 5.4 im Zusammenhang mit Angaben, die in einem 
phraseologischen Wörterbuch benötigt werden. 
3.2 Systematik 
In 3.1 wurde eine Reihe von Merkmalen erarbeitet, anhand derer sich die Phraseolo-
gismen klassifizieren lassen. Neben den traditionellen, teilweise auch außerwissen-
schaftlich bekannten Klassen gibt es noch eine Vielzahl an semiotischen, semanti-
schen und syntaktischen Klassifikationskriterien. 
Nun soll die Frage aufgegriffen werden, wie diese Merkmale zueinander in Bezug 
gesetzt werden können und ob sich auf deren Basis eine übergreifende Systematik er-
stellen lässt. Burger (²2003:36ff.) schlägt eine Systematik auf Basis der beschriebenen 
Merkmale vor. Diese wird im Folgenden vorgestellt. 
3.2.1 Basisklassifikation nach Burger (²2003) 
Abb. 1 zeigt eine Übersicht über die von Burger (²2003) vorgeschlagene Basisklassi-
fikation13.  
                                                     
13
 Bei Burger wird die Klassifikation nur in reduzierter Form als Graphik dargestellt, daher wurde der 
Strukturbaum hier um Elemente erweitert, die Burger im Text beschreibt. 
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Abb. 1: Basisklassifikation nach Burger (²2003) 
Wie aus Abb. 1 ersichtlich ist, kombiniert Burger unterschiedliche Merkmale. In der 
Spalte links ist das für die jeweilige Gliederungsebene ausschlaggebende Merkmal an-
geführt.  
Durch die erste Einteilungsebene nach semiotischen Gesichtspunkten werden zu-
nächst die unübersichtlich große Gruppe der kommunikativen Phraseologismen sowie 
die strukturellen Phraseologismen abgespalten. Die semantische Einteilung in nomina-
tive und propositionale Phraseologismen deckt sich mit der syntaktischen Einteilung in 
satzgliedwertig und satzwertig. Die satzwertigen Phraseologismen subklassifiziert Bur-
ger nicht – wie die satzgliedwertigen – hinsichtlich ihrer Idiomatizität, sondern hinsicht-
lich der Art der Kontextanbindung, um die traditionelle Gruppe der Sprichwörter – die ja 
idiomatisch sein können oder auch nicht14 – nicht auseinander zu reißen. 
Burgers Systematik liefert einen sehr guten ersten Überblick über die Materie. Es 
zeigt sich jedoch, dass eine hierarchische Anordnung generell nicht geeignet ist, das 
Gebiet der Phraseologie erschöpfend darzustellen, da durch die Inhomogenität der Kri-
terien einerseits Überlappungen unvermeidbar sind, während andererseits manche 
Klassen unberücksichtigt bleiben müssen. 
Auf der untersten Ebene nimmt Burger die traditionellen Klassen Sprichwörter und 
Gemeinplätze in die Systematik auf. Jedoch lassen sich keineswegs alle traditionellen 
Klassen auf gleiche Weise einfügen. Bei der Klasse der Geflügelten Worte etwa ergä-
be sich die Schwierigkeit, dass diese sowohl satzwertig (Ich denke, also bin ich von 
                                                     
14
 Vgl. etwa Der Apfel fällt nicht weit vom Stamm (Idiom) vs. Kommt Zeit, kommt Rat (Kollokation). 
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Decartes15 oder Jeder soll nach seiner Façon selig werden von Friedrich dem II. von 
Preußen16 als auch satzgliedwertig (aus seinem Herzen eine Mördergrube machen, 
Prophet im eigenen Land sein, Bibelzitate) sein können. Unter den satzwertigen Geflü-
gelten Worten gibt es sowohl kontextunabhängige topische Formeln als auch feste 
Phrasen, die syntaktisch oder logisch an den jeweiligen Kontext angebunden sind (Das 
also ist des Pudels Kern!, Die Würfel sind gefallen). Diese Klasse liegt also quer zur 
beschriebenen Systematik und wird von Burger daher, nebst einigen anderen, separat 
beschrieben. 
Weiterhin stellt sich natürlich auch bei den satzwertigen Phraseologismen die 
Frage nach der Idiomatizität, und nicht nur bei den satzgliedwertigen. Die Einteilung in 
satzwertig und satzgliedwertig müsste ebenso bei den kommunikativen Phraseologis-
men vorgenommen werden (Guten Abend vs. meines Erachtens).  
In solchen Unvollständigkeiten und Überschneidungen zeigt sich die Schwäche 
einer hierarchischen Darstellung der Phraseologie. Hier begegnet man dem von Isen-
berg (1978:578) beschriebenen typologischen Dilemma, nämlich der generellen 
Schwierigkeit, eine mehrdimensionale Materie in einem monohierarchischen System 
darzustellen17. Die Schwächen einer hierarchischen Klassifikation rühren daher, dass 
eine Hierarchie der Merkmale nicht inhärent gegeben ist, sondern stets einer gewissen 
Willkür unterliegt. 
3.2.2 Darstellung im Begriffsfeld 
Geeigneter scheint eine Darstellungsweise, die dem Nebeneinander der Klassen 
Raum gibt. Abb. 2 zeigt ein Begriffsfeld, in dem die auf unterschiedlichen Merkmalen 
beruhenden Klassen lose angeordnet sind. Es sei noch einmal erwähnt, dass die Auf-
listung der Merkmale keineswegs vollständig ist, sondern bei Bedarf ergänzt werden 
muss. 
Eine Hierarchie liegt nicht in der Natur der Merkmale, kann aber bei Bedarf je nach 
Forschungsinteresse eingeführt werden. Für das praktische Arbeiten scheint es daher 
sinnvoll einen Bestand in einer Datenbank zu ordnen, die nach unterschiedlichen 
Merkmalen abgefragt werden kann.   
 
                                                     
15
 vgl. http://books.google.de/books?id=XTBbrOvXIxMC&pg=PA7 (10. Oktober 2010) 
16
 Vgl. http://de.wikipedia.org/wiki/Liste_gefl%C3%BCgelter_Worte/J (10. Oktober 2010) 
17
 Genauer besteht das typologische Dilemma „darin, daß […] die Forderungen nach Homogenität, Exhausti-
vität und Monotypie nicht gleichzeitig erfüllbar sind“ (Isenberg 1978:578). 
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Abb. 2: Phraseologische Klassen im Begriffsfeld 
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4 Phraseologie im interlingualen Arbeiten 
In den vorangegangenen Kapiteln wurden Grundmerkmale sowie verschiedene Klas-
sen der Phraseologie vorgestellt. Die Betrachtungen bezogen sich dabei nur auf den 
einsprachigen Bereich. Nun soll untersucht werden, welche Rolle der Phraseologie 
beim mehrsprachigen Arbeiten, also in der Translation oder beim Fremdspracherwerb, 
zukommt. Bevor wir uns hierbei auf die Mikroebene des Textes begeben, soll zunächst 
ein kurzer Blick auf den translatorischen Gesamtkontext geworfen werden. 
4.1 Phraseologie im translatorischen Gesamtkontext 
In der Translationswissenschaft besteht weitreichend Konsens darüber, dass für die 
Produktion eines geeigneten Zieltextes der Skopos, der Zweck der Translation, aus-
schlaggebend ist (vgl. z.B. Göpferich ²2003). Es geht demnach nicht darum, einen 
Ausgangstext möglichst getreu zu übersetzen, sondern vielmehr um die Produktion 
eines Textes, der im zielkulturellen Kontext die gewünschte kommunikative Leistung 
erbringt, die sich mit der ursprünglichen Funktion des Ausgangstextes decken kann, 
aber nicht muss. Auch bei derselben Kommunikationsabsicht können kulturelle Unter-
schiede und abweichende Textsortenkonventionen die Wahl anderer sprachlicher Mit-
tel erforderlich machen, so dass der Zieltext unter Umständen formal und inhaltlich völ-
lig vom Ausgangstext abweicht. In einem solchen Fall wird auch die Übersetzung ein-
zelner phraseologischer Wendungen des Ausgangstextes hinfällig. Erster Schritt einer 
translatorischen Handlung ist also zunächst die Beurteilung der kommunikativen Ge-
samtsituation. 
Über einzelnen sprachlichen Elementen wie Phraseologismen steht zudem die 
übergeordnete Einheit Text, die u.a. durch den beschriebenen Gesamtkontext definiert 
ist und auf vielfache Weise mit Phraseologismen wechselwirkt. Beispielsweise beein-
flussen Faktoren wie Textsortenkonventionen, einheitliche Textgestaltung, Stil etc. die 
Wahl sprachlicher Mittel wie Phraseologismen. Umgekehrt können Phraseologismen 
als Marker einer bestimmten Textsorte dienen, z.B. feste Wendungen in einem Vertrag 
oder einer Gebrauchsinformation, und somit auf die übergeordnete Einheit Text rück-
wirken. Eine Wechselwirkung zwischen Text und Phraseologie kann zudem dadurch 
stattfinden, dass ein Phraseologismus durch den Text, in den er eingebettet ist, neu 
geprägt und implizit oder explizit definiert wird. Ein Paradebeispiel für eine solche 
Neuprägung sind Gesetzestexte, die naturgemäß bestimmte Ausdrücke definieren. 
Prinzipiell kann jede Textsorte neue Wendungen und Lexeme prägen. Aus solchen 
textspezifisch und idiolektal entstandenen Wendungen werden häufig feste Phraseolo-
gismen, beispielsweise in Form von Geflügelten Worten, wie Zitate aus der Werbe-
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sprache oder einer Politikerrede (Ich bin ein Berliner18, L’état, c’est moi19, Soll jeder 
nach seiner Façon selig werden20). 
Somit steht ein Phraseologismus nicht nur mit dem direkt umgebenden Text in Be-
ziehung. Vielmehr kann er als Mikrotext aufgefasst werden, der ins intertextuelle Ge-
samtgefüge einer Kultur eingebettet ist. Das Beispiel der im Amerikanischen viel zitier-
ten Wendung That’s what she said mag dies veranschaulichen: Der Satz stammt aus 
der amerikanischen Fernsehkomödie Saturday Night Live und wurde vor allem durch 
die Serie The Office bekannt. Typischerweise wird die Wendung als Antwort auf eine 
unbeabsichtigt doppelbödige Aussage verwendet21. Ohne Kenntnis der zugrunde lie-
genden Texte (hier: Fernsehserien) ist die Aussage nicht verständlich. 
Phraseologismen sind somit Träger kultureller Information, weil sie durch zahl-
reiche intertextuelle Bezüge an den Wissenshorizont der Mitglieder einer Kultur an-
knüpfen, die sich für Außenstehende nicht allein durch die sprachliche Ebene erschlie-
ßen. Dies betrifft auch textsortenspezifische Wendungen (Es war einmal…), die bei 
Anghörigen dieser Kultur bestimmte Erwartungen an einen Text hervorrufen.  
Die Faktoren Translationsskopos, Text und Kultur müssen also bei Übersetzungs-
entscheidungen berücksichtigt werden. Die Wahl einzelner sprachlicher Mittel folgt erst 
als letzter Schritt nach Absteckung dieser Rahmenbedingungen. Eine analoge Übertra-
gung des Ausgangstextes kann in manchen Fällen eine adäquate Strategie darstellen, 
ist aber nicht immer die beste Lösung. Vor diesem Hintergrund ist die Übersetzung von 
Phraseologismen zu verstehen, von der im Folgenden die Rede ist. Wie alle anderen 
Wörterbücher ist auch ein phraseologisches Wörterbuch nur ein Werkzeug, das einen 
Impuls für kompetente translatorische Entscheidungen geben, diese aber nicht erset-
zen kann. 
4.2 Kontrastive Phraseologiedefinition 
Nachdem die äußeren Rahmenbedingungen einer Translation abgesteckt wurden, soll 
nun die Rolle der Phraseologie auf der mikrostrukturellen Ebene des Ausgangs- und 
Zieltextes untersucht werden. Angenommen sei hierfür der Fall einer ausgangstext-
nahen Übersetzung. Phraseologie kann auf zweierlei Ebenen zu Schwierigkeiten 
führen, nämlich einmal beim Verständnis bzw. bei der Analyse des Ausgangstextes 
und zum anderen bei der Produktion des Zieltextes. 
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 John F. Kennedy, vgl. http://de.wikipedia.org/wiki/Ich_bin_ein_Berliner (10.10.2010) 
19
 Louis XIV, vgl. http://wissen.de/wde/generator/wissen/ressorts/geschichte/index,page=1178282.html  
20
 Friedrich II. von Preußen, vgl. http://de.wikipedia.org/wiki/Liste_gefl%C3%BCgelter_Worte/J (10.10. 2010) 
21
 vgl. http://www.enotes.com/topic/Double_entendre 
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Bei einer erfahrenen Übersetzerin mit überdurchschnittlichen Kenntnissen beider 
Sprachen treten Verständnisprobleme des Ausgangstextes vermutlich seltener auf, am 
ehesten wohl bei fachsprachlichen Phraseologismen oder bei einzelnen, weniger ge-
bräuchlichen Idiomen. Auch was die zielsprachliche Textproduktion anbelangt, können 
diese beiden Bereiche am ehesten Probleme bereiten. Bei kreativeren Zieltexttypen 
beispielsweise können punktuell Ideen für stilistisch geeignete Idiome fehlen, auch 
wenn diese passiv bekannt sind. Die korrekte Verwendung alltäglicher Kollokationen 
hingegen ist bei Personen mit fundierten Sprachkenntnissen zu erwarten. 
Anders verhält sich dies in Fällen, in denen nicht von einem vorhandenen „Sprach-
gefühl“ auszugehen ist, nämlich beim Fremdspracherwerb und bei maschineller 
Übersetzung (MÜ). Bei der Textproduktion im Rahmen des Fremdspracherwerbs 
bereiten nicht nur Idiome, sondern auch Kollokationen Schwierigkeiten.  
Regelbasierte MÜ-Methoden basieren auf einem Zusammenspiel von gramma-
tischen Regelwerken und zweisprachigen Wörterbuchmodulen22. Der Übersetzungs-
prozess erfolgt in drei Schritten, nämlich der Analyse des Ausgangstextes (Parsen), 
der Übertragung in die Zielsprache, die auf unterschiedliche Arten erfolgen kann, so-
wie der Generierung des Zieltextes (vgl. Hutchins/Somers 1992). 
Es liegt auf der Hand, dass Phraseologismen sowohl bei der Analyse als auch bei 
der Generierung zu Schwierigkeiten führen können, sofern sie nicht als Einheiten im 
Wörterbuch gespeichert sind. Bei der Analyse stellen zumindest Idiome mit übertrage-
ner Bedeutung eine mögliche Fehlerquelle dar; bei der Generierung sind für jede Art 
von Phraseologismen genaue Informationen erforderlich. 
Bei Fehlen von intuitivem Sprachwissen ist demnach eine präskriptive Sprachbe-
trachtung gefragt, sozusagen ein „Bauplan“, der die Produktion korrekter zielsprach-
licher Texte ermöglicht. Einen solchen Bauplan bildet das grammatische Regelwerk 
einer Sprache, das darüber Auskunft gibt, wie lexikalische Elemente morphologisch 
abgewandelt und aneinander gereiht werden müssen, um einen kohäsiven und 
kohärenten Text zu bilden. 
Zur zielsprachlichen Textproduktion – sei es durch Lernende einer Fremdsprache 
oder im Rahmen maschineller Übersetzung – werden somit zunächst zwei Dinge be-
nötigt, nämlich das grammatische Regelwerk und das lexikalische Inventar dieser 
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 Im Gegensatz dazu stehen datenbasierte Systeme wie die statistische MÜ, die keinen theoretisch vorde-
finierten Regelsatz enthalten, sondern anhand zweisprachiger Korpora die statistisch wahrscheinlichste 
Übersetzung herleiten (vgl. Carstensen et al. 2010:644ff.). 
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Sprache.23 Wie sich unschwer erahnen lässt, genügt dies jedoch noch nicht, um einen 
kohäsiven und stilistisch einwandfreien Text produzieren zu können. Phraseologische 
Wortverbindungen stellen ein wesentliches Hindernis für ein derart regelhaftes Vorge-
hen dar – sei es, weil sich die Bedeutung eines Phraseologismus aufgrund seiner Idio-
matizität nicht aus den Einzelkomponenten erschließt, oder sei es durch mangelnde 
Analogie zur Vergleichssprache bei der Bildung eines Ausdrucks wie eine Entschei-
dung treffen24. Zudem beruhen viele Idiome auf kulturspezifischen Traditionen und 
Denkweisen.  
Der Einsatz phraseologischer Wortverbindungen erfordert also über die Gramma-
tikregeln hinaus zusätzliches Vorwissen. Demzufolge ist keine wörtliche Übersetzung 
möglich, es sei denn, es besteht zufällig eine Analogie zwischen den Vergleichsspra-
chen. Vor diesem Hintergrund kann Phraseologie wie folgt definiert werden: 
Der Begriff Phraseologie umfasst alle festen, polylexikalen Ausdrücke, die sich 
nicht allein durch Anwendung des grammatischen Regelwerks und des lexikali-
schen Inventars einer Sprache aktiv bilden lassen, sondern zusätzliches Vor-
wissen erfordern. 
Für den Fremdspracherwerb bedeutet diese Notwendigkeit von Vorwissen, dass 
Phraseologismen genau wie Lexeme in der ein- oder anderen Form auswendig gelernt 
werden müssen, um aktiv eingesetzt werden zu können. 
Für die maschinelle Übersetzung bedeutet dies, dass Phraseologismen in einem 
Lexikon zur Verfügung stehen müssen. Es lässt sich bereits erahnen, dass Angaben 
zu einem solchen Eintrag sehr umfangreich sein müssen und sich vielschichtiger ge-
stalten als bei einem einfachen Lexem. 
In beiden Fällen wird ein phraseologisches Lexikon benötigt, das anwendungsbe-
zogene Informationen auf mehreren Ebenen liefert. Mit Aufbau und Möglichkeiten 
eines solchen Nachschlagewerkes befasst sich Kapitel 5. 
Wie die Definition des Phraseologismus als „eine durch die syntaktischen und se-
mantischen Regularitäten der Verknüpfung nicht voll erklärbare Einheit“ (Burger/Buho-
fer/Ssialm 1982:1) zielt auch obige Definition auf die Nicht-Regelhaftigkeit phraseolo-
gischer Einheiten ab. Jedoch steht hier nicht die rein deskriptive Sprachbetrachtung im 
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 Am Rande sei hier bemerkt, dass Menschen im Gegensatz zu Maschinen natürlich nicht nur über Gram-
matikregeln, sondern vor allem über Kontextbeispiele und Analogiebildung lernen. Dieser Aspekt sollte in 
die Konzeption eines phraseologischen Wörterbuchs einfließen. 
24
 Auf Portugiesisch „nimmt“ man eine Entscheidung; auf Ungarisch „bringt“ man sie. 
  
   33 
Vordergrund, sondern vielmehr die Textproduktion, um dem präskriptiven Anspruch im 
mehrsprachigen Arbeiten gerecht zu werden.  
Diese Auffassung von Phraseologie zieht jedoch gewisse Konsequenzen nach 
sich, die in den folgenden beiden Absätzen besprochen werden. 
4.2.1 Mangelnde Analogie 
Zum einen ist anzumerken, dass auf diese Weise die Bewertung eines Ausdrucks 
hinsichtlich seiner Phraseologizität nicht aus jedem Blickwinkel gleich ausfällt. So wäre 
der deutsche Ausdruck die Nase putzen aus portugiesischer Sicht nicht phraseolo-
gisch, da er regelmäßig und völlig analog zum Portugiesischen limpar o nariz gebildet 
werden kann. Das ungarische kifújja az orrot, wörtlich „sich die Nase ausblasen“, kann 
mangels Analogie nicht intuitiv richtig übersetzt werden; hier ist eine Zusatzinformation 
notwendig. Aus portugiesischer Sicht wäre der Ausdruck sich die Nase putzen also 
nicht unbedingt als phraseologisch zu werten, aus ungarischer Sicht aber sehr wohl.  
Ob ein Ausdruck als phraseologisch gewertet werden kann oder nicht, hängt somit 
immer von den Gegebenheiten der jeweiligen Vergleichssprache ab. Dementspre-
chend definieren Hutchins/Somers (1992:105) in ihrem Werk zu maschineller Über-
setzung: 
“From the point of view of translation, ‘idiom’ can be defined functionally. A phrase that 
can be translated compositionally, even if clearly idiomatic in meaning, need not be 
treated as such (e.g. to ask for the moon, French demander la lune). On the other 
hand, any phrase for which the translation is not an obvious combination of the 
translation of its components must be treated in a special manner (as an ‘idiom’).” 
Diese Definition ergibt sich als logische Konsequenz, sofern nur eine Vergleichsspra-
che herangezogen wird. Sie erweist sich jedoch als zu eng, wenn mehrere mögliche 
Sprachkombinationen berücksichtigt werden sollen. 
4.2.2 Schnittstelle zwischen Grammatik und Lexik 
Obige Definition erklärt die Phraseologie zur Schnittstelle zwischen Grammatik und 
Lexik, eine Auffassung, die auch in der Computerlinguistik vertreten wird. So stellen 
Calzolari et al. (2002) fest: “MWEs [multiword expressions, HK] can be regarded as 
lying at the interface between grammar and lexicon”.  
Daraus folgt, dass der Umfang der Phraseologie auch davon abhängt, wo genau 
die Grenzlinien zwischen Grammatik, Phraseologie und Lexik gezogen werden. Eine 
Grammatik könnte z.B. Regeln darüber enthalten, welche Zeitangaben mit welchen 
Präpositionen bzw. Suffixen zu bilden sind (in einem Jahr vs. an einem Tag) und diese 
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Regeln bei Bedarf um Ausnahmen ergänzen. Alternativ können solche Wortkombina-
tionen auch der Phraseologie zugeordnet werden. Die Phraseologizität hängt also in 
einigen Fällen davon ab, wie engmaschig Grammatikregeln formuliert werden. 
In anderen Fällen stellt sich die Frage, ob eine Wortkombination zur Phraseologie 
oder zur Lexik gerechnet werden soll, wie etwa Verb-Präposition- sowie Nomen-
Präposition-Verbindungen (bitten um, hinweisen auf; Lust auf, Verlangen nach, Bitte 
um, Aufforderung zu). Diese könnten als feste, beim Fremdspracherwerb auswendig 
zu lernende Wortverbindungen zur Phraseologie gerechnet werden, oder aber in 
einem gewöhnlichen zweisprachigen Wörterbuch, also im Bereich der Lexik, erfasst 
werden. 
Was dafür spricht, Verb-Präposition- und Nomen-Präposition-Verbindungen zur 
Lexik zu zählen, ist die Tatsache, dass ohne Angabe der entsprechenden Präposition 
das jeweilige Lexem nicht oder nur sehr eingeschränkt zum Einsatz kommen kann. Die 
Präposition ist also, ähnlich wie ein Artikel im Deutschen, eine zur korrekten Verwen-
dung des Lexems notwendige Zusatzinformation. 
Letztlich spielt es jedoch keine Rolle, wo genau die Grenzen zwischen Phraseo-
logie, Lexik und Grammatik gezogen werden – letztlich ist dies eine reine Frage der 
Definition. Entscheidend ist die lückenlose Erfassung sämtlicher „problematischer“, 
sprich, nicht regelhafter Ausdrücke. Dafür ist es notwendig, dass ein Konsens besteht 
über die Zuordnung der verschiedenen sprachlichen Phänomene zu den drei Berei-
chen. Nur so kann das System einer Sprache vollständig und lückenlos erfasst wer-
den, was eine wichtige Grundlage für maschinelle Übersetzungen darstellt. 
4.3 Äquivalenzbeziehungen 
4.3.1 Dimensionen der Äquivalenz 
Bei der Übersetzung steht die kommunikative Äquivalenz des Gesamttextes im Vor-
dergrund. Es kann daher auch für die Übersetzung von Phraseologismen keine Patent-
lösung geben.  
Im Folgenden soll jedoch grob umrissen werden, auf welche Äquivalenzbeziehun-
gen man bei der Gegenüberstellung zweier verschiedensprachiger Ausdrücke stoßen 
kann, und welche unterschiedlichen Übersetzungsverfahren sich daraus ergeben.  
Grob kann zwischen drei Fällen unterschieden werden, nämlich dem Vorhanden-
sein eines genauen Äquivalents, eines ähnlichen Ausdrucks, sowie dem gänzlichen 
Fehlen eines Äquivalents. Bei Koller (2007:605f.) und Wotjak (1982:115) finden sich 
die Bezeichnungen totale Äquivalenz, partielle Äquivalenz und Nulläquivalenz. 
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Koller (2007:605) beschreibt vier Klassen, mit denen er bisherige Klassifikations-
vorschläge der Forschung zusammenfasst. Außer den drei genannten führt er auch die 
Substitutions-Äquivalenz an, die er wie folgt definiert:   
„1:Substitutions-Entsprechung (Ersetzung durch ein anderes Phrasem, Substitutions-
Äquivalenz) 
Kriterien: semantische Äquivalenz, unterschiedliche lexikalische Besetzung, keine 
oder nur geringfügige konnotative Unterschiede. Beispiele: engl. hot potatoe – dt. 
heißes Eisen, fr. passer un savon à q. – dt. jm den Kopf waschen […]“ 
Bei näherem Hinsehen jedoch wäre die Substitutionsäquivalenz eine Teilmenge der 
partiellen Äquivalenz, da Kollers Definition der partiellen Äquivalenz auch Unterschiede 
in der lexikalischen Besetzung beinhaltet: 
„1:Teil-Entsprechung (partielle Äquivalenz) 
Kriterien: semantische Äquivalenz, geringfügige Unterschiede in der lexikalischen 
Besetzung und/oder der syntaktischen Struktur und/oder konnotative Unterschiede. 
Beispiele: […] dt. im Laufe der Zeit – fr. avec le temps, engl. by [sic! HK] a pig in a 
poke – dt. die Katze im Sack kaufen […]“ (Koller 2007:605) 
Zudem besteht kein Grund, eine diesbezügliche Abweichung anders zu behandeln als 
andere, etwa die Stilschicht oder Syntax betreffende Abweichungen, da all diese Fak-
toren mitunter konnotative Unterschiede hervorrufen können. Daher soll hier zunächst 
nur von drei groben Äquivalenzklassen ausgegangen werden. 
Aus diesen Definitionen geht hervor, dass Äquivalenz auf mehreren Ebenen vor-
handen sein oder fehlen kann. Die bloße Übereinstimmung der denotativen Bedeutung 
erzeugt noch keine totale Äquivalenz, vielmehr müssen weitere Dimensionen wie etwa 
die syntaktische Einbettung oder die konnotative Bedeutung, die sich aus Faktoren wie 
Stilschicht, Sozio- und Regiolekten, Wertung etc. ergibt, berücksichtigt werden. Von 
totaler Äquivalenz kann nur gesprochen werden, wenn auf jeder dieser Ebenen Über-
einstimmung vorliegt, was eher der Ausnahmefall sein dürfte. Koller (72004:215) po-
stuliert daher, dass „die Verwendung des Äquivalenzbegriffs […] die Angabe von Be-
zugsrahmen“ voraussetze. Einige dieser für die Phraseologie relevanten Äquivalenz-
ebenen sollen ausführlicher dargestellt werden.  
Ein wichtiger Aspekt bei Idiomen ist das verwendete sprachliche Bild, das bei 
bedeutungsgleichen Phraseologismen zweier Sprachen abweichend sein kann. So 
könnte die portugiesische saloppe Redewendung gastar saliva – wörtlich „Speichel 
verschwenden“ – auf Deutsch mit gegen eine Wand reden oder sich den Mund fusselig 
reden wiedergegeben werden. Gemeint ist in beiden Sprachen, dass man vergebens 
viele Worte aufwendet, um jemanden zu überzeugen. Jedoch bedienen sich beide 
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Sprachen eines anderen Bildes, um diese Situation zu beschreiben. Ein weiteres Bei-
spiel ist engl. to buy a pig in a poke – dt. die Katze im Sack kaufen.  
Eine Übereinstimmung der wörtlichen Bedeutung findet sich etwa bei der Rede-
wendung in jds. Fußstapfen treten, die durch ung. vki nyomdokain lépdel auf allen 
Ebenen identisch wiedergegeben wird, ebenso etwas für bare Münze nehmen – kész-
pénznek vesz vmit. Häufig ergibt sich dieser Fall bei gemeinsamen Quellen wie Wer-
ken von Goethe oder Shakespeare oder der Bibel. 
Eine Übereinstimmung des Bildes kann bei ästhetisch-expressiven Textsorten eine 
Rolle spielen, wenn sich etwa eine bestimmte Metaphorik durch den gesamten Text 
zieht, oder aber bei Modifikationen, die bewusst mit beiden Lesarten des Phraseologis-
mus spielen, z.B. bei journalistischen Texten oder in der Werbung. 
Eine weitere wichtige Äquivalenzebene betrifft die syntaktische Klasse. Ziel-
sprachliche Äquivalente können eine andere syntaktische Klasse oder Kontextanbin-
dung aufweisen als der ausgangssprachliche Phraseologismus, beispielsweise wenn 
das deutsche Jds. letztes Stündlein hat geschlagen mit to meet one’s maker ins Engli-
sche übersetzt wird. Beide Phraseologismen bezeichnen den Sachverhalt des Ster-
bens, jedoch handelt es sich beim englischen um eine Verbalphrase, bei der ein Sub-
jekt zu ergänzen ist, während die deutsche Variante einen Satz mit Leerstelle (Genitiv-
attribut) darstellt. 
Auf ähnliche Weise wäre ein Kontext denkbar, in dem das englische in a nutshell 
mit etwas kurz fassen übersetzt wird, obwohl es sich beim englischen Phraseologis-
mus um eine Adverbial-, beim deutschen hingegen um eine Verbalphrase handelt. Iso-
liert betrachtet sind die beiden Elemente nicht zwangsläufig äquivalent – so wäre es 
unangebracht, den Buchtitel The Universe in a Nutshell von Stephen Hawking25 mit 
einer Verbalphrase zu übersetzen – sondern erst, wenn in a nutshell um ein Verb wie 
to put sth. (in a nutshell) ergänzt wird. 
Für die Übersetzungspraxis besonders bedeutend ist die Ebene der konnotativen 
Äquivalenz, also unter anderem die Frage, ob zwei Phraseologismen dieselbe Stil-
schicht aufweisen. Dieser Aspekt ist umso wichtiger, da Phraseologie als Textgestal-
tungsmittel ein wichtiger Träger stilistischer Wirkung ist. Ebenso wichtig für die Praxis 
ist die textnormative Äquivalenz, die auf Anwendbarkeit innerhalb derselben Textsor-
te abzielt. Die Liste der verschiedenen Äquivalenzebenen ließe sich weiter verlängern. 
Festzuhalten ist jedenfalls, dass wenn zwei Vergleichsphraseologismen auf einer Ebe-
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 Hawking, Stephen (2001): The Universe in a Nutshell. New York/ Toronto/ London/ Sydney/ Auckland: 
Bantam Books. Der Titel wurde mit der semantischen Entlehnung Das Universum in der Nussschale ins 
Deutsche übersetzt (s. 4.3.3).  
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ne voneinander abweichen, nicht mehr von totaler Äquivalenz die Rede sein kann. Die 
Untersuchung einiger praktischer Beispiele deutet jedoch darauf hin, dass eine derart 
kritische Bewertung der Äquivalenz nicht in allen Fällen zielführend ist.  
Häufig finden sich leichte Abweichungen, die auf strukturellen Unterschieden ba-
sieren und mit keiner oder nur schwacher Idiomatizität einhergehen. In solchen Fällen 
ist ein Spiel mit der wörtlichen Bedeutung aufgrund des hohen Lexikalisierungsgrades 
(bzw. Phraseologisierungsgrades) eher unwahrscheinlich. Würde ein Lexikon solche 
Formulierungen als nur partiell äquivalent einstufen, wäre das unter Umständen 
irreführend, da diese Wendungen wohl in den meisten Kontexten völlig äquivalent 
einsetzbar sind. Tabelle 2 zeigt eine ungarisch-deutsche Gegenüberstellung solcher 
Beispiele. 
Ungarisch Wörtliche Übersetzung Deutsch 
vmiről nem is beszélve „gar nicht erst zu reden von“ ganz zu schweigen von 
esik aus eső „Es fällt der Regen“ es regnet 
ez nem érvényes „das ist nicht gültig“ Das gilt nicht! (im Spiel) 
Régen láttam már! „Ich habe ihn schon vor langem 
gesehen“ (= „Es ist schon lange 
her, dass ich ihn gesehen habe“) 
Ich habe ihn schon lange 
nicht mehr gesehen 
Van már programom. „Ich habe schon Programm“ Ich habe schon etwas vor. 
Add át üdvözletemet. „Übergebe meinen Gruß“ Grüße sie/ihn von mir! 
sok hűhó semmiért „viel Aufhebens um nichts“ 
(das Wort hűhó ist eine unikale 
Komponente und bedeutet nicht 
gleichzeitig auch Lärm iSv. Ge-
räuschpegel.) 
viel Lärm um nichts 
eszébe jut „es kommt in seinen/ihren Sinn“ jdm. fällt etw. ein 
kifújja az orrot „die Nase ausblasen“ sich die Nase putzen 
szót vált „ein Wort wechseln“ Worte wechseln 
Ezt nem élvezem. „Das genieße ich nicht.“ Das macht mir keinen Spaß. 
Tabelle 2: Strukturelle Abweichungen 
Weitere Beispiele sind Funktionsverbgefüge und sonstige verbale Kollokationen, bei 
denen der Kollokator, d.h. das Verb anders als in seiner freien Bedeutung verstanden 
wird (eine Entscheidung treffen, einen Weg einschlagen, Verdacht schöpfen, Brand 
stiften). Um solchen Fällen gerecht zu werden, soll eine vierte Äquivalenzklasse prag-
matische Äquivalenz eingeführt werden, in der Phrasempaare zusammengefasst 
werden, die aufgrund struktureller Unterschiede nicht als total äquivalent gelten kön-
nen, pragmatisch jedoch mit hoher Wahrscheinlichkeit völlig äquivalent einsetzbar 
sind. Eine Zuordnung zur totalen Äquivalenz wäre erstens methodisch unsauber, und 
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zweitens würde dann die Gefahr einer Ausweitung der totalen Äquivalenz auf weitere 
Fälle denotativer Äquivalenz bestehen, was aus weiter oben beschriebenen Gründen 
nicht ratsam wäre. 
Im Folgenden seien die vier Äquivalenzklassen noch einmal zusammengefasst: 
Totale Äquivalenz zwischen zwei Phraseologismen liegt vor, wenn Überein-
stimmung auf allen Ebenen vorliegt. Dies ist wohl am ehesten bei Kollokationen der 
Fall, aber auch bei Idiomen, die aufgrund kultureller Kontakte oder einer gemeinsamen 
literarischen Quelle übereinzelsprachlich verbreitet sind. 
Pragmatische Äquivalenz liegt vor, wenn zwei Phraseologismen bedeutungs-
gleich sind, sich im selben Kontext einsetzen lassen und deren sprachliches Bild zu-
mindest weitgehend identisch ist, die jedoch minimale strukturelle Unterschiede auf-
weisen. 
Partiell äquivalent ist ein zielsprachlicher Phraseologismus, bei dem nur auf 
manchen der beschriebenen Ebenen Übereinstimmung besteht, der aber dennoch je 
nach Kontext eine geeignete Übersetzung darstellen kann. Unterschiede können z.B. 
das sprachliche Bild, die syntaktische Klasse oder die Stilschicht betreffen.  
Bei der Null-Äquivalenz weist die Zielsprache überhaupt kein Äquivalent auf. 
Dieser Fall kann insbesondere bei stark kulturell gefärbten Idiomen auftreten sowie bei 
fachsprachlichen Phraseologismen, die sich auf einen in der Zielkultur noch unbekann-
ten technischen Sachverhalt beziehen. Mögliche Übersetzungsverfahren sollen im 
nächsten Kapitel kurz besprochen werden. 
4.3.2 Übersetzungsverfahren 
Im Folgenden soll ein kurzer Überblick über mögliche Übersetzungsverfahren gegeben 
werden, die je nach Art der in der Zielsprache vorhandenen Äquivalente angewendet 
werden können. Dabei ist allerdings nicht von „Übersetzen“ des Phraseologismus im 
eigentlichen Sinne die Rede. Da Phraseologismen als kognitive Einheiten angesehen 
werden müssen, geht es vielmehr darum, aus einem bestehenden zielsprachigen In-
ventar ein passendes Äquivalent auszuwählen. Übersetzt wird ein Phraseologismus 
nur in spezifischen Fällen.  
Wenn sich ein totales Äquivalent findet, kann dieses übernommen werden, so-
fern die Art des Übersetzungsauftrags keine Abwandlung des Textes auf einer 
höheren Ebene erforderlich machen. 
Bei der Null-Äquivalenz weist die Zielsprache überhaupt kein Äquivalent auf. In 
diesem Fall wäre die Paraphrase, bei der die denotative Bedeutung durch freie Wort-
verbindung wiedergegeben wird, eine mögliche Übersetzungsstrategie. Bei einer 
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ersten Übersetzung kann dies eine passende Lösung sein; ein wiederkehrender fach-
sprachlicher Sachverhalt kann allerdings eine eigene Benennung notwendig machen. 
Unter Umständen kann ein Phraseologismus wörtlich in die Zielsprache übertragen 
werden. Man spricht hier von semantischer Entlehnung (vgl. Schreiber 2003:152). 
Auf diese Weise kann es zur Neuprägung von Phraseologismen in der Zielsprache 
kommen; man denke dabei an Zitate aus der Bibel (zur Salzsäule erstarren) oder von 
Shakespeare (viel Lärm um nichts), die mit der Verbreitung dieser Werke in andere 
Sprachen eingingen. Auch bei idiomatischen Ausdrücken ist dies möglich, falls das 
Bild in der Zielsprache dennoch gut verständlich ist und - ohne Verfälschung des stili-
stischen Niveaus – die gleiche Wirkung erzielt wird. So wurde etwa Stephen Hawkings’ 
Buch The Universe in a Nutshell mit Das Universum in der Nussschale übersetzt, ob-
wohl die englische Wendung in a nutshell (in Kürze, kurz und bündig) zuvor im Deut-
schen nicht gebräuchlich war. Die wörtliche Entlehnung ist bei Mehrworteinheiten 
seltener anzutreffen, eher noch bei Nominal- als bei Verbalphrasen, z.B. Joint venture, 
Know-how, Carsharing. Wenn es sich um einen stark kulturell gefärbten, im Gesamt-
kontext weniger wichtigen Phraseologismus handelt, kommt auch eine Auslassung in 
Frage. 
Wenn sich nur partielle Äquivalente finden, können nicht alle Ebenen zugleich 
übertragen werden, daher muss unter Abwägung des translatorischen Gesamtkontex-
tes entschieden werden, welche Ebene für die Übersetzung am wichtigsten ist. So 
kann die Auswahl eines zielsprachlichen Phraseologismus mit abweichender syntakti-
scher Klasse zugunsten funktionaler Faktoren als Übersetzung geeignet sein. Etwa 
könnte die deutsche Verbalphrase sich kurz fassen bei entsprechender syntaktischer 
Einbettung gut mit der englischen Ergänzung in a nutshell wiedergegeben werden. 
Oder aber eine Wendung, die in der Zielsprache nicht typisch für die entsprechende 
Textsorte ist, wird aus dokumentarischen Gründen trotzdem beibehalten. So enthalten 
brasilianische standesamtliche Dokumente wie Heirats- oder Geburtsurkunde üblicher-
weise die floskelhafte Formulierung O referido é verdade e dou fé vor der Unterschrift, 
zumeist wiedergegeben mit Die Wahrheit des Besagten bezeuge ich hiermit. Deutsch-
sprachige vergleichbare Dokumente werden nicht von Standesbeamten in der ersten 
Person verfasst. 
Bei Idiomen ist es in manchen Fällen angezeigt, den Inhalt mit den in der Zielspra-
che zur Verfügung stehenden sprachlichen Mitteln möglichst getreu wiederzugeben – 
z.B. über eine Paraphrase mit freien Wortverbindungen oder einen zielsprachlichen 
Phraseologismus, der sich einer anderen Bildhaftigkeit bedient – und dafür einen Ver-
lust des sprachlichen Bildes in Kauf zu nehmen. Dies empfiehlt sich besonders bei in-
formativen Texttypen, bei denen die formale Ebene nicht unnötig Aufmerksamkeit auf 
sich ziehen sollte. 
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Bei anderen Idiomen kann es angebracht sein, die Denotation unter Beibehaltung 
der Ausdrucksebene leicht abzuwandeln. Dieses Verfahren wird als Mutation bezeich-
net und kommt hauptsächlich bei expressiven, ästhetischen Texttypen zum Einsatz 
(vgl. Schreiber 2003:152). 
Die ungarische Entsprechung des Ausdrucks keinen blassen Schimmer haben wä-
re im Allgemeinen (halvány) sejtelme sincs róla, wörtlich keine (blasse) Ahnung haben. 
Kommt es nun in einem Text speziell auf die Analogie Helligkeit – Wissen/ Intelligenz 
an, weil diese Metaphorik in einem größeren Textzusammenhang steht, können z.B. 
Wendungen wie napfényre kerül (ans Tageslicht kommen) in negierter Form oder nem 
látja világosan (etwas nicht klar sehen) verwendet werden, um die Metaphorik aufrecht 
zu erhalten, auch wenn der Sinn dadurch verzerrt wird. 
Diese Beispiele machen deutlich, dass auch ein begrifflich nicht identischer Phra-
seologismus eine geeignete Übersetzungslösung darstellen kann. Die Auswahl eines 
Äquivalents hängt stark vom jeweiligen Kontext ab; daher wäre es wünschenswert, 
wenn ein phraseologisches Nachschlagewerk möglichst viele zielsprachliche Äquiva-
lente – versehen mit genauen Anmerkungen zum Gebrauch – zur Auswahl stellen 
würde. Diese Ansicht vertritt auch Veisbergs (1996:243): 
“…sometimes […] the equivalent idiom does not present the best counterpart for the 
translation at all, while analogous idiom and even and [sic! HK] idiom with a 
completely different image may be of great use […]. I would therefore argue for an 
extensive approach to idiom entries – including of several possible variants with the 
equivalent naturally being number one.” 
Ob und wie dies umsetzbar ist, wird in Kapitel 5 untersucht. 
4.4 Phraseologie in Wörterbüchern 
Bevor wir uns mit elektronischer Phraseographie befassen, soll ein kurzer Seitenblick 
auf Phraseologie in gedruckten Wörterbüchern und damit verbundene Herausforde-
rungen geworfen werden, um diesbezügliche Probleme bei der Konzeption eines elek-
tronischen Wörterbuchs berücksichtigen zu können. Der Grundtenor einschlägiger For-
schungsliteratur ist, dass Phraseologie vielen Werken noch nicht zufriedenstellend be-
handelt wird. 
Grundsätzlich ist zwischen mono- und bilingualen sowie allgemeinen und speziell 
phraseologischen Wörterbüchern zu unterscheiden. Monolinguale sind im vorliegen-
den Kontext gleichermaßen interessant wie bilinguale, da auch differenzierte einspra-
chige Daten ein wichtiges Hilfsmittel bei Übersetzungsentscheidungen darstellen. 
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Ebenso scheinen allgemeine Wörterbücher einer Untersuchung wert zu sein, da 
diese von Personen ohne spezielles Fachwissen als erstes konsultiert werden (vgl. 
Moon 2007:909). Auch besteht nicht in allen Fällen Bewusstsein darüber, dass das ge-
suchte Lexem Teil einer phraseologischen Einheit ist. Gleichzeitig geht die Integration 
von Phraseologismen in ein auf Einwortlexeme zugeschnittenes „lexikographisches 
‚Korsett’“, wie Stantcheva (2002:39) sich ausdrückt, zwangsläufig mit größeren 
Schwierigkeiten einher. Im Folgenden werden auszugsweise einige wichtige Schwach-
stellen verschiedener Wörterbuchtypen beschrieben: 
Moon (2007:912) weist auf die Fragestellung hin, unter welchem Lemma ein Phra-
seologismus eingeordnet werden soll. Burger (²2003:174) beschreibt die im Duden. 
Deutsches Universalwörterbuch verwendete Lösung, zuerst nach dem ersten vorkom-
menden Substantiv, und falls es keines gibt, nach dem ersten Autosemantikum im 
Phraseologismus zu sortieren. Er beurteilt dies als „relativ unproblematisches Verfah-
ren“ (Burger ²2003:174), das auch für Laien nachvollziehbar sei. Zweifellos am benut-
zerfreundlichsten wäre die Verzeichnung unter mehreren Lemmata, entweder in 
Form von Querverweisen oder als volle Duplikate, denn, wie Moon (2007:912) fest-
stellt, „users often expect to use dictionaries without studying front matter“. Jedoch be-
obachtet sie diesbezüglich inkonsequent geführte Querweise sowie widersprüchliche 
Angaben in doppelten Einträgen (vgl. Moon 2007:912), womit Benutzern wiederum we-
nig gedient ist.  
Burger (²2003:170ff.) und Stantcheva (2002:177ff.) bemängeln bei allgemeinen, 
einsprachigen deutschen Wörterbüchern, dass Phraseologismen nicht ausreichend 
gekennzeichnet werden, was zu einer unzureichenden Abgrenzung von freien Wort-
verbindungen als Beispiel zu einem Eintrag führt. Stantcheva (2002:177ff.) stellt zu-
dem fest, dass die zur Markierung von Phraseologismen verwendete Terminologie un-
einheitlich sei und nicht dem aktuellen Forschungsstand entspreche. Auch hinsichtlich 
der Nennform von Phraseologismen stellen Burger (²2003:178), Moon (2007:913) und 
Stantcheva (2002:180f.) Uneinheitlichkeit sowie mangelnde Abgrenzung von aktuali-
sierten Beispielen fest. 
Ettinger (1989) untersucht verschiedene mono- und bilinguale Sammlungen 
französischer Phraseologismen für deutschsprachige Lernende. In den untersuchten 
Werken beobachtet er Unzulänglichkeiten bei Registermarkierungen, wodurch es 
Französischlernenden erschwert wird, neue Phraseologismen im richtigen Kontext ein-
zusetzen. Insbesondere enthielten die von ihm untersuchten Werke zu viele veraltete 
Termini, die aber nicht entsprechend gekennzeichnet seien, außerdem fehlen Anga-
ben zur Frequenz von Phraseologismen sowie diatopische, diastratische und diaphasi-
sche Markierungen. 
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Generell kritisiert er, dass „nicht zwischen aktiven und passiven Wörterbuchty-
pen unterschieden“ wird (Ettinger 1989:96). Dadurch werden Nutzern nicht genügend 
anwendungsbezogene Informationen an die Hand gegeben. Ähnliches beobachten Lu-
bensky/McShane (2007:925) am Beispiel eines englisch-russischen Wörterbuchs: 
„such coarse-grained bunching approaches do not […] come close to the goal of 
bilingual phraseological dictionaries, which is to provide all the semantic contex-
tual, stylistic and usage information that a non-native speaker needs in order to 
appropriately use phrasemes in real-world situations.“ 
Dies sind nur wenige Beispiele der Probleme der gedruckten Phraseographie; die Liste 
ließe sich fortsetzen. Ein Teil der beschriebenen Probleme lässt sich auf mangelnde 
Umsetzung theoretischer Erkenntnisse in die lexikographische Praxis (vgl. Bur-
ger ²2003:170f.) zurückführen, wie etwa formale Uneinheitlichkeit und mangelnde Re-
gistermarkierung. Weitere Probleme, insbesondere die von Ettinger (1989) beklagte 
mangelnde Aktualität und Berücksichtigung der Frequenz, lassen sich durch korpus-
gestützte Datengewinnung aus der Welt schaffen, wodurch z.B. Frequenzanalysen 
und Erfassung verschiedener Varianten möglich werden. In der Tat geht der Trend in 
diese Richtung, wie Lubensky/McShane (2007:919) – zumindest im englischspra-
chigen Bereich – beobachten: 
„As work continues on defining the optimal content and structure of entries in various 
kinds of lexicons, and as demands on the scope and quality of language-learning re-
sources intensify, the availability of monolingual and parallel corpora put a new and 
valuable resource in the hands of lexicographers.” 
Dabei ist anzumerken, dass der Erfolg der Datengewinnung aus Korpora auch von 
präziser und systematischer Weiterverarbeitung sowie von der Qualität der verwende-
ten Korpora abhängt, z.B. von der Qualität der Übersetzungen in Parallelkorpora. 
Wieder andere Probleme sind durch die Platzbeschränkung und die lineare Struk-
tur des Mediums Buch bedingt und würden sich durch den Einsatz elektronischer 
Medien automatisch lösen, wie Moon (2007:917) beschreibt: 
„… books have naturally limits on what can be said about words and phrases. Many 
problems disappear with electronic dictionaries, and this includes indexing, placement, 
and accessibility. Since space constraints no longer apply, entries can be much fuller 
and provide the information that is currently missing or underreported.” 
Elektronische Medien ermöglichen nicht nur die Aufnahme von Phraseologismen unter 
mehreren Lemmata sowie Einheitlichkeit dieser doppelten Einträge, sondern auch die 
Möglichkeit zu ausführlicheren gebrauchsbezogenen Angaben einschließlich Kontext-
beispielen.   
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5 Entwurf einer mehrsprachigen elek-
tronischen Phraseologiedatenbank 
In den vorangehenden Kapiteln wurde die Vielfalt phraseologischer Klassen und mehr-
sprachiger Äquivalenzbeziehungen deutlich. Eine kurze Bestandsaufnahme der ge-
druckten Phraseographie hat gezeigt, dass ein elektronisches Nachschlagewerk dieser 
Komplexität viel besser gerecht werden kann, da Einträge über verschiedene Lem-
mata und Suchfilter gefunden und durch Querverweise miteinander verknüpft wer-
den können. Zudem ist die Aufnahme einer großen Auswahl zielsprachlicher Äqui-
valente möglich, was von Vorteil ist angesichts der Tatsache, dass je nach Kontext 
auch stark abweichende Entsprechungen eine adäquate Übersetzung darstellen kön-
nen (s. 4.3).  
Ein weiterer Vorteil ist Aktualität, was sich angesichts rascher sprachlicher Ent-
wicklungen in Fachsprache und Medien wesentlich auf die Qualität auswirkt. Am mei-
sten kommt dieser Aspekt zum Tragen, wenn in Form von Online-Zusammenarbeit 
sehr viele Menschen an dem Nachschlagewerk mitarbeiten können. Diese Möglichkeit 
soll in 5.5.2 besprochen werden. Weiterhin erlaubt elektronische Phraseographie die 
Integration von multimedialem Bild- und Tonmaterial.  
Dieses Kapitel beschreibt den konzeptuellen Entwurf einer elektronischen Phra-
seologie-Datenbank.26. Zunächst werden ihre Grundeigenschaften (5.1) und Ord-
nungsprinzipien (5.2) festgelegt. Abschnitt 5.3 bietet einen Entwurf zur grundlegenden 
Strukturierung der Daten. Dieser wird in 5.4 durch die Analyse einsprachiger sowie 
übersetzungsbezogener Datenkategorien verfeinert. Der nächste Schritt ist die Pla-
nung der Contenterstellung und -Bearbeitung in 5.7, bei der u.a. die Usability ins Blick-
feld rückt. Um die konkrete Implementation mit einem bestimmten Datenbanksystem 
geht es dabei nicht, sondern ausschließlich um einen konzeptuellen Entwurf, der als 
Grundstein für ein neues phraseographisches Projekt dienen kann.  
 
                                                     
26
 Da dem zu besprechenden Wörterbuch eine Datenbankstruktur zugrunde liegen muss, sind die Termini 
Wörterbuch, Datenbank und Nachschlagewerk im Folgenden synonym zu verstehen. 
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5.1 Grundeigenschaften 
Konzipiert wird ein mehrsprachiges phraseologisches Nachschlagewerk, das dem 
Anspruch eines produktiven Wörterbuchs genügen soll, d.h., es soll die zur aktiven 
Verwendung eines zuvor unbekannten Phraseologismus nötigen Informationen bereit-
stellen, und zwar in unterschiedliche Übersetzungsrichtungen; es soll also multidirek-
tional sein. Der produktive Anspruch schließt die Aufnahme veralteter oder weniger 
gebräuchlicher Phraseologismen keineswegs aus, jedoch müssen diese entsprechend 
gekennzeichnet werden. Gleichzeitig sollen, wie in 4.3.2 gefordert, zu einem Phraseo-
logismus bei Bedarf mehrere zielsprachliche Äquivalente aufgenommen werden, 
darunter auch partielle Äquivalente, die je nach Kontext ebenfalls eine adäquate 
Übersetzungslösung darstellen können. Hierbei wird Übersetzungsbeispielen und 
Kommentaren zur Äquivalenz Raum gegeben, da diese die Qualität des Nachschlage-
werks erheblich steigern.  
Die Datenbank beschränkt sich weder auf einen bestimmten Typ von Phraseolo-
gismen noch auf ein bestimmtes Fachgebiet. Jedoch sollte die Möglichkeit bestehen, 
Phraseologismen einem Fachgebiet zuzuordnen und fachsprachlich relevante Informa-
tion, etwa eine Graphik, sachgerecht einzubinden. 
Bezüglich der Zielgruppe richtet sich das Wörterbuch vornehmlich menschliche 
Benutzer, also Sprachlernende und Übersetzerinnen. Dabei wird jedoch die Frage der 
Maschinenlesbarkeit ebenfalls berücksichtigt, das heißt, das Wörterbuch soll nach 
Möglichkeit so strukturiert sein, dass sein Inhalt zu einem späteren Zeitpunkt maschi-
nell weiterverarbeitet und in einen maschinellen Übersetzungsprozess integriert wer-
den kann. Hierfür ist es u.a. wichtig, die von Arntz et al. (2004:238) beschriebenen 
Prinzipien der Granularität und der Elementarität zu beachten. Dies bedeutet, dass 
Angaben zu einem Phraseologismus nicht einfach als Fließtext dargestellt werden, 
sondern dass jeder Informationstyp in einem eigenen Feld, einer gesonderten Daten-
kategorie gespeichert wird. Granularität bedeutet hierbei, dass „die Datenkategorien 
möglichst genau und fein definiert werden“ (Arntz et al. 2004:238), während Elementa-
rität die Tatsache beschreibt, dass „jede Datenkategorie nur das zu ihr passende Da-
tenelement enthält“ (Arntz et al. 2004:238). So soll etwa die Quelle einer Definition 
nicht im selben Feld wie die Definition selbst gespeichert werden.  
Was die Herkunft des Datenbestandes betrifft, gibt es mehrere Möglichkeiten: 
Daten können aus Korpora gewonnen, durch ein kleineres Team von Expertinnen er-
stellt oder in Form von Online-Kollaboration von einem breiteren Publikum eingegeben 
werden (vgl. hierzu 5.5.2). Welche Eingabeform auch immer gewählt wird – es wird an-
gestrebt, die Möglichkeit der Online-Kollaboration jedenfalls mit einzuschließen, sei 
es zur Ergänzung bestehender Daten oder zur kompletten Inhaltserstellung. Denn 
durch die Beteiligung mehrerer Personen kann ein realistischeres Bild des tatsächli-
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chen Sprachgebrauchs und zudem höhere Aktualität gewährleistet werden. Eine sol-
che Funktion, ob sie nun öffentlich oder nur für bestimmte Personen zugänglich ist, er-
fordert die Schaffung geeigneter Strukturen und eine verständliche Benutzeroberfläche 
(s. 5.5.5). 
Anders als in der terminologischen Praxis ist nicht vorgesehen, dass ein Eintrag 
durch eine Quelle belegt werden muss; Dateneingabe auf introspektiver Basis soll 
möglich sein. Damit wird der Tatsache Rechnung getragen, dass „selbst die größten 
Korpora nur Sprachausschnitte darstellen und daher weite Teile der nicht schriftlich do-
kumentierten Sprachverwendung auch nicht per Korpusrecherche zugänglich sind“ 
(Dräger/ Juska-Bacher 2010:167). Dies kann z.B. umgangssprachliche oder literari-
sche Wendungen betreffen. Zur Bestätigung des intuitiven Sprachwissens können Ein-
träge über User-Befragungen auf ihre tatsächliche Gebräuchlichkeit und stilistische 
Wirkung hin geprüft werden 
Aus dem produktiven Anspruch des Wörterbuchs ergibt sich die Notwendigkeit 
umfassender Informationen zum Gebrauch eines Phraseologismus wie etwa Stil-
schicht, areale Verbreitung, Bezogenheit auf bestimmte Textsorten und nicht zuletzt 
Kontextbeispiele, denn „ohne Beispiele und Belege ist es kaum möglich, dem Benutzer 
eine Vorstellung von realen Verwendungsbesonderheiten des Phraseologismus zu 
vermitteln“ (Dobrovol’skij 1999:117). 
Dem ist hinzuzufügen, dass je nach Verwendungszweck der Datenbank – mensch-
liche Nutzer oder maschinelle Weiterverarbeitung – andere Daten relevant sind. Wäh-
rend für maschinelle Weiterverarbeitung systematisch kodierte Informationen über Stil-
schicht, syntaktische Anbindung etc. nötig ist, lernen Menschen vor allem aus an-
schaulichen Beispielen. Idealerweise sollte die Datenbank beiden Arten von Daten 
Raum geben. 
Angesichts dieser Fülle von Daten stellt sich die Frage nach einer sinnvollen Struk-
tur und Übersichtlichkeit in der Darstellung. In Bezug auf gedruckte Wörterbücher 
äußert Stantcheva (2002:38): 
„All diese Datentypen möglichst vollständig zu erfassen sowie ökonomisch und 
dennoch benutzerfreundlich im Wörterverzeichnis zu präsentieren, ist eine 
schwierig zu lösende lexikografische Aufgabe.“  
Diese Aussage ist für elektronische Nachschlagewerke nicht minder gültig, jedoch ist 
die Aufgabe hier durch flexiblere technische Möglichkeiten besser lösbar. Dazu ist 
einerseits eine logische Struktur erforderlich, in die alle beschriebenen Daten integriert 
werden können. Damit beschäftigen sich die Abschnitte 5.2 bis 5.4. Andererseits ist 
eine klar strukturierte Benutzeroberfläche notwendig, um trotz umfangreicher Daten 
Übersichtlichkeit zu wahren, etwa über Benutzerprofile, die die angezeigten Daten auf 
eine interessensspezifische Auswahl beschränken (s. 5.5.4, 5.5.5). 
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5.2 Ordnungs- und Suchprinzipen 
Im Zusammenhang mit der Festigkeit von Phraseologismen wurde festgestellt, dass 
Phraseologismen kognitiv als Einheit gespeichert und abgerufen werden. Auch im 
Rahmen computerlinguistischer Bestrebungen nach Standards für Mehrworteinheiten 
in Lexika werden Phraseologismen beschrieben als „a sequence of words that acts as 
a single unit at some level of linguistic analysis” (Calzolari et al. 2002)27. Dies legt 
nahe, Phraseologismen als Ganzes in einem eigenen Eintrag zu speichern, der 
dann über die Eingabe bestimmter Suchbegriffe gefunden werden kann. Auch Budin 
(1990:68) stellt fest: „...there is no reason to treat the phraseologism differently from 
the simple term“.  
Ansätze, einzelne Komponenten getrennt abzuspeichern und einander über kombi-
natorische Vorschriften zuzuordnen, sind nur bei Kollokationen praktikabel, nicht aber 
bei undurchsichtigen Idiomen, deren Komponenten in freier Wortverbindung mitunter 
eine völlig andere Bedeutung tragen. Einen kombinatorischen Ansatz stellen Mel’čuk’s 
lexikalische Funktionen dar, die die – paradigmatischen oder syntagmatischen – Be-
ziehung zweier lexikalischer Einheiten formal beschreiben (vgl. Mel’čuk 2007:119ff.). 
Allerdings beschränkt Mel’čuk diese Methode auf Kollokationen; Idiome reiht er neben 
Lexemen unter die lexikalische Einheiten (ebd:120). Lexikalischen Funktionen stellen 
einen systematischen, aber hoch abstrakten Formalismus dar und machen zudem eine 
getrennte Behandlung von Kollokation und Idiomen erforderlich. Daher ist die Verwal-
tung von Phraseologismen als Ganzes in einem Wörterbuch für menschliche Nutzer 
übersichtlicher. 
Grundsätzlich wird somit eine Datenbank für polylexikale Einträge konzipiert; diese 
sollte aber die Aufnahme einzelner Wörter nicht ausschließen, da das zielsprachliche 
Äquivalent eines polylexikalen Ausdrucks ein unigraphes Lexem sein kann und umge-
kehrt.  
Traditionell stellt sich beim Anlegen eines Wörterbuchs die Frage, ob der Inhalt se-
masiologisch („von den Wörtern zu den Bedeutungen“) oder onomasiologisch („von 
den Bedeutungen zu den Wörtern“) gegliedert werden soll (vgl. Arntz et al. 52004:189). 
Diese Frage wird im elektronischen Wörterbuch insofern relativiert, als dass die Spei-
cherung ohnehin nicht an eine bestimmte Reihenfolge gebunden ist – technisch gese-
hen werden neue Einträge einfach in Eingabereihenfolge gespeichert und mit einer ID 
(Eintragsnummer) versehen. 
                                                     
27
 Der Aufsatz beschreibt das XMELLT-Projekt (Cross-lingual Multi-word Expression Lexicons for Language 
Technology) zur Erarbeitung internationaler Standards für Mehrworteinheiten in computergestützten 
Lexika, vgl. a. Ide (2000). 
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Von einer onomasiologischen Struktur könnte man dann sprechen, wenn mehrere 
begrifflich übereinstimmende Phraseologismen in einem Eintrag gespeichert würden. 
Dies scheint jedoch nicht ratsam, da zu jedem einzelnen Phraseologismus differenzier-
te Angaben hinsichtlich seines Gebrauchs und möglicher Konnotationen nötig sind. 
Die Frage des Ordnungsprinzips reduziert sich also darauf, nach welchen Suchkri-
terien ein Phraseologismus gefunden werden kann. Sinnvoll ist es jedenfalls, wenn 
Phraseologismen über die Eingabe ihrer Komponenten – alle Autosemantika in ver-
schiedenen Flexionsformen – auffindbar sind. Zusätzlich ist auch eine semantische 
Beschlagwortung wünschenswert, die insbesondere unigraphe Synonyme einschließt 
(z.B. sterben bei ins Gras beißen). Aber auch eine weiterreichende Zuordnung ver-
wandter Begriffe wäre denkbar, z.B. auf Basis eines semantischen Netzes oder The-
saurus, sofern dadurch die Trefferliste nicht unerwünscht groß wird. 
5.3 Datenbankstruktur 
Bei einer mehrsprachigen Datenbank ist es sinnvoll, zwischen zwei Arten von Daten-
kategorien zu unterscheiden: 
Die erste Datengruppe bezieht sich zunächst nur auf den Phraseologismus einer 
Sprache. Dazu zählt etwa eine Definition in derselben Sprache, die Angabe des Fach-
gebiets und der Stilschicht, oder Angaben über Möglichkeiten der morphosyntakti-
schen Einbettung in den Text. Ein solcher einsprachiger Datensatz soll für Phraseo-
logismen jeder Sprache unabhängig von der jeweiligen Vergleichssprache angelegt 
werden. 
Die zweite Art von Daten umfasst Angaben über die Verknüpfung zweier bestimm-
ter Phraseologismen in verschiedenen Sprachen, die hier als Übersetzungsdaten be-
zeichnet werden, und die als weiterer, übergeordneter Datensatz angelegt werden. 
Hierzu zählen translationsspezifische Daten, wie Äquivalenz und Übersetzungsbeispie-
le.  
Abb. 3 zeigt eine Datenbankstruktur nach diesem Aufbau. 
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Abb. 3: Struktur eines phraseologischen Wörterbuchs 
Ein einsprachiger Eintrag kann jeweils mit mehreren zielsprachlichen Phraseologis-
men, die mögliche Übersetzungen darstellen, verknüpft sein. Wie erwähnt ist es hilf-
reich, einen Phraseologismus mit möglichst vielen L2-Äquivalenten zu verknüpfen. 
Hierbei wird jede Verknüpfung als eigener Datensatz mit Angaben zur jeweiligen Äqui-
valenzbeziehung angelegt. 
Für den Fall, dass für einen ausgangssprachlichen Phraseologismus kein genaues 
oder ungefähres zielsprachliches Äquivalent bekannt ist, wäre die Möglichkeit sinnvoll, 
trotzdem bestimmte Informationen in der Zielsprache zur Verfügung zu stellen – vor-
nehmlich eine Definition und Paraphrase in der Zielsprache, die Impulse für eine Über-
setzung liefern können. Diese Überlegung wird in 5.4.1.8 weiter ausgeführt. 
In den folgenden Kapiteln werden die einzelnen Datenkategorien besprochen. 
Viele davon wurden von Arntz et al. (2004:231ff.) übernommen; die Kategorien werden 
hier jedoch in einsprachige und übersetzungsbezogene Daten eingeteilt und um wei-
tere ergänzt. Die Darstellung erhebt keinen Anspruch auf Vollständigkeit. Je nach In-
teressenschwerpunkt können ggf. Ergänzungen vorgenommen oder beschriebene Ka-
tegorien weiter ausdifferenziert werden. Daher sollte eine Datenbank entsprechend 
ausbaufähig sein. 
5.4 Datenkategorien 
5.4.1 Einsprachige Datenkategorien 
5.4.1.1 Verwaltungsbezogene Daten 
Unter die von Arntz et al. (2004:231ff.) beschriebene Gruppe der verwaltungsbezoge-
nen Daten fällt im phraseologischen Bereich das Schlagwort, auch Lemma oder 
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Stichwort genannt. Als Lemma sollten zumindest alle enthaltenen Autosemantika in 
ihrer Grundform, d.h. also Verben im Infinitiv und Nomen im Nominativ Singular ge-
speichert werden. Die Angabe weiterer Formen, z.B. Flexionsformen, alternative 
Schreibweisen und häufige Schreibfehler ist ebenfalls hilfreich.  
Wichtig ist hierbei die Möglichkeit, Schlagworte explizit definieren zu können. Mo-
derne Suchalgorithmen weisen zwar eine hohe Variationstoleranz auf, allerdings gibt 
es Grenzen, wie etwa graphisch und lautlich komplett abweichende Flexionsformen. 
Ein Beispiel hierfür ist die griechische Verbalflexion: Sie basiert auf zwei unterschied-
lichen Stämmen, die bei einigen Verben komplett voneinander abweichen (z.B. τρώω 
[troo] „essen“, Imperfektstamm: τρω- (tro-), Perfektstamm: φα- (fa-)) Wenn ein solches 
Verb in einem Phraseologismus vorkommt, kann dieser nur durch Eingabe bestimmter 
Verbalformen in der Suche gefunden werden, es sei denn, es wurden zusätzliche 
Schlagworte definiert. Außerdem ist die Möglichkeit einer gezielten Definition von 
Schlagworten für eine semantische Beschlagwortung nötig (s. 5.2). 
5.4.1.2 Kerninformationen zum Phraseologismus 
Die wichtigste Angabe ist der Phraseologismus selbst in seiner Nennform, also in 
einer standardisierten Form, die nicht an einen konkreten Fall angepasst wurde. Die 
Notation der Nennform ist dabei, wie auch Burger (2003:178) betont, keineswegs „eine 
bloße Formalität“ da in ihr bereits Informationen über externe Leerstellen und morpho-
syntaktische Restriktionen des Phraseologismus enthalten sind.  
Externe Leerstellen können durch Strukturformeln wie [etw] oder [jdm] in der Nenn-
form enthalten sein. Dabei ist es wichtig, externe Leerstellen einheitlich zu notieren 
und diese klar von festen Komponenten abzugrenzen (vgl. die Funktion von etwas in 
etwas im Schilde führen vs. [etw] an die große Glocke hängen). Im Folgenden werden 
externe Leerstellen daher durchgehend mit eckigen Klammern notiert. 
Externe Leerstellen unterliegen morphosyntaktischen und semantischen Restriktio-
nen, die bis zu einem gewissen Grad aus der Notation der Nennform hervorgehen kön-
nen. Die Strukturformeln [jdn] und [jdm] geben bereits Aufschluss über den Kasus, 
[etw] hingegen nicht. Eine Möglichkeit wäre die Darstellung des Kasus als Index: 
[etw Akk] an die große Glocke hängen  
[etw Dat] Ausdruck verleihen 
[etw Gen] überdrüssig werden 
Morphosyntaktische Merkmale der externen Leerstellen, die aus der Nennform nicht 
hervorgehen, müssen in einer gesonderten Datenkategorie Restriktionen angeführt 
werden (s. 5.4.1.5/6).  
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Auch auf die semantische Besetzung der Leerstellen kann die Nennform einen 
Hinweis geben: Verbalphrasen werden in der Regel im Infinitiv angeführt; diese Form 
suggeriert jedoch, dass das zu ergänzende Subjekt menschlich sei, was nicht immer 
der Fall ist (vgl. die Zügel in der Hand haben vs. glatt über die Bühne gehen). Um Bil-
dungen wie *Peter geht glatt über die Bühne zu vermeiden, sollen verbale Phraseolo-
gismen mit nicht-menschlichem Subjekt in flektierter Form dargestellt, also  
[etw] schlägt hohe Wellen 
[etw] geht glatt über die Bühne 
Schließlich gibt die Nennform zum Teil auch Aufschluss über transformationelle Defek-
te des gesamten Phraseologismus, also Einschränkungen in der Abwandelbarkeit von 
Tempus, Numerus etc. So machen die jeweiligen Nennformen deutlich, dass an [jdm] 
einen Narren gefressen haben nur im Perfekt verwendet wird und [etw] ist nicht das 
Gelbe vom Ei immer in Negation steht. Auch feste Satzstrukturen ohne syntaktische 
Anbindung an den Kontext (Stille Wasser sind tief )  erkennt man an der Satzform der 
Nennform und dem Fehlen von Leerstellen. Andere transformationellen Defekte gehen 
nicht aus der Nennform hervor und müssen in einer eigenen Datenkategorie explizit 
genannt werden (s. 5.4.1.6). 
Die Darstellungsweise der Nennform sollte also mit den Datenkategorien transfor-
mationelle Defekte sowie externe Leerstellen und deren Restriktionen (s. 5.4.1.6) ab-
gestimmt werden, um Einheitlichkeit und lückenlose Darstellung zu ermöglichen.  
Unabdingbar ist auch eine Definition zur präzisen Eingrenzung der Bedeutung, 
insbesondere bei Idiomen und fachsprachlichen Wendungen. Dabei stellt sich die Fra-
ge, in welcher Sprache die Definition verfasst sein soll. Da der einsprachige Datensatz 
ja grundsätzlich unabhängig von möglichen Vergleichssprachen sein soll, ist klarerwei-
se eine Definition in derselben Sprache unabdingbar. Jedoch wäre zusätzlich auch 
eine zielsprachliche Definition für eine Übersetzung hilfreich; dieser Aspekt wird in 
5.1.4.8 näher erläutert. 
Beim Eintragen zielsprachlicher Äquivalente gilt es, zwischen phraseologischen 
und nicht-phraseologischen Einträgen zu unterscheiden. Wie aus den Überset-
zungsverfahren in 4.3.2 ersichtlich wurde, ist ein optimales zielsprachliches Äquivalent 
nicht zwangsläufig phraseologisch; beispielsweise könnte das ungarische visszatér a 
régi kerékvágásba („wieder ins alte Geleise zurückkehren“) mit sich normalisieren 
übersetzt werden. Die Datenbank sollte daher für unigraphe Einträge oder freie Wort-
verbindungen offen sein, dabei jedoch eine entsprechende Kennzeichnung ermögli-
chen. Erstens wird dadurch Aufschluss darüber gegeben, ob die Wortverbindung fest 
ist oder bei Bedarf abgewandelt werden kann. Zweitens wäre in der maschinellen 
Sprachverarbeitung die Untersuchung von Möglichkeiten interessant, mittels Verfahren 
der Mustererkennung auch Modifikationen von Phraseologismen in einem Text zu er-
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kennen. So könnte die Artikelüberschrift Lena kam, sang und siegte28 über den Eurovi-
sion-Song-Contest als Abwandlung von Caesars Ausspruch Ich kam, sah und siegte 
identifiziert werden. Dabei kann ein phraseologisches Lexikon als Vergleichsgrundlage 
dienen; bei eingetragenen freien Wortverbindungen hingegen wäre eine solche Prü-
fung auf Ähnlichkeit natürlich nicht zielführend.  
5.4.1.3 Allgemeine benennungsbezogene Angaben 
Zu einem Phraseologismus kann ein Synonym bzw. eine Paraphase angeführt wer-
den. Unigraphe und polylexikale Einträge können hier nebeneinander verzeichnet wer-
den; es muss nicht zwischen Synonym und Paraphrase unterschieden werden. Wichtig 
ist, dass die Einträge der gleichen syntaktischen Klasse angehören wie der Phraseolo-
gismus selbst. Falls das Synonym als eigener Eintrag in der Datenbank steht, em-
pfiehlt sich ein Querverweis. 
Eine weitere benennungsbezogene Datenkategorie bilden die Varianten. Hier gilt 
es zu entscheiden, ob mehrere Varianten in einem Haupteintrag zusammengefasst, 
oder aber in jeweils eigenen Einträgen gespeichert werden sollen. Bei Varianten mit 
nur minimalen Abweichungen – z.B. gleicher lexikalischer Besetzung und leichten mor-
phologischen Unterschieden wie in [jdm] auf die Nerven gehen/ [jdm] auf den Nerv ge-
hen – würde eine getrennte Speicherung unnötigen Aufwand bedeuten, da hier sämt-
liche gebrauchsbezogene Angaben vermutlich ohnehin identisch ausfallen. Ein Bei-
spiel für eine solche Gruppe von Varianten wären die des ungarischen Phraseologis-
mus visszatér a régi kerékvágásba (wörtlich „ins alte Geleise zurückkehren“, vgl. An-
hang A): 
visszatér a régi kerékvágásba 
visszatér a rendes kerékvágásba 
beáll a régi kerékvágásba 
beáll a rendes kerékvágásba 
visszazökken a régi kerékvágásba 
visszazökken a rendes kerékvágásba 
Anders liegt der Fall bei Varianten mit stärkerer Abweichung in der lexikalischen Beset-
zung, oder aber solche mit unterschiedlicher syntaktischer Funktion. Manche Phraseo-
logismen treten in einer längeren und einer kürzeren Form auf, die sich in ihrer syntak-
tischen Funktion unterscheiden: 
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http://www.buecherhallen.de/aw/hoebu/community_hoebu/blog/~jfm/%5BMediennews%5D_Lena_kam_sa
ng_und_siegte!/ (Stand: 2.10.2010) 
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Kurzform übliche Realisierung Beispiel für andere Realisierung 
durch die Blume (AdvP) [etw] durch die Blume 
sagen (VP) 
Er ließ durch die Blume durchklingen, dass 
er dieser Frage kritisch gegenüberstand. 
[jds] sieben Sachen 
(NP) 
[seine] sieben 
Sachen packen (VP) 
Er kam mit seinen sieben Sachen hier an. 
der Zahn der Zeit (NP) der Zahn der Zeit 
nagt an [etw] (VP) 
Der Zahn der Zeit hatte in dem alten Ge-
mäuer seine Spuren hinterlassen. 
Tabelle 3: Lang- und Kurzform von Phraseologismen 
Sowohl die lange als auch die kurze Form sind als phraseologisch zu werten. Die Bei-
spiele zeigen, dass die Kurzform auch anders eingesetzt werden kann als in Verbin-
dung mit dem langen Phraseologismus und somit ein eigenständiger Phraseologismus 
ist. Auch oben genanntes Beispiel ist häufig in der Kurzform vissza a régi kerékvágás-
ba (wörtlich „zurück ins alte Geleise“) anzutreffen. 
Aufgrund der abweichenden syntaktischen Klasse sind beide Varianten nicht mehr 
paradigmatisch austauschbar und erfordern unterschiedliche syntaktische Angaben 
wie externe Leerstellen Daher ist es sinnvoll, beide Formen in getrennten Einträgen zu 
speichern und im Feld Varianten jeweils einen Querverweis zur anderen Form zu le-
gen. 
Antonyme sind für Übersetzer dann interessant, wenn sich für den gesuchten 
Ausdruck kein Äquivalent findet, wohl aber das Gegenteil verneint werden könnte. Al-
lerdings stehen nur die wenigsten Phraseologismen in eindeutig antonymischer Bezie-
hung zueinander; zudem lassen sich viele Phraseologismen überhaupt nicht negieren. 
Daher käme eher eine weitergefasste Klasse von verwandten Phraseologismen in 
Betracht, unabhängig von der Art ihrer Beziehung. Hier können dann z.B. auch Phra-
seologismen verknüpft werden, die über eine ähnliche Bildhaftigkeit verfügen (z.B. 
Licht-Intelligenz-Analogie wie bei jdm geht ein Licht auf, es dämmert, keinen blassen 
Schimmer haben, in geistiger Umnachtung, Geistesblitz, einen Schatten haben, etc.), 
oder andere Zusammenhänge, die keine Nennung unter Varianten rechtfertigen. Eine 
solche offene Lösung wird der Komplexität der Materie am ehesten gerecht. 
Eine phraseologische Datenbank sollte außerdem Raum für eine veranschauli-
chende Graphik geben, die insbesondere bei fachsprachlichen Ausdrücken von gro-
ßem Nutzen sein kann. Bei gemeinsprachlichen Phraseologismen wird dies kaum von-
nöten sein. 
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5.4.1.4 Funktionale Angaben 
Die funktionalen, d.h. gebrauchsbezogenen Informationen sind für die praktische Ein-
setzbarkeit eines Phraseologismus in der translatorischen Praxis und beim Fremdspra-
cherwerb von besonderer Bedeutung. 
Eine wichtige Angabe ist die stilistische Konnotation, also die Frage, ob ein 
Phraseologismus besonders literarisch, formell, vulgär etc. ist. Stilistische Unterschie-
de können sich auf verschiedenen Ebenen29 ergeben: 
Stilschicht: gehoben, gemeinsprachlich, umgangssprachlich, Slang, vulgär 
Wirkung: literarisch, formell, journalistisch30 
Aktualität: veraltet, veraltend, Modeerscheinung 
Gruppenspezifik: Dialekt, Jugendsprache, Gaunersprache 
Medium: mündlich, schriftlich  
Anwendungsbereich: fachsprachlich, gemeinsprachlich 
Bewertung: euphemistisch, pejorativ, ironisch 
Diese Auflistung könnte natürlich weiter ergänzt und ausdifferenziert werden. 
Für die Dateneingabe im Wörterbuch ist es von Vorteil, alle obigen Attribute in ein 
Feld zusammenzulegen, dabei allerdings vordefinierte Werte zur Auswahl zu stellen (s. 
5..3). Eine Zusammenlegung ist angezeigt, weil eine Überdifferenzierung für Anwender 
unübersichtlich sein kann und sich die Ebenen zudem vielfach überlappen und einan-
der bedingen. So sind fachsprachliche Wendungen in der Regel auch formell, literari-
sche auch schriftlich und vulgäre dem mündlichen Sprachgebrauch zuzuordnen. Da-
durch, dass die Angaben nicht in Textform, sondern mittels Auswahl aus vordefinierten 
Optionen erfolgen, ist dennoch Granularität gewährleistet. 
Anzumerken ist außerdem, dass mehrere der stilistischen Merkmale zutreffen kön-
nen und Mehrfachnennungen daher möglich sein sollen. Die Kombination mehrerer 
Merkmale liefert ein realistisches Bild vom Gebrauch des Phraseologismus; so ließe 
eine gleichzeitige Nennung von fachsprachlich und gemeinsprachlich darauf schließen, 
dass es sich um einen weithin bekannten fachsprachlichen Ausdruck bzw. fachspra-
chennahe Gemeinsprache handelt (ein gleichschenkliges Dreieck, Gewinn abwerfen) . 
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 Einige Bezeichnungen für stilistische Ebenen wurden Koller (72004:243ff.) entnommen. 
30
 Damit sind ausdrucksstarke Phraseologismen gemeint, die häufig in journalistischen Texten verwendet 
werden, um dem Text eine gewisse „Würze“ zu verleihen ([etw] erhitzt die Gemüter, [etw] kommt unter 
den Hammer etc.) 
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Eine weitere wichtige Angabe ist das Fachgebiet. Hier bietet sich die Integration  
einer bestehenden Fachgebietssystematik, wie die Lenoch-Klassifikation an (vgl. Arntz 
et al. 52004:234, 241). 
Interessant sind auch Angaben zur arealen Verbreitung eines Phraseologismus. 
Für Translationszwecke ist hierbei eine Grobgliederung eines Sprachraums am über-
sichtlichsten, die einen Eindruck vermittelt, ob ein Phraseologismus in der Zielregion 
bekannt ist oder nicht, ohne allzu sehr ins Detail zu gehen. In die Unterteilung sollten 
sowohl Dialektgruppen als auch Landesgrenzen einfließen, da der Phraseologismen-
bestand innerhalb eines Landes durch nationale Medien geprägt sein kann. Eine mög-
liche Einteilung des deutschsprachigen Raums zeigt Abb. 4. Hierbei handelt es sich 
um einen Vorschlag zur Veranschaulichung der Idee; dieser wäre aus varietätenlingu-
istischer Sicht genauer auszuarbeiten.  
 
1. Niederdeutsch + Friesisch  
2. Mitteldeutsch 
3. Nieder- und Mitteldeutsch 
(neue Bundesländer, Berlin) 
4. Alemannisch (Deutschland 
und Elsaß) 
5. Alemannisch (Schweiz und 
Westösterreich) 
6. Bairisch (Deutschland) 
7. Bairisch (Österreich) 
 
Abb. 4: Areale Untergliederung 
des deutschsprachigen Raums 
 
Zur Ermittlung der relativen Gebräuchlichkeit eines Phraseologismus in einer bestimm-
ten Region ist die User-Befragung mit anschließender statistischer Auswertung ein 
vielversprechender Ansatz, der in 5.7.3.1 näher untersucht wird. Wenn diese Möglich-
keit in einer Datenbank jedoch nicht besteht, ist die areale Verbreitung kaum objektiv 
feststellbar. In diesem Fall ist es daher ratsamer, dieses Feld nur für offensichtliche 
Regionalismen ([etw] is g’hupft wie g’hatscht) zu nützen und es in allgemeineren 
Fällen freizulassen. 
Besonders wichtig ist die Angabe von Kontextbeispielen in Form von ein bis drei 
Sätzen. Gerade für linguistisch weniger versierte Anwender dürften solche Beispiele 
weitaus aussagekräftiger sein als ein abstrakter Formalismus über syntaktische Klasse 
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und Kontextanbindung. Zu den Kontextbeispielen gehört jeweils eine Quellenangabe; 
hierfür sollte unter diese Datenkategorie eine eigene Unterdatenbank mit diversen Da-
tenkategorien für genaue bibliographische Angaben diverser Medien (Literatur, Filme, 
Internet, etc.) gekoppelt werden. Durch das Anfügen mehrerer Kontextbeispiele ergibt 
sich im Laufe der Zeit ein Bild über die Textsorten, in denen dieser Phraseologismus 
typischerweise auftritt. 
Solche typische Textsorten können auch in einer eigenen Kategorie von vornhe-
rein explizit genannt werden. Wird etwa ein Ausdruck eingetragen, der aus einem Ver-
trag oder Rechtstext stammt, so dürfte schnell klar sein, ob ein Ausdruck vielleicht 
spezifisch für genau diese Textsorte ist. In weniger offensichtlichen Fällen kann diese 
Angabe freigelassen werden. 
In vielen Fällen ist auch der Ursprung eines Phraseologismus von Interesse, et-
wa dann, wenn es sich um ein Geflügeltes Wort aus der Literatur (Bibel, Goethe, Schil-
ler, Shakespeare etc.) handelt. Auch multimediale Quellen können angegeben wer-
den, etwa bei Zitaten aus Film und Werbung (Geschüttelt, nicht gerührt aus den 
James-Bond-Filmen). Bei nicht belegbaren Phraseologismen wird diese Rubrik freige-
lassen. Der Ursprung bzw. der ursprüngliche Verwendungskontext liefert eine mög-
liche Übersetzungsquelle, etwa bei einem in beiden Sprachen vorliegenden Werk. 
Weitere spezifischere Angaben zum Gebrauchskontext, die durch die beschriebe-
nen Datenkategorien noch nicht erfasst wurden, können in einem Feld Bemerkungen 
zum Gebrauch erfasst werden. 
5.4.1.5 Semantische Angaben 
Außer der Definition, die weiter oben beschrieben wurde, fallen weitere Datenkatego-
rien in den Bereich der Semantik, insbesondere der Grad der Idiomatizität, der mit-
tels der in 2.1.3 beschriebenen Einteilung in Idiome, Teil-Idiome und Kollokationen 
zum Ausdruck gebracht wird. Dies dient als erste Orientierung, ob ein Phraseologis-
mus in ungefähr wörtlich verstanden werden kann oder nicht. Eine nähere Spezifizie-
rung der Bedeutung ist nicht nötig, da diese der Definition entnommen werden kann. 
Genauere Angaben über den Zusammenhang zwischen wörtlicher und phraseologi-
scher Bedeutung (Metapher, Metonymie, Vergleich etc.) sind für Linguisten interes-
sant, nicht aber für Übersetzer und Fremdsprachenlernende. 
Interessant wäre auch eine Suche nach Bedeutungsfeldern, um Phraseologis-
men mit ähnlicher Bedeutung anzeigen zu lassen. So würde eine Suche nach dem 
Begriff aufgeben die Phraseologismen die Flinte ins Korn werfen, den Kopf in den 
Sand stecken und das Handtuch werfen ergeben. Dies könnte über die Integration 
eines semantischen Netzes oder eines Thesaurus realisiert werden. Solange dies 
nicht geleistet ist, kann eine semantische Suche über eine entsprechende Beschlag-
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wortung erfüllt werden (s. 5.2), und/oder durch eine Suche innerhalb des Feldes Syno-
nym/Paraphrase. 
Auch eine komplette formale Repräsentation der Bedeutung durch ein integrier-
tes semantisches Netz wäre denkbar. Auf dessen Basis lässt sich auch die semant-
ische und syntaktische Valenz, also externe Leerstellen einer phraseologischen 
Einheit und deren Merkmale, formal beschreiben. Diese Ansätze sind insbesondere für 
maschinelle Sprachverarbeitung von Interesse und werden daher im Rahmen dieser 
Arbeit nicht ausführlich behandelt. Zur weiteren Information über semantische Netze 
sei auf Carstensen et al. (³2010:377ff., 504ff.) verwiesen. Zentral für die formale Be-
schreibung semantischer Relationen sind auch die Arbeiten von Mel’čuk zur Bedeu-
tung–Text–Theorie und Lexikalischen Funktionen (z.B. Mel’čuk 1998; Mel’čuk 2007). 
5.4.1.6 Syntaktische Angaben 
In den Bereich der Syntax fallen drei Datenkategorien, nämlich die syntaktische Klas-
se, die Art der Kontextanbindung und externe Leerstellen. In diesen Datenfeldern 
bietet sich die Vorgabe möglicher Optionen an, unter denen eine Auswahl getroffen 
wird. Aus den in 3.1.3.1 beschriebenen Klassen ergeben sich folgende Werte: 
Syntaktische Klasse: Satz, satzwertiges Gebilde, Satz mit Leerstelle, Nebensatz, 
Nominalphrase (NP), Verbalphrase (VP), Prädikativ, Adjektivphrase (AdjP), Adver-
bialphrase bzw. Ergänzung (AdvP), Präpositionalphrase (PP), Postposition, Inter-
jektion, Konjunktion, Subjunktion. 
Kontextanbindung: keine, logisch, deiktisch, durch Satzglied 
Externe Leerstellen: Subjekt, Prädikat, Akkusativobjekt, Dativobjekt, Genitiv-
objekt, Ergänzung, Attribut; NP, AdvP etc. 
Die Zuordnung zu einem bestimmten Konstituententyp erfolgt nach dem in 3.1.4 be-
schriebenen Aufrundungsprinzip: Externe Leerstellen, die zur Bildung der nächsthöhe-
ren vollständigen Konstituente benötigt werden, werden bei der Klassifizierung zum 
Phraseologismus hinzugerechnet, andere nicht. Demgemäß können die genannten 
Klassen auch mit Leerstellen auftreten, z.B. NP mit Leerstelle, VP mit Leerstelle usw. 
Die syntaktische Klassifizierung des Phraseologismus beruht nur auf dem Konsti-
tuententyp, da sich bzgl. der Funktion im Satz mehrere Möglichkeiten ergeben können 
(s. 3.1.3.1). Bei externen Leerstellen hingegen ist die Satzgliedfunktion i.d.R. schon 
festgelegt (so wird [jdn] hinter’s Licht führen nicht durch eine beliebige NP, sondern 
durch ein Akkusativobjekt ergänzt). Daher enthält die Kategorie externe Leerstellen 
nicht nur Konstituentenbezeichnungen, sondern auch Satzglieder. Alternativ kann man 
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die jeweilige Konstituente mit Merkmalen versehen, z.B. statt Dativobjekt NPfun=obj, 
case=dat (wobei fun für „Funktion“ und case für den Fall steht). 
In anderen Fällen hat die externe Leerstelle keine eigenständige Satzgliedfunktion 
inne – in an [jdm] einen Narren gefressen haben muss eine NP ergänzt werden, die 
erst in Kombination mit an eine Ergänzung darstellt – daher enthält die Liste der 
externen Leerstellen auch einfache Konstituenten. 
Wie in 3.1.3.3 beschrieben, wird zwischen obligatorischen und fakultativen ex-
ternen Leerstellen unterschieden. Die Nennung einer fakultativen Leerstelle ist nur 
dann angebracht, wenn deren Besetzung besonders typisch ist, wie etwa bei der Er-
weiterung auf die Langform eines Phraseologismus (s. 5.4.1.3), z.B. [seine] sieben Sa-
chen  [seine] sieben Sachen packen. Eine Liste sämtlicher fakultativer Leerstellen 
wäre endlos erweiterbar und daher sinnlos. 
Den externen Leerstellen soll eine Datenkategorie Restriktionen untergeordnet 
werden, die Einschränkungen in der Besetzung der Leerstellen enthält. Dabei ist zwi-
schen morphosyntaktischen und semantischen Restriktionen zu unterscheiden. Wie in 
5.1.4.5 erwähnt, ist bei maschineller Verwendung des Wörterbuchs eine formale Be-
schreibung solcher Restriktionen durch ein integriertes semantisches Netz hilfreich. 
Solange diese Möglichkeit nicht besteht, werden syntaktische Restriktionen durch eine 
Auswahl vordefinierter Werte dargestellt; semantische Restriktionen werden hingegen 
in Textform eingegeben – eine Darstellungsweise, die natürlich nur für menschliche 
Benutzer verwertbar ist. 
Zu den syntaktischen Restriktionen zählen Angaben wie syntaktische Funktion, 
Kasus, oder – bei einer Ergänzung – die Präposition. Je nach Notationsweise können 
syntaktische Restriktionen bereits aus der Bezeichnung der externen Leerstelle selbst 
hervorgehen. 
Die semantischen Restriktionen bestehen in bestimmten Merkmalen wie <be-
lebt>, <unbelebt>, <konkret>, <abstrakt> etc., die das zu ergänzende Satzglied erfül-
len muss. Die Angaben können auch spezifischer sein, z.B. muss das Subjekt bei in 
Kraft treten ein Gesetz, eine Vorschrift oder ähnliches sein. Die Restriktion kann so 
weit gehen, dass eine Leerstelle nur mit wenigen, bestimmten Lexemen besetzt wer-
den kann. (In einem solchen Fall stellt sich die Frage, ob man es mit einem weiteren 
Phraseologismus zu tun hat; die Übergänge zwischen Kookkurrenz und Phraseologizi-
tät sind hier fließend.) 
Aufgrund der Festigkeit von Phraseologismen kann die Möglichkeit zu morphosyn-
taktischen Abwandlungen eingeschränkt sein, man spricht von transformationellen 
Defekten. Rothkegel (2007:1034) unterscheidet Einschränkungen bei folgenden 
Transformationen: „Passivtransformation, Relativsatztransformation, Imperativsatz, 
Nominalisierung, Satznegation, Fragesatztransformation, Konstituentennegation, Ex-
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pansion durch Attribute, Quantifizierung“. Zu ergänzen wäre hierbei noch die Abwand-
lung des Tempus (beispielswiese kann einen Narren an jdm gefressen haben nur im 
Perfekt stehen). Einige dieser Restriktionen gehen bereits aus der Nennform hervor 
(z.B. die Konstituentennegation in auf keinen grünen Zweig kommen; s. 5.1.4.2); an-
dere müssen explizit genannt werden, wie etwa die Zulässigkeit oder Unzulässigkeit 
der Pluralbildung bei Nominalphrasen (ein kluger Kopf/ kluge Köpfe vs. Stein des An-
stoßes) Zugunsten der Einheitlichkeit ist eine vollständige Auflistung in dieser Katego-
rie jedenfalls angezeigt. 
5.4.1.7 Weitere interessensspezifische Angaben 
In den obigen Abschnitten wurden einige für die Translation relevante Basisinformatio-
nen aufgezählt. Für weitere Interessensgruppen wie Linguistinnen, Sprachdidaktinnen, 
Terminologinnen etc. können noch präzisere Angaben von Interesse sein. Diese 
werden im Folgenden kurz genannt. 
Für die Linguistik kann die semiotische Unterscheidung zwischen strukturellen, 
referentiellen, kommunikativen und onymischen Phraseologismen (s. 3.1.2) oder der 
innere morphosyntaktische Aufbau einschließlich Auffälligkeiten wie Zwillings-
formel, Reim, etc. (3.1.4.4) von Interesse sein. Auch die Art der Beziehung zwischen 
phraseologischer und wörtlicher Lesart sowie die Etymologie von Phraseologis-
men sind für die Phraseologieforschung relevant. Eine eigene Kategorie könnte auch 
für sprachliche Auffälligkeiten aller Art eröffnet werden, wie unikale Komponente 
(etwas auf dem Kerbholz haben), Irregularität bei Valenz (Löcher in die Luft starren), 
auffällige Syntax (in Teufels Küche kommen) oder zwei parallel realisierbare Lesarten 
(sich die Zunge verbrennen). 
Weiterhin kann die traditionelle phraseologische Klassenzuordnung wissens-
wert sein, also Angaben wie Sprichwort, Geflügeltes Wort, Gemeinplatz, Redewen-
dung, komparativer Phraseologismus, Zwillingsformel. Diese Klassen eignen sich zwar 
nicht für eine konsistente Systematik, sind aber aufgrund ihrer weiten Verbreitung nen-
nenswert. 
Für den Spracherwerb ist die Aussprache, idealerweise als Tondatei, eine wich-
tige Information. 
Auch im fachsprachlichen Bereich können weitere Details von Interesse sein. 
Außer den bereits beschriebenen Kategorien führen Budin/Galinski (1992) unter ande-
rem Symbol, Phrasembestimmung (Prozessdefinition), Inhouse-Phraseme; 
Trademark und Warenzeichen sowie genormte Phraseme an. 
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5.4.1.8 Zielsprachliche Angaben zum Phraseologismus 
Wie bereits zu Beginn dieses Kapitels erwähnt, sind aus Anwendersicht auch eine 
zielsprachliche Definition und Paraphrase hilfreich. Auch Dobrovol’skij (1999:116) 
zieht dies Möglichkeit in Betracht. Den Nutzen dieser zielsprachlichen Angaben zeigt 
folgende Überlegung: Angenommen, eine zweisprachige Phraseologiedatenbank wird 
in der Sprachrichtung Ungarisch-Deutsch abgefragt. Diese Abfrage ist für zwei Grup-
pen von Anwendern von Interesse, nämlich solche, die 
a) passiv einen ungarischen Text rezipieren wollen und dabei eine Verständnis-
hilfe benötigen (z.B. Deutsch-Muttersprachler, Ungarisch-Deutsch-Überset-
zer); 
b) aktiv einen deutschen Text produzieren wollen (Ungarisch-Muttersprachler mit 
Deutsch als Fremdsprache; Ungarisch-Deutsch-Übersetzer). 
Für beide Gruppen hat eine deutsche Definition Vorteile. Gruppe a) bemüht sich um 
passives Verständnis, und dies gelingt am besten mit Hilfe einer möglichst präzisen 
Erläuterung in der eigenen Muttersprache (die auch auf eventuelle begriffliche Asym-
metrien zum vorgeschlagenen Äquivalent eingeht). Gruppe b) hingegen möchte aktiv 
in die Fremdsprache Deutsch übersetzen. Sollte für den ausgangssprachlichen Phra-
seologismus kein genaues Äquivalent in der Zielsprache vorliegen, so ist es für Benut-
zer b) von Interesse, eine Umschreibung des Phraseologismus aus zielkultureller Sicht 
zu finden, die eine Anregung für die zielsprachliche Formulierung liefern kann. 
Eine weitere hilfreiche Angabe kann ein der Verweis auf einen zielsprachlichen 
verwandten Phraseologismus darstellen, z.B. auf ein Antonym oder einen Phraseo-
logismus mit ähnlicher Metaphorik, insbesondere dann, wenn kein zielsprachliches 
Äquivalent vorliegt. 
Auf den ersten Blick scheinen diese zielsprachlichen Datenfelder besser zu den 
übersetzungsbezogenen Daten zu passen. Da sie sich jedoch ausschließlich auf den 
Ausgangsphraseologismus beziehen und noch an keine spezifische Übersetzung ge-
koppelt sind, ist eine Speicherung unter den einsprachigen Daten sinnvoller. Zudem 
sind die genannten Angaben dann auch sichtbar, wenn noch kein zielsprachliches 
Äquivalent bekannt ist (Null-Äquivalenz) und somit auch kein Übersetzungsdatensatz 
angelegt wird. Ein phraseologischer Eintrag kann Definition, Paraphrase und einen 
Verweis auf verwandte Phraseologismen in vielen Zielsprachen enthalten, die bei Be-
darf ausgeblendet werden.  
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5.4.2 Übersetzungsbezogene Datenkategorien 
Im Folgenden wird dargestellt, welche Angaben in einem übersetzungsbezogenen Da-
tensatz gemacht werden müssen, der zwei Phraseologismen unterschiedlicher Spra-
chen miteinander verbindet. 
Zum einen ist die Angabe notwendig, ob zwischen den verknüpften Ausdrücken 
totale, pragmatische oder partielle Äquivalenz vorliegt. Bei Null-Äquivalenz wird gar 
kein übersetzungsbezogener Datensatz angelegt. Die Äquivalenz muss jeweils für bei-
de Übersetzungsrichtungen getrennt angegeben werden, da sich diesbezüglich Asym-
metrien ergeben können. Unter dieser allgemeinen Angabe zur Äquivalenz soll ein 
Textfeld für einen Kommentar zur Äquivalenz angelegt werden, in dem möglichst ge-
nau darüber Aufschluss gegeben wird, wann diese Übersetzung angezeigt ist und 
wann nicht. Hier kann eine genaue Beschreibung des erforderlichen Kontextes und sti-
listischer Markierung erfolgen. Zudem besteht Raum für Beobachtungen, die sich spe-
ziell aus dem eigenen sprachlich-kulturellen Hintergrund ergeben und die für einen 
Muttersprachler nicht relevant wären. Dieser Kommentar kann je nach Präferenz in der 
einen oder in der anderen Sprache verfasst werden; es sollte daher für beide Überset-
zungsrichtungen jeweils ein Feld für jede Sprache zur Verfügung stehen. 
Außerdem muss ein Feld für Übersetzungsbeispiele vorhanden sein, um darzu-
stellen, in welchen Fällen genau diese Übersetzung gewählt wurde. Auch dieses Feld 
muss für beide Übersetzungsrichtungen zur Verfügung stehen und zudem durch Quel-
lenangaben belegt werden. 
5.4.3 Übersicht Datenkategorien 
In diesem Kapitel wurden sowohl einsprachige als auch translationsspezifische Daten-
kategorien zusammengestellt, die für mehrsprachig Arbeitende von Bedeutung sind. 
Diese Ergebnisse sind in Abb. 5 zusammengefasst. Hierbei handelt es sich um eine 
Erweiterung der Abb. 3 (s. 5.3), angereichert um die besprochenen Datenkategorien 
im einsprachigen sowie im übersetzungsbezogenen Datensatz. 
5.4.4 ER-Modell 
Abb. 6 zeigt ein Schema der Datenbank nach dem Entity-Relationship-Modell (vgl. 
Kemper/Eickler 2006). Die Verknüpfung zwischen zwei Phraseologismen wurde als 
Beziehung (Raute) dargestellt; die Übersetzungsdaten sind durch Attribute (Ellipsen) 
dieser Beziehung vertreten. Die einsprachigen Datenkategorien bilden Attribute zu den 
jeweiligen Phraseologismen; diese wurden vereinfachend dargestellt. Jeder L1-Eintrag 
kann mit mehreren L2-Einträgen verknüpft werden und umgekehrt (n:m-Relation). 
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Abb. 5: Vollständige Eintragsstruktur des phraseologischen Wörterbuchs 
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Abb. 6: ER-Diagramm 
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5.5 Contenterstellung und Bearbeitung  
5.5.1 Datengewinnung 
Nachdem die Art und Anordnung der Daten besprochen wurde, wird nun diskutiert, 
woher der phraseologische Datenbestand überhaupt kommt, der sich aus den Phra-
seologismen selbst, den gebrauchsbezogenen Angaben sowie möglichen Überset-
zungsbeziehungen zusammensetzt. In allen Bereichen gibt es mehrere Möglichkeiten: 
die Datenerstellung durch ein Redaktionsteam, die zumeist ‚Recycling’ aus Vorgän-
gerwerken beinhaltet, Datenextraktion aus Korpora sowie das Mitwirken von Use-
rinnen. Im letzten Fall gibt es entweder die Möglichkeit, durch Online-Befragungen In-
formationen zu gewinnen und diese dann zu übernehmen, oder aber Userinnen direkt 
interaktiv an der Contenterstellung zu beteiligen. 
Vergleicht man diese Methoden, liegt es auf der Hand, dass Korpusanalysen und 
(sinnvoll gestaltete) User-Beteiligung ein repräsentativeres Bild des aktuellen Sprach-
gebrauchs liefern als die bloße sprachliche Intuition eines Expertenteams. Die intro-
spektive Methode birgt die Gefahr, dass Angaben zum tatsächlichen Gebrauch – die 
Frequenz, häufige Varianten und funktionale Aspekte – zu wenig berücksichtigt wer-
den. Zudem können sich durch die gängige Praxis, Daten aus Vorgängerwerken zu 
übernehmen, mittlerweile veraltete Phraseologismen einschleichen, ohne entspre-
chend gekennzeichnet zu werden. 
Der Einsatz von Korpora bewirkt nicht nur eine erhebliche Verbesserung der in-
haltlichen Qualität, sondern spart auch Zeit bei der Sammlung von Daten, die dann di-
rekt in elektronischer Form zur Weiterverarbeitung bereit liegen. Die Qualitätsverbes-
serung ergibt sich im einsprachigen Bereich durch das Auffinden von gebräuchlichen 
Varianten, von typischen Kontexten sowie Aussagen über die Frequenz und bevorzug-
tes Vorkommen in bestimmten Textsorten (vgl. Dräger/Juska-Bacher 2010). 
Demnach ist die Korpusanalyse gut geeignet, um einen Datenbestand von Grund 
auf aufzubauen, jedoch kann sie alleine noch nicht alle Anforderungen an phraseogra-
phische Arbeit abdecken. Vielmehr ist die Korpusanalyse, wie Lubensky/McShane 
(2007:920) sich ausdrücken, „just a tool like any other“ und bedarf in mehrfacher Hin-
sicht weiterer Bearbeitung: Neben der Selektion von Treffern ist eine Strukturierung 
der Daten und Ergänzung weiterer Detailinformation erforderlich, um eine differenzier-
te Darstellung von Daten im Sinne der in 5.1 beschriebenen Granularität zu erzielen. 
Die Qualität der gewonnen Daten steht und fällt mit der Qualität der verwendeten 
Korpora, insbesondere der Qualität der Übersetzungen in Parallelkorpora. Die Qualität 
einsprachiger Korpora wächst unter anderem mit deren Größe und einer repräsentati-
ven Auswahl an Textsorten. Selbst in großen Korpora fehlen manche relevanten Phra-
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seologismen, insbesondere „weite Teile der nicht schriftlich dokumentierten Sprach-
verwendung“ (Dräger/Juska-Bacher 2010:167), die daher manuell nachgetragen wer-
den müssen. 
Die Eingabe durch Experten und die Korpusanalyse schließen einander daher kei-
nesfalls aus, sondern können ergänzend eingesetzt werden, wie auch Lubensky/ 
McShane (2007:920) ausführen: 
„there is no reason to put dictionaries and parallel corpora in competition since they 
have different strengths and weaknesses. Whereas it is true that parallel corpora can 
show more contexts than are possible in dictionaries, they are also full of noise, inclu-
ding incorrect and imprecise translations, and they do not provide the detailed de-
scription possible through the introspection of a highly-trained lexicographer.”  
Eine weitere, bislang noch „nicht systematisch nutzbar gemachte“ Form der Datenge-
winnung (Dräger/Juska-Bacher 2010:175) besteht in der Online-Befragung von Be-
nutzern. Diese bietet die Möglichkeit, immanentes Sprachwissen einer breiteren Be-
völkerungsschicht einzufangen und zu kanalisieren. Die Einbeziehung von Benutzerin-
nen kann jedoch nicht nur durch Umfragen im Vorfeld erfolgen, sondern auch in Form 
von interaktiver Mitarbeit am Wörterbuch (s. 5.5.2). Dabei können Nutzerinnen über 
eine vordefinierte Eingabemaske Phraseologismen um verschiedene Angaben ergän-
zen oder gar selbst Einträge angelegen. Hierbei ist jedoch die Einplanung von Mecha-
nismen zur gegenseitigen Bewertung sowie die Administration durch Expertinnen er-
forderlich. 
Somit wäre eine Hybridlösung optimal, bei der die Vorteile verschiedener Me-
thoden kombiniert werden: Korpusanalysen liefern einen Basisbestand an Daten, der 
durch Expertinnen und Userinnen manuell nachbearbeitet und ergänzt wird, wobei die 
Administration und ggf. Anpassung der Datenbankstruktur ebenfalls durch ein Ex-
pertenteam erfolgt. 
In jedem Fall muss die Datenbank eine Möglichkeit der manuellen Eingabe be-
inhalten, unabhängig, ob diese für Neueinträge oder nur zur Bearbeitung von Daten 
genutzt wird. Dafür sollte eine Eingabemaske angelegt werden, ein Formular, das be-
stimmte Felder enthält. Wie diese im Einzelnen aussehen, wird in 5.5.3 erörtert. 
Weiterhin muss die Möglichkeit der kollaborativen Bearbeitung gegeben sein, 
da eine Datenbearbeitung dieses Ausmaßes kaum von einer Person bzw. von einem 
Arbeitsplatz aus zu bewältigen ist. Näheres hierzu findet sich in 5.5.2. 
Bei kollaborativer Bearbeitung ist eine klar strukturierte, verständliche Gestal-
tung der Benutzeroberfläche unabdingbare Voraussetzung für die korrekte Eingabe 
und damit für die Qualität der Daten. In 5.5.5 werden daher Aspekte der Usability be-
sprochen. 
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5.5.2 Online-Kollaboration 
Wie erwähnt, müssen bei einer Datenbank dieses Umfangs die nötigen Strukturen ge-
schaffen werden, um Web-Kollaboration zu ermöglichen, einmal zur Bewältigung des 
hohen Arbeitsaufwands, zum anderen zur Gewährleistung von Aktualität. Die Möglich-
keit der kollaborativen Bearbeitung sollte zumindest einem Team von Expertinnen zur 
Verfügung stehen. Zusätzlich kann auch die Einbeziehung von Userinnen großen Nut-
zen bringen. Diese ist in verschiedene Abstufungen denkbar:  
Entweder das Wörterbuch enthält bereits einen Bestand, der nur von Experten be-
arbeitet werden kann, und Benutzer haben die Möglichkeiten, in Umfragen ge-
brauchsbezogene Angaben zu Einträgen wie Bewertung der Stilschicht und Text-
sorte, oder areale Verbreitung zu machen, die dann statistisch ausgewertet werden. 
Diese Möglichkeit wird in 5.5.3.1 näher besprochen. 
Auch ein weiterreichendes Ausfüllen von Datenfeldern durch User wäre denk-
bar, wie etwa Definition, Fachgebiet, Anführung von Kontext- und Übersetzungsbei-
spielen. Bei einigen Feldern, insbesondere der Definition, können dabei bestehende 
Einträge überarbeitet werden, so dass nach dem Wiki-Prinzip der Konsens über den 
endgültigen Inhalt entscheidet. Bei anderen Daten sind parallel bestehende Mehrfach-
angaben sinnvoll; beispielsweise könnten zu einem Eintrag von verschiedenen Usern 
mehrere Kontext- oder Übersetzungsbeispiele hinzugefügt werden (zum Eingabemo-
dus vgl. 5.5.3). 
Schließlich wäre bei entsprechender Administration auch eine komplette Daten-
eingabe durch Userinnen möglich, wobei phraseologische Daten in ein leeres For-
mular mit vordefinierten Feldern eingetragen werden. Hierfür ist eine klar verständliche 
Benutzeroberfläche mit Hilfe-Funktionen und Online-Tutorials eine wesentliche 
Voraussetzung (s. 5.5.5). 
Eine gangbare Möglichkeit kann eine gestaffelte Vergabe von Zugriffsrechten 
darstellen, die Usern mit längerer Erfahrung oder Nachweis einer sprachbezogenen 
Tätigkeit erweiterten Zugriff oder ein stärkeres Stimmgewicht einräumt als Neuein-
steigern. 
Generell ist zu sagen, dass eine weit reichende Einbeziehung von Nutzerinnen 
großen Gewinn bringt, was Aktualität und Repräsentativität der Daten betrifft. Umso 
mehr Rechte Nutzerinnen jedoch eingeräumt werden, desto intensivere Planung und 
Administration ist für eine konsistente Führung der Datenbank erforderlich. Beispiels-
weise muss die Oberfläche so gestaltet sein, dass Inhalte auch bei mangelndem Fach-
wissen verständlich sind; weiterhin müssen Online-Hilfen und Support zur Verfügung 
stehen. Die Entscheidung, wie weit User in die Dateneingabe und -bearbeitung einbe-
zogen werden, ist also nicht zuletzt vom veranschlagten Budget und der Anzahl fach-
licher Mitarbeiter abhängig. 
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5.5.3 Eingabe und Repräsentation der Daten 
Nachdem feststeht, welche Datenkategorien aufgenommen werden, muss bestimmt 
werden, durch welchen Datentyp diese in der Datenbank repräsentiert sind. Damit 
geht auch die Frage nach dem jeweiligen Eingabemodus bei der Bearbeitung einher. 
Daher werden diese beiden Faktoren gemeinsam behandelt.  
Grundsätzlich kann man verschiedene Datentypen unterscheiden, je nach dem, 
wie die Information strukturiert ist. Manche Daten werden in Form von Freitext einge-
geben, wie etwa die Definition oder die Nennform des Phraseologismus selbst. In an-
deren Fällen ist es sinnvoll, eine endliche Zahl von Vorschlägen zur Auswahl zu 
stellen. Ein Beispiel hierfür ist die Stilschicht, bei der Begriffe wie umgangssprachlich, 
literarisch, formell etc. zur Verfügung stehen, oder auch die Wahl des Fachgebietes. 
Bei der Auswahl aus vordefinierten Optionen besteht weiterhin die Möglichkeit, 
entweder nur eine einfache Nennung, oder aber eine Mehrfachnennung zuzulas-
sen. So ist es bei den externen Leerstellen unbedingt erforderlich, dass mehrere An-
gaben gemacht werden können, da ein Phraseologismus meist über mehrere externe 
Leerstelle verfügt. Einfachnennungen bieten sich an, wenn verschiedene Möglichkei-
ten einander ausschließen – beispielsweise kann ein Phraseologismus nicht gleichzei-
tig Idiom und Kollokation sein.  
Im Sinne der Granularität und somit der Maschinenlesbarkeit (s. 5.1) wäre es wün-
schenswert, möglichst viele Felder als Optionsfelder mit definierten Werten darzu-
stellen. Dies setzt aber eine erschöpfende Typologie möglicher Inhalte voraus, die im 
Rahmen dieser Arbeit nur exemplarisch geleistet werden kann. Einige Felder erfordern 
die Integration weiterer Subsysteme, z.B. eines semantisches Netzes, einer Fachspra-
chenklassifikation oder Textsortentypologie. 
Weiterhin kann ein Datenfeld auch eine Verknüpfung mit einem anderen Eintrag 
(z.B. bei Varianten) sowie eine Multimedia-Datei (Aussprache, Graphik) enthalten. 
Je nach Datentyp bietet sich eine andere Art von Feld in der Eingabemaske an. Für 
Freitext wird ein Textfeld angelegt, Mehrfachnennungen werden über Kontrollkäst-
chen (Checkboxes) realisiert. Einfachnennungen können über ein Drop-Down-Menü 
oder Radiobuttons erfolgen (vgl. Abb. 7). Radiobuttons haben den Vorteil, dass dane-
ben noch Platz ist für eine Erläuterung der gefragten Information.  
    
Abb. 7: Feldtypen in der Eingabemaske 
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In der Anfangsphase eines phraseographischen Projekts sollten Felder mit Einfach-
nennungen sparsam eingesetzt werden, da vielleicht noch nicht alle Fälle bedacht 
wurden, die im weiteren Verlauf auftreten können. Einfachnennungen führen zu Ver-
zerrungen, wenn mehrere Möglichkeiten gleichzeitig bestehen – etwa, wenn ein Phra-
seologismus gleichzeitig mehreren Stilschichten zugeordnet werden kann – das 
System diese aber nicht vorsieht. Aus demselben Grund empfiehlt sich auch bei Kon-
trollkästchen die Option Sonstiges, einerseits weil mit großer Wahrscheinlichkeit ir-
gendein unvorhergesehener Fall eintritt, und zweitens, um keine Entscheidung zu er-
zwingen, wenn User mit der Auswahl (z.B. der syntaktischen Klasse) unsicher sind. In 
Fällen, in denen noch keine Typologie möglicher Einträge erstellt wurde, kann zu-
nächst ein Freitextfeld angelegt werden, das später durch ein Auswahlfeld ersetzt wird, 
wenn genügend Erfahrungswerte über gängige Einträge vorliegen. Dies wäre z.B. 
denkbar bei den typischen Textsorten, von denen es eine unüberschaubar große 
Anzahl gibt. 
Ob ein phraseologisches Wörterbuch von einem kleinen Redaktionsteam erstellt 
wird oder als breit angelegtes Wiki-Projekt von der Öffentlichkeit bearbeitet werden 
kann: Es ist jedenfalls davon auszugehen, dass mehrere Personen an der Datenein-
gabe beteiligt sind. Daraus ergibt sich die Frage, ob ein Feld mehrfach angelegt wer-
den kann oder nicht, d.h., ob bei der Bearbeitung eines Feldes der vorherige Eintrag 
überschrieben wird, oder ob das betreffende Feld durch eine Neueingabe dupliziert 
wird, so dass beide Einträge für die Abfrage noch zur Verfügung stehen.  
Diese Entscheidung hängt von der Art der Daten ab: Bei der Definition ist die Eini-
gung auf einen Konsens von Vorteil, da mehrere unterschiedliche Definitionen nicht 
unbedingt zu mehr Eindeutigkeit verhelfen. In anderen Fällen, z.B. bei Schlagwort, ex-
ternen Leerstellen oder Kontextbeispielen, dienen mehrere parallele Eingaben der 
Präzisierung. 
Bezüglich der Parallelität gibt es noch eine dritte Möglichkeit, die besonders bei 
einem öffentlichen Kollaborationsprojekt interessant wäre: Bei den Feldern Areale Ver-
breitung und Stilschicht wäre es besonders elegant, eine statistische Auswertung 
der Angaben einzubauen, die z.B. anzeigt, in welchen Regionen eines Sprachraums 
ein Ausdruck wie bekannt ist – eine nützliche Entscheidungshilfe für eine zielgruppen-
spezifische Übersetzung. Diese Möglichkeit wird in 5.5.3.1 näher beschrieben. 
Tabelle 4 zeigt eine Übersicht über alle Datenkategorien mit Vorschlägen zu Da-
tentyp, Parallelität und möglichen Einträgen. Die Spalte Datentyp gibt Aufschluss darü-
ber, ob Informationen als Text, Einfach- oder Mehrfachauswahl eingegeben werden. 
Die Spalte Mögliche Einträge bietet eine Übersicht über die Auswahloptionen bzw. 
über möglichen Text, wobei die meisten Angaben exemplarisch zu verstehen sind und 
keine vollständige Auflistung aller Optionen enthalten. Aus der rechten Spalte ist er-
sichtlich, ob parallele Felder angelegt werden sollten oder nicht.  
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Tabelle 4: Datenkategorien mit Eingabemodus 
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5.5.3.1 Statistische Datenauswertung 
Bei einer großen Teilnehmerzahl ist in manchen Fällen eine statistische Auswertung 
von User-Angaben eine verlässlichere Informationsquelle als Expertenintrospektion 
(vgl. Dräger/Juska-Bacher 2010:175). Dies betrifft folgende Daten: 
(1) Gebräuchlichkeit des Phraseologismus und seiner Varianten 
(2) Beurteilung stilistischer Faktoren 
(3) Areale Verbreitung 
(4) Bekanntheit je Altersklasse 
Als erster Schritt empfiehlt sich das Anlegen eines Benutzerprofils, in dem Teilnehmer 
einmalig Angaben zu Region und Alter machen, damit diese Daten nicht für jeden zu 
bewertenden Phraseologismus neu gemacht werden müssen. 
Bezüglich der Region ist eine Grobeinteilung des jeweiligen Sprachraums sinnvoll, 
wie sie in 5.4.4 besprochen wurde. Für linguistische Zwecke kann bei Bedarf eine fei-
nere Untergliederung vorgenommen werden. Userinnen werden gebeten, all jene Re-
gionen anzugeben, durch die sie nach eigener Einschätzung sprachlich geprägt wur-
den (z.B. Wohnsitz für länger als 3 Jahre). 
Auch die Angabe der Altersklasse kann in funktionaler Hinsicht aufschlussreich 
sein: Wenn ein Phraseologismus vorwiegend in älteren Bevölkerungsschichten be-
kannt ist, ist er möglicherweise veraltend; vorwiegender Gebrauch in jüngeren Alters-
klassen kann ein Hinweis auf – mitunter kurzlebige – Jugendsprache sein.  
Zur Ermittlung der Gebräuchlichkeit eines Phraseologismus (bzw. einer Variante 
desselben) kann über folgende Fragekonstellation ermittelt werden: 
Wie bekannt ist Ihnen der Phraseologismus? 
 Aktiv: Er ist mir bekannt und ich verwende ihn in einem passenden Kontext aktiv. 
 Passiv: Ich kenne und verstehe ihn zwar, würde ihn aber nicht verwenden. 
 Variiert: Ich kenne/verwende ihn in einer etwas anderen Form, nämlich 
______________ 
 Vage: Ich habe den Ausdruck schon gehört, weiß aber nicht genau, was er bedeu-
tet. 
 Unbekannt: Sagt mir überhaupt nichts. 
Bei Auswahl einer der ersten drei Antworten folgen weitere Fragen zur stilistischen 
und kontextuellen Bewertung des Phraseologismus gemäß den in 5.4.1.4 beschrie-
benen Merkmalen, bei Angabe der Optionen vage oder unbekannt jedoch nicht, um 
eine Verfälschung der Statistik durch bloße Vermutungen zu vermeiden. 
Auf Basis dieser Angaben lässt sich z.B. eine interaktive Landkarte erstellen, auf 
der Regionen je nach Prozentsatz der aktiven Verbreitung unterschiedlich schattiert 
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sind. Bei Anklicken einer Region erscheinen differenziertere Diagramme, die z.B. die 
prozentuale Verteilung der Angaben zum Bekanntheitsgrad oder die stilistische Be-
wertung in der jeweiligen Region anzeigen. Auch weitere Kombinationen von Angaben 
sind interessant, z.B. die prozentuale Bevorzugung bestimmter Varianten etc. 
Die Anzeige solcher statistischer Ergebnisse bei der Datenabfrage ist jedoch erst 
ab einem gewissen Schwellenwert von Teilnehmerinnen sinnvoll. Eine nicht repräsen-
tative Verteilung der Altersklassen und Herkunftsgebiete unter den Befragten muss 
ggf. durch Methoden der Gewichtung ausgeglichen werden. 
5.5.4 Datenabfrage 
Im Folgenden wird kurz skizziert werden, wie eine Datenabfrage für Userinnen ausse-
hen kann. Hierbei soll im Sinne von Lubensky/McShane’s Idee verfahren werden, In-
formation stufenweise anzuzeigen: 
„…one could design an on-line bilingual phraseological dictionary using methods of 
‘progressive disclosure’, such that a basic entry were provided first with links to more 
information of specific kinds for interested users” (Lubensky/McShane 2007:927). 
Nach Auswahl der gewünschten Sprachen wird man zunächst aufgefordert, einen 
Suchbegriff einzugeben. Daraufhin erscheint eine Reihe von Phraseologismen, die 
diesen Suchbegriff enthalten. Man hat nun die Möglichkeit, durch Anklicken eines 
Phraseologismus mehr einsprachige Details anzeigen zu lassen, oder man begibt sich 
über einen weiteren Link direkt zu Übersetzungsvorschlägen für den gewählten Phra-
seologismus. Dort scheint eine Reihe von zielsprachlichen Phraseologismen auf, sor-
tiert nach Äquivalenzgrad. Klickt man einen Begriff an, werden sowohl übersetzungs-
bezogene Daten angezeigt, als auch eine Selektion einsprachiger Daten zu beiden 
Phraseologismen in Gegenüberstellung. 
Wurde zunächst die Detailansicht zum ausgangssprachlichen Phraseologismus 
gewählt, so besteht von hier aus die Möglichkeit, den Begriff direkt übersetzen zu las-
sen, ohne noch einmal zurück zur Übersicht zu gehen. 
Als weiteres Feature kann man auch nach Phraseologismen suchen, die eine dem 
eingegebenen Suchbegriff ähnliche Bedeutung haben. Wie in 5.1.4.5 erwähnt, kann 
diese Suche auf einem integrierten semantischen Netz, semantischer Beschlagwor-
tung oder auf einer Suche im Feld Synonym/Paraphrase basieren. Bei Eingabe des 
Begriffes sterben können so z.B. Phraseologismen wie ins Gras beißen, den Löffel ab-
geben und Jds letztes Stündlein hat geschlagen aufscheinen. 
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5.5.5 Usability 
Unabhängig davon, ob die Datenbank von einem überschaubaren Expertinnenteam 
oder von einem breiteren Publikum bearbeitet wird – eine benutzerfreundliche Ober-
fläche ist unabdingbare Voraussetzung für die Datenqualität und somit für den Erfolg 
des Projekts. Nur über eine klar strukturierte und verständliche Benutzeroberfläche 
kann sichergestellt werden, dass in jedem Feld die jeweils gefragten Daten (und nur 
diese) eingegeben werden. 
Usability ist dabei keineswegs nur bei einem öffentlich zugänglichen Kollabora-
tionsprojekt, sondern auch bei ausschließlicher Bearbeitung durch Experten relevant. 
Dies hat verschiedene Gründe: Erstens kann das erforderliche IT-Verständnis bzw. die 
Motivation zur Einarbeitung nicht pauschal vorausgesetzt werden. Zweitens erschlie-
ßen sich viele phraseologischen Datenkategorien nicht intuitiv, sondern erst durch ein-
gehende Beschäftigung mit der Materie (als Beispiel sei hier an die Berücksichtigung 
externer Leerstellen bei der syntaktischen Klassenzuordnung erinnert, s. 3.1.3.3). Er-
läuterungen, Online-Tutorials und sonstige Hilfen verhelfen zu Eindeutigkeit und kön-
nen eine ansonsten erforderliche Einarbeitung ersetzen. Somit wirkt sich eine ver-
ständliche Oberfläche nicht nur positiv auf die Datenqualität, sondern auch auf die Mo-
tivation zur Teilnahme aus. 
Wie aber kann dieses Ziel erreicht werden? Neben der Berücksichtigung gängiger 
Usability-Kriterien (z.B. Nielsen/Mack 1994) werden insbesondere zwei Aspekte vorge-
schlagen:  
Aus den genannten Gründen empfehlen sich interaktive Hilfen und Tutorials, 
um die Natur des gefragten Feldinhalts und weitere Prinzipien bei der Eingabe ver-
ständlich zu machen. Hierbei ist es wichtig, neben einem Tutorial zum Einstieg vor 
allem begleitend zur Eingabe Hilfestellungen einzuplanen, da ein Teil der User ver-
mutlich den Aufwand scheut, einen separat zugänglichen theoretischen Text vorher 
durchzulesen, bzw. bei Auftreten von Zweifeln dorthin zurück zu navigieren. Besser ist 
es, wenn jeweils neben einem Eingabefeld ein kleiner Erläuterungstext mit Informatio-
nen und Beispielen zum gefragten Inhalt erscheint. Eine ausführlichere Version dieser 
Erläuterung kann auch erst bei Anklicken oder Überschweben mit der Maus (Hovern) 
angezeigt werden. 
Ein weiterer wichtiger Faktor in puncto Usability ist die selektive Anzeige von In-
formation. Userinnen sollen nicht auf Anhieb mit der gesamten Komplexität phraseo-
logischer Daten überwältigt werden. Besser ist es, bei der Dateneingabe standardmä-
ßig nur eine reduzierte Auswahl an Datenkategorien anzuzeigen, und spezifischere 
Felder erst durch Anklicken eines minimierten Bereichs sichtbar zu machen. Spezifi-
schere Datenfelder können auch von vornherein nur fortgeschrittenen Usern zugäng-
lich gemacht werden. (vgl. 5.5.2). 
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Auch für die Datenabfrage ist eine etappenweise Anzeige der Information hilf-
reich: Neben einem reduzierten Standard-Anzeigeprofil können weitere vordefinierte 
Profile für bestimmte Interessensgruppen (Linguisten, Translatoren, Sprachdidak-
ten etc.) zur Auswahl stehen. Zusätzlich soll die Möglichkeit bestehen, ein individuelles 
Anzeigeprofil mit gewünschten Datenkategorien anzulegen. 
5.6 Resümee: Kriterienkatalog für ein elektronisches 
phraseologisches Wörterbuch 
In diesem Kapitel wurden grundlegende Eigenschaften und eine mögliche Datenbank-
struktur eines multilingualen allgemeinen phraseologischen Wörterbuchs erarbeitet, 
zudem wurden Möglichkeiten der Dateneingabe und -bearbeitung besprochen. Auf 
Basis des Beschriebenen lässt sich zusammenfassend eine Liste von Anforderungen 
zusammenstellen, die ein solches phraseographisches Projekt im Idealfall erfüllen 
sollte: 
1. eine differenzierte Datenbankstruktur, in der jede Informationseinheit nach den 
Prinzipien der Granularität und Elementarität separat gespeichert wird; 
2. einheitliche Repräsentation der Daten; 
3. Ausbaufähigkeit der Datenbank; 
4. Trennung einsprachiger und übersetzungsbezogener Daten; 
5. Möglichkeit der Zuordnung mehrerer zielsprachlicher Äquivalente zu einem 
Eintrag, darunter auch partielle Äquivalente; 
6. Möglichkeit der Beschlagwortung; 
7. Möglichkeit der Verlinkung verwandter Phraseologismen; 
8. umfassende funktionale Angaben, die eine aktive Verwendung von Phraseolo-
gismen ermöglichen; 
9. Integration eines Statistik-Tools für interaktive User-Befragungen; 
10. Möglichkeit der Web-Kollaboration bei der Eingabe, um aktuellen und breit 
gefächerten Datenbestand zu gewährleisten; 
11. gestaffelte Vergabe von Bearbeitungsrechten; Bewertungsmechanismen; 
12. Erstellung interessensbezogener und individueller Abfrageprofile; 
13. allgemeine Benutzerfreundlichkeit durch Online-Tutorials, interaktive Hilfsfunk-
tionen und Staffelung der Information; 
14. insbesondere Direkthilfe bei der Eingabe (ohne zurücknavigieren zu müssen)
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Es ist nicht davon auszugehen, dass eine bestehende Software den genannten Krite-
rien in vollem Umfang entspricht. Die Neuprogrammierung eines mehrsprachigen 
phraseologischen Wörterbuchs scheint daher ein lohnenswertes Projekt. Der Projekt-
umfang muss dabei die Aufstellung eines multidisziplinären Mitarbeiterteams ermög-
lichen, das Fachwissen aus verschiedenen sprachbezogenen und informationstech-
nischen Disziplinen in sich vereint. Gewinnbringend wäre zudem eine enge Zusam-
menarbeit mit Herstellern sprachverarbeitender Systeme in der Frühphase, um die 
Austauschbarkeit von Daten durch standardisierte Formate und lexikalische Repräsen-
tationen zu erzielen. 
In bestehenden Systemen kann obiger Kriterienkatalog als Evaluationsbasis hin-
sichtlich des Umgangs mit Phraseologismen dienen. Das folgende Kapitel beschäftigt 
sich mit phraseographischen Möglichkeiten der Terminologieverwaltungssoftware Mul-
tiTerm, wobei die beschriebenen Kriterien als Leitlinie dienen. 
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6 Phraseographie am Beispiel von SDL 
MultiTerm  
In diesem Kapitel sollen Möglichkeiten untersucht werden, Phraseologie mit der 
Terminologieverwaltungssoftware SDL MultiTerm 2007 (im Folgenden „MultiTerm“) zu 
verwalten, wobei das in Kapitel 5 entworfene Datenmodell als Leitlinie dient. MultiTerm 
erlaubt eine flexible Strukturierung von Termbanken, ist jedoch nicht von Haus aus auf 
phraseographischen Gebrauch zugeschnitten. Es werden daher drei verschiedene 
Eintragsmodelle entworfen, um zu überprüfen, auf welche Weise die in Kapitel 5 
erarbeitete Struktur am ehesten umgesetzt werden kann. Hierfür wurde ein kleines 
Beispielkorpus verwendet, das in 6.1 kurz vorgestellt wird. In 6.2 wird die allgemeine 
Funktionsweise von MultiTerm erläutert, 6.3 befasst sich mit Möglichkeiten der 
phraseographischen Nutzung. 
6.1 Verwendetes Korpus 
Zur praktischen Umsetzung der in diesem Kapitel vorgestellten Datenmodelle wurde 
ein kleines Beispielkorpus von 25 ungarischen Phraseologismen verwendet, die zum 
Teil über mehrere deutsche Äquivalente verfügen. Als Ausgangsbasis wurde die 
Sprachkombination Ungarisch-Deutsch verwendet, zum Testen der Mehrsprachigkeit 
wurden einzelne englische und portugiesische Beispiele hinzugezogen. 
Die Beispiele entstammen keinem bestimmten Textkorpus, sondern wurden über 
Jahre hinweg aus Texten, Übersetzungen und mündlichem Sprachgebrauch gesam-
melt und aufgezeichnet. Zum Zweck dieser Arbeit wurden die Beispiele anhand von 
Quellen und Lexika belegt und von ungarischen Muttersprachlerinnen mit ausgezeich-
neten Deutschkenntnissen überprüft. 
Eine ausführliche Liste des ungarisch-deutschen Korpus mit Definitionen, Kontext-
beispielen und Kommentaren zur Äquivalenz befindet sich in Anhang A. Bei der Zu-
sammenstellung des Korpus dienten größtenteils ungarische Phraseologismen als 
Grundlage, für die dann deutsche Äquivalente gefunden wurden. Daher wurde die 
Übersicht in Anhang A auch in dieser Übersetzungsrichtung angelegt. In den Daten-
modellen kommen jedoch beide Übersetzungsrichtungen, jeweils gestützt durch Über-
setzungsbeispiele, vor. Bei manchen Beispielen war die Phraseologizität des deut-
schen Äquivalents ausschlaggebend für die Aufnahme. So handelt es sich bei szabad-
lábon nur um ein Wort, die deutsche Entsprechung auf freiem Fuß ist hingegen phra-
seologisch. 
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Varianten werden in der Übersicht aus Platzgründen in einem Feld angeführt und 
durch Schrägstriche bzw. Klammern für optionale Zusätze kenntlich gemacht. In der 
Datenbank erhält jede Variante ein eigenes Feld. Dasselbe gilt für Quellenangaben, 
die in der Übersicht in Klammern im selben Feld verzeichnet wurden. 
Bei der Auswahl wurde darauf geachtet, dass verschiedene phraseologische Klas-
sen ausreichend vertreten sind, um durch eine hohe Diversität der Daten die Modellie-
rung möglichst allgemeingültig zu gestalten. Folgende phraseologische Klassen soll-
ten mehrfach im Korpus vertreten sein: 
 
Tabelle 5 zeigt eine Übersicht über das Korpus mit quantitativer Verteilung der rele-
vanten Kriterien. Die deutschen Äquivalente werden ebenfalls genannt, jedoch bezie-
hen sich alle Angaben außer der Äquivalenz nur auf den ungarischen Ausgangsphra-
seologismus. Phraseologismen mit mehreren deutschen Äquivalenten wurden mehr-
fach eingetragen; ihre Eigenschaften jedoch nur einmal gewertet; die aufgrund von 
Duplikaten nicht gewerteten Felder sind schraffiert. Der Äquivalenzgrad wurde für jede 
Äquivalenzbeziehung einmal gewertet.  
Alle drei in diesem Kapitel vorgestellten Datenmodelle wurden anhand der be-
schriebenen Daten getestet. Der Inhalt der Datenbanken wird auszugsweise zur Ver-
anschaulichung der Modelle durch Graphiken dargestellt.  
Tabelle 5 (umseitig): Übersicht über das Korpus mit quantitativer Verteilung der 
relevanten Kriterien 
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6.2 Übliche Verwendung von MultiTerm 
6.2.1 Allgemeines 
SDL MultiTerm 2007 ist eine Terminologieverwaltungssoftware, die eine flexible Term-
bankdefinition ermöglicht. Die Software ist in zwei Ausführungen erhältlich, nämlich in 
einer Einzelplatzversion für die Bearbeitung durch nur eine Benutzerin zur selben Zeit 
(MultiTerm Desktop31) und einer serverbasierten Version für die gleichzeitige Bearbei-
tung durch mehrere Personen (MultiTerm Server). Die Benutzeroberfläche und verfüg-
bare Optionen unterscheiden sich in beiden Versionen nicht voneinander. Die vorlie-
genden phraseographischen Untersuchungen wurden mit der lokalen Version der 
Software durchgeführt, die Ergebnisse sind jedoch eins zu eins auf die serverbasierte 
Version übertragbar. 
MultiTerm Server lässt sich zusätzlich mit der Webserveranwendung MultiTerm 
Online kombinieren, über die Termbanken im Internet veröffentlicht und im Webbrow-
ser eingesehen und bearbeitet werden können, ohne dass Anwender MultiTerm lokal 
installieren müssen. Diese Möglichkeit ist für ein kollaboratives phraseographisches 
Projekt von Interesse. 
Mittlerweile existiert eine neue Version von MultiTerm, die für die Durchführung 
dieser Arbeit nicht zur Verfügung stand. Sie beinhaltet insbesondere Verbesserungen 
der Benutzerfreundlichkeit beim Anlegen von Termbanken; in Bezug auf die grundle-
gende Struktur und hier diskutierte phraseographierelevante Aspekte hat sich jedoch 
nichts Grundlegendes verändert.  
6.2.2 Eintragsstruktur 
MultiTerm ermöglicht die Erstellung begriffsorientierter Termbanken, in denen sämtli-
che Benennungen für einen Begriff in verschiedenen Sprachen – also Synonyme und 
Äquivalente – in einem Eintrag zusammengefasst werden, Homonyme dagegen in ge-
trennten Einträgen.32 Ein Eintrag wird dabei durch drei Ebenen strukturiert, wie Abb. 8 
zeigt: 
                                                     
31
 Früher MultiTerm Workstation 
32
 Durch seine hohe Flexibilität erlaubt MultiTerm auch die Erstellung benennungsorientierter Termbank, 
jedoch ist dies nicht die klassische Verwendung von MultiTerm. 
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Abb. 8: Eintragsstruktur bei MultiTerm 
Auf der Eintragsebene liegen sämtliche Angaben, die sich auf den gesamten Begriff 
unabhängig von dessen sprachlicher Realisierung beziehen, also z.B. Fachgebiet oder 
eine sprachunabhängige Graphik. Hier sind auch die verschiedenen Sprachen (als so-
genannte Indexfelder) angesiedelt, unter denen die nächst tiefere Ebene, die Index-
ebene hängt. Auf der Indexebene befinden sich sprachbezogene Daten, so zum Bei-
spiel eine Definition in der jeweiligen Sprache, einsprachig beschriftete Graphiken und 
verschiedene synonyme Benennungen, die Terme. Unterhalb der Terme, auf der 
Termebene, sind dann Angaben zu den jeweiligen Benennungen verzeichnet, zum 
Beispiel grammatische Angaben, konnotative Bedeutung, Zugehörigkeit des Terms zu 
einer bestimmten Firmenterminologie etc. 
Abb. 9 zeigt ein Beispiel eines klassischen Eintrags. Dieser wurde einer Termbank 
über EU-Institutionen entnommen, die im Rahmen von Lehrveranstaltungen am Zen-
trum für Translationswissenschaft der Universität Wien entstanden ist33. 
                                                     
33
 http://mtsrv.trans.univie.ac.at:8090/TermbaseFinderApp/, Termbank EU-Inst, geleitet von Irmgard Soukup-
Unterweger und Klaus Fleischmann. 
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Abb. 9: Klassischer Eintrag in MultiTerm 
Die drei genannten Ebenen sind hier graphisch durch Einzüge kenntlich gemacht. Auf 
der Eintragsebene wurden Eintragsnummer, Fachgebiet und der Link zu einer Graphik 
vermerkt, ebenfalls auf dieser Ebene liegen die Indices, d.h. die Sprachen. Darunter, 
auf der Indexebene wurde eine Definition in der jeweiligen Sprache eingetragen (die 
auf alle Terme zutrifft), auf dieser Ebene liegen auch verschiedene synonyme Termini 
(hier: Vollform und Abkürzung), denen jeweils termbezogene Angaben wie Sprachebe-
ne, Grammatik, Kontext etc. untergeordnet sind. In MultiTerm lassen sich beliebig viele 
weitere Sub-Ebenen anhängen.  
Das Feld Term ist automatisch in jedem Index vorhanden und ist ein Pflichtfeld; es 
muss also für jede angezeigte Sprache mindestens einmal ausgefüllt werden. Die an-
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deren Felder lassen sich frei definieren und in beliebiger Hierarchie anordnen. Feldna-
me, Eingabemodus und weitere Eigenschaften werden vom Datenbankersteller fest-
gelegt. Dies ermöglicht eine flexible Anpassung der Datenbank an die jeweiligen Be-
dürfnisse, erfordert aber auch eine gründliche Planungsarbeit.  
Eine weitere Möglichkeit von MultiTerm ist das Anlegen sogenannter Cross-Refe-
rences, also Querverweisen zu anderen Einträgen der Datenbank, etwa verwandten 
Begriffen, Antonymen etc. Diese Möglichkeit kann bei der phraseographischen Nut-
zung der Software hilfreich sein. Ebenso können Hyperlinks zu Internetquellen gelegt 
werden. 
Eine begriffsorientierte Datenbank bietet den Vorteil einer semantischen Logik im 
Aufbau, die bei ausschließlich alphabetischer Gliederung fehlt, verlangt aber auch, 
dass verschiedene Benennungen eindeutigen Begriffen zugeordnet und scharf von 
einander abgegrenzt werden können. Dies ist schon im unigraphen Bereich nicht 
immer der Fall: es ist bekannt, dass im Sprachvergleich begriffliche Überlappungen 
und Inklusionen vorkommen (vgl. Arntz et al. 52004:153ff.). Bei der Phraseologie rückt 
dieser Aspekt noch mehr in den Vordergrund, da, wie in 4.3 ausgeführt wurde, auch 
ein partielles Äquivalent eine passende Übersetzung darstellen kann. Auch spielen in 
der Phraseologie neben der denotativen Bedeutung die feinen Unterschiede zwischen 
verschiedenen Konnotationen, die bei einem begriffsorientierten Ansatz in einem Ein-
trag zusammengefasst werden, eine noch zentralere Rolle. 
6.2.3 Anlegen der Datenbank 
Zum Anlegen einer neuen Termbank werden der Reihe nach drei Ebenen erstellt: 
- Termbankdefinition 
- Eintragsmodell 
- Layout 
Zunächst wird in der Termbankdefinition (Termbase Definition) das eigentliche Da-
tenmodell festgelegt, d.h. es werden sämtliche Felder, die später benötigt werden, an-
gelegt und hierarchisch geordnet. 
Durch ein Eintragsmodell (Input Model), wird festgelegt, welcher Ausschnitt aus 
der gesamten Datenbankstruktur für einen bestimmten Zweck zur Bearbeitung ange-
zeigt werden soll. So können z.B. nur bestimmte Sprachen angezeigt werden, ein Feld 
für grammatische Angaben nur unter der Sprache, für die die Angabe relevant ist etc.  
Im Layout schließlich können – neben graphischer Gestaltung – Benutzerprofile 
für bestimmte Zwecke angelegt werden, in denen nur die jeweils relevanten Felder an-
ezeigt werden. Bezogen auf die Phraseologie könnten hier etwa für Linguistinnen, 
  
   83 
Übersetzerinnen und Sprachlernende jeweils unterschiedliche Felder angezeigt wer-
den, die für den jeweiligen Zweck von besonderem Interesse sind. 
Die Festlegung der Termbankdefinition erfolgt in drei Schritten, wie auf den nach-
folgenden Abbildungen ersichtlich ist: Zuerst werden die Sprachen bestimmt (Abb. 10); 
im zweiten Schritt werden sämtliche später benötigten Felder angelegt und deren 
Eigenschaften definiert, und zwar zunächst noch ohne jegliche hierarchische Glie-
derung (Abb. 11). Im dritten Schritt werden die angelegten Felder dann hierarchisch 
geordnet (Abb. 12). 
Beim Anlegen der Felder (Abb. 11) können auch Feldeigenschaften, d.h., ob es 
sich um ein Textfeld, ein Optionsfeld oder sonstiges handelt, unter Properties festge-
legt werden. Optionsfelder werden in MultiTerm in Form von Drop-Down-Menüs, die 
hier Picklist heißen, realisiert. Die Picklist kann sowohl für Felder mit Mehrfach- als 
auch Einfachnennung verwendet werden. Werden für eine Picklist Mehrfachnennun-
gen zugelassen – diese Eigenschaft wird im dritten Schritt (Abb. 12) zugewiesen – 
können später bei der Dateneingabe über Betätigung der Steuerungstaste mehrere 
Elemente der Liste ausgewählt werden.  
Hier wird deutlich, dass eine gründliche Vorausplanung der Datenbank notwendig 
ist – es muss zur Durchführung dieses Schrittes bereits eine genaue Übersicht darü-
ber bestehen, welche Felder später benötigt werden und welche Eigenschaften diese 
besitzen sollen. 
 
Abb. 10: Termbankdefinition – Indexfelder 
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Abb. 11: Termbankdefinition – beschreibende Felder 
 
 
Abb. 12: Termbankdefinition – Eintragsstruktur 
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Im dritten Schritt werden die Felder hierarchisch angeordnet (Abb. 12), indem man 
Elemente aus der Liste rechts an die gewünschte Stelle im Strukturbaum links einfügt. 
Hierbei müssen sämtliche Felder auf die entsprechende Stufe der Hierarchie – Ein-
trags-, Index-, Termebene oder tiefer – gelegt werden. Sämtliche Felder einer Ebene 
stehen hier zunächst nebeneinander, unabhängig davon, in welchem „Ast“ der Term-
bank sie später benötigt werden. Beispielsweise wurde für jede Sprache ein eigenes 
Optionsfeld Regionen (areale Verbreitung) kreiert, in dem verschiedene Regionen des 
jeweiligen Sprachraums zur Auswahl stehen. Da die Hierarchie innerhalb der Term-
bankdefinition noch nicht nach Indices (Sprachen) gegliedert ist, liegen hier sämtliche 
Regionen-Felder nebeneinander. 
Wichtig ist bei diesem Schritt, sämtliche Datenfelder ihrem Platz in der Hierarchie 
zuzuordnen, wenn nötig auch an mehreren Stellen, damit sie später dort angezeigt 
werden können. Einzelne Felder können später im Eingabemodell an bestimmten Stel-
len zwar weggelassen, jedoch nicht hinzugefügt werden. 
Der nächste Schritt beim Erstellen der Termbank ist das Anlegen eines Eingabe-
modells. Hier kann festgelegt werden, welcher Ausschnitt aus der gesamten Daten-
bankstruktur für einen bestimmten Zweck angezeigt werden soll – so können z.B. nicht 
benötigte Sprachen für die Bearbeitung ausgeblendet werden oder nicht anwendbare 
Felder – z.B. für eine Sprache irrelevante Regionen oder grammatische Angaben – 
weggelassen werden. Abb. 13 zeigt in vereinfachter Form, wie die Hierarchie eine 
Eingabemodells aussehen könnte. 
 
Abb. 13: Eintragsmodell – hierarchische Struktur 
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Im Gegensatz zur Termbankdefinition werden hier also nicht mehr alle Felder der In-
dexebene nebeneinander angezeigt, sondern die gewünschte Auswahl wird bereits 
der jeweiligen Sprache untergeordnet. Auch können hier Standard-Feldinhalte festge-
legt werden und bestimmt werden, ob ein Feld mehrfach vorkommen darf und ob es 
ein Pflichtfeld ist. 
Im Layout schließlich kann das graphische Erscheinungsbild eines Eintrags, z.B. 
Schriftgröße und -farbe definiert werden, außerdem können Felder dort umbenannt 
werden, z.B. in eine andere Sprache. 
Sowohl im Eingabemodell als auch im Layout besteht die Möglichkeit, Felder der 
ursprünglich angelegten Hierarchie wegzulassen. Eine Termbank kann über mehrere 
Eingabemodelle und mehrere Layouts verfügen, so dass auf diese Weise interessens- 
und kompetenzspezifische Bearbeitungsprofile angelegt werden können. So könnte 
für Linguisten, Übersetzer oder Sprachlernende die Ansicht auf diejenigen Felder be-
schränkt werden, die für die jeweilige Tätigkeit von besonderem Interesse sind. 
6.2.4 Datenabfrage 
Abb. 14 zeigt die Benutzeroberfläche von MultiTerm. Der Bereich links oben, das 
Suchfenster, zeigt die Einträge in alphabetischer Reihung gemäß der Sprache, die in 
der Navigationsleiste oben als Ausgangssprache ausgewählt wurde. Zum Auffinden 
eines Terms gibt es nun entweder die Möglichkeit der Suche oder des Setzens eines 
Filters, der die Auswahl der im Suchfenster angezeigten Einträge nach bestimmten 
Kriterien einschränkt. 
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Abb. 14: Benutzeroberfläche von MultiTerm mit Suchfenster (links oben), 
Projektfenster (links unten) und Eintragsfenster (Mitte) 
Suchergebnisse werden im sogenannten Projektfenster links unten angezeigt. Bei der 
Suche gibt es drei Möglichkeiten: Die normale Suche sucht nach der genauen einge-
gebenen Zeichenfolge, die auch über Wortgrenzen hinausgehen oder nur mit Worttei-
len übereinstimmen kann. Die unscharfe Suche (fuzzy search) ist sehr fehlertolerant, 
findet Einträge auch bei leichten Abweichungen, Vertauschung von Zeichen oder Aus-
lassungen. So wird der ungarische Phraseologismus Kezeket fel! („Hände hoch!“), in 
dem das Wort „Hand“ im Akkusativ Plural kezeket vorkommt, auch bei Eingabe der 
Grundform kéz gefunden. Auch der Plural von kehely („Kelch“), kelyhek, würde noch 
gefunden, obwohl hier ein Tausch von Konsonanten stattfindet. Vollständig abwei-
chende Flexionsformen wie sein vs. waren oder stark von einander abweichende 
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Stämme in der griechischen Verbalflexion (z.B. bei βλέπω [vlepo] „sehen“, Imperfekt-
stamm βλεπ- (vlep-), Perfektstamm (ει)δ- ((i)d-)) werden hingegen nicht erkannt. In 
den verwendeten Sprachen traten keine derartigen Fälle auf (nach „waren“ würde ver-
mutlich niemand suchen), aber im Hinblick auf multilinguale Erweiterbarkeit sollten 
derlei Fälle berücksichtigt werden. 
Sowohl die normale als auch die unscharfe Suche suchen jeweils nur im Termfeld 
der gewählten Sprache. Die dritte Form der Suche, die Volltextsuche, sucht in sämtli-
chen Feldern eines Eintrags. Man kann die Suche aber nicht auf ein bestimmtes Feld 
begrenzen, wodurch sie bei großen Termbanken unter Umständen sehr lange dauert. 
Auch die Kombination von unscharfer Suche und Volltextsuche ist nicht möglich. 
In 5.2 und 5.4.1.1 wurde die Zuordnung von Suchbegriffen zu Einträgen vorge-
schlagen. Nötig wäre dies aufgrund der toleranten unscharfen Suche nur zum Zweck 
einer semantischen Beschlagwortung sowie bei stark abweichenden Flexionsformen; 
leichtere Abweichungen werden erkannt. MultiTerm sieht die Zuordnung von Suchbe-
griffen zu einem Eintrag jedoch nicht explizit vor; möglich wäre dies nur innerhalb 
eines normalen Textfeldes Suchbegriffe, dessen Inhalt bei einer Volltextsuche gefun-
den würde. 
Die Möglichkeit, innerhalb von bestimmten Feldern zu suchen, besteht indirekt 
über das Setzen eines Filters. Dabei wird im Suchfenster nicht die komplette Eintrags-
liste, sondern nur eine bestimmten Kriterien entsprechende Auswahl angezeigt. Beim 
Anlegen eines Filters im Filterassistenten (Abb. 15) markiert man zunächst ein Feld 
und wählt dann aus einer Liste eine Bedingung aus, die auf dieses Feld zutreffen 
muss. Unter anderem kann definiert werden, dass ein Feld ein bestimmtes Wort ent-
halten muss. Verlangt man z.B., dass das Feld Suchbegriff das Wort Aufregung ent-
halten muss, findet die Anwendung des Filters den Eintrag Viel Lärm um nichts, sofern 
dieser entsprechend beschlagwortet wurde. Innerhalb eines Filters können mehrere 
Bedingungen – bezüglich desselben oder verschiedener Felder – kombiniert werden. 
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Abb. 15: Setzen eines Filters 
Ein Filter wird gespeichert und ist standardmäßig für häufigeren Gebrauch bestimmt. 
Er ist also nicht von Haus aus als Suchfunktion gedacht, sondern diesbezüglich nur 
ein Provisorium. Daher wäre es ratsam, einen zum Zweck der Suche angelegten Filter 
gleich nach Gebrauch wieder zu löschen, da sich sonst eine unüberschaubare Zahl 
von Filtern in der Datenbank sammelt. 
Zur Ansicht eines Eintrags kann wie in 6.2.3 beschrieben ein Layout gewählt wer-
den, dass den jeweiligen Interessensschwerpunkten entspricht (vorausgesetzt, dass 
entsprechende Layouts zuvor definiert wurden). Innerhalb eines Eintrags selbst kön-
nen Felder minimiert werden (Kompaktansicht bzw. collapsed structure), wodurch nur 
der Feldname angezeigt wird, Feldinhalt und untergeordnete Felder hingegen ausge-
blendet werden. In Abb. 16 wurden z.B. im Index Englisch die Felder Status und Kon-
text sowie die Sprachen Arabisch, Russisch und Serbisch minimiert34. 
                                                     
34
 Quelle: http://mtsrv.trans.univie.ac.at:8090/TermbaseFinderApp/, dort Asyltermbank_60, eine im Rahmen 
von Forschungsprojekten am Zentrum für Translationswissenschaft der Universität Wien entstandene 
Termbank. 
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Abb. 16: Beispieleintrag mit minimierten Feldern 
In den folgenden Abschnitten wird untersucht, wie MultiTerm für phraseographische 
Zwecke genutzt werden kann. Dafür wurden drei verschiedene Datenmodelle erstellt, 
deren Vor- und Nachteile jeweils besprochen werden sollen.  
6.3 Phraseographische Nutzung von MultiTerm 
Wie in 5.3 beschrieben, ist es hilfreich, einsprachige und übersetzungsbezogene 
Daten getrennt zu verwalten, um den Bestand einer Sprache leicht mit weiteren Ziel-
sprachen verknüpfen zu können bzw. um einem Phraseologismus mehrere mögliche 
Übersetzungen mit jewieliger Erläuterung zuordnen zu können. Eine solche Möglich-
keit sieht MultiTerm nicht explizit vor.  
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Daher muss ein Weg gefunden werden, die übersetzungsbezogenen Daten den-
noch auf sinnvolle Weise einzugliedern, und zwar möglichst so, dass sie für jede Über-
setzungskombination getrennt angegeben werden können und dass ein bestehender 
einsprachiger Datensatz unkompliziert mit weiteren Übersetzungen verknüpft werden 
kann, sei dies in derselben oder einer weiteren Zielsprache. Dafür wurden drei ver-
schiedene Eintragsmodelle entworfen, die in 6.3.3 besprochen werden. 
6.3.1 Einsprachige Daten 
Die Herausforderung beim Entwurf eines geeigneten Datenmodells bestand darin, die 
übersetzungsbezogenen Daten auf geeignete Weise unterzubringen. Die einspra-
chigen Daten wurden jedoch von Modell zu Modell nicht verändert – sie liegen einfach 
auf der Termebene unter dem betreffenden Phraseologismus. Daher werden sie bei 
der Beschreibung der Modelle zum Teil zusammenfassend dargestellt. Tabelle 7 zeigt 
eine Übersicht über die verwendeten einsprachigen Daten. Die Felder seien hier nur 
kurz genannt; der genaue Inhalt entspricht den Ausführungen in 5.4. Die Optionen der 
mit * markierten Picklist-Felder werden in Tabelle 6 aufgeschlüsselt. 
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Tabelle 6: Einträge der Picklist-Felder   
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Tabelle 7: Einsprachige Daten mit Eingabemodus und Inhalt 
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Eine Methode wäre daher, einen Eintrag als phraseologisch oder nicht-phraseolo-
gisch zu kennzeichnen. MultiTerm bietet hierfür die Möglichkeit, ein Feld als Boole-
sche Variable – neben Text- und Optionsfeld eine weitere Feldart – anzulegen, bei der 
durch ein einzelnes Ankreuzfeld eine Eigenschaft zugewiesen werden kann oder nicht. 
Eine andere Möglichkeit wäre, eine freie Wortverbindung von vornherein nur als ziel-
sprachliche Paraphrase, nicht aber als Äquivalent einzutragen. Welche Methode ge-
eigneter ist, kann hier aufgrund mangelnder einschlägiger Beispieldaten nicht ab-
schließend geklärt werden.  
Die Auswahl der Felder ist recht ausführlich und sollte natürlich durch Erstellen 
eines geeigneten Layouts bedarfsgerecht eingegrenzt werden (s. 5.5.4/5). Die Felder 
Traditionelle Klasse, Besonderheiten und Ursprung des Phraseologismus sind vor 
allem von linguistischem Interesse, während Übersetzer vor allem Angaben zum Ge-
brauch wie Kontextbeispiel, Stilschicht oder Textsorte benötigen, für Sprachlernende 
kann zusätzlich syntaktische Information von Interesse sein etc. Entsprechend ließe 
sich diese Liste auch ausweiten, etwa um die Angabe eines Unternehmens bei firmen-
spezifischer Terminologie, um etymologische Daten etc. 
Andererseits sollten einige Felder im Praxisfall in weitere Unterfelder aufgeschlüs-
selt werden, was im Rahmen der zu besprechenden Testdatenbanken nicht möglich 
war. Bei den Fachgebieten sollte eine vollständige Fachgebietssystematik wie z.B. die 
Lenoch-Klassifikation (vgl. Arntz et al. 52004:241) integriert werden. Zu Versuchs-
zwecken wurden hier nur einige Beispielfachgebiete aufgelistet. Eine weitere Auf-
schlüsselung wäre auch bei allen Quellenangaben angezeigt; hier könnten Unterda-
tenfelder Art des Mediums sowie bibliographische Daten enthalten. 
Auch die Felder Restriktionen sollten idealerweise nicht als Text-, sondern als Op-
tionsfeld gestaltet sein. Ein Textfeld wurde als provisorische Lösung verwendet, da 
zum Zeitpunkt des Erstellens dieser Arbeit keine umfassende Typologie möglicher se-
mantischer Restriktionen35 bzw. kein semantisches Netz vorlag. Auch bei den typi-
schen Textsorten wäre eine solche Entwicklung denkbar – auf Basis häufig vorkom-
mender Nennungen ließe sich später ein Optionsfeld erstellen.  
Allgemein ist davon auszugehen, dass sich im Laufe der Verwendung einer Daten-
bank aus der Beschaffenheit der Daten Bedarf an weiteren Feldern und Picklist-Optio-
nen ergibt. Daher sollte eine Datenbank grundsätzlich flexibel, sprich: ausbaufähig ge-
staltet sein. Bei Optionsfeldern ist daher die Aufnahme der Option Sonstiges unerläss-
lich. Strenggenommen sollte auch unter jedem Optionsfeld ein Textfeld zur Verfügung 
                                                     
35
 Syntaktische Restriktionen werden durch die Notation der Nennform und der externen Leerstelle 
dargestellt. 
  
   95 
gestellt werden, um dieses Sonstige gegebenenfalls zu spezifizieren. Darauf wurde 
hier zur Vereinfachung verzichtet.  
6.3.2 Übersetzungsbezogene Daten 
Tabelle 8 zeigt die übersetzungsbezogenen Datenfelder, die in den Beispieldatenban-
ken angelegt wurden. 
 
Tabelle 8: Übersetzungsbezogene Datenfelder 
Das Fragezeichen weist darauf hin, dass es vom jeweiligen Datenmodell abhängt, wo 
in der Datenbank die übersetzungsbezogenen Datenfelder untergebracht werden. 
„AS“ und „ZS“ stehen hier als Variablen für die Ausgangs- und Zielsprache, die dem 
Feldnamen jeweils beigefügt werden, damit klar ist, worauf sich die Daten beziehen. 
Es wird somit nicht ein Feld Äquivalenz AS-ZS angelegt, sondern je eines pro Überset-
zungsrichtung. Der Fall der Null-Äquivalenz wurde nicht angeführt, da in diesem Fall 
erst gar kein Übersetzungsdatensatz angelegt wird. 
Das Feld Übersetzungsbeispiel enthält nur den Ausgangstext; der Zieltext befindet 
sich in einem untergeordneten Feld. Logischer wäre, beide Felder gleichrangig unter 
eine Art Überschrift „Übersetzungsbeispiel“ zu legen; ein „leerer“ Knoten ohne Feldin-
halt zur bloßen Strukturierung lässt sich in MultiTerm jedoch nicht anlegen. 
6.3.3 Mögliche Datenmodelle 
6.3.3.1 A: Übersetzungsdaten als Indexfeld 
Die erste Idee, übersetzungsbezogene Daten getrennt zu verwalten, bestand darin, 
neben den Sprachen eigene Indexfelder für die Übersetzungsdaten anzulegen. Für 
eine deutsch-ungarische Termbank gäbe es also folgende Indexfelder: 
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DE  Deutsch 
HU Ungarisch 
Ü DE-HU Übersetzungsdaten Deutsch-Ungarisch 
Ü HU-DE Übersetzungsdaten Ungarisch-Deutsch 
Beide Übersetzungsrichtungen zu trennen scheint sinnvoll, da sich hinsichtlich der 
Äquivalenzbeziehung Asymmetrien ergeben können, wodurch Erläuterung und Über-
setzungsbeispiele entsprechend unterschiedlich ausfallen können. Abb. 17 zeigt einen 
Beispieleintrag dieses Datenmodells. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 17 (umseitig): Eintragsmodell A - Beispieleintrag 
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Übersetzungsdaten werden wie eine weitere Sprache behandelt, enthalten jedoch 
andere Unterdatenkategorien. Dazu muss bei der Termbankdefinition zweierlei beach-
tet werden:  
Erstens sieht MultiTerm nicht vor, einen Index für etwas anderes als eine Sprache 
zu verwenden. Daher muss man sich damit behelfen, in der Termbankdefinition pro 
forma irgendeine Sprache zu wählen und diese z.B. in Ü DE-HU umzubenennen. Der 
Indexname lässt sich problemlos ändern, das zugehörige unzutreffende Sprachen-
kürzel bleibt jedoch bei den Übersetzungsdaten stehen, wie in Abb. 18 ersichtlich ist. 
 
Abb. 18: Umbenennung von Indexfeldern 
Die Beispieltermbank, aus der Abb. 17 stammt, wurde für die Sprachen Deutsch, Eng-
lisch, Portugiesisch und Ungarisch erstellt, wobei Übersetzungsbeziehungen jeweils 
nur zum und aus dem Deutschen hergestellt werden. Bereits hier besteht Bedarf an 
sechs verschiedenen Indexfeldern für Übersetzungsdaten; bei mehr Sprachen und 
vielfältigeren Verknüpfungen würde diese Zahl exponentiell ansteigen, was die Erwei-
terungsfähigkeit der Termbank klarerweise einschränkt. 
Zweitens muss beim Speichern der Übersetzungsdaten als eigener Index ein be-
sonderes Augenmerk auf die hierarchische Anordnung in der Termbankdefinition ge-
legt werden (s. 6.2.3). Die hierarchische Struktur in der Termbankdefinition orientiert 
sich zunächst nur daran, auf welcher Ebene ein Feld angesiedelt werden soll (Ein-
trags-, Index-, Termebene oder tiefer), nicht aber daran, unter welchem Index, sprich, 
unter welchem spezifischen Ast der Termbank ein Feld später benötigt wird. Daher 
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müssen einsprachige und Übersetzungsdaten in der Termbankdefinition nebeneinan-
der gelegt werden, wie Abb. 19 zeigt: 
 
Abb. 19: Nebeneinander von einsprachigen und übersetzungsbezogenen Feldern in 
der Termbankdefinition 
Auch sprachspezifische Felder, die jeweils nur zu einem Index gehören, werden hier 
nebeneinander gereiht. Im Eingabemodell (s. Abb. 13) werden die Felder dann nur un-
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ter dem entsprechenden Index – Sprache oder Übersetzungsdatensatz – zur Verfü-
gung gestellt, wie aus dem Beispieleintrag in Abb. 17 ersichtlich ist. 
Die Aufnahme eines nur einsprachigen Datensatzes – für den Fall, dass ein ziel-
sprachliches Äquivalent entweder nicht vorhanden oder dem User nicht bekannt ist – 
ist bei diesem Datenmodell ohne weiteres möglich. In diesem Fall wird der ausgangs-
sprachliche Index bei der Eingabe ausgefüllt, die anderen Indices gelöscht. Die ge-
löschten Indices können später bei Bedarf wieder hinzugefügt werden. 
Für die Umsetzung dieses Datenbankmodells stellt sich die Frage, ob ein Eintrag 
nur genau ein zweisprachiges Phraseologismenpaar enthalten soll wie im obigen 
Beispiel, oder mehrere – MultiTerm bietet die Möglichkeit, einem Index mehrere Ter-
me, d.h. Synonyme in einer Sprache, unterzuordnen. Letzteres hätte den Vorteil, dass 
mehrere Übersetzungsvarianten auf einen Blick sichtbar werden und User sich nicht 
durch verschiedene Einträge mit demselben ausgangssprachlichen Phraseologismus 
klicken müssen.  
Abb. 20 zeigt einen Versuch, mehrere Übersetzungsvorschläge in einen Eintrag 
dieses Datenmodells aufzunehmen.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 20 (umseitig): Mehrere Äquivalente in einem Eintrag 
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Es wurden nur zwei deutsche Äquivalente für den ungarischen Phraseologismus auf-
genommen; trotzdem zeigt sich bereits, dass der Eintrag auf diese Weise unübersicht-
lich lang wird. Bei mehreren Äquivalenten im Zielsprachenindex (hier Deutsch) rücken 
die Übersetzungsdaten weiter von den einsprachigen Daten weg, was optisch Verwir-
rung stiftet. Zwar bietet MultiTerm die Möglichkeit, Felder in der Ansicht zu minimieren, 
so dass nur der Feldname sichtbar ist. Jedoch wird hierbei auch der Feldinhalt, also 
die Äquivalente, ausgeblendet, und jeweils nur noch die Feldbezeichnung Term ange-
zeigt. Somit ist dadurch keine bessere Übersicht gewonnen ist. Zur Schnellübersicht 
über mehrere Übersetzungsmöglichkeiten müssen daher doch wieder alle Termfelder 
geöffnet werden. 
Wie Beispiele weiter unten (Abb. 20) zeigen werden, kann ein Phraseologismus 
unter Umständen sehr viele zielsprachliche Äquivalente haben. Dies leuchtet bereits 
ein, wenn man allein die Zahl einsprachiger phraseologischer Repräsentanten eines 
Begriffs betrachtet. Z.B. für <sterben> gibt es auf Deutsch: ins Gras beißen, das Zeitli-
che segnen, den Löffel abgeben, ums Leben kommen, [Jds] letztes Stündlein hat ge-
schlagen etc. 
Sollen in einem Eintrag drei oder mehr Sprachen mit wechselseitigen Überset-
zungsbeziehungen angezeigt werden, liegt die Übersichtlichkeit des Eintrags wohl jen-
seits des Zumutbaren. 
Ein weiterer Nachteil besteht darin, dass eine klare Entscheidung getroffen werden 
muss, welche Phraseologismen zu einem Begriff zusammengefasst werden sollen und 
welche nicht. Da, wie gezeigt wurde, in den meisten Fällen keine totale Äquivalenz 
vorliegt, dürfte die Entscheidung, welche Äquivalente noch in den Eintrag aufgenom-
men und welche gesondert verzeichnet werden, nicht immer leicht und teilweise will-
kürlich sein.36 
Weiterhin wäre bei der Aufnahme mehrerer zielsprachlicher Äquivalente zu beden-
ken, dass für jedes Phraseologismenpaar ein eigener Übersetzungsdatensatz benötigt 
wird, bei dem jeweils kenntlich gemacht werden muss, auf welche beiden Phraseolo-
gismen er sich bezieht. Dies geschieht, indem im Termfeld des Übersetzungsindex der 
ausgangs- und zielsprachliche Phraseologismus erneut eingetragen werden. Da das 
Termfeld als Pflichtfeld aber ohnehin ausgefüllt werden muss, stellt dies keinen eigent-
lichen Nachteil im Vergleich zur Aufnahme nur eines Phraseologismenpaars dar. Ein 
                                                     
36
 Ein plausibler Ansatz wäre in einem solchen Fall, alle Phraseologismen mit rein denotativer Begriffs-
äquivalenz – ungeachtet konnotativer Unterschiede – in einem Eintrag zusammenzufassen, und alle 
stärker abweichenden Phraseologismen (die nur kontextbezogen bzw. bei entsprechender Aktualisierung 
zu Äquivalenten werden) in eigenen Einträgen zu verzeichnen, zu denen Cross-References gelegt 
werden. 
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Manko ist jedoch die Tatsache, dass innerhalb ein- und desselben Eintrags keine 
Querverweise („Cross-References“) gelegt werden können, und eine Verlinkung von 
Phraseologismen zu den jeweiligen Übersetzungsdatensätzen somit nicht möglich ist.  
Eine Vereinfachung ergibt sich aus der Aufnahme mehrerer zielsprachlicher Äqui-
valente nicht. Das Anlegen separater Einträge für weitere zielsprachliche Äquivalente 
lässt sich in MultiTerm sehr einfach umsetzen, indem man einen bestehenden Eintrag 
dupliziert, so dass im Duplikat nur noch die zielsprachlichen und übersetzungsbezoge-
nen Daten geändert werden müssen. 
Alles in allem ist die Aufnahme mehrerer Äquivalente in einen Eintrag somit nicht 
geeignet, insbesondere aufgrund mangelnder Übersichtlichkeit bei vielen Äquivalen-
ten. Der Ansatz wird daher wieder verworfen. 
Mehrere Sprachen 
Weiterhin soll kurz skizziert werden, wie sich das Datenmodell A bei der Aufnahme 
weiterer Sprachen in die Datenbank verhält. Da ohnehin jeder Eintrag nur ein Phra-
seologismenpaar enthält, ändert sich in der Struktur eines Eintrags nichts. Soll ein vor-
handener Phraseologismus in eine weitere Zielsprache übersetzt werden, wird ein be-
stehender Eintrag dupliziert, die vorhandene Zielsprache aus dem Duplikat gelöscht 
und eine neue hinzugefügt. Auch hier wird wiederum nur ein zielsprachliches Äquiva-
lent eingetragen; für jedes weitere Äquivalent wird das Verfahren wiederholt. 
Wichtig ist dabei, für das Duplizieren und Ändern eines Eintrags ein Eingabemo-
dell und Layout zu wählen, in dem alle betreffenden Sprachen und jeweiligen Überset-
zungsindices angezeigt werden. Die Sichtbarkeit der ersten Ausgangssprache ist 
wichtig, damit die ursprüngliche Übersetzung im Duplikat gelöscht werden kann; das 
Hinzufügen der neuen Zielsprache muss ebenfalls möglich sein. 
Nachteile dieses Modells 
Insgesamt weist der Ansatz, Übersetzungsdaten als Indexfeld anzulegen, etliche 
Nachteile auf, unabhängig davon, ob ein Eintrag nur ein Phraseologismenpaar oder 
mehrere enthält. 
Ein wesentliches Manko besteht in der beschriebenen Tatsache, dass zum Anle-
gen der Übersetzungsindices nur vorhandene Sprachindices umfunktioniert werden 
können, wodurch die Datenbank nur eingeschränkt erweiterbar ist. Für eine Testphase 
genügen sicherlich wenige Sprachen; für eine langfristige Etablierung einer phraseolo-
gischen Datenbank sollte diese jedoch zumindest theoretisch uneingeschränkt erwei-
terbar sein. 
Ein weiteres Problem ergibt sich daraus, dass jeder Index automatisch ein Term-
feld enthält, das Pflichtfeld ist und ausgefüllt werden muss. Im Übersetzungsindex gibt 
es von Natur aus keinen Term, daher muss ein Inhalt definiert werden. Sinnvollerweise 
könnten hier beide Phraseologismen – nacheinander in Reihenfolge der Überset-
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zungsrichtung und durch einen Spiegelstrich getrennt – eingetragen werden, wie dies 
im Beispieleintrag in Abb. 17 und Abb. 20 erfolgt ist. Bei der Aufnahme mehrerer Äqui-
valente in einen Eintrag muss ohnehin die Zugehörigkeit des Übersetzungsdatensat-
zes zu den jeweiligen Phraseologismen kenntlich gemacht werden. Enthält die Daten-
bank aber nur ein Phraseologismenpaar pro Eintrag, was sich als die bessere Lösung 
erwiesen hat, bedeutet die erneute manuelle Eingabe einen zusätzlichen Arbeitsauf-
wand. 
Ein dritter Nachteil besteht darin, dass Cross-References nur zu externen Einträ-
gen (etwa Verwandten Phraseologismen) gelegt werden können, nicht aber zu ande-
ren Feldern desselben Eintrags. Bei der Aufnahme mehrerer Äquivalente kann somit 
ein Übersetzungsdatensatz nicht auf einfache Weise mit dem Ausgangs- und Zielphra-
seologismus verknüpft werden. 
Aus diesen Gründen scheint dieses Datenmodell nicht optimal; es sollen daher 
weitere Möglichkeiten untersucht werden.  
6.3.3.2 B: Übersetzungsdaten auf Eintragsebene 
Um das Problem zu vermeiden, dass das Termfeld im übersetzungsbezogenen Index 
künstlich gefüllt werden muss, wurden in einem zweiten Versuch die Übersetzungsda-
ten auf der Eintragsebene angesiedelt. Dies scheint insofern logisch, als es sich bei 
den Übersetzungsdaten um übergeordnete, sprachübergreifende Daten handelt. Die-
se werden der Grundidee von MultiTerm zufolge auf einer höheren Ebene angezeigt.  
Abb. 21 zeigt einen Beispieleintrag nach diesem Modell. Auch hier können der 
zielsprachliche Index sowie Übersetzungsdaten freigelassen werden, falls nur einspra-
chige Daten bekannt sind.   
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Abb. 21: Eintragsmodell B – Beispieleintrag 
  
   107 
Auch bei diesem Datenmodell stellt sich die Frage, ob ein Eintrag mehrere Äquiva-
lente oder nur ein Phraseologismenpaar enthalten soll. 
Bei mehreren müssten unter Äquivalenz und Übersetzungsbeispiel Felder hängen, 
die Aufschluss geben, welche Phraseologismen gemeint sind, und zwar jeweils unter 
beiden Feldern, weil diese ja nicht wie beim Datenmodell A gebündelt sind, sondern 
einzeln auf der Eintragsebene liegen und allenfalls optisch gegliedert werden können. 
Dies würde nicht nur zu Unübersichtlichkeit, sondern auch zu einem ungleich höheren 
Aufwand bei der Dateneingabe führen, was sich bei mehr als zwei Sprachen natürlich 
noch verstärkt. Daher wird dieser Ansatz wieder verworfen. 
Genau wie in Modell A enthält ein Eintrag somit nur ein Phraseologismenpaar in 
zwei verschiedenen Sprachen. Bezüglich der Mehrsprachigkeit der Datenbank ergibt 
sich daraus, dass zur Übersetzung eines vorhandenen Phraseologismus in eine neue 
Sprache ein bestehender Eintrag dupliziert wird, die alte Zielsprache im Duplikat ge-
löscht und eine neue hinzugefügt wird. Die Eintragsstruktur bleibt gleich. 
Mit dem unkomplizierten Duplizieren von Einträgen in den Datenmodellen A und B 
geht ein kleiner Nachteil einher. Werden die duplizierten Daten später verändert, müs-
sen sie auch in den Duplikaten aktualisiert werden37. Wird dies nicht beachtet, besteht 
die Gefahr, dass sich widersprüchliche oder unvollständige parallele Einträge zu 
einem Phraseologismus in der Datenbank sammeln. 
Die kontrastive Darstellung eines Phraseologismenpaars ist mit diesem Modell in 
übersichtlicher Weise möglich und mit weniger Aufwand verbunden als im Modell A. 
6.3.3.3 C: Übersetzungsdaten auf Termebene 
Schließlich soll noch ein drittes Datenmodell getestet werden, das von der ursprüng-
lichen Idee, Übersetzungsdaten getrennt zu verwalten, am weitesten entfernt ist. In 
diesem Modell werden alle Übersetzungsdaten auf die Termebene gelegt. Zu diesem 
Zweck wird ein neues Feld Übersetzung (Zielsprache) auf der Termebene angelegt, 
das ein zielsprachliches Äquivalent enthält und dem die Felder Äquivalenz und Über-
setzungsbeispiel untergeordnet werden.  
Ein Eintrag enthält jeweils nur einen ausgangssprachlichen Phraseologismus, un-
ter dem das Feld Übersetung ZS mehrfach vorkommen kann, so dass für jeden aus-
gangssprachlichen Term mehrere zielsprachliche Äquivalente sichtbar sind. Abb. 22 
zeigt einen ungarisch-deutschen Beispieleintrag mit mehreren Übersetzungen. 
                                                     
37
 Dies ist relativ unkompliziert möglich, indem alte Duplikate gelöscht und die neue Version erneut dupliziert 
wird. Die neuen Duplikate können mit früheren Übersetzungen zusammengeführt werden.  
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Abb. 22: Eintragsmodell C – Beispieleintrag mit mehreren ZS-Äquivalenten  
Dadurch, dass pro Eintrag nur ein Phraseologismus in einer Sprache gespeichert wird, 
erübrigen sich Entscheidungen über begriffliche Zusammengehörigkeit und Abgren-
zung. 
Dieses Datenmodell hat im Gegensatz zu den vorherigen den Vorteil, dass meh-
rere Äquivalente mit Übersetzungsbeispielen auf einen Blick sichtbar sind, so dass 
man nicht mehrere Einträge durchforsten muss, bis sich eine passende Übersetzung 
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findet. Ist bei der Eingabe noch kein Äquivalent bekannt, werden die Übersetzungsfel-
der vorerst freigelassen. 
Die zu den zielsprachlichen Äquivalenten gehörenden einsprachigen Daten wer-
den jeweils in eigenen Einträgen gespeichert. Das Feld Übersetzung (Zielsprache) 
kann eine Cross-Reference zum zielsprachlichen Phraseologismus enthalten, oder 
aber nur Text, falls ein entsprechender Eintrag noch nicht existiert. 
Bei der Aufnahme weiterer Sprachen enthält ein Eintrag folglich Übersetzungen in 
mehrere Sprachen. Abb. 23 zeigt, wie ein solcher Eintrag aussehen könnte. Die Über-
sichtlichkeit ist hier in keiner Weise eingeschränkt. Nicht relevante Sprachen können in 
der Ansicht minimiert oder durch Wahl eines entsprechenden Layouts ausgeblendet 
werden. 
 
Abb. 23: Modell C - Eintrag mit mehreren Zielsprachen 
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Ein klarer Vorteil dieses Modells ist seine große Übersichtlichkeit. Eine Abfrage liefert 
mehrere Übersetzungsmöglichkeiten auf einen Blick, einsprachige Daten zu einem 
zielsprachlichen Phraseologismus sind mit einem Klick erreichbar. Auch für die Daten-
eingabe ist dieses Modell vorteilhaft: Häufig stellt sich erst im Übersetzungsprozess 
ein bestimmter Ausdruck als geeignetes Äquivalent heraus, bzw. es eröffnen sich 
mehrere Möglichkeiten der Formulierung in der Zielsprache. Phraseologische Einträge 
als Abstraktum entspringen also dem praktischen Kontext der Übersetzung. Die Mög-
lichkeit, mehrere Ideen unmittelbar in einem Eintrag festzuhalten, lädt dazu ein, imma-
nentes Sprachwissen, das durch den kreativen Übersetzungsprozess zutage tritt, sys-
tematisch zu dokumentieren. 
Ein Nachteil dieses Modells ist, dass es dazu verleitet, einen zielsprachlichen 
Phraseologismus nur manuell im Übersetzungsfeld einzutragen, ohne dafür einen 
eigenen Eintrag mit präzisen Informationen anzulegen. Im Prinzip wäre dies für den 
Anfang kein Problem, da in einem Kollaborationsprojekt genauere Informationen jeder-
zeit nachgetragen werden können. Allerdings gibt es keinen Grund für eine Hinauszö-
gerung der Dateneingabe, da eine Person, die aktiv in die Zielsprache übersetzt, ver-
mutlich auch über nötiges anwendungsbezogenes Wissen über den zielsprachlichen 
Phraseologismus verfügt. 
Zudem gibt es keine einfache Möglichkeit, noch fehlende einsprachige Einträge für 
bereits verzeichnete Übersetzungen auf einen Blick anzeigen zu lassen. Es besteht 
daher die Gefahr, dass das Fehlen zielsprachlicher Daten von Personen, die über ent-
sprechendes Wissen verfügen, gar nicht bemerkt wird, und die Bestände zweier Spra-
chen bzw. Übersetzungsrichtungen sich völlig unabhängig voneinander entwickeln.  
MultiTerm erlaubt zwar, Suchfilter danach zu kreieren, ob ein bestimmtes Feld 
eine Cross-Reference enthält, nicht aber danach, ob in einem bestimmten Feld noch 
keine Cross-Reference besteht, worauf es in diesem Fall ja ankommt. Daher lassen 
sich noch fehlende Bezüge zu zielsprachlichen Einheiten nur manuell ausfindig 
machen. 
Ein Schwachpunkt liegt aber nicht nur im möglichen Fehlen von Einträgen in der 
jeweiligen Zielsprache, sondern auch darin, dass bestehende Einträge beim Legen 
von Cross-References möglicherweise nicht gefunden werden. Anders als die normale 
Suchfunktion in MultiTerm, die auch eine Fuzzy-Search, also eine unscharfe, fehlerto-
lerante Suche beinhaltet, muss beim Legen einer Cross-Reference die genaue Zei-
chenfolge des Verweisziels eingegeben werden. Die Eingabe darf zwar verkürzt sein, 
muss aber mit dem Anfang des Zielphraseologismus übereinstimmen. Dies kann im 
phraseologischen Bereich zum Problem werden, da zur Notation von Nennformen un-
terschiedliche Möglichkeiten bestehen (s. 5.1.4.2), insbesondere, was die Notation ex-
terner Leerstellen, den Umgang mit Artikeln am Anfang ((eine) heikle Angelegenheit) 
sowie die Satzgliedfolge betrifft. 
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Eine weitere Schwachstelle betrifft die Logik der Eingabereihenfolge. Eine Cross-
Reference kann erst gelegt werden, wenn ein entsprechender zielsprachlicher Eintrag 
existiert. Beim Eingeben einer neuen Übersetzungsbeziehung wäre es also am effi-
zientesten, zuerst einen Eintrag des zielsprachlichen Phraseologismus anzulegen, und 
erst danach den des ausgangssprachlichen Phraseologismus, in dessen Feld Über-
setzung ZS eine Cross-Reference gelegt wird. Diese Reihenfolge entspricht aber nicht 
der Intuition und erfordert Vorausplanung. Intuitiv würde man zunächst den ausgangs-
sprachlichen Phraseologismus anlegen, danach eine oder mehrere Übersetzungsbe-
ziehungen, und am Schluss noch genauere Informationen zu den zielsprachlichen 
Äquivalenten. Auf diese Weise muss man aber nach dem letzten Schritt noch einmal 
zum ausgangssprachlichen Eintrag zurückkehren, um dort die Cross-Reference zu le-
gen. Dies ist technisch keinerlei Problem, vermindert aber das Usability-Niveau und 
somit die Attraktivität des Programms für Nutzer. 
Ansprechend ist dieses Datenmodell trotz der beschriebenen Schwachstellen auf-
grund seiner großen Übersichtlichkeit bei der Abfrage. Umsetzbar wäre es möglicher-
weise bei einer kleineren, homogenen Nutzergruppe, z.B. Übersetzer mit fundierten 
Kenntnissen beider Sprachen, die hauptsächlich an den Übersetzungsdaten interes-
siert sind. Für die Eingabe wäre das Aufstellen allgemeiner Regeln zur Vorgehenswei-
se sinnvoll, die für jeden zugänglich sind.  
6.3.4 Vergleich der drei Datenmodelle 
Modell A liegt zwar am nächsten an der ursprünglichen Idee, Übersetzungsdaten ge-
sondert zu speichern, ist aber in der Praxis am wenigsten brauchbar, weil die Daten-
bank erstens durch die Belegung von Sprachindices mit Übersetzungsdaten nur ein-
geschränkt erweiterbar ist, und zweitens die Notwendigkeit, das Termfeld im Überset-
zungsdatensatz zu füllen, einen erhöhten Aufwand bei der Eingabe bedeutet. 
Die Modelle B und C sind gleichermaßen brauchbar und weisen unterschiedliche 
Vor- und Nachteile auf: Modell B liefert eine umfassende Gegenüberstellung zweier 
Phraseologismen mit Informationen in beiden Sprachen, dafür sind mehrere Überset-
zungsvarianten hier nicht auf einen Blick erkennbar, sondern es müssen zum Ver-
gleich mehrere gleichlautende ausgangssprachliche Einträge einzeln angeklickt wer-
den. 
Modell C bietet einen schnellen Überblick über mehrere Übersetzungsvarianten, 
hat aber den Nachteil, dass zu den jeweiligen Äquivalenten möglicherweise nicht zeit-
gleich genügend einsprachige Informationen eingetragen werden, oder aber, dass ein 
einsprachiger Eintrag des Äquivalents zwar schon existiert, beim Versuch, eine Cross-
Reference zu legen, aber nicht erkannt wird.  
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Für die Datenabfrage ist Modell C zweifellos am angenehmsten, da mehrere Über-
setzungsmöglichkeiten auf einen Blick verglichen werden können. Für die Eingabe ist 
C zwar günstig, wenn gleich mehrere zielsprachliche Äquivalente eingegeben werden, 
das Festhalten einsprachiger Daten des Zielphraseologismus ist hier aber komplizier-
ter als im Modell B, weil dafür ein eigener Eintrag angelegt werden muss. 
Welches der Modelle B und C sich besser eignet, müsste in einer Pilotphase ge-
testet werden. Unabhängig vom gewählten Datenmodell weist MultiTerm auch gene-
relle Schwächen bei der Aufzeichnung phraseologischer Daten auf. Wo allgemeine 
Stärken und Schwächen von MultiTerm für die Phraseographie liegen, wird in den fol-
genden Absätzen besprochen. 
6.4 Vorteile von MultiTerm 
Auch wenn die in 5.6 zusammengestellten Idealbedingungen für eine phraseographi-
sche Datenbank nicht in vollem Umfang erfüllt sind, weist MultiTerm zweifelsohne eini-
ge Vorteile auf. 
Eine wesentliche Stärke des Programms besteht in der flexiblen Datenbankmo-
dellierung, die dem Nutzer bei der Definition der Felder, deren Eigenschaften und der 
hierarchischen Anordnung völlig freie Hand lässt. Dies ermöglicht die Schaffung einer 
differenzierten Datenbankstruktur, wie sie in 5.8 gefordert wurde, und die Aufnahme 
umfassender gebrauchsbezogener Angaben zum Phraseologismus. 
Ebenso ist die Zuordnung mehrerer Äquivalente zu einem Phraseologismus 
sowie eine separate Speicherung übersetzungsbezogener Daten möglich, wobei 
die konkrete Umsetzung dieser beiden Faktoren von der Wahl des jeweiligen Daten-
modells abhängt. Sowohl Modell B als auch Modell C liefern eine übersichtliche Struk-
turierung der Information; Schwächen ergeben sich womöglich hinsichtlich der Intuitivi-
tät und Effizienz der Eingabe, nicht aber bezüglich der Logik des Aufbaus. 
Ein weiterer wichtiger Faktor besteht in der Möglichkeit, sowohl für Anzeige als 
auch Bearbeitung je nach Kompetenz und Interesse spezifische Benutzerprofile zu 
erstellen. Administratorinnen können unterschiedliche Benutzerrollen definieren, für 
die jeweils spezifische Rechte für unterschiedliche Bereiche der Datenbank festgelegt 
werden können. Mögliche Rechte sind Lesezugriff, Schreibzugriff, sowie die Berech-
tigung, Einträge anzulegen bzw. sie zu löschen. Die Anzeige kann durch das Anlegen 
unterschiedlicher Layouts auf spezifische Benutzerinteressen zugeschnitten werden. 
Auch die Möglichkeit, Cross-References zwischen Einträgen zu legen, stellt einen 
Vorteil von MultiTerm für die Phraseographie dar. 
  
   114 
6.5 Grenzen von MultiTerm 
Die Besprechung der drei Eintragsmodelle hat gezeigt, dass MultiTerm auch Grenzen 
hat, auf die man auch bei optimaler Strukturierung der Daten zwangsläufig stößt.  
Durch die Möglichkeit der flexiblen Datenbankmodellierung lassen sich phraseolo-
gische Inhalte in MultiTerm gut organisieren; diesbezüglich gibt es nur kleinere 
Schwächen.  
Ein wesentlicher Nachteil ist jedoch, dass sich MultiTerm nur in eingeschränktem 
Maße für Online-Kollaboration nutzen lässt, wie sie in 5.5.2 vorgeschlagen wurde. 
Hierbei stößt man zum einen auf systembedingte Hindernisse, die mit den Möglichkei-
ten des Programms selbst zusammenhängen, und zum anderen auf praktische Hin-
dernisse, die sich aus äußeren Rahmenbedingungen wie Kosten und technischer Um-
setzbarkeit ergeben. 
Ein wesentliches Manko bezüglich der Funktionalitäten der Software selbst ist, 
dass sich neben den Eingabefeldern keine Erläuterungen einfügen lassen, die, wie in 
5.5.5 festgestellt wurde, zur Gewährleistung der Qualität der Daten dringend erforder-
lich wären. Erstens lässt sich in manchen Fällen allein durch die Feldbezeichnung 
nicht eindeutig darstellen, welche Information genau gefragt ist, bzw. worin die Ab-
grenzung zu anderen Feldern besteht. Zweitens kann die Eingabe intuitiver und leich-
ter verständlich werden, wenn der gewünschte Feldinhalt durch ein Beispiel veran-
schaulicht wird. Drittens können in der Erläuterung formale Standards vorgeschrieben 
werden, etwa die Notation der Nennform betreffend, die User sonst datenbankextern 
irgendwo nachschlagen müssen. Insbesondere in folgenden Fällen besteht Erläute-
rungsbedarf: 
- Notation der Nennform; 
- was als Suchbegriff eingegeben werden soll; 
- Unterscheidung zwischen SYN/Paraphrase, Variante und verwandte 
Phraseologismen; insbesondere müsste hier erklärt werden, dass 
Paraphrasen derselben syntaktischen Klasse angehören müssen wie der 
Eintrag, was als Variante und was als eigener Phraseologismus gilt und 
welche Phraseologismen als verwandt betrachtet werden; 
- Bestimmung der syntaktischen Klasse;  
- was mit Restriktionen und transformationellen Defekten gemeint ist; 
- dass bei fakultativen externen Leerstellen nur typische Ergänzungen 
genannt werden sollen; 
Aufgrund der hohen Komplexität der Materie ist es nicht möglich, Feldbezeichnungen 
so zu wählen, dass sie intuitiv verständlich sind. Eine vereinfachende Zusammenfas-
sung von Feldern hingegen ist im Sinne der Granularität (s. 5.1) nicht ratsam. 
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In 6.3.4 wurde festgestellt, dass sowohl bei Datenmodell B als auch bei Datenmo-
dell C die Aufstellung von Regeln erforderlich ist, um eine konsistente Führung der 
Datenbank zu gewährleisten. Bei Modell Β muss vereinbart werden, dass bei Änderun-
gen eines einsprachigen Eintrags auch eventuell bestehende Duplikate entsprechend 
geändert werden. Bei Modell C muss daran erinnert werden, beim Eintragen eines 
zielsprachlichen Äquivalents auch einen entsprechenden einsprachigen Eintrag in der 
Zielsprache anzulegen. 
Solche Regeln müssen datenbankextern für User einsehbar fixiert werden. Die 
Einhaltung dieser Regeln erfordert einen zusätzlichen Aufwand und verhindert – eben-
so wie das Fehlen von Erläuterungen – eine intuitive Dateneingabe. Dadurch erhöht 
sich einerseits die Fehlerwahrscheinlichkeit, und andererseits sinkt mit steigender 
Komplexität die Motivation zur Teilnahme, so dass voraussichtlich mehr User mangels 
Zeit oder technischem Verständnis „abspringen“.  
Dies ließe sich durch eine höhere Automatisierung von Routineprozessen ver-
meiden, was bei MultiTerm nicht möglich ist. In Modell B sollten Duplikate bei Än-
derungen automatisch wechselseitig synchronisiert werden, oder aber von vornherein 
technisch als ein Eintrag gespeichert sein, der unterschiedliche übersetzungsbezoge-
ne Verknüpfungen enthält. In Modell C wäre es hilfreich, wenn beim Legen einer 
Cross-Reference eine unscharfe Suche zum Auffinden des zielsprachlichen Äquiva-
lents möglich wäre. Außerdem könnte eine ideale Benutzeroberfläche den User nach 
der Eingabe eines Phraseologismus samt Übersetzung direkt zur einsprachigen Ein-
gabemaske des zielsprachlichen Äquivalents weiterleiten, so dass das Anlegen dieses 
Eintrags nicht vergessen wird. 
Diese Faktoren machen MultiTerm nur eingeschränkt für Web-Kollaboration 
brauchbar, die nur einem begrenzten, interessierten Nutzerkreis zugänglich ist. Re-
geln, Normen und Erläuterungen zur Eingabe müssten datenbankextern verzeichnet 
werden, auch Support kann erforderlich werden. Dadurch wäre die Durchführung 
eines solchen Projekts mit MultiTerm mit einem erhöhten administrativen Aufwand ver-
bunden. 
Ein „Schönheitsfehler“ von MultiTerm gemessen an dem in Kapitel 5 entworfenen 
Ideal einer phraseographischen Datenbank besteht im Fehlen eines Statistik-Tools 
(s. 5.3.3.1) zur User-Befragung über Gebräuchlichkeit, Varianten, areale Verbreitung, 
Stilschicht etc. Immerhin verfügt MultiTerm über Andockstellen für weitere Programm-
tools, so dass sich hier für die Serverbetreiberin eine Möglichkeit ergeben könnte, ein 
eigenes Statistik-Tool zu integrieren. 
Abgesehen von systembedingten Grenzen des Programms stehen auch prak-
tische Rahmenbedingungen einer kollaborativen Nutzung im Wege.  
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Diese bestehen unter anderem in den hohen Anschaffungs- und Lizenzkosten 
für den Serverbetreiber. Für User ist die Nutzung kostenlos, es sei denn, der Server-
betreiber erhebt Gebühren für die Nutzung. Eine Erhebung von Gebühren hätte jedoch 
den Nachteil, dass sich die Teilnehmerzahl reduzieren würde, was unter Umständen 
zu einem weniger umfassenden Bild des phraseologischen Sprachgebrauchs führt. 
Ein weiteres Problem kann sich dadurch ergeben, dass durch die Lizenzbestim-
mungen eine maximale Anzahl von Benutzern festgesetzt ist, die gleichzeitig eine 
Verbindung zu MultiTerm Server herstellen und Terminologiedaten bearbeiten können. 
Am Zentrum für Translationswissenschaft der Universität Wien sind derzeit 25 gleich-
zeitige Schreibzugriffe lizenziert. Für ein breit angelegtes phraseographisches Projekt 
kann eine solche Höchstzahl ein einschränkender Faktor sein. 
Zudem haben Erfahrungen an der Universität Wien gezeigt, dass bei der kollabo-
rativen Nutzung über die Online-Webschnittstelle MultiTerm Online häufig technische 
Probleme auftreten. Derzeit ist die Universität Wien der einzige Serverbetreiber, der 
MultiTerm Server über MultiTerm Online verwendet.  
Außer den beschriebenen Schwierigkeiten im Hinblick auf eine kollaborative Nut-
zung von MultiTerm wurden weitere Nachteile beobachtet, unter anderem die fehlende 
Möglichkeit einer expliziten Beschlagwortung. Suchbegriffe, die in ein hierfür ange-
legtes Feld eingetragen wurden, können daher nur über eine Volltextsuche gefunden 
werden. 
Ein weiteres kleineres Problem stellt die Tatsache dar, dass beim Anlegen eines 
Index nur Sprachen zur Auswahl stehen, die bei Bedarf umbenannt werden. Damit 
gibt es für die Gesamtzahl möglicher Indexfelder für spätere Erweiterungen eine Ober-
grenze. Unter anderem aus diesem Grund wurde Modell A verworfen, bei dem Über-
setzungsdaten in Indexfeldern gespeichert werden. Dieser Punkt ist jedoch nicht gra-
vierend, da andere Lösungen für die Eintragsstruktur gefunden wurden. 
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7 Zusammenfassung und Ausblick 
Die vorliegende Arbeit befasste sich mit der Konzeption eines multilingualen elektroni-
schen phraseographischen Wörterbuchs, wobei zunächst ein konzeptuelles Daten-
modell auf theoretischer Basis entworfen wurde, das anschließend mit Hilfe der 
Software MultiTerm praktisch umgesetzt wurde. 
Als theoretische Fundierung wurden eingangs Grundbegriffe aus der einsprachi-
gen und kontrastiven Phraseologieforschung dargestellt und reflektiert. Kernpunkt da-
bei war es, die Vorteile einer weiten Begriffsauffassung aufzuzeigen, die auch Kolloka-
tionen sowie stark variable Phraseologismen einschließt (s. 2.2.1, 2.2.3). Dies ent-
spricht dem Usus in der maschinellen Sprachverarbeitung und trägt den sprachpro-
duktionsbezogenen Bedürfnissen des Spracherwerbs Rechnung. Aus kontrastiver 
Sicht wurden Phraseologismen daher als Mehrworteinheiten definiert, die sich nicht al-
lein durch Anwendung des grammatischen Regelwerks und des lexikalischen Inven-
tars einer Sprache aktiv bilden lassen, sondern zusätzliches Vorwissen erfordern 
(s. 4.2). Insbesondere sind für die aktive Verwendung von Phraseologismen funktiona-
le Angaben wie Stilschicht, Textsortenbezogenheit, areale Verbreitung etc. von großer 
Bedeutung. Solche Angaben sind in gedruckten Wörterbüchern häufig unterreprä-
sentiert (s. 4.4). 
Bezüglich der Übersetzung von Phraseologismen wurde einerseits die Bedeutung 
des Translationsskopos, andererseits die des umgebenden Textes betont (s. 4.1). 
Dies führt häufig dazu, dass ein nur partielles Äquivalent die beste Übersetzung im je-
weiligen Kontext darstellt. Für ein Wörterbuch wurde daher die Möglichkeit gefordert, 
einem Eintrag mehrere, u.a. partielle Äquivalente zuzuordnen, versehen mit Überset-
zungsbeispielen und Kommentaren zur Äquivalenz (s. 4.3). 
Auf Basis dieser Erkenntnisse wurde ein konzeptueller Entwurf für eine mehrspra-
chige phraseologische Datenbank erstellt, die als aktives Wörterbuch in mehreren 
Übersetzungsrichtungen funktionieren und die Prinzipien der Granularität und Elemen-
tarität berücksichtigen sollte (s. 5.1). Das Konzept basierte auf zwei zentralen Elemen-
ten: Erstens werden einsprachige und übersetzungsbezogene Daten getrennt ange-
legt, um die einsprachigen Bestände auch mit weiteren Sprachen verknüpfen zu kön-
nen. Zweitens werden Phraseologismen als Ganzes in einem Eintrag gespeichert, der 
diverse gebrauchsbezogene Angaben sowie Verknüpfungen mit verwandten Einträgen 
und Äquivalenten enthält (s. 5.2/3).  
Nach der Besprechung einzelner ein- und mehrsprachiger Datenkategorien wur-
den Möglichkeiten der Contenterstellung und -bearbeitung diskutiert (s. 5.5). Es wurde 
vorgeschlagen, einen Kernbestand aus Korpora zu extrahieren, der manuell weiter be-
arbeitet und ergänzt wird. Diesbezüglich wurde für Online-Kollaboration plädiert, die 
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die Verteilung der Arbeit sowie Aktualität und Repräsentativität der Daten ermöglicht 
(s. 5.5.2). Dabei können auch User einbezogen werden, und zwar entweder durch in-
teraktive Bewertung von Phraseologismen hinsichtlich Gebräuchlichkeit und Stil, oder 
in Form von direkter Dateneingabe. Wesentlich für den Erfolg eines kollaborativen An-
satzes ist eine nach Usability-Kriterien gestaltete Benutzeroberfläche, was insbeson-
dere durch ein schrittweises Anzeigen von Information sowie Direkthilfen und Erläute-
rungen begleitend zur Eingabe erreicht wird (s. 5.5.5). 
Basierend auf den Ausführungen in Kapitel 5 wurde abschließend ein Kriterienka-
talog für ein elektronisches phraseographisches Wörterbuch erstellt (s. 5.8). 
In Kapitel 6 wurde die praktische Umsetzung der entworfenen Datenbankstruktur 
mit der Terminologieverwaltungssoftware MultiTerm dokumentiert. Nach einer allge-
meinen Beschreibung der Software wurden drei verschiedene Eingabemodelle ent-
worfen und anhand eines ungarisch-deutschen Beispielkorpus getestet. Die wesent-
liche Herausforderung hierbei bestand in der Unterbringung der übersetzungsbezoge-
nen Angaben. 
Im Modell A erfolgte dies über je ein eigenes Indexfeld für beide Übersetzungsrich-
tungen, die mit den zu vergleichenden Phraseologismen in einen Eintrag zusammen-
gefasst wurden. Dieses Modell erwies sich aus diversen Gründen als unpraktikabel 
und wurde wieder verworfen (s. 6.3.3.1). 
Die Modelle B und C waren gleichermaßen brauchbar, wobei beide unterschiedli-
che Vor- und Nachteile aufwiesen. Bei Modell B wurden die Übersetzungsdaten auf 
die Eintragsebene gelegt, also je einem Phraseologismenpaar übergeordnet. Dadurch 
ergab sich ein übersichtlicher kontrastiver Vergleich zwischen zwei Phraseologismen. 
Modell C enthielt nur einen Phraseologismus in einer Sprache, dem auf der Termebe-
ne verschiedene zielsprachliche Äquivalente zugeordnet wurden, versehen mit weite-
ren Unterfeldern zur Äquivalenz. Dies ergab eine übersichtliche Darstellung verschie-
dener Übersetzungsmöglichkeiten auf einen Blick, die bei B fehlte. C hingegen lieferte 
keine direkte kontrastive Gegenüberstellung (s. 6.3.3.2, 6.3.3.1). 
Beide Modelle enthielten mögliche Fehlerquellen, die durch die Aufstellung explizi-
ter Regeln zur Eingabe verhindert werden müssen, um eine konsistente Führung der 
Termbank zu ermöglichen (s. 6.4). Dadurch macht die Mitarbeit eine gewisse theoreti-
sche Einarbeitung erforderlich, was sich einschränkend auf die Usability und damit auf 
die Attraktivität der Software auswirkt. 
Diese Faktoren führten zu dem Ergebnis, dass MultiTerm zwar zur strukturierten 
Darstellung von phraseologischem Inhalt gut geeignet ist, in puncto Benutzerfreund-
lichkeit und intuitiver Eingabe jedoch Mängel aufweist, die die Möglichkeit einer kolla-
borativen phraseographischen Nutzung einschränken. Weitere Hürden bestehen in 
der fehlenden Möglichkeit der Beschlagwortung, in hohen Anschaffungskosten für den 
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Serverbetreiber, begrenzte Möglichkeit des gleichzeitigen Serverzugriffs sowie in tech-
nischen Problemen, die an der Universität Wien häufig auftraten (s. 6.5) 
Dies wirft die Frage auf, ob überhaupt ein bestehendes System geeignet ist, den in 
Kapitel 5 beschriebenen Desiderata in vollem Umfang zu entsprechen. Vermutlich wä-
re eine Neuprogrammierung sinnvoller, die technisch durchaus umsetzbar scheint. 
Die Umsetzung eines solchen Projekts erfordert die Einbeziehung von Wissen aus 
unterschiedlichen Disziplinen, insbesondere der linguistischen Phraseologieforschung, 
der Translationswissenschaft, Lexikographie und Terminologielehre, der Computerlin-
guistik, v.a. der computergestützten Lexikographie und deren Anwendung in sprach-
verarbeitenden Systemen wie maschineller Übersetzung, sowie weiteren Bereichen 
der Informatik, z.B. Datenbankmodellierung und Usability. 
Hierbei liefert die Phraseologieforschung die theoretischen Grundlagen, die Infor-
matik dagegen die formale Repräsentation des Wissens und die Möglichkeit dessen 
praktischer Nutzbarmachung. Die Translationswissenschaft setzt die Standards be-
züglich der Übersetzungsqualität und notwendiger kontextbezogener Angaben, die 
das Wörterbuch zu einem attraktiven translatorischen Werkzeug machen. 
Somit bedeutet die multilinguale elektronische Phraseographie einen interdiszipli-
nären Brückenschlag, von dem alle Seiten profitieren können, z.B. durch Vereinheit-
lichung von Terminologie und lexikalischer Repräsentation. Projekte wie XMELLT, das 
Möglichkeiten der Standardisierung und Austauschbarkeit polylexikaler mehrsprachi-
ger Lexika für Sprachtechnologie untersuchte (vgl. Calzolari et al. 2002; Ide 2000), 
weisen bereits in diese Richtung. 
Die bewusste Einbeziehung von Nutzern, die Schaffung einer allgemeinverständli-
chen Oberfläche stellt einen weiteren wichtigen Baustein in diesem Mosaik dar: An-
wenderinnen wie Übersetzerinnen, Sprachlernende und -didaktinnen würden nicht nur 
von diesem Projekt profitieren, sondern könnten als Mitwirkende einen wesentlichen 
Beitrag leisten, nämlich die Inhalte selbst. Das häufig nur über „Sprachgefühl“ zugäng-
liche Wissen kann über ein kollaboratives phraseographisches Wörterbuch einem brei-
ten Nutzerkreis zugänglich gemacht werden. 
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