Abstract. We compute the finite-dimensional Nichols algebras over the sum of two simple Yetter-Drinfeld modules V and W over nonabelian quotients of a certain central extension of the dihedral group of eight elements or SL(2, 3), and such that the Weyl groupoid of the pair (V, W ) is finite. These central extensions appear in the classification of non-elementary finite-dimensional Nichols algebras with finite Weyl groupoid of rank two. We deduce new information on the structure of primitive elements of finite-dimensional Nichols algebras over groups.
Introduction
Let G be a group and let U be a Yetter-Drinfeld module over G. The lifting method of Andruskiewitsch and Schneider [4] asks whether the Nichols algebra of U is finite-dimensional. The answer to this question is not yet known in general.
In [8] an approach to a particular subproblem was initiated. Assume that U is the direct sum of two absolutely simple Yetter-Drinfeld modules V and W and that G is generated by the support of U . If the Nichols algebra of U is finite-dimensional, then the Weyl groupoid of (V, W ) is finite, and this groupoid can be calculated, see [3] , [11] , [5] , [9] and [8] . If the square of the braiding between V and W is the identity, then by a result of Graña the Nichols algebra of U is the tensor product of the Nichols algebras of V and W . So we are interested in the remaining cases. For a particular class of groups and Yetter-Drinfeld modules, it was possible to construct and classify those U with a finite-dimensional Nichols algebra.
A breakthrough for the approach in [8] was achieved in [10, Thm. 4.5] , where it was proved that if the square of the braiding between V and W is not the identity and B(V ⊕ W ) is finite-dimensional, then G is a nonabelian quotient of one of four groups which can be described explicitly. Again, the main tool was the theory of Weyl groupoids of tuples of simple Yetter-Drinfeld modules.
The theorem in [10] has very far reaching consequences. One of these consequences is the existence of good bounds for the dimensions of V and W , see [10, Cor. 4.6] . Another consequence is the possibility to obtain new examples of finite-dimensional Nichols algebras. This can be done if the Weyl groupoids (and of course the Nichols algebras) appearing in the context of [10] are studied.
In this work we study finite-dimensional Nichols algebras over two of the groups appearing in [10, Thm. 4.5] . One of these groups is the so-called group T , which is a certain central extension of the group SL(2, 3), see Section 2.1. The other is G 4 , a central extension of the dihedral group of eight elements, see Section 5.1. As a consequence, we will obtain two (new families of) finite-dimensional Nichols algebras, see Theorems 2.8 and 5.4. One of these families of Nichols algebras has a root system of type G 2 and dimension 6 3 72 3 if char K = 2, 3 3 36 3 if char K = 2.
The others have a root system of type B 2 and dimension 8 2 64 2 if char K = 2, 4 2 64 2 if char K = 2.
As a byproduct of our study of the Nichols algebras associated to quotients of T and G 4 we improve the application given in [10, Cor. 4.6] . More precisely, under the assumptions of [10, Thm. 4.5] we conclude that the support of the sum of the two simple Yetter-Drinfeld modules is isomorphic (as a quandle) to one of the five quandles listed in Theorem 7.3.
The paper is organized as follows. Section 1 is devoted to state some general facts about adjoint actions and braidings. In Section 2 we review basic facts about the group T and state the main results concerning Nichols algebras over non-abelian quotients of T , see Proposition 2.7 and Theorem 2.8. These results are proved in Sections 3 and 4. In Section 5 we review the basic facts concerning the group G 4 and state our main result about Nichols algebras over non-abelian quotients of G 4 , see Theorem 5.4 . This theorem is then proved in Section 6. Finally, in Section 7 some open problems are listed and the application mentioned in the previous paragraph is deduced.
Technicalities
Fix a field K. We use the notations and the definitions given in [10, Section 2.1] mostly without recalling them again.
Let G be a group and let V, W ∈ G G YD. In [10, Prop. 5.5], a sufficient criterion for the non-vanishing of (ad W ) m (V ) ⊆ B(V ⊕ W ) for m ∈ N was formulated in terms of elements of G satisfying some properties. We can use the idea of the proof to obtain a condition on the braiding of V ⊕ W under some assumptions on (ad W ) m (V ) and (ad W ) m+1 (V ) for some m ∈ N. Proposition 1.1. Let G be a group and let V, W ∈ G G YD. Let m ∈ N, i ∈ {1, . . . , m}, r 1 , . . . , r m , p 1 , . . . , p m ∈ supp W and s, p m+1 ∈ supp V . Assume that (p 1 , . . . , p m+1 ) ∈ supp Q m (r 1 , . . . , r m , s), Q m+1 (p i , r 1 , . . . , r m , s) = 0, and that p i+1 ⊲ p i = p i , p j ⊲ p i = p i for all j with i + 1 < j ≤ m + 1, (1.1)
Then dim W p i = 1 and p i w = −w for all w ∈ W p i .
Proof. As the proof is analogous to the one of [10, Prop. 5.5], we give only a sketch. By definition of Q m+1 , the set supp Q m+1 (p i , r 1 , . . . , r m , s) consists of tuples of the form 
of ϕ m+1 (u) for any u ∈ W p i ⊗Q m (r 1 , . . . , r m , s). As Q m+1 (p i , r 1 , . . . , r m , s) = 0 by assumption, we obtain that
. . , r m , s). Then there exists w 0 ∈ W p i \ {0} such that (id + c)(w ⊗ w 0 ) = 0 for all w ∈ W p i . Since c(w ⊗ w 0 ) = p i w 0 ⊗ w for all w ∈ W p i , we conclude that dim W p i = 1 and p i w = −w for all w ∈ W p i .
Lemma 1.2. Let G be a group and let
V v and xyw = q W xw, the lemma follows. 2. Nichols algebras over quotients of T 2.1. Preliminaries. Recall that the group T is is a central element of T . Moreover, the center of T is Z(T ) = χ 3 1 , χ 1 χ 2 χ 3 , ζ . The group T can be presented by generators χ 1 , χ 2 , ζ with relations (2.2)
1 in T , and the elements χ 1 , χ 2 , χ 3 , χ 4 form a conjugacy class of T .
The group T is isomorphic to the enveloping group of the quandle χ T 1 ∪ζ T . In what follows, let G be a non-abelian quotient of the group T . Equivalently, the elements χ i , 1 ≤ i ≤ 4, represent pairwise different elements of G. Let z ∈ Z(G) and x 1 ∈ G such that G = z, x G 1 and there exists a quandle isomorphism f :
Lemma 2.1. The following hold:
Proof. The first claim is trivial since z is central. Let us prove (2). Since
[10, Prop. 5.5] with i = 2 yields
In particular, (ad W ) 3 (V ) = 0. It is easy to check that x 2 x 1 x 4 = x 1 x 2 x 3 , and hence x 1 x 1 x 4 is not conjugate to the central element x 2 x 1 x 4 in G. Therefore Q 3 (x 1 , x 1 , x 4 , z) = 0 by the irreducibility of (ad W ) 3 (V ), and hence Proposition 1.1 with m = 2, i = 1, and (p 1 , p 2 , p 3 ) = (r 1 , r 2 , s) = (x 1 , x 4 , z) yields the claim.
Let W = M (x 1 , σ) be a Yetter-Drinfeld module over G for some absolutely irreducible representation σ of G x 1 . The centralizer G x 1 = x 1 , x 2 x 3 , z is abelian and hence deg σ = 1. Let ǫ = σ(x 2 x 3 ).
The degrees of these vectors are x 1 , x 2 , x 3 and x 4 , respectively. Furthermore, x i w j = q ij w i⊲j , where
For example, one can easily compute that
Then, since x 3 1 = x 3 2 is central,
Remark 2.4. Assume that σ(x 1 ) = −1. Since x 4 1 = (x 2 x 3 ) 2 , we obtain that ǫ 2 = 1. Then the action of G on W is given by the following table:
Let V = M (z, ρ) for some absolutely irreducible representation ρ of the centralizer G z = G. The following lemma tells us that we will only need to study those representations of degree at most two.
Moreover, a direct computation yields
is absolutely simple and the centralizer of
and hence y ∈ (W ⊗W ⊗V ) x 2 x 1 z is non-zero. Since (ad W ) 2 (V ) is absolutely simple and the centralizer of x 2 x 1 z is the abelian group
there exists ξ ∈ K such that x 4 y = ξy. The second tensor factors w 1 , x 2 w 1 , and w 2 in y are linearly independent and 2 ⊲ 1 = 3. Hence, by comparing the third tensor factors, we conclude that there exists α 3 ∈ K \ {0} such that
By the presentation for T given in (2.2) and by the irreducibility of V , it is enough to show that S := span K {v 0 , x 2 v 0 } is stable under the action of x 1 and x 2 . First,
Finally, applying x 2 to Equation (2.5) and using x 2 x 4 = x 4 x 1 we conclude that x 2 2 v 0 ∈ S. Lemma 2.6. Assume that K is algebraically closed. Let (ρ, U ) be an irreducible representation of KG of degree 2. Then char(K) = 2, ρ(z) ∈ K × and there exist α, β ∈ K × with β 2 + β + 1 = 0 and a basis of U such that
with respect to this basis. Further, ρ(
. Since deg ρ = 2 and G is generated by x 1 , x 2 , and the central element z, U = span K {v 0 , x 2 v 0 } and
2 v 0 and using Equation (2.1) we conclude that
Since det ρ(x 1 ) = det ρ(x 3 ) and x 3 x 2 = x 1 x 3 , we obtain that α 1 β 4 = β 1 and
2 β 2 (α 1 + β 1 ) = β 4 . Let α := α 1 and β := β 4 . Then the above equations are equivalent to
Hence we conclude (2.6). Since ρ(
, the absolute irreducibility of ρ, and Schur's Lemma. Assume that char K = 2. Then v = αv 0 +x 2 v 0 ∈ U is a ρ-invariant vector. This is a contradiction to the irreducibility of (ρ, U ). The proof of Proposition 2.7 will be given in Section 3. Recall that (k) t = 1 + t + · · · + t k−1 for all k ∈ N. 
We will prove Theorem 2.8 in Section 4.
Proof of Proposition 2.7
Let V = M (z, ρ) and W = M (x 1 , σ) as in Subsection 2.1. We write X n = X V,W n and ϕ n = ϕ V,W n for all n ∈ N 0 if no confusion can arise. We now prepare the proof of Proposition 2.7. Assume that deg ρ = 2, ρ is given by (2.6) of Lemma 2.6 with respect to a basis {v 0 , x 2 v 0 } of V , and that the characteristic of K is not 2.
Assume that σ is an absolutely irreducible representation of G x 1 with σ(
We record explicit formulas for later use in the following lemma.
Lemma 3.1. Assume that σ(x 1 ) = −1. Then the following hold:
Proof. Equation (3.1) follows by a direct computation using Remark 2.4 and (2.6). Let us prove Equation (3.2). Using Remark 2.4 and (2.6) we obtain
is absolutely simple if and only if ( 
is absolutely simple if and only if dim(X
. Using Equation (3.2) and (2.6) we compute
If σ(z)α = 1 then
In both cases we conclude that
by Lemma 2.6, σ 1 has the claimed properties. = −1 we ob-
On the other hand α 2 βσ(z) 2 ∈ {β, β 2 } by Equation (3.4) . This contradicts to 1 + β + β 2 = 0. Therefore deg ρ = 1.
Proof of Theorem 2.8
As in Subsection 2.1, let V = M (z, ρ) and W = M (x 1 , σ), and assume that deg ρ = 1. We write X n = X V,W n and ϕ n = ϕ V,W n for all n ∈ N 0 if no confusion can arise. 
. The degrees of these basis vectors are x 1 z, x 2 z, x 3 z and x 4 z, respectively.
The remaining claims on σ 1 follow from the absolute irreducibility of V and W and the facts that x 1 x 2 x 3 , z ∈ Z(G) and X one has to note that 
. Now using Equation (4.1) we compute
This implies the claim. Now we compute the adjoint actions (ad W ) m (V ) for m ∈ {2, 3, 4}. We write X n = X W,V n and ϕ n = ϕ W,V n for all n ∈ N 0 if no confusion can arise.
Moreover, for all i ∈ {1, 2, 3, 4} we obtain that
is an isomorphism in G G YD, the claim follows from Lemma 4.1.
and 
Proof. We first prove that
using Equation (4.2). Since ρ 1 (x 1 ) = −ρ(x 1 ) by Lemma 4.5, we conclude that ϕ 2 (w 1 ⊗ v ′ 1 ) = 0. Now we prove Equation (4.4). First we use Lemma 4.5 and Remark 4.6 to compute
Then using Equation (4.2) we obtain that
These equations imply Equation (4.4). Now ϕ 2 (w 2 ⊗v ′ 1 ) ∈ (W ⊗W ⊗V ) x 2 x 1 z is non-zero, and hence
Remark 4.8. Equation (4.4) and Remark 4.6 imply that
Lemma 4.9. Assume that ρ(x 1 )σ(z) = 1 and σ(
is absolutely simple if and only if
. The degrees of these elements are x 2 x 3 z, x 1 x 4 z, x 1 x 2 z, and x 1 x 3 z, respectively.
Proof. By Remark 4.8, Lemma 4.5 and Remark 4.6,
is absolutely simple. Then (X V
Let v ′′ j for j ∈ {1, 2, 3, 4} be as in Lemma 4.9. The action of G on X W,V 2 is given by
for all i, j ∈ {1, 2, 3, 4}. Indeed, for j = 1 this follows from the definition of v ′′ j and from ρ(
. Hence (4.7) for i = 1 and j > 1 follows from x 1 x 1⊲j = x 1⊲(1⊲j) x 1 . For i = j > 1, (4.7) follows from x i x 1⊲i = x 1⊲i x 1 . For i > 1, j = 1 ⊲ i, (4.7) follows from i ⊲ (1 ⊲ i) = x 1 and x i x 1⊲j = x 2 x 3 and from
and from the equations (−ρ(
and ǫ = 1. Then the following hold:
Proof. By Lemma 4.7, ϕ 2 (w 1 ⊗ v ′ 1 ) = 0. Applying x 4 to this equation we obtain Equation (4.8), where we used (4.7). To prove (4.9) we compute
using Remarks 2.4 and 4.6, and Equation (4.9) follows. Now apply x 2 to Equation (4.9) to obtain Equation (4.10).
To prove Equation (4.11) apply x 3 to (4.9) and use Lemma 4.9 and (4.
). Thus the claim follows.
Proof. Using Remark 2.4 and Lemma 4.9 we first compute
. Using Equation (4.5) and Remark 2.4, a straightforward calculation yields
, Equations (4.11)-(4.13) yield Equation (4.14). The rest is clear. x 1 x 2 x 3 z, ρ 3 ) , where ρ 3 is an absolutely irreducible representation of G x 1 x 2 x 3 z = G with
Proof. The formula for ρ 3 (z) follows from zu = ρ(z)σ(z) 3 u for all u ∈ W ⊗3 ⊗ V . By the remark above Lemma 4.11, by Lemma 4.12, and since
1 follows from Equations (4.14) and (4.7). By [8, Lemma 1.7] and since
The following lemma will be useful for computing ϕ 4 (w 1 ⊗ v ′′′ 1 ). Lemma 4.15. Assume that (ρ(x 1 )σ(z)) 2 − ρ(x 1 )σ(z) + 1 = 0, σ(x 1 ) = −1, and ǫ = 1. Then Proof. It is enough to prove that ϕ 4 (w 1 ⊗ v ′′′ 1 ) = 0. Lemma 4.14 implies that
. Equation (4.14) and Lemma 4.15 yield that
We summarize the results of this section in the following proposition. Before proving Theorem 2.8, we need two more technical lemmas. Recall that if X is a finite-dimensional Yetter-Drinfeld module over G, then the dual space X * is also a Yetter-Drinfeld module with
for all g, h ∈ G, x ∈ X, y ∈ X h and f ∈ X * , where
for all x ∈ G and all finite-dimensional representations ρ of G x = G x −1 , where γ * is the dual representation of γ.
is a group homomorphism.
, where σ 1 is the irreducible representation of G x 1 z given in Lemma 4.1, and
Proof. Since σ(x 1 ) = −1, ρ(x 1 )σ(z) = 1, and ρ(x 1 z)σ(z) = 1, the description of R 1 (V, W ) follows from Proposition 4.17 and Lemma 4.1. Further,
Further,
which proves the first equation in (4.17). Since
the second equation in (4.17) also holds.
is a group homomorphism. 
Proof. The description of R 2 (V, W ) follows from Proposition 4.17 and Lemma 4.14. Equation (4.18) follows from the formulas
Similarly, (4.19) follows from the calculations
where the last equation is valid because of (ρ(x 1 )σ(z)) 3 = −1. 
as braided vector spaces.
On the other hand,
Since ρ * (z −1 ) = ρ(z), we conclude that V and M (z −1 , ρ * ) are isomorphic as braided vector spaces. Similarly, V and M (x 1 x 2 x 3 z, ρ 3 ) are isomorphic as braided vector spaces, since ρ 3 (x 1 x 2 x 3 z) = ρ(z). Indeed,
by Lemma 4.14 and since (ρ(x 3 )σ(z)) 6 = 1. We now prove that W ≃ X V,W 1 as braided vector spaces. Then W and M (x 1 z, σ 1 ) are isomorphic as braided vector spaces by Lemma 4.1. Let
where
and on the other hand With respect to this reduced decomposition one obtains 
as N 2 0 -graded vector spaces, where deg M β j = β j for all j ∈ {1, . . . , 6} and
as braided vector spaces. Therefore the Nichols algebras of these braided vector spaces are finite-dimensional with Hilbert series
for all k ∈ {2, 4, 6}, see [7, Section 3] , and
for all l ∈ {1, 3, 5}, see [2, Thm. 6 .15] and [6, Prop. 5.6] . From this the claim follows.
Nichols algebras over quotients of G 4
5.1. Preliminaries. Recall from [8, Section 3] that the group G n for n ≥ 2 is isomorphic to the group given by generators a, b, ν and relations
The case n = 2 was studied in [8] , and the case n = 3 appears to be more complicated. Here we concentrate on the case where n = 4. By [8, Section 3] , the center of
In what follows, let G be a group and let g, h, ǫ ∈ G. Assume that G = g, h, ǫ , ǫ 2 = 1, and that there is a group homomorphism G 4 → G with a → g, b → h and ν → ǫ. Then G is a non-abelian quotient of G 4 such that |g G | = 4 and
, where ρ is an absolutely irreducible representation of the centralizer G h = ǫ, h, g 2 = h Z(G). Then deg ρ = 1 since G h is abelian. Let v ∈ V h with v = 0. The elements v, gv form a basis of V . The degrees of these basis vectors are h and ghg −1 = ǫ −1 h, respectively.
Remark 5.1. Assume that ρ(h) = −1. Then the action of G on V is given by the following table:
, where σ is an absolutely irreducible representation of the centralizer G g = ǫ 2 , ǫ −1 h 2 , g = g Z(G). Then deg σ = 1 since G g is abelian. Let w ∈ W g with w = 0. The elements w, hw, ǫw, ǫhw form a basis of W . The degrees of these basis vectors are g, ǫg, ǫ 2 g and ǫ 3 g, respectively.
Remark 5.2. Assume that σ(g) = −1. Then the action of G on W is given by the following table:
Proof.
Since g and h do not commute, 
, where
In particular,
We will prove Theorem 5.4 in Section 6.
6. Proof of Theorem 5.4
As in Subsection 5.1 let V = M (h, ρ) and W = M (g, σ). We assume that deg ρ = deg σ = 1 and that σ(g) = ρ(h) = −1. As usual, X n = X V,W n and ϕ n = ϕ V,W n if no confusion can arise. σ 1 ) , where σ 1 is the irreducible character of the centralizer G hg = ǫ 2 , ǫ −1 h 2 , hg given by
is absolutely simple if and only if
. The degrees of these basis vectors are hg, ǫhg, ǫ 2 hg and ǫ 3 hg, respectively.
Hence
is absolutely simple if and only if hgw ′ ∈ Kw ′ . This is equivalent to ρ(ǫ) = ρ(g 2 )σ(ǫ −1 h 2 ), and then hgw ′ = −w ′ . The remaining claims on σ 1 follow from ǫ 2 , ǫ −1 h 2 ∈ Z(G).
Then action of G on X 1 is given by the following table:
Thus it is enough to prove that ϕ 2 (v ⊗ w ′ ) = 0. We compute:
Since ϕ 1 is a G-module map, by acting with h on w ′ = ϕ 1 (v ⊗ w) we obtain that ϕ 1 (v ⊗ hw) = −hw ′ . Since hgv = −ρ(ǫ) −1 gv, the claim follows. 
To compute X W,V 2
we need the following lemma.
Then the following hold:
Proof. Since v ′ = ϕ 1 (hw ⊗ v), acting on this element with h we obtain Equation (6.2). Acting on (6.2) with g we obtain Equation (6.3). To prove Equation (6.4) act with ǫ on Equation (6.2). Finally, to prove Equation (6.5) act with g on Equation (6.4).
is absolutely simple if and only if ρ(ǫ 2 ) = −1. In this case,
Moreover, ρ 2 (ǫhg 2 ) = −1 and the set {v
. The degrees of these basis vectors are ǫhg 2 and ǫ 2 hg 2 , respectively.
We first prove that ϕ 2 (w⊗v ′ ) = 0. Using Lemma 1.2 together with equations σ(g) = σ 1 (hg) = −1 and ghg = ǫhǫ 2 g 2 we obtain that
Using Equations (6.4) and (6.5) we conclude that
and hence ϕ 2 (w ⊗ v ′ ) = 0. Now we use Equation (6.1) to compute:
Using Lemma 1.2 and Equations (6.2) and (6.3) we conclude that
is absolutely simple if and only if hv ′′ ∈ Kv ′′ . This is equivalent to ρ(ǫ 2 ) = −1.
Remark 6.7. Assume that σ(g) = ρ(h) = −1, ρ(ǫ) = ρ(g 2 )σ(ǫ −1 h 2 ), and ρ(ǫ 2 ) = −1. Then the action of G on X W,V 2 is given by:
, and ρ(ǫ 2 ) = −1. Then the following hold:
Proof. In the proof of Lemma 6.6 we have shown that ϕ 2 (w ⊗ v ′ ) = 0. Act with g on this equation to obtain Equation (6.8). To prove Equations (6.9) and (6.10), act with h 2 and gǫ on v ′′ = ϕ 2 (ǫw ⊗ v ′ ), respectively.
Thus it is enough to prove that ϕ 3 (w ⊗ v ′′ ) = 0. From Lemma 6.8 we know that ϕ 2 (w ⊗ v ′ ) = ϕ 2 (w ⊗ ǫhv ′ ) = 0. Hence Lemma 1.2 implies that
Now Equations (6.9) and (6.10) imply that ϕ 3 (w ⊗ v ′′ ) = 0.
We summarize the results concerning the adjoints actions in the following proposition.
Proposition 6.10. Assume that
Then the following hold: Proof. The claim follows from Lemmas 6.1, 6.3, 6.6 and 6.9.
Remark 6.11. Let ǫ 1 := ǫ −1 , h 1 := h −1 and g 1 := hg. Then G = ǫ 1 , h 1 , g 1 , ǫ 2 1 = 1, and there is a unique group homomorphism
, where σ 1 ) and σ 1 is the irreducible representation of G g 1 given in Lemma 6.1, and
Proof. The description of R 1 (V, W ) follows from Proposition 6.10(1) and Lemma 6.1. Further,
The remaining equations in (6.11) are easily shown.
Remark 6.13. Let ǫ 2 := ǫ −1 , h 2 := ǫhg 2 and g 2 := g −1 . Then G = ǫ 2 , h 2 , g 2 , ǫ 2 2 = 1, and there is a unique group homomorphism
Lemma 6.14. Assume that 
Proof. The description of R 2 (V, W ) follows from Proposition 6.10 and Lemma 6.6. Further, ρ 2 (h 2 ) = −1 by Lemma 6.6, and
Now one easily concludes the claimed formulas on ρ 2 .
Before proving Theorem 5.4 we list some well-known finite-dimensional Nichols algebras related to non-abelian quotients of G 4 .
, where ρ and σ are characters of the centralizers G h and G g , respectively. Assume that σ(g) = ρ(h) = −1, ρ(ǫ) = ρ(g 2 )σ(ǫ −1 h 2 ), and ρ(ǫ) 2 = −1. Then V and (ad W ) 2 (V ) are of diagonal type. The braiding matrices with respect to the bases {v, gv} and {v ′′ , gv ′′ } are 
Proof. The braiding matrices are obtained from a direct calculation using 
Proof. Let H be the subgroup of G generated by supp W . Then H = g, ǫ , and there exists a unique surjective group homomorphism G 2 → H with a → g, b → ǫg, and ν → ǫ 2 . Consider W as Yetter-Drinfeld module over H by restriction of the G-module structure to H. Since g H = {g, ǫ 2 g} and (ǫg) H = {ǫg, ǫ 3 g}, we conclude that W = V ′ ⊕ W ′ , where V ′ = Kw + Kǫw and W ′ = Khw+Kǫhw are simple Yetter-Drinfeld modules over H. Further, V ′ ≃ M (g, ρ ′ ), for some character ρ ′ of H g = g, ǫ 2 , and W ′ ≃ M (ǫg, σ ′ ) for some character σ ′ of H ǫg = ǫg, ǫ 2 . Using Remark 5.2 one obtains the following formulas. 
Problems and applications
Before turning our attention to the applications Theorem 7.3 and Corollary 7.4, we propose the following problems, see [ Proof. By [10, Prop. 4.3] , after changing the object of W(V, W ) and possibly interchanging V and W we may assume that (ad V )(W ) = 0, (ad V ) 2 (W ) = 0, and (ad W ) 4 (V ) = 0. Then [10, Thm. 4.4] implies that the group G is a quotient of G n for n ∈ {2, 3, 4} or a quotient of T . Suppose first that G is a quotient of G 2 . Since G 2 has conjugacy classes of size one or two [8, Section 3] and G is non-abelian, it follows that the quandles appearing after applying reflections to (V, W ) are isomorphic to supp (V ⊕ W ) ≃ Z As a combination of our results with the main results in [3] we obtain the following corollary concerning finite-dimensional Nichols algebras. Proof. Since B(V ⊕ W ) < ∞, the pair (V, W ) admits all reflections by [3, Cor 3 .18] and the Weyl groupoid is finite by [3, Prop. 3.23] . So Theorem 7.3 applies.
