Abstract. The relations among a set, its complement, and its boundary are examined constructively. A crucial tool is a theorem that allows the construction of a point where a segment comes close to the boundary of a set in a Banach space. Brouwerian examples show that many of the results are the best possible.
Introduction. In this paper we investigate such questions as:
If we can compute the distance of any point from a subset of a metric space, can we compute the distance of any point from its boundary? If a point is bounded away from the complement of a set, can we show that it is in the set?
The constructive answers to such questions contain signi cant information and reveal surprising connections that are hidden from a classical analysis.
We operate within the framework of Bishop's constructive analysis. The reader is assumed to be familiar with Chapters 1-4 and 6 of 2]. Additional background in constructive mathematics can be found in 1], 4], and 8]. For information about the recursive model of constructive mathematics see 6] .
It is convenient to gather together some of the basic notions about subsets of a metric space (X; ): A set is inhabited if there exists an element in it|this terminology is preferred by some to nonempty in that it sounds more positive. An inhabited set S is located if (x; S) inf f (x; s) : s 2 Sg exists for each x 2 X. If S is located, then ?S = fx 2 X : (x; S) > 0g : It is natural to consider the empty set located, with (x; ;) 1 for each x 2 X.
Below we will extend this further to sets that aren't known to be empty or to be inhabited.
It is convenient to talk about (x; S) even if S is not located. Here is how we will use this expression.
2 (x; S) < r means that (x; s) < r for some s in S, (x; S) r means that (x; S) < r is impossible, that is, that (x; s) r for all s in S, (x; S) (x; S 0 ) means that (x; S) < r whenever (x; S 0 ) < r, (x; S) = (x; S 0 ) means (x; S) (x; S 0 ) and (x; S 0 ) (x; S).
It is not hard to show that (x; S) exists (as a real number) for an inhabited set S if and only for each r 0 < r, either r 0 (x; S) or (x; S) < r. (See the constructive least-upper-bound principle, 2, Chapter 2, (4.3)]). We take this latter condition to be the de nition of \located" for an arbitrary set S:
An arbitrary subset S of a metric space X is located if for each pair r 0 < r of real numbers, and each x 2 X; either r 0 (x; S) or (x; S) < r.
It is easy to see that S is located if and only if (x; S) can be thought of as an extended nonnegative real number|that is, an element of the one-point compacti cation of 0; 1)|for each x. To illustrate this de nition, consider the located set S de ned by taking a decreasing binary sequence (a n ) and setting S \ n (na n ; 1).
In the same way, we talk about (S; T) inff (s; t) : s 2 S and t 2 Tg for arbitrary subsets S and T; note that this is not the Hausdor metric. We refer to objects like (x; S) and (S; T) as distance expressions. Each distance expression is determined by the set fr 2 R : < rg, and may be thought of as the (possibly empty) upper set of a Dedekind cut. Indeed the notion of a distance expression may be identi ed with that of an open upper set of positive real (or rational) numbers: if S is such a set, then (0; S) = S. Distance expressions di er from the bounded extended reals of 8] in that they need not be strongly monotonic. If x is a point and r > 0 is a real number, then B(x; r) denotes the open ball of radius r centered at x. In general, if S in an arbitrary set, then B(S; r) fy : (y; S) < rg The closure of S is S fx 2 X : (x; S) = 0g. The interior of S is S o fx 2 X : B(x; ") S for some " > 0g. If is located and weakly coherent, then is coherent, for if x is not in , then (x; ) > 0 is impossible, so (x; ) = 0; whence x 2 and, by weak coherence, x 2 . We shall show in Proposition 14 that if is a located weakly coherent subset of a Banach space, then is edge coherent. So these three versions of coherence are equivalent for a located set in a Banach space.
Classically, every subset of a metric space is edge coherent and coherent. The following examples show why these coherence properties cannot be established constructively for arbitrary subsets. The rst example is a very well-behaved set that is not even weakly coherent. The second is a set that is edge coherent but not coherent. The third is a coherent set that is not edge coherent. The fourth is a weakly coherent set that is neither edge coherent nor coherent. By Proposition 3 we can construct, for each positive integer n, an inhabited open subset I n of (1=(n + 1); 1=n) with empty boundary. Let (a n ) be a binary sequence with at most one term equal to 1: Then (?1; 1) ? fI n : a n = 1g , being a metric complement, is coherent and open. It is also inhabited. If a n = 1; then = (?1; 1) ? I n and @ = f?1; 1g; so if there exists x 2 @ ? f?1; 1g ; then a n = 0 for all n; = (?1; 1) ; and therefore @ = f?1; 1g ; a contradiction: Hence @ = f?1; 1g. Now suppose that is edge coherent. Then 0 is in because (?1; 0) , and 0 is bounded away from @ = f?1; 1g, so 0 2 : Choose a positive integer N such that (?1=N; 1=N) : If a n = 0 for all n N; then a n = 0 for all n: So we could prove 8n (a n = 0) or 9n (a n = 1) :
Note that in this example, is not located. Note also that Again we assume Church's thesis. Take the set from the previous example and translate it by ?2; to obtain an inhabited coherent (and therefore weakly coherent) bounded open subset 1 of (?3; ?1) that has nite boundary and is not edge coherent.
Let 2 be the set constructed in Brouwerian Example 2: an inhabited, edge coherent (and therefore weakly coherent), open subset of (0; 3) that has nite boundary and is not coherent. The set we want is 1 2 : 3. Crossing the Boundary of a Set. One , and to the statement that for any two real numbers x and y, either x y or y x. Indeed the usual interval-halving argument for the intermediate value theorem relies on this property of real numbers, which is recursively refutable in the sense that there exist recursive sequences (x n ) and (y n ) of recursive real numbers such that there is no binary recursive sequence (a n ) with the property that if a n = 0, then x n y n , and if a n = 1, then y n x n .
We can't nd c such that f(c) = 0, but we can nd c such that f(c) is arbitrarily close to 0. That is, we can show that (0; f( a; b])) = 0. The same considerations apply when traveling from a set to its complement along a straight line|we can't hope to nd a point where we cross the boundary, but we might be able to nd points where we get arbitrarily close to the boundary. The following lemma is the key tool for nding approximate boundary crossings.
If and are distance expressions, then _ denotes their supremum, which may be described by the equality fr 2 R : r > _ g = fr 2 R : r > and r > g. Lemma 7 . Let U and V be subsets of a Banach space such that U V is dense. Proof. We want to show that ( u 0 ; v 0 ]; U \ V ) is small, so we construct an element of U \V that is close to u 0 ; v 0 ] by approximate interval halving. Choose 0 < " < 1=2.
Given u n?1 and v n?1 , we construct u n and v n such that 1. u n ; v n ] B( u n?1 ; v n?1 ]; " n ), 2. ju n ? v n j < 1 2 ju n?1 ? v n?1 j + " n , 3. ju n ? u n?1 j + jv n ? v n?1 j < 1 2 ju n?1 ? v n?1 j + " n .
To do this choose w in U V within " n of 1 2 (u n?1 + v n?1 ). If w 2 U, set u n = w and v n = v n?1 ; w 2 V , set u n = u n?1 and v n = w. Let c ju 0 ? v 0 j + 2"=(1 ? 2").
From (2) we get, ju n ? v n j < c 2 n ; so from (3) we get ju n ? u n?1 j + jv n ? v n?1 j < c 2 n + " n?1 ; which shows that u and v are Cauchy sequences. From (2) they have a common limit in U \ V and, from (1), this limit is within "=(1 ? We shall say that a subset of a normed linear space has the boundary crossing property if (@ ; x 0 ; y 0 ]) = 0 whenever x 0 2 and y 0 2 . Proposition 8. Let be a subset of a Banach space such that is dense. Then has the boundary crossing property.
Proof. Apply Lemma 7 with U = and V = .
Corollary. Any located subset of a Banach space has the boundary crossing property.
Proof. If is a located subset of a Banach space, then ? is dense. So is dense, and we can apply Proposition 8.
What about the boundary crossing property for straight line paths in complete metric spaces other than Banach spaces? f(x; 0) : 0 x 1g. Suppose that (x; 0) 2 @ . If x < 2=3, then a n = 0 for all n is impossible, while if x > 1=3, then a n = 0 for all n. Thus we can't nd an element of @ : But (0; 0) 2 and (1; 0) 2 are joined by a straight line in X.
There are a number of applications of the boundary crossing property. First a lemma about distance expressions. To show that is an extended real, let r; r 0 be real numbers with r < r 0 . If t < r 0 , then < r 0 , so we may assume that t > r. If s > r, then > r, so we may assume that s < t. Because ^ = s < t, either < t or < t. In the former case, = t and = s, in the latter, = t and = s. Then is open, located, and Lebesgue integrable. It is also edge coherent: for if x 2 and kx ? yk r > 0 for all y 2 @ ; then either 0 < kxk < 1 or kxk < r; in the latter case, 0 = 2 @ ; so P is impossible, = B(0; 1); and therefore x 2 : But if @ were located, then, by considering (0; @ ); we could prove ::P _ :P:
It is a trivial classical result that if x belongs to a subset of a normed linear space, and if y is a closest point to x in @ ; then tx + (1 ? t) y 2 for 0 < t 1.
Constructively, we have to put some additional hypothesis on , as the Brouwerian example f?1; 0; 1g fx : ?1 < x < 1 and P _ :Pg shows. The following proposition also gives information when y 2 @ is close to x, but not necessarily the closest point in @ to x (which we may not be able to nd). 4 . Approximating internally with located sets. Let be a subset of a metric space (X; ). We say that K approximates internally to within " if K , and (x; @ ) < " for each x in ?K. If, for each " > 0, the set can be approximated internally to within " by a set of type T, then we say that is approximated internally by sets of type T. Given such a set , we denote by K " a set of type T that approximates it to within ". If the closure of a set of type T is again of type T, then we may assume that K " is closed. We will be interested in sets that can be approximated internally by located sets. , we have (x; @ ) (x; o ) _ (x; L). The set K(t) fx 2 R N : (x; L) tg is located for all but countably many t > 0. If t < ", and x 2 ? K(t), then (x; L) < ", so (x; @ ) < ".
Note that if is open, then the hypothesis that L
is super uous, so a metric complement of a located set in R N is approximated internally by located sets.
In particular, an open set that is approximated internally by compact sets need not be located. Let (a n ) be a increasing binary sequence, and L = fx 2 R : jxj a n =n for all ng:
Then ?L is ? 1 n ; 1 n if a n = 1 + a n?
1 . An open set can be approximated internally by compact sets without being bounded| for example, Proof. We rst show, for r > 0, that if (x; K r ) > 0, then (x; o ) < r. As K r=n for each positive integer n, we can construct a binary sequence ( n ) so that 1 = 0, if n = 0 then (x; K r=n ) > 0, and if n = 1, then x 2 . If n = n?1 + 1, then x 2 K r=(n?1) ; so kx ? y n k < r=(n ? 1) for some y n 2 . Construct a sequence (x n ) in R N such that x n = x if m = 0 for all m n, and x n = y m if m n is the rst number such that m = 1.
Clearly (x n ) is a Cauchy sequence that is well contained in B(x; r). Let x 1 be its limit in B(x; r). If x 1 were in o , then n would have to be 0 for all n, so (x; K r=n ) > 0 for all n, and so x 1 = 2 o . Hence x 1 = 2 o .
We will show that o is located. Given x, a large real number R > 0; and a small real number " > 0, choose > 0 so that B(K " ; 2 ) , and construct a nite -approximation A to B(x; R). Partition Proof. Let x be in , and y in . Given " > 0; choose > 0 such that B(K " ; 2 ) . If (x; K " ) > 0, then (x; @ ) < ". If (x; K " ) < , set x t = (1 ? t)x + ty and f(t) = (x t ; K " ). Then f(1) 2 and f(0) < . Choose t so that f(t) > 0 and f(t) is near . Then x t 2 because B(K " ; 2 ) , and x t 2 ?K " because f(t) > 0. So (x t ; @ ) < ".
Proposition 22. Let a subset of a metric space, and suppose that is approximated internally by compact sets. Then is totally bounded if and only if @ is totally bounded.
Proof. Let " > 0, and choose r 2 (0; ") such that B(K " ; 4r) . If is totally bounded, let fx 1 ; : : :; x n g be an r-approximation to ; and partition f1; : : : ; mg into subsets I and J such that (x i ; K " ) < r if i 2 I, and (x i ; K " ) > 0 if i 2 J. For each i 2 J there is y i 2 @ such that (x i ; y i ) < ". We will show that fy i : i 2 Jg is a 3"-approximation to @ . Given y 2 @ , choose x 2 such that (y; x) < r; and then choose i such that (x; x i ) < r: If i 2 I, then (y; K " ) (y; x) + (x; x i ) + (x i ; K " ) < 3r so B (y; r) B(K " ; 4r) . Thus y 2 o ; which is absurd. Hence i 2 J. Moreover, (y; y i ) (y; x) + (x; x i ) + (x i ; y i ) < r + r + " < 3", so fy i : i 2 Jg is a 3"-approximation to @ :
Now suppose that @ is totally bounded. Let A be a nite "-approximation to @ , and B be a nite "-approximation to K " . Since for each x 2 either (x; K " ) > 0 or (x; K " ) < ", it is clear that A B is a 2"-approximation to :
Proposition 23. If a subset of a metric space is approximated internally by located sets, then it is edge coherent. If we think of the -ball as attached to x by a string of length less than ", then we have pictured a poi (the Maori term for such an object). If, given " > 0, we can choose independent of x, then we say that satis es the exterior poi condition.
We get the uniformity required by the exterior poi condition if the boundary is totally bounded. exterior poi condition.
Proof. If x 2 @ , then (x; y) < " for some y in ? . Let inf f (x; ); " ? (x; y)g :
Then B(y; ) \ B(x; "). Now let A be a nite "-approximation to @ , and choose > 0 so that \B(a; ") contains a -ball for each a in A. Then \ B(x; 2") contains a -ball for each x in @ .
In particular, if both and @ are compact, then satis es the exterior poi condition. (Classically, it su ces to assume is compact.) It is not su cient, even classically, to assume only that is totally bounded with compact boundary|for example, (?1; 0) (0; 1). We can get a partial converse to Proposition 25.
Proposition 26. Let be a totally bounded subset of R N that satis es the exterior poi condition. Then @ is compact.
Proof. For any " > 0, let > 0 be given by the exterior ball condition. We will approximate @ within 2". Choose a nite approximation A to a big ball containing so that A intersects any open ball of radius =2 contained in the big ball. Partition A into disjoint subsets A 0 and A 1 so that if a 2 A 0 , then 0 < (a; ) < " while if a 2 A 1 , then (a; ) < =2 or (a; ) > " ? =2. By boundary crossing, for each a 2 A 0 there is b a 2 @ such that kb a ? ak < ". We shall show that each x 2 @ is within 2" of some b a .
Choose y so that B(y; ) ( ) \ B(x; "). Then there is a in A \ B(y; =2). So ka ? xk < " and =2 (a; ) " ? =2. Thus a 2 A 0 and kb a ? xk < 2".
The uniformity of the exterior poi condition, rather than just the condition that @ ? , is necessary for Proposition 26. Let (r n ) be an enumeration of the rational numbers in (0; 1), starting with r 1 = 1 2 , and let (a n ) be a decreasing binary sequence.
Let be the closure of fa n r n : n = 1; 2; : : :g. Then is compact, so ? = @ . But if @ were located, then either ( 1 2 ; @ ) < 1=2, in which there would be a point in ? in (0; 1), and we could nd n such that a n = 0, or ( 1 2 ; @ ) > 0, in which case a n = 1 for all n.
We cannot interchange the rôles of and @ in Proposition 26. ?A = fx 2 R N : kxk < r n for all ng:
Then is bounded. It is open and coherent because it is a metric complement. It is edge coherent because it is closed, and the boundary is empty. If it were located, then it would be totally bounded, so lim n!1 r n = inf The coherent, nonlocated set in Proposition 27 has empty boundary, so there is only one uniformly continuous function|the empty function|on that boundary, and the Dirichlet Problem (1) has in nitely many strong solutions.
The following example shows that adding the requirement that (1) have a unique solution, but dropping coherence, does not locate . where dS denotes the element of surface on the boundary of the unit ball, and ! N is the hypervolume of that ball ( 5] , Theorem 2.6). Now suppose that the Dirichlet Problem u = 0 on ; u = 0 on @ (2) has a solution u that is nonzero at some point of : If P holds, then = B (0; 1) and (2) has the unique solution 0, a contradiction; so :P holds, which is absurd. Hence (2) has the unique solution 0; and therefore (1) The next lemma uses Specker sequences as it relies on Proposition 3. The proof of the proposition that follows it refers directly to an enumeration of the Turing machines. Lemma 31. Let (a n ) be a binary sequence with at most one term equal to 1. If u < v, then there exists an open subset I of (u; v), such that if a n = 1, then (u; I) < v?u n ; if (u; I) > 0, then either a n = 1 for some n, or a n = 0 for all n; and @(?I) is empty. Proof. We may assume that u = 0 and v = 1. By Proposition 3, for each n there is an inhabited open subset J n of 1 n+1 ; 1 n with @(?J n ) empty. Let I = fJ n : a n = 1g.
Clearly, I is inhabited if and only if a n = 1 for some n; in which case, I = J n and (0; I) < 1=n: If (0; I) > 0; then choose N such that (0; I) > 1=N; either a n = 0 for each n N, in which case a n = 0 for all n, or else a n = 1 for some n N: If x 2 @(?I), and a n = 1 for some n, then I = J n , a contradiction. So a n = 0 for all n, and therefore I is empty; this is impossible as x 2 @(?I): So @(?I) is empty. Let be a bounded metric complement of a located set. We are interested in approximating by a compact set K . Proposition 19 shows that we can always approximate in terms of the metric. Our nal example shows, however, that even when is integrable, we need not be able to approximate in measure.
To show this, we construct a particular sequence which is eventually bounded away from any given real number. Unlike a Specker sequence, this one enumerates a compact set and is not monotone. Our construction starts with a singular cover of R, the existence of which is a consequence of Church's thesis. and let L be the union of the L n . Because each I k has rational endpoints, the set L n is nite. If i=2 n 2 L m for m > n, then i=2 n 2 L n , so L is a detachable subset of Q |that is, for each q 2 Q either q 2 L or q = 2 L:. 7) ), the above proposition shows that it cannot be approximated in measure by compact sets that are well contained in it. Contrast this to the classical situation in which you can prove that any compact subset of an open set is well contained in it. The set L, even without its measure-theoretic properties, can be used to construct other standard pathological recursive examples. We get an ascending Specker sequence by setting r n+1 minfL n fr 1 ; : : :; r n gg .
To construct a positive Lipschitz function f on 0; 1] with in mum 0, let (`n) enumerate L, and for each n choose n > 0 such that B(`n; 3 n ) \ L = f`ng. 
