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A computational approach is described for the
rapid and systematic prediction and evaluation of the
onset of dynamic stall due to rapid incidence changes
or unsteady pitch or plunge motions. The method
combines an unsteady, two-dimensional panel code with
a two-dimensional boundary layer code. The panel
code provides incompressible, inviscid owelds about
arbitrary airfoils undergoing prescribed motions. The
boundary layer code computes laminar, transitional
and turbulent regimes, with transition onset predicted
by Michel's criterion. Presented results demonstrate
that the delay in dynamic stall onset is directly re-
lated to the dynamic pressure lag, in agreement with
previous Navier-Stokes simulations, but in apparent
disagreement with several aspects of the `moving wall'
analogy suggested in the past as an explanation for
delayed dynamic stall onset.
Nomenclature
c = chord length
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h = plunge amplitude in terms of c

















U = tangent velocity in the boundary layer
U
e






= chordwise pivot location
z( ) = plunge displacement, positive downward
 = angle of attack, positive clockwise
 = phase angle between pitch and plunge

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Introduction
The problem of the onset of ow separation on
airfoils due to rapid incidence changes or unsteady mo-
tions is a problem of continuing fundamental and ap-
plied interest. In the past, two major approaches have
been used to predict the onset of dynamic airfoil stall;
semi-empirical and Navier-Stokes methods. Examples







On the other hand, recent advances in computational
uid dynamics have stimulated the `brute force' com-
putation of dynamic stall by solving the Navier-Stokes
equations. Unfortunately, both approaches have seri-
ous deciencies which aect their predictive capabili-
ties.
The physical ow models and the mathematical
simplications used in the semi-empirical approaches
are rather severe and, therefore, require the introduc-
tion of additional empirical information in order to
`calibrate' the models to achieve agreement with the
available experimental data. The generalization of the
semi-empirical methods to new cases therefore entails
considerable uncertainties.
The brute-force Navier-Stokes computations, on
the other hand, introduce another set of uncertainties
because the solutions require the use of the Reynolds-
averaged equations and, therefore, the use of turbu-
lence models to achieve closure of the equations. As




and Clarkson et al,
6
dierent turbulence models produce substantially dif-
ferent dynamic stall hysteresis loops. Furthermore,
most Navier-Stokes calculations are performed by as-
suming the ow to be either fully laminar or fully tur-
bulent. Recently, Ekaterinaris and Platzer
7
showed
that it is crucial to include a proper transition model
in order to obtain improved agreement with available
experiments. Hence, the development of a satisfactory
dynamic stall prediction method requires a continuing
sustained eort in order to better understand the im-
portant physical and computational aspects required
for the modeling of this complicated ow phenomenon.
In the present paper we take an approach which
is intended to bridge the gap between the semi-empir-
ical approaches and the Navier-Stokes solutions. We
limit ourselves to low-speed ows and hence make the
assumption that the analysis can be based on incom-
pressible ow methods. Furthermore, we limit our-
selves to the analysis of the onset of dynamic stall.
For many airfoils the dynamic stall process is initiated
by the formation of a separation bubble near the air-
foil leading edge at a relatively low angle of attack.
The bubble is formed when separation occurs in the
laminar ow region of the boundary layer, and the dis-
turbance caused by the separation triggers transition
to turbulent ow. The transitional ow introduces en-
ergy into the boundary layer, causing the boundary
layer to re-attach. In such cases, predicting the on-
set of dynamic stall becomes a problem of predicting
laminar separation.
Evidence was presented in Grohsmeyer et al
8
that the onset of dynamic stall occurred when a crit-
ical pressure gradient distribution was reached, and
that this critical distribution was essentially indepen-
dent of the pitch rate and Mach number.
In the present study an unsteady panel code is
combined with a boundary layer code to compute un-
steady, incompressible, two-dimensional, viscous ows.
The hybrid code allows the rapid and precise computa-
tion of the pressure distribution and pressure lag eect
due to oscillation mode, frequency and amplitude, as
well as the dependence on airfoil geometry.
The Keller-Cebeci nite-dierence box method is
coupled with the unsteady panel code in order to study
the detailed changes in the boundary layer behavior
up to incipient separation as a function of mode and
frequency of oscillation. These computational results
make it possible to evaluate the validity of previously
suggested ow models, such as Ericsson's moving wall
or leading edge jet eect, and to investigate the depen-
dence of dynamic stall onset on the surface pressure
distribution.
Approach
The numerical methods utilized in the panel code
and the boundary layer code are briey summarized in
the following subsections, with details and validations
of the methods available in the cited references.
Panel Code Flow solutions are computed using an
unsteady, potential-ow code originally developed by
Teng.
9
The basic, steady panel code follows the ap-
proach of Hess and Smith,
10
where the airfoil is ap-
proximated by a nite number of panels, each with
a local, uniform, distributed source strength and all
with a global, uniform, distributed vorticity strength.
For n panels there are n unknown source strengths, q
j
,
and an unknown vorticity strength, . Boundary con-
ditions include ow tangency at the midpoint of the n
panels and the Kutta condition which postulates that
the pressure on the upper and lower surfaces of the
airfoil at the trailing edge must be equal.
The unsteady panel code adopts the procedure of
Basu and Hancock,
11
where a wake panel is attached
to the trailing edge through which vorticity is shed
into the ow, as shown in Fig. 1. The Helmholtz the-
orem states that the bound vorticity in a ow remains
constant, thus a change in circulation about the airfoil
must result in the release of vorticity into the wake













where  is the wake panel length, 
W
is the distributed
vorticity strength on the wake panel and   is the cir-
culation about the airfoil, and where the subscript k
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Fig. 1: Schematic of the panel code wake model.
The wake panel introduces two additional un-
knowns; the wake panel length and its orientation, 
k
.
Thus, two additional conditions must be specied for
closure;
1. The wake panel is oriented in the direction of the
local resultant velocity at the panel midpoint.
2. The length of the wake panel is proportional to
the magnitude of the local resultant velocity at
the panel midpoint and the time-step size.
At the end of each time step the vorticity con-
tained in the wake panel is concentrated into a point
vortex which is shed into the wake and convected down-
stream with the ow, inuencing and being inuenced
by the other shed vortices and the airfoil. Note, imple-
mentation of this approach requires an iterative scheme,
since the velocity direction and magnitude used to de-
ne the wake panel are not initially known. Note also
that this wake model is nonlinear. The unsteady panel
code has been extensively documented in Refs. 9 and
12-17.
Boundary Layer Code Flow properties in the




The code was generated and combined
with a steady panel code by Nowak.
19
The general al-
gorithm and several modications used in the current
implementation are discussed below.
The boundary layer code treats the airfoil surface
as a at plate with a variable pressure gradient, and
steady conditions are assumed within the boundary
layer. Laminar, transitional and turbulent regions are
considered, and the turbulent region is computed using
the Cebeci-Smith (CS) eddy-viscosity model. Like all
eddy-viscosity methods, the CS model leaves the basic
boundary layer equations unchanged but modies the





. The CS model divides the viscous region into
an inner and an outer layer with the eddy viscosity in



































































and where ,  and f are the Falkner-Skan variables.
The term 
tr
models the length of the transition or
intermittency region, and its formulation is discussed
below.
The point of transition onset is of critical im-
portance for the prediction of dynamic stall. For the
steady implementation of the code developed by Nowak
the transition point is specied as input, presumably
determined from experimental data. This is of little
use in the present unsteady approach, as transition
points would need to be specied for an innite vari-
ety of conditions. Thus Michel's criterion is used to
predict transition onset, where transition is initiated
when the Reynolds number based on momentumthick-
ness, R




























The Chen-Thyson intermittency model is used to






































In the original Chen-Thyson formulation G
tr
is set to
a constant value of 1200, but in the present imple-
mentation it is given by Cebeci
20












The use of Michel's criterion for the prediction of tran-
sition onset and the use of the Chen-Thyson model for
the transition region has been validated in Refs. 20
and 21.
Note, that while the boundary layer routine is
steady, it has been shown that, for low reduced fre-
quencies, changes in the boundary layer occur much
more quickly than changes in the external ow, thus a
steady boundary layer analysis is sucient.
22
The present combination of panel and boundary
layer codes is not an inviscid/viscous interaction ap-
proach (eg. Cebeci et al
23
); that is, information is only
passed from the panel code to the boundary layer code;
never the other way. Therefore, it is not possible to
predict the viscous ow region beyond separation, as
the ow separation would have a signicant inuence
on the eective body shape seen by the panel code.
However, the hybrid code can be used to predict the
point in the cycle and on the airfoil surface where sep-
aration rst occurs, and by looking in detail at the
velocity proles in the boundary layer, in particular in
the region surrounding the suction peak, much insight
may be obtained into the initial stages of dynamic
stall. Note, the present code runs simulations in a
matter of seconds on a workstation, and does not have
convergence problems sometimes encountered with in-
viscid/viscous interaction methods.
Results
It is important to note that the only information
the boundary layer algorithm is given is the surface
point distribution and the external velocity distribu-
tion computed by the panel code at each time step.
From the velocity distribution the local pressure and
pressure gradient are computed, and it is really the
pressure gradient that determines the nature of the
boundary layer. Thus, it is essential to compute the
surface pressure distribution accurately, and by look-
ing at the pressure distributions, as well as the pre-
dicted position of the stagnation point, much can be
3
determined about the oweld without the aid of the
boundary layer code.
As an additional consideration, note that in the
unsteady panel code the pressure distribution is com-
puted from the unsteady Bernoulli equation and de-
pends on both the local velocity and the time-rate-
of-change of the potential. In the boundary layer code
this second term is not considered, but for the frequen-
cies of interest in this study the term is negligible.
In Ref. 1 Ericsson introduces the \moving wall"
or \leading-edge jet" eect as a mechanism leading
to the dynamic-stall lift overshoot. He suggests that
for an airfoil pitching upward the leading-edge suc-
tion on the upper surface creates fuller, even jet-like
boundary layer proles, delaying dynamic stall, and
he further suggests that this phenomenon is similar to
the oscillatory Magnus-lift eect present for rotating
or translating cylinders. Ericsson's Fig. 14 from Ref.













Fig. 2. Ericsson's Magnus-lift theory.
1
While slightly fuller (less developed) boundary
layer proles are found for pitching and plunging air-
foils (in the vicinity of the suction peak), as shown in
Figs. 3 and 4, Ericsson's analysis of the phenomenon
is questionable. In this case the Reynolds number is
10
6
, the NACA 0012 airfoil is pitched about its lead-
ing edge from 0 to 20 degrees using a modied ramp,
where


































and the presented data is for  = 4:53 degrees at a
position 10 percent downstream from the leading edge
on the upper surface.
The boundary layer proles do appear slightly
fuller (or less developed) as the pitching frequency is









































Fig. 4. Boundary layer proles (k = 0:1  0:4).
However, we nd Ericsson's moving-wall analogy
to be somewhat ill-dened and/or ambiguous. For ex-
ample, no mention is made of the placement of the
pivot location for pitching airfoils, when in fact varying
the pivot location is analogous to coupling the pitch-
ing motion with an in-phase ( = 0 degrees) plunging
4
motion, where the oscillatory pitching and plunging
motions are dened, respectively, by
( ) = 
0
+ cos(k ) ; (12)
and
z( ) =  h cos(k + ) : (13)
A primary source of confusion arises from Erics-
son's Fig. 14, where he suggests that the leading edge
jet eect of an airfoil pitching up is equivalent to an
airfoil plunging up, and vice versa. First, it is impor-
tant to keep in mind that plunging a foil with constant
velocity is equivalent to an airfoil at a xed angle of
attack (the plunge velocity provides an induced or ef-
fective angle of attack) and, therefore, to emulate a
pitching airfoil, at least with respect to the eective
angle of attack, the plunging airfoil must accelerate.
Thus, it seems inappropriate to compare pitching rate
with plunging rate. Second, with reference to the ef-
fective angle of attack of a plunging airfoil Ericsson's
Fig. 14 would seem to be backward, that is, an airfoil
pitching up should be equivalent to an airfoil acceler-
ating down.
The confusion may arise from the indicated pivot
location in Ericsson's gures. He shows the foil pivot-
ing about some point downstream of the leading edge,
and hence the pitching motion yields an induced, ver-
tical velocity at the leading edge for an airfoil pitching
down, similar to that seen by an airfoil plunging down,










Fig. 5. Eective versus geometric .
Here the freestream velocity, V
1
, and the in-
duced velocity due to plunging and/or pitching, v
i
,
combine to yield a total velocity, V . If the airfoil is
at a geometric angle of attack, 
g
, then the induced
velocity yields an eective angle of attack, 
e
. How-
ever, for pitching airfoils the induced velocity is a local
value, dependent on the distance from the pivot loca-
tion. This variation in the induced velocity, and the
resulting variation in the eective angle of attack adds
an eective camber to the airfoil.
The eect of varying the pivot location of pitch-
ing foils is illustrated in Fig. 6. The boundary layer
proles at a xed position, roughly 10 percent down-
stream from the leading edge on the upper surface, are
compared for a NACA 0012 airfoil at a geometric angle
of attack of zero degrees for several cases. Included are
a steady solution, oscillatory solutions with k = 0:1;





= 0:25 and x
p
= 0:5, and plunging with
h = 0:0875, yielding an eective angle-of-attack range


















Fig. 6. Boundary layer proles for dierent modes.
Note that while all 5 cases have a geometric angle
of attack of zero degrees, they have dierent eective
angles of attack. Both the steady case and the pitch-
ing case with x
p
= 0 have an eective angle of attack
of zero degrees, and the velocity proles are almost
identical. The pitching case with x
p
= 0:25 has an
eective angle of attack of -1.25 degrees, the pitching
case with x
p
= 0:5 has an eective angle of attack
of -2.5 degrees, the plunging case has an eective an-
gle of attack of -5.0 degrees, and their velocity proles
get progressively fuller in a seemingly linear relation-
ship with the eective angle of attack. Also note that,
due to the variance in the eective angle of attack,
there is a similar variance in the position of the stag-
nation point, and consequently the fuller proles are
also closer to the stagnation point and, logically, less
developed.
Comparisons of results for pitching and plung-
ing airfoils should, as a rst approximation, be done
with the same eective angle of attack, and therefore
with   90 degrees. However, as seen in Fig. 6, by
moving the pivot location, arbitrary agreement or dis-
agreement of results may be obtained. This is further
illustrated in Figs. 7 and 8 by comparing the pressure
distributions near the leading edge of a NACA 0012
pitching and plunging. The reduced frequency is 0.1,
with  = 10 degrees for the pitching foil and h = 1:76
and  = 90 degrees for the plunging foil.
Note, the indicated angles of attack on Figs. 7
5
and 8 are the geometric angles of attack for the steady
and pitching solutions and the eective angle of attack
for the plunging solution. Note also that the pressure
lag is consistent throughout the cycle, although it is
barely visible at the 10 degree limits (Fig. 7), since
the rate of change of the angle of attack is zero at those
points.




















comparison for k = 0:1 at  = 10.
















comparison for k = 0:1 at  = 0 +.
The results in Fig. 8 show a similar pressure dis-
tribution (near the LE) for an airfoil pitching about
x
p
= 0:5 and an airfoil plunging with the same eec-
tive angle of attack. In contrast to Ericsson's theory,
this shows agreement between pitching and plunging
motions for  = 90 degrees such that when _ is max-
imum, _z = 0 and z is minimum. However, this sim-
ilarity is misleading, as pitching about the mid-chord
introduces a coupled plunging motion.
Using a more robust approach for comparing the
two motions, the pivot is xed at the leading edge
(x
p
= 0), such that there is no induced velocity at the
leading edge due to the pitching motion, and then com-
parisons between the pressures at phase-angles other
then 90 degrees are made. In Fig. 9 the pressure dis-
tribution near the leading edge for the airfoil in Fig. 8,
pitching with x
p
= 0, is compared with the same foil
plunging with h = 1:76 and phase-shifts of 93 and 94
degrees, that is, the pitching solution is at mid-stroke
on the way up, at an angle of attack of zero degrees,
and the plunging solutions are just past the top of the
stroke at an eective angle of attack of roughly zero
degrees.
Not surprisingly, comparisons of the lift coe-
cient time-histories also show a phase-shift of about
93 degrees. In Fig. 10 this is repeated for dierent re-
duced frequencies and the phase-shift (the phase-angle
between the pitch and plunge motions required to yield
lift-histories that are in-phase) is plotted as a function
of the frequency.












for pitching and plunging foils.













Fig. 10. Pitch/plunge phase-shift versus k.
The phase-shift appears to be relatively linear at
very low frequencies where wake eects are small, and
less linear at higher frequencies where wake-induced
6
nonlinearities become inuential. The value at k = 0
is a projected result, as a plunging simulation with
k = 0 is not easily performed.
From these results it is seen that the pressure dis-
tributions, and hence the resulting boundary layers, in
the vicinity of the leading edge are similar for pitch-
ing and plunging airfoils if an appropriate phase-shift
( 90 degrees) is considered. It is important to note
that the similarity is limited to a small region near the
leading edge, typically not beyond 10 or 20 percent
of the chord length. However, since the formation of
the separation bubble leading to dynamic stall on the
NACA 0012 is usually well within this region, simi-
lar dynamic stall characteristics may be expected for
pitching and plunging foils.
Past experimental and numerical results (Refs.
21 and 24) have shown a substantial delay in dynamic
stall with increasing pitch rate. The panel code can-
not reliably predict ows once separation has occurred,
but it may be used to determine the angle of attack
and airfoil position where laminar separation (indicat-
ing the likely formation of a separation bubble) rst
occurs. Here a NACA 0012 at a Reynolds number
of 10
6
is pitched up from 0 to 20 degrees using the
modied ramp (Eq. 10) with various pitch rates. In
Fig. 11 the angle of attack where laminar separation is
rst predicted is plotted as a function of the reduced
frequency.












Fig. 11. Dynamic-stall onset angle of attack.
As expected, laminar separation is delayed as the
pitch rate is increased, but interestingly the position of
the stagnation point and the point of laminar separa-
tion remain constant. In fact, the pressure distribution
(or the pressure gradient) at the angle of attack where
laminar separation rst occurs is virtually identical in
each case, as shown in Fig. 12.
This means that the boundary layers will also be
identical for each case. The identical pressure gradi-
ent distributions are in complete agreement with the
Navier-Stokes simulations of Ref. 8, and the delay in
dynamic stall onset is in qualitative agreement with
the experimental results of Ref. 24. The experimen-
tal results could not predict the rst stages of dy-
namic stall, but rather they visually determined dy-
















Fig. 12. Pressure gradient distribution at stall onset.
Conclusions
An ecient computational approach was presented
for the fast prediction of the onset of dynamic stall due
to rapid incidence changes or due to pitch / plunge
motions of blades or airfoils. The method provides a
means for the systematic evaluation of ow properties
leading to dynamic stall over a broad parameter space.
Presented results suggest that the primary factor
in dynamic stall onset is the phase lag in the surface
pressure, data that may be obtained to the point of
separation using a purely inviscid analysis. Addition-
ally, the `moving wall' analogy for explaining the dy-
namic stall phenomenon is brought into question. Pre-
sented results demonstrate inadequacies in this theory.
Viscous results obtained from the hybrid code
illustrate that the pressure lag eect delays ow sepa-
ration in dynamic cases even at very low frequencies,
and that the onset of dynamic stall occurs when a crit-
ical pressure gradient distribution is obtained. Fur-
thermore, in agreement with previous Navier-Stokes
simulations, the critical pressure distribution leading
to dynamic stall was found to be independent of mode
and frequency.
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