In this paper, we consider the problem of learning an unknown graph via queries on groups of nodes, with the result indicating whether or not at least one edge is present among those nodes. While learning arbitrary graphs with n nodes and k edges is known to be hard in the sense of requiring Ω(min{k 2 log n, n 2 }) tests (even when a small probability of error is allowed), we show that learning an Erdős-Rényi random graph with an average of k edges is much easier; namely, one can attain asymptotically vanishing error probability with only O(k log n) tests. We establish such bounds for a variety of algorithms inspired by the group testing problem, with explicit constant factors indicating a near-optimal number of tests, and in some cases asymptotic optimality including constant factors. In addition, we present an alternative design that permits a near-optimal sublinear decoding time of O(k log 2 k + k log n).
I. INTRODUCTION
Graphs are a ubiquitous tool in modern statistics and machine learning for depicting interactions, relations, and physical connections in networks, such as social networks, biological networks, sensor networks, and so on. Often, the graph is not known a priori, and must be learned via queries to the network. In this paper, we consider the problem of graph learning via edge detecting queries, where each query contains a subset of the nodes, and the binary outcome indicates whether or not there is at least one edge among these nodes. See Section I-A for previous work on this problem.
An application of this problem highlighted in previous works such as [16] is that of learning which chemicals react with each other, using tests that are able to detect whether any reaction occurs. Another potential application is learning connectivity in large wireless networks: Each node has a unique identifier, and in response to a query, a node sends feedback to a central unit if the query includes both itself and at least one of its neighbors. Then, to attain the query outcome, the central unit only has to detect whether any feedback signal was received.
We consider the fundamental question of how many queries are needed to learn the graph. Under adaptive testing (i.e., tests can be designed based on previous outcomes), this question is well-understood [30] , as outlined below. However, an impossibility result of [1] indicates that considerably more non-adaptive tests are needed in the worst-case sense for the class of graphs with a bounded number of edges. We show that this picture is much more positive in the average-case sense by studying the average performance with respect to Erdős-Rényi graphs [14] .
In addition, to demonstrate that these findings are not overly reliant on the specific random graph model, we also present similar findings assuming only bounds on the number of edges and the maximum degree (see Appendix H).
A. Related Work
The problem considered in this paper can be viewed as a constrained group testing problem [8, Sec. 5.8] . We highlight the most relevant group testing works throughout the paper, and here simply refer the reader to [23] for a survey of the zero-error setting, and to [8] for a survey of the small-error setting (i.e., the algorithm is allowed a small probability of failure). These settings are fundamentally different, since the number of tests in the small error setting is O(K log N ) (for K defectives among N items), while the zero-error criterion requires Ω(min{N,
tests.
Early works on graph learning via edge detecting queries considered identifying a single edge [3] , [4] and then several edges [30] in a slightly more general scenario where the "defective graph" G is known to be a sub-graph of a larger graph H. Several works considered specific graph classes such as matchings, stars, and cliques [9] , [10] , [27] . We particularly highlight the work of Johann [30] , who gave an adaptive procedure requiring k log 2 | E| k + O(k) tests, where E is the set of edges in the larger graph H; this bound is optimal up to the O(k) remainder term.
More recently, extensions to hypergraphs have also been considered [2] , [11] , [12] , [24] .
While the adaptive setting is well-understood, the non-adaptive setting [1] , [32] and adaptive settings with limited stages [1] , [17] , [28] are more challenging. We refer the reader to [1] for a recent survey of what is known, with a notable distinction between Monte Carlo and Las Vegas style algorithms. We highlight that in stark contrast with the standard group testing problem, the number of non-adaptive tests required to identify arbitrary graphs with k edges and n nodes is at least Ω(min{k 2 log n, n 2 }), even under the small-error criterion. 1 
B. Contributions
The Ω(min{k 2 log n, n 2 }) hardness result given in [1] holds with respect to worst-case graphs containing k edges, which raises the question of whether some notion of average-case or further restricted graph classes can overcome this inherent difficulty. We focus primarily on the average case with respect to the ubiquitous Erdős-Rényi random graph model 2 and the small-error criterion, showing that indeed the number of tests required reduces to O(k log n)
for graphs with an average of k edges, and providing fairly tight explicit constant factors. In Appendix H, we describe how to attain similar results for general graphs with at most k edges and maximum degree d = o( √ k), albeit with slightly worse constant factors. 1 Note that the number of items N in the standard group testing corresponds to for recovering Erdős-Rényi random graphs with edge probability q = Θ(n 2(θ−1) ), and average number of edges k = q n 2 . The "COMP" and "DD" curves are achievability bounds, whereas the "Converse" and "SSS" curves are converse bounds for arbitrary test designs and i.i.d. random test designs, respectively).
In more detail, we show the following for Erdős-Renyi random graphs:
• We provide a simple algorithm-independent lower bound based on counting the number of graphs within a high-probability set;
• We extend the COMP, DD, and SSS decoding algorithms [6] , [19] from standard group testing to the graph learning problem, and provide upper and lower bounds on their asymptotic performance under a natural random test design.
• We propose a sublinear-time decoding algorithm (and its associated test design) based on the GROTESQUE algorithm [18] , and show that it succeeds with high probability with O(k log 2 k + k log n) decoding time, thus nearly matching an Ω(k log
Briefly, the above-mentioned decoding algorithms are described as follows: COMP (cf., Section IV-A) assumes all pairs are edges unless their nodes are both in some negative test, DD (cf., Section IV-B) uses the COMP solution to identify "possible edges" and then declares a pair to be an edge only if it is the unique possible edge among the nodes in some test, and SSS (cf., Section V) solves an integer program to find the sparsest graph consistent with the test outcomes.
While the group testing algorithms themselves extend easily to our setting, their theoretical analyses require significant additional effort (see Appendix I for further discussion). For instance, for group testing, the analysis is symmetric with respect to any defective set of size k, whereas for graph learning, different graphs with a fixed number of edges can behave very differently, and even seemingly simple tasks (e.g., determining the probability of a positive test) become challenging.
With the exception of the sublinear-time decoding part, our results are summarized in Figure 1 , where we plot the asymptotic ratio between the information-theoretic bound and the number of tests for each algorithm, for sparsity levels θ ∈ (0, 1) such that k = Θ(n 2θ ). We observe the following:
• For θ > 1 2 , the DD upper bound and SSS lower bound match under i.i.d. random testing. As we explain in Section V, SSS is the optimal algorithm, so if it fails then so does any algorithm. Hence, DD is asymptotically optimal (including constants) under i.i.d. random testing for θ > 1 2 .
• For θ ≤ 1 2 , DD succeeds with fewer than twice as many tests as the optimal information-theoretic threshold; the latter is a converse bound applying to any test design (not only i.i.d. random testing).
While analogous results have been established for standard group testing [6] , we again highlight that the analysis comes with several non-trivial challenges, particularly when it comes to DD and SSS. See Appendix I for an outline of the main differences.
II. SETUP
We seek to learn an unknown undirected graph G = (V, E) with n nodes, i.e., the vertex set is V = {1, . . . , n}, and the edge set E contains up to n 2 pairs of nodes. We adopt a random graph model in which each edge appears in the graph independently with probability q (i.e., the Erdős-Rényi graph ER(n, q)). After the graph G is randomly drawn, it is fixed throughout the entire testing process (described below).
We test the nodes in groups; the output of each test takes the form
where the binary-valued test vector X = (X 1 , . . . , X n ) indicates which nodes are included in the test. That is, the resulting output Y = 1 if and only if at least one edge exists in the sub-graph of G induced by the nodes included in the test; we henceforth use the terminology that such an edge is covered. We refer to tests with Y = 1 as positive, and tests with Y = 0 as negative. A total of t tests are performed according to the test vectors X (1) , . . . , X (t) to produce the outcomes Y (1) , . . . , Y (t) . We focus on non-adaptive tests, where X (1) , . . . , X (t) must be selected prior to observing any outcomes.
Given the tests and their outcomes, a decoder forms an estimate G of the graph G, or equivalently, an estimate E of the edge set E. One wishes to design a sequence of tests X (1) , . . . , X (t) , with t ideally as small as possible, such that the decoder recovers G with probability arbitrarily close to one. The error probability is given by
and is taken over the randomness of the graph G, as well as the tests X (1) , . . . , X (t) (if randomized). We only consider deterministic decoding algorithms (without loss of optimality), and all of our results are asymptotic in the limit as n → ∞ (with q varying as a function of n).
A. Sparsity Level
We focus our attention on sparse graphs, i.e., q = o(1) as n → ∞. 3 More specifically, we consider the sublinear scaling regime q = Θ(n −2(1−θ) ) for some θ ∈ (0, 1), meaning that the average number of edges k = n 2 q behaves as Θ(n 2θ ). By the assumption θ ∈ (0, 1), we also have
for sufficiently small (but constant) η > 0 and sufficiently large n. Here and subsequently, we write f (n) ≪ g(n)
as a shorthand for f (n) = o(g(n)).
B. Bernoulli Random Testing
For the most part, we will focus on the case that the tests are designed randomly: Each node is independently placed in each test with a given probability p. We refer to this as i.i.d. Bernoulli testing, or simply Bernoulli testing for short. Analogous designs are known to lead to most of the best-known performance bounds in the group testing literature [6] , [37] , with the exception of some slight improvements shown recently via more structured random designs [20] , [31] .
We parametrize p as p = 2ν qn 2 for some constant ν > 0, as this scaling regime turns out to be optimal in all cases (with the choice ν = 1 further being optimal for the algorithms we consider). Note that this choice of p gives
When studying probabilities associated with a single random Bernoulli test, we will denote the test outcome by Y , and the (random) indices of nodes included in the test by L ⊆ {1, . . . , n}. In addition, P G [·] denotes probability (with respect to the random testing alone) when the underlying graph is G.
C. Typical Graphs
Throughout the paper, we frequently make use of the following typical set of graphs:
where k = |E| is the number of edges, d is the maximum degree of G, and
The following lemma justifies the terminology typical set by showing that the random graph lies in this set with probability approaching one.
Lemma 1. Fix θ ∈ (0, 1), and let G ∼ ER(n, q) for some q = Θ(n −2(1−θ) ). In addition, suppose that
in (4) is defined with respect to Bernoulli(p) testing with p = 2ν qn 2 for fixed ν > 0. Then, there exists a sequence
The condition on k in the typical set simply states that the number of edges is close to its mean, which follows by standard concentration bounds. The bound on the maximum degree is similarly standard and straightforward to establish. By far the most challenging part is bounding P G [Y = 1] with high probability; this is done using the inclusion-exclusion principle (i.e., Bonferroni's inequalities) and carefully bounding the probability of a random test containing one edge, two edges, three edges, and so on. The details are given in Appendix A.
Using the bounds on k and d in (4), along with the fact that q satisfies (3), we readily observe that d 2 ≪ k, dp ≪ 1 (6) in both cases of (5) . Note that the second of these statements follows immediately from the first since we focus on
To provide a benchmark for our upper bounds, we first provide a simple algorithm-independent lower bound on the number of tests for attaining asymptotically vanishing error probability, which is based on fairly standard 
for arbitrarily small η > 0.
Proof. The proof is based on the fact that the prior uncertainty (entropy) is roughly Using a similar analysis to [13] , the preceding result can easily be strengthened to the strong converse, stating that P e is not only bounded away from zero when t is below the threshold given, but tends to one. On the other hand, the proof based on Fano's inequality extends more easily to noisy settings. Extending the result to adaptive test designs (e.g., again see [13] ) is also straightforward, but in this paper we focus exclusively on non-adaptive designs.
IV. ALGORITHMIC UPPER BOUNDS

A. COMP Algorithm
Adopting the terminology from the group testing literature, the COMP algorithm is described in Algorithm 1.
The simple idea is that if two nodes appear in a negative test, then the corresponding edge must be absent from G. Hence, all such edges are ruled out, and the remaining edges are declared to be present. Once Lemma 1 is in place, the theoretical analysis of COMP becomes very simple and similar to standard group testing [19] , leading to the following.
Theorem 2.
Under the setup of Section II with q = Θ(n 2(θ−1) ) for some θ ∈ (0, 1), and Bernoulli testing with parameter ν = 1, the COMP algorithm achieves P e → 0 as long as
Remove all edges from E whose nodes are both in L
Algorithm 2 Definite Defectives (DD)
1: Initialize E = ∅, and initialize PE to contain all Remove all edges from PE whose nodes are both in L
If the nodes from L (i) cover exactly one edge in PE, add that edge to E
Proof. The graph properties given in the definition (4) of T (ǫ n ) facilitate a direct analysis of the probability that the two nodes of a given non-edge fail to be included together in any negative test, and a union bound over all non-edges establishes the claim. See Appendix C for details.
B. DD Algorithm
Since we work on the assumption that edges are rare (i.e., q ≪ 1), one would expect that COMP's approach of assuming edges are present (unless immediately proven otherwise) can be highly suboptimal. The DD algorithm, 4 described in Algorithm 2, overcomes this limitation by assuming edges are absent unless immediately proven otherwise. The way to prove the presence of the edge is to use COMP to rule out non-edges, mark the remaining pairs as possible edges (PE), and then look for positive tests containing only a single pair from PE. The analysis of DD is a fair bit more challenging than COMP, but gives an improved bound, as stated in the following.
Theorem 3.
Under the setup of Section II with q = Θ(n 2(θ−1) ) for some θ ∈ (0, 1), and Bernoulli testing with parameter ν = 1, the DD algorithm achieves P e → 0 as long as
Algorithm 3 Smallest Satisfying Set (SSS)
Input: Test designs
Proof. The proof is based on analyzing the two steps separately. In the first step, we show that with high probability not too many non-edges are included in PE, and in the second step, we show that conditioned on this success event in the first step, each true edge is the unique PE in some test with high probability. The details are given in Appendix D, and the main differences to the standard group testing analysis [6] , [40] are highlighted in Appendix I.
V. SSS ALGORITHM LOWER BOUND
It is a standard result that under any random graph model, the optimal decoder (in the sense of minimizing
is the one that declares G to be the most probable graph that would have produced the observation
) if it were the true graph. Under the Erdős-Rényi graph model, graphs with fewer edges are always more likely, so this decoder simply searches for the graph with the fewest edges that is satisfying in the sense of being consistent with Y. This leads to the SSS algorithm described in Algorithm 3. Similarly to [34] , this algorithm amounts to an integer program, which may be hard to solve efficiently in general.
Despite this computational challenge, a key utility of studying SSS is as follows. Since it is the optimal decoding algorithm, a lower bound on the number of tests it requires is also a lower bound for any decoding algorithm. In the following theorem, we provide such a lower bound with respect to random Bernoulli test designs. While such a lower bound is, in a sense, weaker than that of Theorem 1 (because that result holds for arbitrary test designs), it leads to the important conclusion that one cannot hope to improve on the bound for DD for θ > arbitrary choice of ν > 0, the SSS algorithm yields P e → 1 whenever
Proof. The proof is based on the fact that if an edge is masked (i.e., its nodes never appear together in any test without those of a different edge), then removing that edge from E will produce a smaller satisfying set, meaning that the algorithm fails to output E. The details are given in Appendix E, and the main differences to the standard group testing analysis [6] are highlighted in Appendix I.
Algorithm 4 Group Testing Quick and Efficient (GROTESQUE) -Informal Outline
Input: Number of bundles B, inclusion probability r Perform a multiplicity test (cf., Section VI-B) on B b
5:
if multiplicity test returned "single edge" then
Perform location test (cf., Section VI-C) on B b and add the resulting edge to E
VI. SUBLINEAR-TIME DECODING
A standard implementation of COMP or DD yields decoding complexity O(n 2 t), which may be infeasible when n is large and decoding time is limited. To attain sublinear-time decoding, considerably different algorithms are needed, as one certainly cannot rely on marking non-edges one by one. In Algorithm 4, we informally outline a sublinear-time decoding algorithm that builds on the ideas of the GROTESQUE algorithm for group testing [18] . We find it most convenient to formally describe the key components while simultaneously performing the theoretical analysis; see Sections VI-B and VI-C. For the purpose of understanding the algorithm, it suffices to note the following:
• A multiplicity test performs a number t mul of group tests in which the items from a given bundle are included independently with probability
. By counting the number of positive tests, one can determine with high probability whether or not the bundle covers exactly one edge.
• A location test performs a sequence of carefully-designed tests that permit the identification of the unique edge in a given bundle, provided that bundle indeed only covers one edge.
The resulting number of tests and runtime are given in the following theorem. Note that in contrast to the previous sections, here our focus is on the scaling laws and not the implied constants. This is due to the fact that attaining sharp constant factors with sublinear-time decoding has remained an open challenge even in the simpler group testing setting [15] , [18] , [29] , [33] .
Under the setup of Section II with q = Θ(n 2(θ−1) ) for some θ ∈ (0, 1), the GROTESQUE test design and decoding algorithm achieves P e → 0 with t = O(k · log k · log 2 n) tests, and the decoding time behaves as O(k log 2 k + k log n) with probability approaching one.
The proof is given below after a short discussion. While it may seem unusual to have a decoding time smaller than the number of tests, this is because the decoder is allowed to selectively decide which tests to make use of, and does not end up using them all. (We implicitly assume that fetching the result of a given test can be done in constant time.) Comparing to Theorems 2 and 3, we see that the number of tests performed has increased by a log k · log n factor. On the other hand, the decoding time is nearly optimal: An analogous argument to Theorem 1 reveals an Ω(k log n) lower bound, and the upper bound in Theorem 5 matches this result when log 2 k = O(log n), and more generally comes within at most a single logarithmic factor.
We briefly mention that the encoding time (i.e., placing nodes in tests) is certainly not sublinear, so the advantage of sublinear decoding time is most beneficial when the encoding time does not pose a bottleneck (e.g., due to an efficient parallel implementation and/or pre-processing).
A. Proof Step 1 -Bundles of Tests
Since the number of edges k and maximal degree d behave as stated in (4) for some ǫ n = o(1) with probability approaching one (see Lemma 1) , it suffices to establish the claims of Theorem 5 conditioned on an arbitrary graph G satisfying such properties. We implicitly condition on such a graph throughout the analysis.
As described in Algorithm 4, we form a number B of "bundles" of tests, where each node is placed in each bundle with probability r ∈ (0, 1). In Appendix F, we use a direct probabilistic analysis to show that under a choice satisfying B = 4k log k (1 + o (1)), we have with probability 1 − o(1) that every edge is the unique one in at least one bundle.
B. Proof Step 2 -Multiplicity Tests
We perform a multiplicity test on each bundle by performing a series of (group) tests in which every node is independently included with probability
. For each such test:
• If there are no edges, the output is always 0;
• If there is exactly one edge, each output equals 1 with probability . Hence, the overall probability of a positive test is at least 0.646. Based on these observations, we declare each bundle to have a single edge if and only if the proportion of 1's lies in 0, 0.573 . Trivially, if the number of edges is zero, we never make a mistake. On the other hand, if the number of edges is one or more than one, we can apply Hoeffding's inequality with a margin of at least 0.073; hence, using
2 . Taking the union bound over the B bundles, and noting that 2 × 0.073 2 > 0.01, we find that we can classify all of the bundles correctly with probability approaching one when t mul = (100 log B)(1 + o (1)), so that the total number of tests used is t mul B = (100B log B)(1 + o (1)).
C. Proof Step 3 -Location Tests
For location testing, we assign each node a unique binary string of length L = ⌈log 2 n⌉. In the following, we consider an arbitrary bundle containing a single edge. For ease of presentation, we describe the location test as though the algorithm could adaptively perform tests, and then we describe how the same can be done non-adaptively.
Adaptive location test. The following procedure constructs two binary strings A and B of length L; these strings will index the two nodes in the bundle that have an edge between them. For each ℓ = 1, . . . , L, we do the following:
1) Test all nodes with a 0 in their ℓ-th bit. If the test is positive, label both A ℓ and B ℓ as zero.
2) Test all nodes with a 1 in their ℓ-th bit. If the test is positive, label both A ℓ and B ℓ as one.
3) If neither of the preceding tests is positive, we know that A ℓ = B ℓ , so we do the following: a) If this is the first ℓ for which this case is encountered, then assign A ℓ = 0 and B ℓ = 1 (the other way around would be equally valid).
b) Otherwise, let ℓ ′ < ℓ be an index where we encountered this case, and do the following:
i) Let v ∈ {0, 1} be the bit value that was assigned to A ℓ ′ .
ii) Perform a test containing all nodes whose bit strings
iii) If the test is positive, then assign A ℓ = v and B ℓ = 1 − v. Otherwise, assign A ℓ = 1 − v and
The idea of step 3(b)(ii) is that we already know that the edges corresponding to A and B must have v and 1 − v in bit position ℓ ′ respectively, so we perform the test described to check whether the same is true of position ℓ. Hence, the number of group tests per location test is at most 2⌈log 2 n⌉ + 2 · 1 2 ⌈log 2 n⌉ 2 = (log 2 n) 2 (1 + o(1)), so if we perform one location test for each bundle (and again only actually use those that we need) then the total is B(log 2 n) 2 (1 + o (1)).
D. Proof Step 4 -Total Number of Tests and Decoding Time
The claims on the number of tests and runtime stated in Theorem 5 follow easily from the above analysis, and the details are deferred to Appendix F.
VII. NUMERICAL EXPERIMENTS
We complement our theoretical findings with numerical experiments comparing COMP, DD, SSS, and a linear programming (LP) relaxation of SSS (analogous to [34] ). case, we omit SSS due to its computational complexity, but we observe a similar ordering between LP, DD, and COMP. In both cases, the relative performance between the algorithms is consistent with our theoretical findings:
• The first case is a sparse setting, and the performance curves for COMP and DD are relatively closer, which is consistent with the fact that COMP and DD achieve the same theoretical bound in the sparse limit θ → 0 (see Figure 1 ).
• The second case is a denser setting, and the gap between LP and DD is narrower, which is consistent with the fact that the theoretical bounds for DD and SSS coincide in denser regimes.
In Appendix G, we provide similar plots for varying choices of (k, n) in order to demonstrate that the dependence of the number of tests on k and n is in general agreement with our theory.
VIII. CONCLUSION
We have studied the problem of learning Erdős-Rényi random graphs via edge detecting queries, and demonstrated significantly improved scaling of O(k log n) compared to worst-case graphs with k edges. We provided order-optimal bounds for the COMP, DD, and SSS algorithms with explicit constants, showed DD to be optimal under Bernoulli testing when the graph is sufficiently dense (θ ≥ 1 2 ), and introduced a sublinear-time algorithm that succeeds with O(k log 2 k + k log n) runtime.
Given that the ideas of this paper build on a variety of techniques for small-error group testing, it is natural to pursue further research in directions that were done previously in that setting, including separate decoding of items (edges) [35] , [38] , information-theoretic achievability bounds [20] , [37] , and near-constant tests-per-item (tests-pernode) designs [20] , [31] . Generalizations of our techniques to hypergraph learning [2] , [11] , [12] , [24] would also be of significant interest.
APPENDIX A PROOF OF LEMMA 1 (HIGH PROBABILITY TYPICALITY)
To prove that there exists a sequence ǫ n → 0 such that P[G ∈ T (ǫ n )] → 1 as n → ∞, it suffices to show that
Since q = Θ(n −2(1−θ) ) for some θ ∈ (0, 1), the average number of edges k = q n 2 must grow unbounded as n → ∞. Hence, the fact that P[(1 − ǫ)k ≤ k ≤ (1 + ǫ)k] → 1 follows via basic binomial concentration (e.g., Chernoff bound). The bound on the degree is also easy to handle:
• For θ > 1 2 , the per-node degree follows a binomial distribution with mean (n − 1)q = Θ(n c ) for some c > 0.
Hence, by the multiplicative form of the Chernoff bound [36, Sec. 4.1], the probability of the degree exceeding 2nq (which exceeds double the average) behaves as e
−Ω(n c ) . By a union bound over the n nodes, we find that the probability of any node's degree exceeding 2nq is at most ne −Ω(n c ) → 0.
• For θ ≤ 1 2 , it suffices to consider the case θ = 1 2 , for which the probability of the maximal degree exceeding log n is clearly highest. In this case, a given node's degree follows a binomial distribution with n− 1 trials and success probability Θ 1 n , so the mean behaves as Θ(1). Therefore, the probability of the degree exceeding log n equals the probability of being at least a factor 1 + ∆ higher than the mean (n − 1)q, for some ∆ = Θ(log n). By a standard form of the Chernoff bound [36, Sec. 4.1], this occurs with probability at most
, which behaves as e −Ω(log n·log log n) since (n − 1)q = Θ(1). By a union bound over the n nodes, the probability of any degree exceeding log n is at most ne −Ω(log n·log log n) → 0.
By far the most challenging event to handle in the typical set is the final one,
. The intuition behind the analysis is as follows:
• In generic notation, let A 1 , . . . , A N be independent events each occurring with probability r. Then P
, we know from the Bonferroni inequalities [25] 
for odd j max , and the inequality is flipped for even j max .
• In the special case of independent events and N → ∞ with r = Θ 1 N , assuming that j max = O(1), we have (1)). Due to the limit (13) is arbitrarily close to 1 − e −r for large j max , regardless of whether j max is even or odd. As one should expect, this matches the probability computed directly in the first dot point above.
• For the graph learning problem, we do not have independent events, but we will still show similar behavior to (13) to deduce the precise probability of a positive test given G.
We now proceed with the formal argument.
High-probability counting event. Fix an arbitrary integer j max > 0, and for each j = 1, . . . , j max and ℓ = 1, . . . , 2j − 1, let U j,ℓ (G) be the number of sets of exactly j edges in G that collectively consist of exactly ℓ nodes. 6 We define the following typicality event for a graph G:
We claim that the probability (with respect to G ∼ ER(n, q)) of this occurring is at least 1 − O(δ), where the implied constant depends on j max .
To see this, first note that any fixed collection of j node pairs are all edges with probability q j . The number of such collections satisfying the condition defining U j,ℓ (G) is at most 
and the 1 − O(δ) probability claim follows from Markov's inequality, a union bound over j = 1, . . . , j max and ℓ = 1, . . . , 2j − 1, and the assumption that j max is finite.
Analysis of P G [Y = 1]
with respect to a random test. Let G = (V, E) be a fixed graph whose number of edges k and maximal degree d satisfies the typicality bounds in (4), and that also satisfies the high-probability counting event (14) . We write
where A e is the event that both nodes from e are in the test (and hence P[A e ] = p 2 ), and here and subsequently we implicitly condition on G being the graph (i.e., we write P[·] in place of P G [·]). The Bonferroni inequality therefore states that
for odd j (or the reverse for even j), where
and where A e(i) is the i-th edge for some arbitrary but fixed ordering of the k edges.
We proceed by characterizing S j for fixed j, assuming j max = O(1) throughout. We will show that the summation in (18) is asymptotically equivalent to the restricted summation in which the j edges are disjoint, i.e., share no nodes in common. First note that for disjoint e(i 1 ), . . . , e(i j ), we have P A e(i1) ∩ . . . ∩ A e(ij ) = p 2j . Since there are trivially at most k j ways of choosing j disjoint edges, it follows that 1≤i1<...<ij ≤k edges disjoint
We now seek a matching lower bound to (20) . The number of unordered sequences of j disjoint edges is equal to 1 j! times the number ordered sequences of j disjoint edges, and to count the latter, we consider a sequential selection of nodes. Whenever a node is selected, at most d + 1 nodes are ruled out due to being its neighbor (or itself), so the number of selections is at least k(k − (d + 1))(k − 2(d + 1) ) . . . (k − (j − 1)(d + 1) ). But since j = O(1) and d = o(k) (see (6) ), this simply behaves as k j (1 + o (1)), and we deduce that 1≤i1<...<ij ≤k edges disjoint
We now show how to use (20) and (21) to deduce upper and lower bounds on S j . In fact, the lower bound is trivial, since we can simply drop any remaining terms (i.e., those with non-disjoint edges) in (18) by lower bounding the summand by zero. For the upper bound, however, some additional effort is required. We let N (i 1 , . . . , i j ) denote the number of nodes that the edges e(i 1 ), . . . , e(i j ) collectively contain, and write
We bound the inner summand separately for each ℓ. Note that ℓ = 2j corresponds to the disjoint case that we already handled, so we proceed by assuming that ℓ < 2j.
For each ℓ < 2j, the summand in (22) is equal to p ℓ , and according to the high-probability event in (14) , the number of such summands is at most
j q j , which we can crudely further upper bound as
since j and ℓ are both O(1). Since ℓ < 2j, or equivalently ℓ ≤ 2j − 1 or j ≥ ℓ+1 2 , we can write
(note that q < 1), which implies
and hence
where we have used k = (1)). Now observe that if we choose δ to tend to zero at a strictly slower rate than q 1/2 , the O(·) term in (26) behaves as o(1). Since kp 2 = Θ(1) by our choice of p, and ℓ = O(1) by assumption, we conclude that overall (26) vanishes as n → ∞, for any ℓ < 2j. In contrast, the term (21) corresponding to ℓ = 2j behaves as Θ(1). Since there are only a finite number of ℓ values, we deduce that the overall outer sum (22) is asymptotically equivalent to its first term characterized in (20)- (21):
By identifying this asymptotic expression with (13) , with N = k and r = p 2 , we conclude that the following holds as j max → ∞: (1)). In other words, by choosing j max sufficiently large, we can ensure that under the high-probability event in (14) and the high-probability bounds on k and d in (4), it holds that
(1 + ǫ) for arbitrarily small ǫ > 0 and sufficiently large n. This completes the proof of Lemma 1.
APPENDIX B PROOF OF THEOREM 1 (CONVERSE BOUND)
We use a conditional form of Fano's inequality (e.g., [39, Thm. 3] ) with conditioning on the event that the number
Denoting this event by A, and using the usual notation H(X), H(Y |X), I(X; Y ), etc. for entropy and mutual information, Fano's inequality gives
where G A is the set of graphs such that
Note that the preceding condition on k is a standard notion of typicality for collections of independent random t , this mutual information is further upper bounded by t log 2. Substituting the preceding findings into (30) yields
Since we consider the regime q → 0, we have H 2 (q) = q log 1 q (1 + o (1)), and hence
Since k = (1)), we conclude that achieving P e → 0 requires (7).
APPENDIX C PROOF OF THEOREM 2 (COMP UPPER BOUND)
Since the random graph is in the typical set (4) with probability approaching one, it suffices to establish that the number of tests (8) yields asymptotically vanishing error probability conditioned on an arbitrary typical graph G ∈ T n (ǫ n ), with ǫ n = o(1) due to Lemma 1. We implicitly condition on such a graph throughout the analysis.
Let (i, j) be a given non-edge of G. A particular test fails to identify this non-edge if either (i) i and/or j are not included in the test; or (ii) i and j are both in the test, but there is also an edge covered by the test. Hence, the probability that a given test fails to identify (i, j) as a non-edge is
where we recall that L is the set of nodes in the test. Note that to obtain Y = 1, we need the test to include either a node with an edge connected to i or j, or two separate nodes with an edge between them. Denoting these two events by A 1 and A 2 , we have
where the first term follows because there are at most 2d nodes connected to i or j, and the second term uses the fact that A 2 is independent of the event {i, j} ⊆ L and in itself implies Y = 1.
in accordance with (4), recalling from (6) that 2dp = o(1), and returning to (33), we obtain
since ν is constant. Hence, the probability that all t tests fail to identify (i, j) as a non-edge is (1)) and setting ν = 1, we obtain
and by a union bound over at most n 2 ≤ n 2 non-edges, it follows that
Re-arranging, we deduce that P[error] → 0 as long as
for arbitrarily small η > 0. Since k = k(1 + o (1)) for all typical graphs, and the probability that G is typical tends to one (see Lemma 1), we obtain the condition in (8) .
APPENDIX D PROOF OF THEOREM 3 (DD UPPER BOUND)
Since the random graph is in the typical set (4) with probability approaching one, it suffices to establish that the number of tests (9) yields vanishing error probability conditioned on an arbitrary typical graph G ∈ T n (ǫ n ), with ǫ n = o(1) due to Lemma 1. We implicitly condition on such a graph G throughout the analysis.
A. First Step
The first step of DD gives a set of "possible edges" PE that may contain non-edges. Let H 0 be the total number of non-edges in PE, and let H 1 be the number of non-edges in PE such that at least one of its two nodes forms part of at least one true edge. Since the total number of non-edges is less than n 2 , we have from (40) that
Similarly, since the total number of non-edges sharing a node with a true edge is at most 2kd (and also trivially less than n 2 ), we have
By Markov's inequality, it follows for any ξ 0 > 0 and ξ 1 > 0 that that
Re-arranging, we deduce that these two probabilities both vanish as n → ∞ as long as
for arbitrarily small η > 0; here, the first case uses the n 2 term in the min{·} in (46), the second case uses the 2kd term and the fact that k = Θ(n 2θ ) and d = Θ(nq) = Θ(n 2θ−1 ) for θ > and d = O(log n) for θ ≤ 1 2 . It will shortly prove convenient to ensure that H 0 = o(k) and H 1 = o( √ k) (with high probability). We achieve this by setting ξ 0 to be arbitrarily close to (but still less than) θ, and similarly ξ 1 arbitrarily close to θ/2, so that the above requirements simplify to
B. Second Step
We condition on the above-mentioned high-probability events from the first step holding:
. In addition, we may assume that the number of positive tests T + satisfies
as this occurs with probability approaching one as t → ∞ in accordance with (28) and standard concentration (e.g.,
Hoeffding's inequality). We henceforth condition on any such T + = t + , as well as a set PE = pe h0,h1 that yields
For a given true edge (i, j), let T i,j be the number of tests containing (i, j) and no other edges from PE. We claim that the distribution of T i,j given t + and pe h0,h1 is
where q i,j is the conditional probability (given PE = pe h0,h1 ) of a given test including (i, j) and no other pairs from PE, and q + = (1 − e −ν )(1 + o (1)) is the unconditional probability of a positive test. While the distribution (52) is intuitive, its derivation is somewhat tedious, so it is postponed to the end of this appendix (Section D-D).
We proceed by lower bounding q i,j . For a given random test, let A 1 be the event that the test includes a pair in PE connected to either i or j, and let A 2 be the event that the test includes a pair in PE connected to neither i nor j. Given that (i, j) is in the test (which occurs with probability p 2 ), (i, j) fails to be the unique PE in the test only if either A 1 or A 2 occurs, so
where the (2d + h 1 )p term in (55) arises from at most 2d true edges connected to i or j and at most an additional h 1 non-edges in PE connected to i or j, and (56) follows from the fact that p = Θ
To characterize the probability of A 2 in (56), we write
is the event that the test includes a true edge connected to neither i nor j, and A ′′ 2 is the event that the test includes a non-edge in PE connected to neither i nor j. We have
where (58) uses the fact that A ′ 2 is independent of all events being conditioned on (since A ′ 2 concerns only true edges separate from {i, j}), the first term in (59) uses the fact that the event A ′ 2 implies Y = 1, the second term in (59) uses the fact that there are at most h 0 possible pairs each included with probability p 2 , and (60) uses (1)) along with h 0 = o(k) and p 2 = Θ Substituting (60) into (56) gives
recalling that p 2 = ν k (1 + o(1) ). Returning to (52), we find that
and since t + = t(1−e −ν )(1+o (1)) and a Binomial(N, r) random variable equals zero with probability (1−r) N ≤ e −N r , it follows that
Re-arranging, setting ν = 1, and writing log k = (2θ log n)(1 + o (1)), we find that the second step of DD succeeds as long as
C. Combining and Simplifying
To complete the proof of Theorem 3, we only need to show that given the requirements (49) and (66), the additional requirement (50) is redundant (recall also that k = k(1 + o(1)) for any typical graph G). We handle the three cases separately:
• For the first case (50) is strictly less than the coefficient 2θ ≥ 1.5 in (66).
• For the second case (50) is strictly less than the coefficient 2θ in (66).
• For the third case 0 < θ ≤ (50) is strictly less than the coefficient
D. Derivation of the Conditional Distribution (52)
The derivation of (52) is based on multinomial conditioning, and bears similarity to an analogous conditional distribution for standard group testing [6, Sec. A.3] . To derive the conditional distribution given t + and pe h0,h1 , we first need to consider certain unconditional distributions (though still with implicit conditioning on a given typical graph G). We define the following random variables:
• T − is the number of negative tests, T i,j is the number of tests covering a given true edge (i, j) ∈ E but no other true edges, and T extra is the number of tests covering two or more true edges.
• T i,j is the number of tests covering a given true edge (i, j) ∈ E and no other pairs from PE.
Since the tests are independent, (T − , { T i,j } (i,j)∈E , T extra ) has a multinomial distribution with t trials; the corresponding probability parameters are denoted by (q − , { q i,j } (i,j)∈E , q extra ).
We now consider conditioning on T − = t − and PE = pe h0,h1 . Under such conditioning, we can characterize the joint distribution of ({T i,j } (i,j)∈E , { T i,j − T i,j } (i,j)∈E , T extra ) via the following lemma from [6] , stated in generic notation. 
with an unordered list of m class labels (class 0, class i = 1, . . . , ℓ, or class ℓ + 1), and suppose that each label in class i = 1 . . . , m is independently changed to some class i ′ with probability γ i ∈ [0, 1], and to some class i ′′ with probability 1 − γ i (where γ i may depend on w 0 ). Then, conditioned on W 0 = w 0 , the corresponding random
, W ℓ+1 ) counting the transformed class labels have a multinomial distribution with m − w 0 trials and the following probability parameters:
To apply this result, we associate (
, W ℓ+1 ). Conditioning on T − = t − amounts to conditioning on W 0 , and conditioning on PE = pe h0,h1 only amounts to changing the value of γ i , since PE is determined entirely by the negative tests. Notice that any test contributing (i.e., adding one) to T i,j further contributes to T i,j independently with probability γ i,j , defined to be the conditional probability that some non-edge in pe h0,h1 is covered by the test given that (i, j) is the unique true edge covered. Hence, given T − = t − and PE = pe h0,h1 , Lemma 2 implies that the random variables ({T i,j } (i,j)∈E , { T i,j − T i,j } (i,j)∈E , T extra ) have a multinomial distribution with t + = t − t − trials and the following probability parameters:
• For (i, j) ∈ E, the parameter for T i,j is qi,j γi,j
• The parameter for T extra is qextra 1−q− . We conclude by showing that (52) follows from the first of these dot points, with the marginal distribution of a multinomial distribution being binomial. The denominator 1 − q − is trivially equal to q + , and the numerator q i,j γ i,j equals the product of two terms. To understand these terms, let B i,j be the event that a given test covers (i, j) but no other true edge, and let B i,j be the event that it covers (i, j) but no other pair from PE. Then, the previous definitions can be written as
In addition, we have P[ B i,j ] = P[ B i,j | pe h0,h1 ], since B i,j is independent of PE (note that PE is determined entirely by the negative tests, and B i,j only concerns true edges). As a result, we have
where (71) follows since B i,j implies B i,j , because all true edges are in PE with probability one (i.e., the first step of DD has no false negatives). Finally, (71) coincides precisely with the definition of q i,j stated following (52), and this completes the derivation of (52).
APPENDIX E PROOF OF THEOREM 4 (SSS LOWER BOUND)
Since the random graph is in the typical set (4) with probability approaching one, it suffices to establish that the number of tests (10) yields error probability tending to one conditioned on an arbitrary typical graph G ∈ T n (ǫ n ), with ǫ n = o(1) due to Lemma 1. We implicitly condition on such a graph G throughout the analysis.
Let M ij be the event that edge (i, j) is masked, i.e., whenever its nodes both appear in a test, the nodes of some different edge are also included in the test. In this case, there exists a satisfying set (of edges) of cardinality k − 1, so the algorithm will fail to output the true edge set. Hence,
where (73) is an application of de Caen's bound [22] .
We proceed by bounding the individual and pairwise masking probabilities. For a given edge (i, j) to be masked, for each of the t tests we need either i or j to be excluded, or for the nodes of some other edge to be included.
be the event that some other node connected to i or j is included, and A (ij) 2 the event that two connected nodes distinct from i and j are included, the associated masking event for a single test has probability
We lower bound p 
is independent of whether {i, j} ⊆ L. Now observe that the unconditional probability of a positive test satisfies
(77)
where (98) uses the fact that there are at most 2d nodes connected to i or j, and at most k other edges separate from i and j.
since d ≪ √ k (see (6) ) and k = k(1 + o (1)). Hence, the probability of (i, j) being the unique edge in some bundle satisfies
(1+o (1)) ,
and by a union bound over the k = k(1 + o(1)) edges, we find that B = 4k log k (1 + o(1)) bundles suffice to ensure that every edge is the unique one in at least one bundle.
B. Details of Step 4 -Total Number of Tests and Decoding Time
The number of tests used is asymptotically dominated by that of the location tests, and recalling that B = 4k log k (1 + o(1)), we find that t = 4k(log k)(log 2 n) 2 (1 + o (1)). We briefly mention that this can be significantly reduced when adaptivity is allowed, similarly to standard group testing [18] , but our focus in this paper is on the non-adaptive setting.
For the decoding time, we notice that each multiplicity test takes O(log B) time (i.e., the same as the number of tests used), whereas for the location test we can actually make the decoding time less than the number of tests due to the fact that we don't end up making use of most test outcomes. 8 Specifically, each iteration from ℓ = 1, . . . , L observes at most 3 test outcomes and runs in O(1) time, so the overall time per location test is O(L). Since the decoder makes use of B multiplicity tests and k location tests (assuming no errors occur), the total runtime is O(B log B + O(kL)), which simplifies to O(k log 2 k + k log n).
APPENDIX G ADDITIONAL NUMERICAL EXPERIMENTS
In order to demonstrate that the empirical performance of our algorithms is in agreement with our theory, we plot the success probability as a function of the number of tests for various (k, n) pairs, and then re-plot them with the number of tests normalized by k log 1 q (e.g., see Theorem 1; similar normalization is also used in Figure 1 ). The results, averaged over 1000 trials, are shown in Figure 3 .
As predicted by our theory, the resulting curves for each algorithm are in general agreement after performing the normalization, with slight deviations due to noise and non-asymptotic considerations. Moreover, according to the sparse regime of Figure 1 1 for the optimal algorithm (which LP approximates), roughly 2 for DD, and slightly over 2 for COMP. The above figure is consistent with these numbers, though they are slightly increased because of the penalty incurred for finite n (as opposed to n → ∞), and possibly also the choice k = n 10 (as opposed to k ∼ n 2θ ).
APPENDIX H RESULTS FOR GENERAL EDGE AND DEGREE BOUNDED GRAPHS
Since the assumption of independent edges is not always appropriate for modeling real-world applications, there is substantial motivation to develop performance bounds that hold with high probability for any given graph in a deterministic graph class.
An impossibility result of [1] shows that if one only fixes the number of edges to k, then achieving t = O(k log n)
scaling is not possible in the worst case. A natural question is then whether fixing the number of edges k and maximum degree d results in t = O(k log n) scaling under suitable assumptions on d. In this section, we argue that the answer is affirmative as long as d = o( √ k).
Indeed, an inspection of our analysis reveals that the condition d ≤ d max in the typical set (4) was not used directly, but rather, was only used to establish (6) . On the other hand, the condition P G [Y = 1] = (1−e −ν )(1+o(1)) played a significant role in our analysis, and it is unclear whether it can be deduced from the condition d = o( √ k)
alone.
However, while exactly characterizing P G [Y = 1] for an arbitrary edge-bounded and degree-bounded graph G may be difficult, we can easily find upper and lower bounds. First, by the union bound, we have
under the choice p = ν k . As for the lower bound, applying de Caen's bound [22] and letting A 1 , . . . , A k be the October 8, 2019 DRAFT events of the k edges having both their nodes included in the test, we have
Note that P G [A i ] = p 2 for all i, since the two nodes of the edge need to be included.
Among the terms j =i P G [A i ∩ A j ], there are at most 2d terms for which the two associated edges share a node 
where we have used p = ν k and dp ≪ 1. With the above upper and lower bounds on P G [Y = 1] in place, upon fixing ν ∈ (0, 1) (e.g., ν = 1 2 ), the rest of the analysis of COMP, DD, and SSS proceeds similarly to that done for the graphs in the typical set (4), 9 and yields analogous results with O(k log n) scaling, albeit slightly worse constant factors. For GROTESQUE, the extension is even more immediate, since we did not use any characteristics of P G [Y = 1] in its analysis.
APPENDIX I CHALLENGES IN THE ANALYSIS COMPARED TO STANDARD GROUP TESTING
Recall that the standard group testing problem concerns recovering a defective set S ⊆ {1, . . . , N } of cardinality
K from a set of N items, using a sequence of tests in groups of items [8] , [23] . Each test returns one if there is at least one defective item in the test, and zero otherwise. In this section, we highlight some of the main challenges arising in our analysis of COMP, DD, SSS, and GROTESQUE compared to their counterparts for standard group testing [6] , [18] , [19] .
An immediate challenge is that in contrast with group testing, the analysis is not symmetric with respect to graphs having a given number of edges (e.g., the degree of each node also plays a major role). Related to this issue is the fact that the events associated with including two different edges in a given test are not independent if those edges have a node in common. As a a result, we frequently need to distinguish between error events for neighbors vs. non-neighbors of a given node pair (i, j).
For the COMP algorithm (cf., Section IV-A), our analysis closely follows that of group testing after Lemma 1 (establishing the asymptotic behavior of P G [Y = 1]) is established. However, as seen in Appendix A, the proof of that lemma was in itself highly non-trivial.
For DD (cf., Section IV-B), in addition to Lemma 1, additional effort is needed to handle the fact that different graphs lead to different probabilities of the key error events, which is not the case in group testing. The first step 9 For SSS, we need to slightly strengthen the assumption
(Section D-A), distinguishes between the total number of non-edges in PE, and the number that actually share a node in common with a true edge, leading to several conditions on t in (49)-(50) that luckily end up simplifying in Section D-C. This also impacts the analysis of the second step (Section D-B), where we require a careful analysis in (53)-(60) to characterize the key "success event" of including a given edge and no other pairs from the set PE.
For SSS, (cf., Section V), we face similar difficulties in bounding the individual and pairwise events in (73), with a more delicate analysis leading to the remainder terms ξ and ξ ′ in (80) and (84). To complete the analysis after (91), it is essential that these remainder terms not only behave as o(1), but decay to zero sufficiently fast.
For GROTESQUE (cf., Section VI), the multiplicity test (cf., Section VI-B) is a fairly straightforward extension of that of standard group testing. However, the location test (cf., Section VI-C) is more novel. In group testing, each item can be assigned a unique length-L binary string, and the single defective item under consideration can trivially be identified using one test per bit. In our setting, we need to design tests that simultaneously identify two nodes, and when the two bits of the corresponding strings differ, we need to ensure that the bit assignments are done in a consistent manner across the L indices (cf., Step 3(b) in Section VI-C).
