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Probability Theory on Semihypergroups
Norbert Youmbi
ABSTRACT
Motivated by the work of Hognas and Mukherjea on semigroups [HM95], we study
semihypergroups, which are structures closer to semigroups than hypergroups in the
sense that they do not require an identity or an involution. Dunkl[Du73] calls them
hypergroups (without involution), and Jewett[Je75] calls them semiconvos. A semi-
hypergroup does not assume any algebraic operation on itself. To generalize results
from semigroups to semihypergroups, we rst put together the fundamental algebraic
concept a semihypergroup inherits from its measure algebra. Among other things, we
dene the Rees convolution product, and prove that if X; Y are non-empty sets and H
is a hypergroup, then with the Rees convolution product, X H  Y is a completely
simple semihypergroup which has all its idempotent elements in its center. We also
point out striking dierences between semigroups and semihypergroups. For instance,
we construct an example of a commutative simple semihypergroup, which is not com-
pletely simple. In a commutative semihypergroup S, we solve the Choquet equation
   = , under certain mild conditions.We also give the most general result for the
non-commutative case.We give an example of an idempotent measure on a commuta-
tive semihypergroup whose support does not contain an idempotent element and so
could not be completely simple. This is in contrast with the context of semigroups,
where idempotent measures have completely simple supports.
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The results of Hognas and Mukherjea [HM95] on the weak convergence of the
sequence of averages of convolution powers of probability measures is generalized to
semihypergroups. We use these results to give an alternative method of solving the
Choquet equation on hypergroups (which was initially solved in [BH95] with many
steps). We show that If S is a compact semihypergroup and  is a probability measure
with S = [
S1
n=1 Supp()
n], then for any open set G ﬀ K where K is the kernel of S
limn !1
n(G) = 1:
Finally, we extend to hypergroups basic techniques on multipliers set forth for
groups in [HR70], namely propositions 5.2.1 and 5.2.2 , we give a proof of an
extended version of Wendel's theorem for locally compact commutative hypergroups
and show that this version also holds for compact non-commutative hypergroups. For
a compact commutative hypergroup H, we establish relationships between semigroup
S = fT () :  > 0g of operators on Lp(H), 1  p < 1, which commutes with
translations, and semigroup M = fE :  > 0g of Lp(H) multipliers. These results
generalize those of [HP57] for the circle groups and [B074] for compact abelian groups.
iv
1 PRELIMINARIES
1.1 Introduction
The origin of hypergroup can be traced back to the time of the rise of group theory in
1900 with the work of Frobenious. In the mid thirties, F Marty [MA] and M. S. Wall
[WA] introduced the concept of an algebraic hypergroup, mainly within the theory of
non-abelian groups and related structures of spaces of conjugacy classes and double
cosets. The term hypergroup in a topological context was rst used by Delsarte [DE]
when he introduced the theory of generalized translation operators. His theory was
used by Levitan [LE] and later on Berzanski [BK63] in their theory of hypercomplex
system. In 1956, I.I. Hirshman, Jr.[Hi56a], pointed out that the structure for har-
monic analysis exists in a setting where certain orthogonal polynomials could play
the role of the exponentials in classical Fourier analysis. A product formula on the
system of orthogonal functions is used to dened a convolution on the vector space of
Radon measures. I.M. Gelfand [Ge50], S. Bochner [B074], [Bo54] and I.I. Hirshman
Jr [Hi56a], obtained product formulas and a number of very interesting consequences
for ultraspherical polynomials and, in particular, for Legendre polynomials and for
Bessel functions. For Jacobi polynomials product formulas were found by G. Gasper
[GA70],[GA71], [GA72].
About 3 decades ago, Harmonic Analysts and Probability Theorists were faced
with the question of which topological spaces have enough structures so that a convo-
lution for all nite regular Borel measures could be dened on these spaces. Charles
Dunkl [Du73], Robert Jewett[Je75] and Rene Spector[Sp78] independently addressed
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this question and set down basic axioms, dening such a structure, which has come to
be called DJS-Hypergroups. Hypergroups generalize in many ways locally compact
semigroups. A hypergroup requires an identity element and an involution (which
acts as the group inverse). In this chapter we introduced the preliminary notations
and basic concepts. We will also present the axioms of hypergroups as set down
by each of the founders. We will end with what is today generally accepted as the
DJS-hypegroup which will be our denition of reference throughout this dissertation.
1.2 Basic Concepts
1.2.1 Notations
We rst recall some standard notations. Let S be a locally compact Hausdor space:
i. C(S): the space of complex continuous functions on S,
ii. Cb(S): the space of bounded elements of C(S)
iii. C0(S): the space of elements of Cb(S) which tends to 0 at 1
iv. Cc(S): the space of elements of C0(S) with compact support
v. C+c (S): the space of nonnegative elements of Cc(S).
vi. M(S) denote the set of nite regular Borel measures.
vii. M+(S): the space of all nonnegative elements of M(S)
viii. M1(S) denote the set of probability measures.
ix. If  2 M(S), then Supp() = fx 2 S : if V is any open set containing x, then
(V ) > 0g
x. An unspecied topology on M+(S) is the cone topology.
xi. If x 2 S then x denotes the point mass at x
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xii. B+1(S) denotes the extended nonnegative real-valued Borel functions.
xiii. If A is any subset of S, A is the closure of A, and Ac is the complement of A.
1.2.2 The Michael topology
Let S be a locally compact space and let C(S) be the space of all compact subsets
of S. For A;B  S , CA(B) = fC 2 C(S) : C \ A 6= ; and C  Bg Then C(S)
can be given the topology generated by the sub-basis of all CU(V ) for which U and V
are open subsets of S. This topology which was developed by Michael[Mi55] has the
following properties [Je75]
Properties 1.2.1 i. If S is compact, then C(S)is compact.
ii. C(S) is a locally compact space.
iii. The mapping x 7! fxg is a homeomorphism of S onto a closed subset of C(S).
iv. The collection of nonempty nite subsets of S is a dense subset of C(S).
v. If 
 is a compact subset of C(S), then B =
S
fA : A 2 
g is a compact subset of
S.
vi. If S is metrizable with metric d, then the Michael topology on C(S) is stronger than
the Hausdor topology given by the Hausdor metric  which for A;B 2 C(S)
is dened by (A;B) = maxfh(A;B); h(B;A)g where h(A;B) = supfd(x;B) :
x 2 Ag
1.3 Denitions of a Hypergroups
1.3.1 Dunkl's Denition of a Hypergroup
A locally compact spaceH is called a hypergroup if there is a map  : HH !M1(H)
with the following properties:
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D1. For each f 2 Cc(H) the map
(x; y) 7 !
Z
H
fd(x; y)
is in Cb(H H) and
x 7 !
Z
H
fd(x; y)
is in Cb(H) for each y 2 H
D2. The convolution on M(H) dened implicitly by
Z
H
fd   =
Z
H
d(x)
Z
H
d(y)
Z
H
fd(x; y)
;  2M(H), f 2 C0(H) is associative.
D3. There is a point (the identity) e 2 H such that
(x; e) = x (x 2 H)
D4. The hypergroup H is said to be commutative if
(x; y) = (y; x) 8x; y 2 H
Remark 1.3.1 Dunkl does not require the existence of an involution in his denition,
rather he called any hypergroup ,with an involution, which possesses an invariant
measure, a -hypergroup. He does not require that the support of the convolution of
two point masses be compact and consequently does not use the Michael topology in
his denition.
1.3.2 Jewett's Denition of a Convos
A pair (K; ) will be called a semiconvo if the following ve conditions are satised:
4
J1. K is a nonvoid locally compact Hausdor space.
J2. The symbol  denotes a binary operation onM(K) and with this operationM(K)
is a complex (associative) algebra.
J3. The bilinear mapping (; ) 7 !    is positive-continuous. (That is,     0
whenever   0 and   0 and the convolution restricted toM+(S)M+(S)  !
M+(S) is continuous ).
J4. If x; y 2 K then x  y is a probability measure with compact support.
J5. The mapping (x; y) 7 ! Supp(x  y) from K  K to C(K) (with the Michael
topology) is continuous.
If in addition we also have,
J6. There exists a (necessarily unique) element e of K such that x  e = e  x = x
for all x 2 K
J7. There exists a (necessarily unique) involution x 7 ! x
  of K such that (for
x; y 2 K) the element e is in the support of x  y if and only if x = y
 , the
semiconvo will be called a convo.
Remark 1.3.2 Dunkl's denition of hypergroup is a commutative semiconvo with
identity. Jewett's commutative convo is according to Dunkl's denition, a -hypergroup.
1.3.3 Spector's Denition of a Hypergroup
A hypergroup is a locally compact space X, together with a convolution  that makes
M(X) a Banach algebra and satisfy the following properties:
S1. M1(X) M1(X) M1(X)
S2.  is separately continuous fromM1(X)M1(X) toM1(X) with the weak topology
dened by the duality between M(X) and C0(X) (ﬀ(M(X); C0)).
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S3. The map (x; y) 7 ! x  y is continuous from X X onto M1(X) with the weak
topology induced by ﬀ(M(X); C0)
S4. There is a necessarily unique point e called the "identity element of the hyper-
group X", such that e is the identity element of the convolution .
S5. There is an involutive homeomorphism of X onto X, denoted by x 7 ! x
  with
natural extension to M(X) satisfying (  )  =     ; in particular e  = e
this homeomorphism will be called the "symmetry of the hypergroup".
S6. For every x; y 2 X, e 2 Supp(x  y) if and only if x = y
 
S7. For any compact subset K of X and any neighborhood V of K there exists a
neighborhood U of e such that
(1) Supp()  K and Supp()  U imply Supp()  V and Supp()  V
(2)Supp()  K and Supp()  U c imply that the support of    ,   , 
 ,and     are disjoint with U .
Remark 1.3.3 Spector does not require the support of the convolution of two point
masses to be compact, which leads sometimes to some technical complications as he
acknowledges himself. Actually he also acknowledges not having any substantial ex-
ample where this condition fails. Consequently there is no use of the Michael topology
in his proofs.
We now give a general denition of a hypergroup which is now called the DJS-
hypergroup. To this end, we start with the denition of a semihypergroup and give
simple examples of semihypergroups and hypergroups.
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1.4 The DJS-Hypergroup
A nonempty locally compact Hausdor space S will be called a semihypergroup if
the following conditions are satised:
(SH1) (Mb(S);+; ) is a Banach algebra.
(SH2) For all x; y 2 S, xy is a probability measure with compact support contained
in S.
(SH3) The mapping (x; y) 7! xy of SS intoM1(S), where SS has the product
topology and M1(S) has the weak topology, is continuous.
(SH4) The mapping(x; y) 7! Supp(xy) of SS into C(S) is continuous, where C(S)
is the space of compact subsets of S endowed with the Michael topology, that is
the topology generated by the subbasis of all CU(V ) = fC 2 C(S) : C \ U 6= ;
and C  V g where U and V are open subsets of S.
Remark If xy = yx for all x; y 2 S, then we say that (S; ) is a commutative
semihypergroup. If, in addition, we also have:
SH5 there exists e 2 S such that x  e = e  x = x 8x 2 S, and
SH6 There exists a topological involution (a homeomorphism) from S onto S such
that (x )  = x 8x 2 S, with (x  y)
  = y   x  and e 2 Supp(x  y) if and
only if x = y  where for any Borel set B,  (B) = (fx  : x 2 Bg),
then (S; ) is called a hypergroup
Example 1.4.1
1. If (S; :) is a topological semigroup, where S is a locally compact Hausdor space
then with convolution dened by x  y = xy, (S; ) is a semihypergroup. Also
if a semihypergroup is such that the convolution of two point masses is a point
mass, then it is a semigroup.
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2. Let S = fx; yg with the discrete topology. Then S is a locally compact space
we can dene the convolution of point masses by
x  x = ax + by
y  y = b
0x + a
0y
x  y = px + p
0y
y  x = qx + q
0y
where a; b; a0; b0; p; p0; q; q0 are non-negative real numbers such that a+ b = a0 +
b0 = p+ p0 = q + q0 = 1 (for the convolution product of two point masses to be
a probability measure) and bb0 = pp0 = qq0 (for the convolution product to be
associative). Then (S; ) is a semihypergroup.
3. Let S = fe; a; bg. Let e be the identity element and let us dene
a  a =
1
2
a +
1
2
b
b  b = a
a  b = b  a =
1
2
e +
1
2
b
Then (S; ) is a semihypergroup and if we dened an involution by a0 = b and
b0 = a we have
(a  a)
0 =
1
2
a0 +
1
2
b0 =
1
2
b +
1
2
a
But
a0  a0 = b  b = a 6=
1
2
a +
1
2
b
So although e 2 Supp(a  b) this involution does not satisfy the condition
(a  b)
0 = b0  a0 this semihypergroup is almost (though not) a hypergroup
and it is called a regular semihypergroup [On93].
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4. Let H = fe; x; yg and let e be the identity element , the identity function is
considered as the involution, and a commutative convolution is dened on H by
x  x = ae + bx + cy
y  y = a
0e + c
0x + b
0y
x  y = y  x = qx + q
0y
Then (H; ) is a hypergroup provided a + b + c = a0 + b0 + c0 = q + q0 = 1 (for
the convolution of two point masses to be a probability measure, and a0c = aq
(for associativity of convolution).
Other examples of hypergroups and semihypergroups could be found in [Du73],
[Je75], [Sp78]. In the next section, we will give some interesting examples of semihy-
pergroups and hypergroups.
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2 EXAMPLES OF SEMIHYPERGROUPS AND HYPERGROUPS
2.1 Some nite-element semihypergroups
In this section we consider two-element semihypergroups and two, three and four-
element hypergroups. We show that there are non-commutative two-element semi-
hypergroups but for 1  n < 5 every n-element hypergroup is commutative. ( The
proof of this latter result, though well-known and part of the folklore, is not available
in print, to the best of our knowledge.)
2.1.1 Two-element semihypergroups
Let X = fx; yg. The most general convolution product on elements of X is given by
x  x = ax + by
y  y = b
0x + a
0y
x  y = px + p
0y
y  x = q
0x + qy
where a; b; a0; b0; p; p0; q; q0 are non-negative real numbers.
Now we observe that for the convolution product of two point masses to be a
probability measure we must have a+ b = a0 + b0 = p+ p0 = q + q0 = 1.
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Remark 2.1.1 Since the convolution is associative we have
(x  x)  x = x  (x  x)
But
(x  x)  x = ax  x + bx  y
and
x  (x  x) = ax  x + by  x
so that we have
bx  y = by  x
and if b 6= 0 the convolution is commutative. In a similar way, we can show that if
b0 6= 0 the convolution is commutative. So we can only expect commutativity when
either b or b0 is non-zero.
To have associativity the following relations also hold
(x  y)  x = x  (y  x)
(x  x)  y = x  (x  y)
(y  x)  y = y  (x  y)
(y  y)  x = y  (y  x)
which are respectively equivalents to the systems
8<
: bp = bq
0
aq0 + pq = ap+ p0q0
(2.1)
8<
: pp
0 = bb0
bp+ p02 = ap0 + ba0
(2.2)
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8<
: b
0p0 = b0q
a0q + p0q0 = a0p0 + pq
(2.3)
8<
: bb
0 = qq0
ab0 + a0q0 = q02 + b0q
(2.4)
which are all equivalent to the relation bb0 = pp0 = qq0
Proposition 2.1.1 If a two-element semihypergroup is not commutative, then it is a
semigroup.
Proof
From the remark above if either b or b0 is non-zero the semihypergroup is com-
mutative. Now let us assume that b and b0 are both zero. Then, associativity of
convolution implies that pp0 = qq0 = 0 So that the semihypergroup is actually a
semigroup since one of p, p0 is zero and one of q, q0 is zero. Thus we most have
xx = x; yy = y; xy = y; yx = x which is a non commutative semigroup.
Remark
We have observed above that unless a two-element semihypergroup is a semi-
group, it is commutative. We easily observe also that if X = fe; xg is a two element
hypergroup, then it is commutative. In fact the convolution product will be dened
by
x  x = te + (1  t)x
Where t is any positive real number, e is the identity element and the involution is
the identity function. X is a hermitian hypergroup. We now prove the same result
for three and four-element hypergroups.
2.1.2 Three-element hypergroups
Let H = fe; x; yg be a three-element hypergroup with identity element e. If H is
Hermitian then it is commutative. Now lets assume that the involution on H is
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dened by x  = y and y  = x. The involution property (x  y)
  = y   x  implies
that the convolution of point masses are dened by
x  x = ax + by
y  y = bx + ay
x  y = me + p(x + y)
y  x = m
0e + p
0(x + y)
Where m;m0; a; b; p; p0 are nonnegative real numbers. Since H so dene is a hy-
pergroup, the convolution of two point masses is a probability measure, so that
a + b = m + 2p = m0 + 2p0 = 1 with mm0 6= 0 The associativity axiom leads to
the following system of equations.
8>>><
>>>:
bp = bp0
m0p = mp0
m+ ap+ pp0 = m0 + ap0 + pp0
(2.5)
8>>><
>>>:
b2 = m+ p2
am = mp
ap+ ab = pb+ p2
(2.6)
And the dual systems
8>>><
>>>:
bp0 = pb
mp0 = m0p
m0 + pp0 + ap0 = m+ pp0 + ap
(2.7)
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8>>><
>>>:
b2 = m0 + p02
am0 = m0p0
ap0 + ab = p0b+ p02
(2.8)
Since mm0 6= 0 and p; q; p0; q0 are nonnegative, b 6= 0 and it follows that p = p0 so that
m = m0. Therefore H is commutative.
Remark
This example also shows that there are non Hermitian nite hypergroups.
2.1.3 Four-element hypergroups
Let H = fe; x; y; zg be a four-element hypergroup with identity element e. If H
is Hermitian then it is commutative. Now lets assume that the involution on H is
dened by x  = x ,y  = z and z  = y. Then involution property (xy)
  = y  x 
implies that the convolution of point masses are dened by
x  x = ae + bx + c(y + z)
x  y = px + qy + rz
x  z = sx + ty + uz
y  y = p
0x + q
0y + r
0z
y  x = sx + uy + tz
y  z = a
0e + b
0x + c
0(y + z)
z  z = p
0x + r
0y + q
0z
z  x = px + ry + qz
z  y = a
00e + b
00x + c
00(y + z)
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where ; a; b; c; a0; b0; c0; a00; b00; c00; p; q; r; p0; q0; r0; s; t; u are nonnegative real numbers.
Since H so dene is a hypergroup, the convolution of two point masses is a probability
measure, so that
a+ b+ 2c = a0 + b0 + 2c0 = a00 + b00 + 2c00 = p+ q + r = p0 + q0 + r0 = s+ t+ u = 1
with
aa0a00 6= 0
From associativity property,
(x  y)  x = x  (y  x)
which implies 8>>>>>><
>>>>>>:
pa = as
pb+ qs+ rp = bs+ up+ ts
pc+ qu+ r2 = cs+ uq + t2
pc+ qt+ rq = cs+ ur + tu
(2.9)
Since aa0a00 6= 0,p = s so that ( 2.9) becomes
8>>>>>><
>>>>>>:
p = s
pb+ qp+ rp = bp+ up+ tp
pc+ qu+ r2 = cp+ uq + t2
pc+ qt+ rq = cp+ ur + tu
(2.10)
which is equivalent to 8>>>>>><
>>>>>>:
p = s
qp+ rp = up+ tp
r2 = t2
qt+ rq = ur + tu
(2.11)
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so that r2 = t2 () r = t since r; t are nonnegative. but
p+ q + r = s+ t+ u
and since p = s and r = t we have q = u so that
x  y = y  x
and also
x  z = z  x
From associativity we also have
(y  z)  y = y  (z  y)
which leads to
8>>>>>><
>>>>>>:
c0a00 = c00a0
pb0 + c0p0 + c0b00 = b00s+ c00p0 + c00b0
a0 + b0q + c0q0 + c0c00 = a00 + b00u+ c00q0 + c00c0
b0r + c0r0 + c0c00 = b00t+ c00r0 + c0c00
(2.12)
We also have
(y  y)  z = y  (y  z)
which leads to the equation
8>>>>>><
>>>>>>:
q0a0 = c0a0
p0c+ q0b0 + r0p0 = b0s+ c0p0 + c0b0
p0t+ c0q0 + r02 = a0 + b0u+ c0q0 + c02
p0u+ c0q0 + r0q0 = b0t+ c0r0 + c02
(2.13)
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and
(z  z)  y = z  (z  y)
implies 8>>>>>><
>>>>>>:
q0a00 = c0a00
p0p+ r0p0 + q0b00 = b00p+ c00b00 + c00p0
p0q + r0q0 + q0c00 = b00r + c002 + c00r0
p0r + r02 + q0c00 = a00 + b00q + c002 + c00q0
(2.14)
and since a0a00 6= 0, q0 6= 0 and we have q0 = c0 = c00 also from ( 2.9)but we know that
a0 = a00 a0 + b0 + 2c0 = a00 + b00 + 2c00 so b0 = b00 therefore
y  z = z  y
Hence, H is commutative.
2.2 Product Formula
In this section we present examples of hypergroups generated by simple functions,
via some product formula . We also give an example of a hypergroup generated by
a Sturm Liouville problem, namely, the Chebli-Trimeche hypergroup. We end with
an example of a semihypergroup generated by certain partial dierential operators on
the space Xn = [0;+1] [ n; n]. We show that unless n = 1 the semihypergroup
is not a hypergroup.
Denition 2.2.1 Let fPg2R, be a family of orthogonal functions on the real interval
I. We say that fPg2R has a product formula if for each s; t 2 I, there is a Borel
measure ﬀs;t with Supp(ﬀs;t)  I such that
Z
Pdﬀs;t = P(s)P(t)
for every  2 R
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Example 2.2.1
Let X = [0;+1) and '(x) = cosx,  2 [0;+1). Then we have the relation
'(x)'(y) =
1
2
['(x+ y) + '(x  y)]
for all  2 [0;+1). Since ' is an even function, this relation is equivalent to
'(x)'(y) =
1
2
['(x+ y) + '(jx  yj)]
Let ﬀx;y =
1
2
[x+y + jx yj]. Then f'g satises the product formula
'(x)'(y) =
Z
'(z)ﬀx;y(dz)
Now given two Radon measures  and  on X we can dene a convolution
  (f) =
Z Z Z
f(z)ﬀx;y(z)(dx)(dy)
for all f 2 Cc(X). With this convolution, M(X) is a Banach algebra [Tr97]. Notice
that taking  = x and  = y, this gives us:
x  y =
1
2
[x+y + jx yj]
So that (X; ) is a hypergroup with identity element 0, the involution here being the
identity function.
2.2.1 Legendre Polynomial
The Legendre polynomials fPngn2N0 are orthogonal with respect to the Lebesgue
measure on I = [ 1; 1] and are normalized by requiring that Pn(1) = 1. They also
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satisfy a product formula
Pn(x)Pn(y) =
Z
I
K(x; y; z)Pn(z)dz ( 1  x; y  1)
with
K(x; y; z) =
8<
: 
 1(1  x2   y2   z2 + 2xyz) 
1
2 if 1  x2   y2   z2 + 2xyz > 0;
0 otherwise:
Obviously K(x; y; z)  0 and since P0(x) = 1, it follows from the product formula
that Z
I
K(x; y; z)dz = 1:
For f; g 2 L1(I; dx) dene
f  g(z) =
Z
I
Z
I
K(x; y; z)f(x)g(y)dxdy
so that Z
I
(f  g)(x)Pn(x)dx = [
Z
I
f(x)Pn(x)dx]:[
Z
I
g(x)Pn(x)dx];
and it follows that (L1; ) is a Banach algebra (with respect to the measure Pn(x)dx).
The operation is easily extended to the point masses by dening
d(x  y)(z) = K(x; y; z)dz; ( 1 < x; y < 1);
x  1 = x and x   1 =  x; (x 2 I):
Now given two Radon measures  and  on I we can dene a convolution
  (f) =
Z
I
Z
I
Z
I
fd(x  y)(dx)(dy)
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for all f 2 Cc(I). Hirschman also discusses these constructions for ultraspherical
polynomials fP ()n (x)g that are orthogonal on I with respect to the measure (1  
x2) 
1
2dx; the Legendre polynomials are ultraspherical polynomials with  = 1
2
. The
polynomials R
()
n (x) =
P
()
n (x)
P
()
n (1)
are used in place of the Legendre polynomial Pn(x). In
that case
K(x; y; z) =
8<
:
21 2(1 x2 y2 z2+2xyz) 1
 2()[(1 x2)(1 y2)(1 z2)] 
1
2
if 1  x2   y2   z2 + 2xyz > 0;
0 otherwise:
So for each    1
2
Hirschman [Hi56a] obtains a measure algebra that we denote by
(I; ). It is important to note that  is a distinct convolution for each    
1
2
,
hence a continuum of Banach algebras is built on the single Banach space M(I). The
algebraic structure does not depend on any arithmetic in the underlying space I.[See
[Hi56a][Hi56b]]
2.2.2 Polynomial Hypergroups
Let pn; qn and rn be three sequences of real numbers such that pn > 0; rn  0; qn+1 >
0; q0 = 0 and pn + qn + rn = 1 for all n 2 N. The polynomials dened by P0 
1; P1(x) = x and
xPn(x) = qnPn 1(x) + rnPn(x) + pnPn+1(x)(n  1) (2.15)
are orthogonal polynomials on [ 1; 1] with respect to some measure d(x). If their
linearization coecients are nonnegative (i.e. for m;n we have
Pm(x)Pn(x) =
m+nX
r=jm nj
c(m;n; r)Pr(x)
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with c(m;n; r)  0 for all r),we can dene an Hermitian hypergroup structure (N; )
on N with e = 0 and
m  n =
m+nX
r=jm nj
c(m;n; r)r: (2.16)
It is called a polynomial hypergroup with parameters (pn); (qn) and (rn). The Haar
measure is given by ! =
P1
n=0 !(n)n with
!(n) =
p0p1:::pn 1
q1q2:::qn
(2.17)
(n  1)(!(0) = 1).
The characters are the functions on N : n 7 ! Pn(x) with x 2 [ 1; 1] ( see [BH95])
2.2.3 Kingman's Hypergroup
Consider a pair of independent random variables X;Y in R2, with lengths X and Y ,
but with directions uniformly distributed. The sum Z = X +Y also has uniformly
distributed direction, but its length Z = jZj is a random number with the range
jX   Y j  Z  X + Y . In general, if X and Y are independent random variables in
R2 with uniformly distributed direction, but with lengths X and Y having probability
distributions ;  2 M1(R+), then Z is a random variable in R+ with a probability
distribution depending on  and , denoted by   , and we write Z = X  Y .
The operation  can be extended to all of M(R+) so that (M(R+); ) becomes a
hypergroup measure algebra that is isometrically isomorphic to the subalgebra of
the group convolution algebra M(R2); ), consisting of the measures invariant with
respect to rotations of the plane. The characters are indexed by R+ and given by
ﬃy(x) = J0(xy) where J is the Bessel function of the rst kind of order . These
satisfy a product formula that yields
Z
R+
ﬃyd(  ) = [
Z
R+
ﬃyd][
Z
R+
ﬃyd]
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so that the useful substitute for the characteristic function of the random variable
X is X(y) =
R
R+
ﬃyd. The product formula for the Bessel functions also ensures
the fundamental property of characteristic equations XY = XY when X and Y
are independent random variables in R+. Kingman actually describes a continuum of
Hermitian hypergroups (R+; )( of course , he never uses the word "hypergroup").
The identity element is 0, and the characters are given by
ﬃy(x) = J(yx) = 2
 ( + 1)(yx) J(yx)
for y 2 R+.
When n = 2 + 2 is an integer, (R+; ) is isometrically isomorphic to the alge-
bras of rotation invariant measures on Rn. There is again no useful algebraic structure
in the underlying spaces. Nevertheless Kingman is able to dene random walk and
Brownian motion, and obtain a law of large numbers, a central limit theorem, a recur-
rence theorem, and characterizations of innitely divisible and stable distributions.
When n = 2 + 2 is an integer, all of this is an inheritance from the group structure
on Rn, but Kingman obtains his results for all real    1
2
with no reference to the
group case except for inspiration [see [Ki63]].
2.2.4 Chebli-Trimeche hypergroups
Let A be an increasing unbounded real valued function on R+ such that A(0) = 0.
We suppose A dierentiable, A0=A non-increasing on R+,
lim
x!+1
A0(x)=A(x) = 2  0
and A0(x)=A(x) = =x+B(x) in a neighborhood of zero, with  > 0; B an innitely
dierentiable odd function on R. Let us consider the operator
 =
d2
dx2
+
A0(x)
A(x)
d
dx
:
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For every innitely dierentiable even function f on R, the solution u on R+  R+
of the Cauchy hyperbolic problem xu = yu, with initial condition u(x; 0) = f(x)
and @
@y
u(x; 0) = 0, can be written in the form
u(x; y) =
Z +1
0
f(t)ﬀxy(dt);
where ﬀxy 2 M1(R+) is a unique probability measure with support the interval [jx 
yj; x+ y]. Now let x  y = ﬀxy, the involution be dened by x
  = x, and the identity
element e = 0. Then (R+; ) with the usual topology is called the Chebli-Trimeche
hypergroup with function A. The Haar measure is !(dx) = A(x)dx and characters
are the functions '( 2 C) that are solutions of the eigenvalue problem
' =  (
2 + 2)'; '(0) = 1; '
0
(0) = 1
Moreover the dual R^+ consists of characters ' with  2 R+ [ i[0; ][see [BH95]].
2.2.5 Semihypergroups and Hypergroups associated with Par-
tial dierential operators
For xed n 2 N we denote
Un =
8<
: ( n; 0) [ (0; n); if n 2 N;R if n = 0:
V Cn =
8<
: Z=n; if n 2 N;C if n = 0:
Let Xn = [0;+1] Un. Consider the following partial dierential operators
D1 =
@
@
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D2 =
@2
@y2
+ [(2 + 1) coth y + tanh y]
@
@y
 
1
cosh2 y
@2
@2
+ ( + 1)2
where (y; ) 2 (0;+1) Un and   0. The unique solution of the system
8>>><
>>>:
D1u = iu;  2 V
C
n
D2u =  
2u;  2 C
u(0; 0) = 1; @u
@y
(0; ) = 0 for all  2 Un
(2.18)
denoted by ';(y; ) is given by
';(y; ) = e
i(cosh y)'(;) (y) (2.19)
where '
(;)
 is a Jacobi function, that is, the unique solution of the equation
8<
: ;'
(;)
 (x) =  (2 + 2)'
(;)
 (x)
'
(;)
 (0) = 1; ddx'
(;)
 (0) = 0;
(2.20)
where ; is the Jacobi dierential operator
; =
1
A;(x)
d
dx
[A;(x)
d
dx
]
with
A;(x) = 2
2(sinhx)2+1(coshx)2+1
and  = ++1. The function ';; (; ) 2 V
C
n C, satises the following product
formulas
i. if  > 0, then for all (y; ); (t; ﬃ) 2 Xn
';(y; )';(t; ﬃ) =


Z
D
';[cosh y cosh te
i(+ﬃ)+sinh y sinh t](1 jj2) 1dm()
where D is the open unit disc of C center at 0 and dm(1 + i2) = d1d2.
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ii. If  = 0, then for all (y; ); (t; ﬃ) 2 Xn
';(y; )';(t; ﬃ) =
1
2
Z 2
0
';[cosh y cosh te
i(+ﬃ) + sinh y sinh tei ]d :
Now let C(Xn) denote the space of continuous functions on RUn even with respect
to the rst variable and such that for n 6= 0, the function  7 ! f(y; ) is 2n-periodic
on R. Let f 2 C(Xn), we dened the convolution of two point masses of Xn by
i. if  > 0, for all (y; ); (t; ﬃ) 2 Xn
(y;)  (t;ﬃ)(f) =


Z
D
f [cosh y cosh tei(+ﬃ) + sinh y sinh t](1  jj2) 1dm()
where D is the open unit disc of C center at 0 and dm(1 + i2) = d1d2.
ii. If  = 0, then for all (y; ); (t; ﬃ) 2 Xn
(y;)  (t;ﬃ)(f) =
1
2
Z 2
0
f [cosh y cosh tei(+ﬃ) + sinh y sinh tei ]d 
The convolution of point masses has the following properties:
i. For all  2 Un; (t; ﬃ) 2 Xn
(0;)  (t;ﬃ) = (t;+ﬃ)
ii. for all (y; ); (t; ﬃ) 2 Xn
(y;)  (t;ﬃ) = (t;ﬃ)  (y;)
iii. For all (y; ) 2 Xn
(y;)  (0;0) = (y;)
So (0;0) is the identity element.
Remark 2.2.1
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Let W,  > 0 be the function dened on Xn Xn  C by
W((y; ); (t; ﬃ); z) =
8>>><
>>>:

22(+1)
[1  cosh2 y   cosh2 t  jzj2 + 2Re(cosh y cosh tei(+ﬃ)z] 1; if z 2 D(y;);(t;ﬃ);
0 if z =2 D(y;);(t;ﬃ):
whereD(y;);(t;ﬃ) is the disc of C centered at cosh y cosh te
i(+ﬃ) with radius sinh y sinh t.
Then for all (y; ); (t; ﬃ) 2 Xn
i. if  > 0
(y;)  (t;ﬃ)(f) =
Z
D(y;);(t;ﬃ)
f(z)W((y; ); (t; ﬃ); z)dmn(z)
where dmn(z) = 2
2(+1)(x2 + y2   1)dxdy if z = x+ iy
ii. if  = 0
(y;)  (t;ﬃ)(f) =
Z
C(y;);(t;ﬃ)
f(z)W0((y; ); (t; ﬃ); dz))
where C(y;);(t;ﬃ) is the disc of C centered at cosh y cosh te
i(+ﬃ) with radius
sinh y sinh t and W0((y; ); (t; ﬃ); dz)) the measure given by
W0((y; ); (t; ﬃ); dz)) =
dz
z   cosh y cosh tei(+ﬃ)
Remark 2.2.2
For all (y; ); (t; ﬃ) 2 Xn satisfying y; t 6= 0 we have
i. The function W((y; ); (t; ﬃ); z) is positive and we have
Z
D(y;);(t;ﬃ)
W((y; ); (t; ﬃ); z)dmn(z) = 1
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ii. we also have Z
C(y;);(t;ﬃ)
W0((y; ); (t; ﬃ); dz)) = 1
iii. The measure dmn can be written for z = cosh re
i! with r  0, ! 2 Un, in the
form
dmn(r; !) = 2
2(+1)(sinh r)2+1 cosh rdrdﬀn(!)
where
dﬀn(!) =
8>>><
>>>:
1
2n
d!; if n 2 N;
d! if n = 0:
We now state the following theorem [Tr97],[Si95]
Theorem 2.2.1 With convolution dened by
  (f) =
Z
Xn
Z
Xn
(y;)  (t;ﬃ)(f)(d(y; )(d(t; ﬃ)
for all ;  2 M(Xn) and for all f 2 Cb(Xn), (M(Xn; ) is a commutative Banach
algebra with identity element (0;0) and with an involution dene on Xn by (y; )
  =
(y; ) and the Haar measure is mn.
The next proposition is from [Tr97][Si95]
Proposition 2.2.1 For all (y; ); (t; ﬃ) 2 Xn, we have
i.
Supp((y;)  (t;ﬃ)) =
8>>><
>>>:
f(r; s) 2 Xn : cosh re
is 2 D(y;);(t;ﬃ)g; for  > 0;
f(r; s) 2 Xn : cosh re
is 2 C(y;);(t;ﬃ)g otherwise:
ii. Supp((y;)  (t;ﬃ)) is compact if and only if n 2 N.
iii. (0; 0) 2 Supp((y;)  (t;ﬃ)) if and only if y = t and cos( + ﬃ) = 1
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Remark 2.2.3 i. If n = 0, (X0; ) is not a semihypergroup because the support of
the convolution of two point masses is not compact.
ii. If n = 1 then (X1; ) is a hypergroup (called the hypergroup of the exterior of the
unit disc)
iii. If n  2, then (Xn; ) is a semihypergroup which is not a hypergroup. In fact all
the axioms of a hypergroup are satised except the property
(0; 0) 2 Supp((y;)(t;ﬃ)) if and only if (y; ) = (t; ﬃ)
 . In fact from proposition
2.2.1(iii),(0; 0) 2 Supp((y;)  (t;ﬃ)) if and only if y = t and cos(+ﬃ) = 1, that
is + ﬃ = 2n for all n 2 N so for n = 1 + ﬃ = 0 and for n  2, we can have
 + ﬃ 6= 0.
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3 Topological Semihypergroup
3.1 Introduction
As observed in the previous chapter, a semihypergroup does not assume any algebraic
operation on itself. So to be able to work on semihypergroups, we induced from the
convolution dened on its measure algebra an algebraic operation, which enables us
to generalize many results from semigroups to semihypergroups. We set down in
this section basic results necessary to do harmonic analysis or probability theory on
semihypergroups.
3.2 Preliminaries
Denition 3.2.1 1. An element e 2 S is called a left (right) identity element of S
if e  x = x ( x  e = x) for every x 2 S. An element e is called a two sided
identity of S or simply an identity of S, if it is both a left and right identity.
The identity, when it exists, is unique.
2. An element z 2 S is called a left(right) zero element of S if z x = z (xz =
z) for all x 2 S. If z is both left and right zero, we simply call it the zero of S.
A semihypergroup has at most one zero.
3. An element a 2 S is called an idempotent element of S if a  a = a
Remark 3.2.1 The only idempotent element in a hypergroup is the identity element.
For if there is an idempotent element, its point mass would be an idempotent measure
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and its support a singleton subhypergroup ([Je75] 10.2E).
Denition 3.2.2 Let (S; ) be a semihypergroup
1. If x 2 S and A, B are subsets of S we dene
Ax =
[
y2A
Supp(y  x)
xA =
[
y2A
Supp(x  y)
A B =
[
x2A;y2B
Supp(x  y)
Remark 3.2.2 A closed nonempty subset F of S can be veried to be a subsemihy-
pergroup of S if and only if F  F  F
The next lemma is from [Je75]
Lemma 3.2.1 Let S be a semihypergroup and A;B;C  S. Then
i. A  B  A B .
ii. If A and B are compact then A B is compact
iii. Convolution is a continuous operation on C(S)
iv. If A and B are compact and U is an open set containing A  B, then there exist
open sets V and W such that A  V , B  W and V W  U
v. (A B)  C = A  (B  C)
C(S) with * so dened is a topological semigroup.
Remark 3.2.3 The following remark is from [Je75]
1. If fxg is a net in a hypergroup S, then the expression x ! 1 means that
x 2 S   A eventually for each compact subset A of S.
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2. If fAg is a net in C(S), then the expression A ! f1g means that A  S A
eventually for each compact subset A of S.
Note that A !1 and A ! f1g have dierent meanings.
The next lemma is stated without proof in [Je75]. We give here a detailed proof.
Lemma 3.2.2 [Jewett]
If H is a hypergroup and A;B;C are subsets of H, then
i. e 2 A  B if and only if A \B 6= ;; also e 2 A B  if and only if A \B 6= ;
ii. (A B) \ C 6= ; if and only if B \ (A   C) 6= ; if and only if A \ (C B ) 6= ;
iii. If B is open, then A B is open and A B = A B
iv. If A is compact and B is closed, then A B is closed.
Proof
i. Suppose e 2 A B. Then there exists x 2 A and y 2 B such that e 2 Supp(x y)
which implies x = y ( from SH6), so A \ B 6= ;. Now if A \ B 6= ; then there
exists x 2 A \B, and so e 2 Supp(x   x). Therefore, e 2 A
  B
ii. (A B)\C 6= ; if and only if e 2 (A B)  C if and only if e 2 B   (A  C) if
and only if B \ (A   C) 6= ; if and only if e 2 B  (C   A) = (B  C )  A if
and only if A \ (C B ) 6= ;
iii. Suppose B is open. Let a 2 A , then x 2 fagB if and only if B\fa gfxg 6= ;
( from ii above). Since the map x 7 ! fa g  fxg is continuous ( from SH4),
the set CB(H) is an open set in the Michael topology which contains fa
 g  fxg
( because B \ fa g  fxg 6= ; and fa g  fxg  H) so its inverse image by the
continuous function x 7 ! fa gfxg is open, which is, fy 2 H : fa gfyg\B 6=
;g = fag B. Thus fag B is an open subset of H.
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iv. Let (xn) be a sequence of elements of AB converging to an element x 2 S. Then
there are sequences (an)  A and (bn)  B such that xn 2 fang  fbng for each
n. This is equivalent to bn 2 fa
 
n g  fxng for each n (from (ii) above see also
the remark (i) below). Since A is compact, the sequence (an) has a convergent
subsequence say, (ak) such that bk 2 fa
 
k g  fxng for each k. Furthermore
(a k ) and (xk) are relatively compact ( As convergent sequences). So (bk) has a
convergent subsequence converging to a point b 2 B (since B is closed). Now
from SH4 if ak  ! a 2 A then fa
 
k g  fxkg  ! fa
 g  fxg. So b 2 fa g  fxg
( since bk 2 fa
 
k g  fxg for all k). And again from (ii) above b 2 fa
 g  fxg if
and only if x 2 fag  fbg  A B. Thus A B is closed.
Remark 3.2.4 i. From (ii) above we also have z 2 Supp(x  y) if and only if
y 2 Supp(x   z) if and only if x 2 Supp(z  y )
ii. If H is a compact hypergroup, then H  A = A  H = H for all A 2 C(H) so H
is the zero of (C(H); ). But if H is not compact, then H is not an element of
C(H).This result is not always true for compact semihypergroups as we will see
below with the denition of ideals in semihypergroups.
Denition 3.2.3 1. A homomorphism of semihypergroups is dened via
measure algebra as follows: Let S and T be two semihypergroups. A mapping
ﬃ from S into T is called a semihypergroup homomorphism if and only if ﬃ :
(M1(S); )  ! (M1(T ); ) is a semigroup homomorphism. That is, ﬃ(  ) =
ﬃ()  ﬃ(), 8;  2M1(S), such that ﬃ(x) is a point mass in M1(T ), 8x 2 S.
If in addition ﬃ is one to one and onto, it is referred to as an isomorphism.
2. Product of semihypergroups. Let (S; ); (T; ) be two semihypergroups. The
set S  T with the product topology is a locally compact space, and this can be
made into a semihypergroup by dening
(x;y)  (s;t) = x  s 
 y  t
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where (x; y); (s; t) 2 S  T and (x;y)  (s;t) is a product measure on S  T .
Denition 3.2.4 Let S be a locally compact semihypergroup. The center of S is
dened by Z(S) = fx 2 S : Supp(x  y) is a singleton, for all y 2 Sg
Remark 3.2.5 For a hypergroup H the center is the maximum subgroup dened by
Jewett as Z(H) = fx 2 H : x  x  = x   x = eg To see this, suppose that
x  x  = x   x = eand let y 2 H be arbitrarily chosen, and assume that a; b 2
Supp(xy) then since a 2 fxgfyg from lemma ( 3.2.2) 1.1.7(ii) fxgfyg\fag 6= ;
which is equivalent to y 2 fx g  fag; similarly, y 2 fx g  fbg which means that
fx g  fag \ fx g  fbg 6= ; and this is equivalent to fag \ fxg  fx g  fbg 6= ;
and since x  x  = x   x = e it follows that fag \ fbg 6= ; that is a = b so that
Supp(x  y) is a singleton, for all y 2 H
Conversely suppose an element x is such that Supp(x  y) is a singleton, for all
y 2 H then Supp(x  x )is a singleton and since by denition it contains e we have
x  x  = e
Example 3.2.1
i. Every semigroup is a semihypergroup and its center is the entire semigroup. Also
every group is a hypergroup which is the maximum subgroup( equivalently the
center) of itself.
ii. If H is a hypergroup, then e 2 H so the center of a hypergroup is nonempty.
When Z(H) = feg, the center is said to be trivial.
iii. Let S = fx; yg with convolution dened by
x  x = y
y  y =
1
4
x +
3
4
y
x  y = y  x =
1
2
x +
1
2
y
33
from example 1.4.1(ii) S is a semihypergroup with a void center
iii. Consider the segment [0; 1] with convolution dened by
r  s =
1
2
jr sj +
1
2
1 j1 r sj
for all r; s 2 [0; 1] Zeuner [Ze89] proved that ([0; 1]; ) is a hypergroup with a
nontrivial center f0; 1g
3.3 Ideals of semihypergroups
Denition 3.3.1 (Ideals)
1. A subsemihypergroup L (R) of a semihypergroup S is called a left (right) ideal
of S if S  L  L (R  S  R); I is called an ideal of S if and only if it is both
a right and left ideal.
2. S is called, left (right) simple if it contains no proper left (right) ideal. S is said
to be simple if it contains no proper ideal. A left (right) ideal is said to be a
principal left (right) ideal if it is of the form fag[Sa ( fag[aS)for some a 2 S
(Recall that we write Sa to mean S  fag.
3. 8a; b 2 S we say that the equation xa = b is solvable if and only if there exists
x0 2 S such that b 2 Supp(x0  a)
Proposition 3.3.1 S is left simple if and only if 8a; b 2 S the equation xa = b is
solvable.
Proof:
First, assume S is left simple. Then 8a 2 S, Sa is a left ideal of S and since S is
left simple S = Sa and it follows that 8b 2 S, 9x0 2 S such that b 2 Supp(x0  a) so
xa = b is soluble. Now assume that xa = b is soluble for all a; b 2 S, and L is a left
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ideal of S. Then given a 2 L; Sa  L. Also given b 2 S the equation xa = b is soluble
so 9x0 2 S such that b 2 Supp(x0  a) which is a subset of Sa, so S  Sa  L
therefore S = L and so S is left simple. We can also make a similar argument for
right ideals.
Remark 3.3.1 i. Every left (right) ideal contains a left (right) ideal of the form Sa
(aS) for some a 2 S. For if L is a left ideal then for any a 2 L, Sa is a left
ideal contain in L. A similar statement holds for right ideals.
ii. A semihypergroup can be left and right simple without being a hypergroup. An ex-
ample is the following semihypergroup. Let S = fx; yg with convolution dened
by
x  x = y
y  y =
1
4
x +
3
4
y
x  y = y  x =
1
2
x +
1
2
y
From example 1.1.4(ii) S so dened is a semihypergroup with no proper ideal
but is not a hypergroup since it has no identity element.
Denition 3.3.2 1. An idempotent element in a semihypergroup S is said to be
a primitive idempotent element if it is in the center of the semihypergroup
and is minimal with respect to the partial order  on E(S) (the set of idempotent
elements of S), dened by
e  f () e  f = f  e = e
2. A completely simple semihypergroup is a simple semihypergroup which
contains a primitive idempotent element.
Remark 3.3.2 The order dened on E(S) uses convolution of point masses to com-
pare idempotent elements of S. Note that if a is a primitive idempotent of S, a is not
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necessarily a primitive idempotent in M1(S), according to the denition of primitive
idempotents in the semigroup (with respect to convolution)M1(S).
Lemma 3.3.1 Let S be a compact semihypergroup. Then each left (right) ideal of S
contains at least one minimal left (right) ideal, and each minimal left (right) ideal is
principal that is, of the form Sa (aS) for some a 2 S. Every compact semihypergroup
has a minimal two sided ideal.
Proof:
Given a left ideal I, dene the family F = fJ : J is a left ideal of S, J  Ig. For
any a 2 I, Sa is a left ideal of S and hence an element of F . The usual inclusion
relation is a partial order on F . Furthermore, any linearly ordered subfamily of F
has a minimal element since sets in F are compact. By Zorn's lemma, there exists
at least one minimal element (with respect to inclusion) in F . Call this minimal left
ideal I0. Clearly, for any x in I0, Sx = I0.
Proposition 3.3.2 Let S be a compact semihypergroup. Then S has a kernel K, that
is, a minimal two sided ideal.
Proof:
By the compactness of S, there is a minimal 2-sided ideal K0. Let K =
S
fxS : xS
is a minimal right ideal of Sg. Notice that K0 S is also an ideal contains in K0. and
therefore, K0 = K0  S. Therefore K0 
S
fyS : y 2 K0g. Since xS K0  K0 \ xS,
K0\xS is a right ideal contains in xS therefore xS  K0, and it follows that K0 = K.
We will now dene the Rees convolution product which will be used to construct
a class of completely simple semihypergroups with non empty and innite center.
3.4 Rees Convolution Product
Let (H; ) be a hypergroup with center Z and X,Y be two nonempty sets. Let ﬃ :
Y X  ! Z be a mapping . Let us dene a convolution on point masses of XHY
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by
(x;h;y)  (x0;h0;y0) = x 
 (h  ﬃ(y;x0)  h0)
 y0
This product will be referred to as the Rees convolution product.
Proposition 3.4.1 If H is a hypergroup, and X and Y are two nonempty locally
compact Hausdor spaces, then the space X  H  Y is a semihypergroup with the
Rees convolution product, as dened above.
Proof:
Let K = X H  Y and (x; h; y); (x0; h0; y0) be two points in K. Then
[(x;h;y)  (x0;h0;y0)](K) = [x 
 (h  ﬃ(y;x0)  h0)
 y0 ](K) =
x(X)[h  ﬃ(y;x0)  h0(H)]y0(Y ) = 1
Since hﬃ(y;x0) is a probability measure with compact support inH, hﬃ(y;x0)h0
is a probability measure with compact support in H and it follows that x 
 (h 
ﬃ(y;x0)  
0
h)
 y0 is a probability measure with compact support in K.
Next we have to show that  is associative. Let (x; h; y); (x0; h0; y0) and (x00; h00; y00)
be three arbitrary elements of K then
[(x;h;y)  (x0;h0;y0)]  (x00;h00;y00) = [x 
 (h  ﬃ(y;x0)  h0)
 y0 ]  (x00;h00;y00) =
x 
 ((h  ﬃ(y;x0)  h0)  ﬃ(y0;x00)  h00)
 y00
And
(x;h;y)  [(x0;h0;y0)  (x00;h00;y00)] = (x;h;y)  [x0 
 h0  ﬃ(y0;x00)  h00 
 y00 =
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x 
 (h  ﬃ(y;x0)  (h0  ﬃ(y0;x00)  h00))
 y00
And we can easily see that
[(x;h;y)  (x0;h0;y0)]  (x00;h00;y00) = (x;h;y)  [(x0;h0;y0)  (x00;h00;y00)]
This shows that (K; ) is a semihypergroup.
Up to this point we have considered ﬃ : Y X  ! H and have not used the fact
that ﬃ maps Y X into Z, the center of H. We will require this in what follows.
Lemma 3.4.1 An element (x; h; y) 2 K is an idempotent element if and only if
h = ﬃ(y; x) . Furthermore, idempotent elements of K are in its center.
Proof:
Let (x; h; y) be an idempotent element of K. Then, we have :
(x;h;y)  (x;h;y) = x 
 h  ﬃ(y;x)  h 
 y = x 
 h 
 y
That is,
h  ﬃ(y;x)  h = h
Multiplying both sides of the equality above by ﬃ(y;x) on the left, we have
(ﬃ(y;x)  h)  (ﬃ(y;x)  h) = ﬃ(y;x)  h
This shows that (ﬃ(y;x)  h) is an idempotent element of the hyperpgroup H and so
is the identity of H, therefore, h = ﬃ(y; x) 
We note here that if we did not assume that ﬃ(y; x) was in the center of H this
result will still hold as (ﬃ(y;x)  h) will be considered an idempotent probability
measure and so its support is a subhypergroup ([Je75] 10.2E) of H containing the
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identity so that h = ﬃ(y; x) , by axiom SH6 in the denition of a hypergroup.
Next we need to show that 8x 2 X and y 2 Y (x; ﬃ(y; x) ; y) is an idempotent
element of K for
(x;ﬃ(y;x) ;y)  (x;ﬃ(y;x) ;y) = x 
 ﬃ(y;x)   ﬃ(y;x)  ﬃ(y;x)  
 y =
x 
 ﬃ(y;x)  
 y = (x;ﬃ(y;x) ;y)
since ﬃ(y;x)  is in the center ofH(this is the rst time we have used the center property
of Z), let (x; ﬃ(y; x) ; y) and (x0; h0; y0) be two arbitrary elements of K. Then,
(x;ﬃ(y;x) ;y)  (x0;h0;y0) =
x 
 ﬃ(y;x)   ﬃ(y;x0)  h0 
 y0
Notice that by the center property of Z, ﬃ(y;x)   ﬃ(y;x0)  h0 is a point mass. Thus,
(x; ﬃ(y; x) ; y) is in the center of K.
Proposition 3.4.2 If H is a hypergroup, and X and Y are two nonempty locally
compact Hausdor spaces, then the semihypergroup K = X  H  Y with the Rees
convolution product, as dened above, is completely simple.
Proof:
First, we need to show thatK is simple. Let I be an ideal ofK and let (x; h; y) 2 K
be a point in K. We will show that (x; h; y) 2 I which shows that K = I. To do
this, let (x1; h1; y1) be any point of I. Then the support of the probability measure
(x;h;y)  (x1;h1;y1)  (x;h;y) is a subset of I. We will prove that the point (x; h; y) 2 I.
By denition of the convolution product on K
(x;h;y)  (x1;h1;y1)  (x;h;y) =
x 
 h  ﬃ(y;x1)  (h1  ﬃ(y1;x)  h)
 y
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And observe that
Supp((x;h;y)  (x1;h1;y1)  (x;h;y)) = fxg  Supp(h  ﬃ(y;x1)  (h1  ﬃ(y1;x)  h) fyg
Thus whenever (x; h; y) 2 K,fxg  Supp(h  ﬃ(y;x1)  (h1  ﬃ(y1;x)  h)  fyg  I
Since ﬃ(y;x1)(h1 ﬃ(y1;x)) = k for some k 2 H,we have (x; k
 ; y) 2 fxgSupp(k  
ﬃ(y;x1)  (h1  ﬃ(y1;x))  k )  fyg  I for some k 2 H. Now if k   ﬃ(y;x) = u,
then (x; u ; y) 2 K and (x; e; y) 2 f(x; k ; y)g  f(x; u ; y)g  I. Now for any h 2 H,
(x; fﬃ(y; x) g  fhg; y) 2 K and we have
(x; e; y)  (x; fﬃ(y; x) g  fhg; y) = (x; h; y) 2 I:
This shows that I = K, and thus K is simple.
Next we need to show that K contains a primitive idempotent element.
Now suppose (x; ﬃ(y; x) ; y) and (x0; ﬃ(y0; x0) ; y0) are two idempotent elements of
K such that (x; ﬃ(y; x) ; y)  (x0; ﬃ(y0; x0) ; y0) then
(x;ﬃ(y;x) ;y)  (x0;ﬃ(y0;x0) ;y0) = (x;ﬃ(y;x) ;y)
which is equivalent to
x 
 ﬃ(y;x)   ﬃ(y;x0)  ﬃ(y0;x0)  
 
0
y = x 
 ﬃ(y;x)  
 y
so that y0 = y
And
(x0;ﬃ(y0;x0) ;y0)  (x;ﬃ(y;x) ;y) = (x;ﬃ(y;x) ;y)
which is equivalent to
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x0 
 ﬃ(y0;x0)   ﬃ(y0;x)  ﬃ(y;x)  
 y = x 
 ﬃ(y;x)  
 y
so that x0 = x. Combining these two results we see that (x; ﬃ(y; x) ; y) = (x0; ﬃ(y0; x0) ; y0)
That is (x0; ﬃ(y0; x0) ; y0) is a minimal idempotent element. And similarly we can show
that (x; ﬃ(y; x) ; y) is a minimal idempotent element. So all idempotent elements of
K are primitives, so K is a completely simple semihypergroup.
Remark 3.4.1 If the operation  dened above is commutative then, X and Y are
each a singleton set and in this case K is a hypergroup. This is proved in the corollary
below.
Corallory 3.4.1 Let (H; ) be a hypergroup and s; t two elements. Then fsg 
H  ftg with the Rees convolution product is a cell hypergroup with identity element
(s; ﬃ(t; s) ; t) and the involution dened by (s; h; t)_ = (s; h0; t) if and only if
h0 = ﬃ(t;s)   h   ﬃ(t;s) 
Proof:
First we need to show that (s; ﬃ(t; s) ; t) is the identity of fsgHftg Let h 2 H
then
(s;ﬃ(t;s) ;t)  (s;h;t) =
s 
 ﬃ(t;s)   ﬃ(t;s)  h 
 t =
s 
 h 
 t
And since ﬃ(t;s)   ﬃ(t;s) is the identity in H this equality hold.
Next we need to show that for all h 2 H (s; h; t)__ = (s; h; t), (s; ﬃ(t; s) ; t) 2
Supp((s;h;t)  (s;h0;t) if and only if (s; h; t)
_ = (s; h0; t).
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Suppose (s; h; t)_ = (s; h0; t) where
h0 = ﬃ(t;s)   h   ﬃ(t;s) 
Suppose also that (s; h0; t)_ = (s; h00; t) where
h00 = ﬃ(t;s)   h0   ﬃ(t;s) 
then
h0  = ﬃ(t;s)  h  ﬃ(t;s)
So that
h00 = ﬃ(t;s)   ﬃ(t;s)  h  ﬃ(t;s)  ﬃ(t;s)  = h
So h = h00 and therefore (s; h; t)__ = (s; h; t)
Next suppose (s; ﬃ(t; s) ; t) 2 Supp((s;h;t)  (s;h0;t), that is ﬃ(t; s)
  2 fhg 
fﬃ(t; s)gfh0g which is equivalent to h0 2 fﬃ(t; s) gfh gfﬃ(t; s) g but fﬃ(t; s) g
fh g  fﬃ(t; s) g is a singleton as ﬃ(t; s)  is in the center of H so h0 = ﬃ(t;s)   h  
ﬃ(t;s)  which shows that (s; h; t)
_ = (s; h0; t).
Now suppose (s; h; t)_ = (s; h0; t) then h0 = ﬃ(t;s)   h   ﬃ(t;s)  which implies
that h0 2 ﬃ(t; s)   fh g  fﬃ(t; s) g which is equivalent to ﬃ(t; s)  2 fhg  fﬃ(t; s)g 
fh0g which shows that (s; ﬃ(t; s) ; t) 2 fsg  fhg  fﬃ(t; s)g  fh0g  ftg That is
(s; ﬃ(t; s) ; t) 2 Supp((s;h;t)  (s;h0;t)).
Next we need to show that
((s;h;t)  (s;g;t))
_ = (s;g;t)_  (s;h;t)_
Note that by the denition of involution on the fsg H  ftg, if  2M(H) then
(s 
 
 t)
_ = s 
 ﬃ(t;s)   
   ﬃ(t;s)  
 t
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Now
((s;h;t)  (s;g;t))
_ = (s 
 h  ﬃ(t;s)  g 
 t)
_ =
s 
 ﬃ(t;s)   (h  ﬃ(t;s)  g)
 ﬃ(t;s)  
 t =
s 
 ﬃ(t;s)   
 
g  ﬃ(t;s)   
 
h  ﬃ(t;s)  
 t =
s 
 ﬃ(t;s)   
 
g  ﬃ(t;s)   ﬃ(t;s)  ﬃ(t;s)   
 
h  ﬃ(t;s)  
 t =
s 
 g0  ﬃ(t;s)  h0 
 t = (s;g;t)_  (s;h;t)_
Which completes the proof.
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4 Convolution Products On Semihypergroups
4.1 Preliminary Results
In this section S will denote a locally compact Hausdor second-countable semihy-
pergroup. (Often assertions in various results of this section are valid in more general
topological structures; however this is not pointed out explicitly). We recall that
(from Banach-Alaoglu's theorem in functional analysis that the unit ball in the dual
of Cc(S) is weak* compact) the set
B(S)  f :  2M(S)+with (S)  1g
is compact in the weak* topology. Recall: A net () in B(S), w
 converges to 
in B(S) if and only if for every f in Cc(S),
R
fd !
R
fd. However, P (S)  f 2
B(S) : (S) = 1g need not be weak* compact, unless S is compact. Note that in
P (S), weak* compactness is equivalent to weak compactness, and thus P (S) is weak*
compact if and only if S is compact. For a subset    P (S), the weak* closure of
  in P (S) is weak* compact, if   is tight; that is , given  > 0, there is a compact
subset K  S such that
 2  ) (K) > 1  
The reason for this is obvious since  2 w-closure of   and   is tight only if  2 P (S)
and since B(S) is w-compact.
Denition 4.1.1 If f is a Borel function on S and x; y 2 S, then we dene
f(x  y)  fx(y)  f
y(x) =
Z
S
fd(x  y)
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If this integral exists, even when it is not nite, fx is called the left translation of f
and fx is called the right translation of f .
The next two lemmas are proved in [Je75]
Lemma 4.1.1 Let f be a continuous function on S and let x 2 S
i. The mapping (x; y) 7! f(x  y) is a continuous function on S  S
ii. fx and f
x are continuous functions on S.
Lemma 4.1.2 Let f 2 B1(S) , ;  2M+(S) and x; y; z 2 S
i. The mapping (x; y) 7! f(x  y) is a Borel function on S  S
ii. fx and f
x are Borel functions in S
iii.
R
S
fd(  ) =
R
S
R
S
f(x  y)(dx)(dy)
iv.
R
S
fxd =
R
S
fd(x  )
v. fx(y  z) = f
z(x  y)
Notation 4.1.1 Let S be a locally compact semihypergroup.
Then 8x 2 S;  2M1(S), and f 2 C(S), we write:
x  (f) =
Z
S
fxd
( (fx), say)
and also,
  x(f) = (f
x)
Denition 4.1.2 Let S be a locally compact semihypergroup and B be a Borel subset
of S. Then
Bx  = fy 2 S : Supp(y  x) \B 6= ;g
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Similarly,
x B = fy 2 S : Supp(x  y) \B 6= ;g
Proposition 4.1.1 Let B be a Borel subset of a semihypergroup S. Then for any
x 2 S, the sets Bx  and x B are also Borel subsets of S.
Proof:
We only prove that Bx  is Borel whenever B is Borel. To this end, rst notice
that if B is open, then we have:
Supp(y  x) \B 6= ;
implies that y  x(B) > 0. Since the map (x; y) 7 ! y  x is a continuous map
(with respect to weak topology in M1(S)) by axiom SH3, there is an open subset
N(y) containing y such that for each y0 2 N(y), y0  x(B) > 0. This means that
Supp(y0  x) \B 6= ;
for each y0 2 N(y) so that N(y)  Bx ; consequently, Bx  is open whenever B is
open. Let us now suppose that B is a closed subset of S. Let x 2 S and y 2 (Bx )c.
Then we have:
Supp(y  x) \B = ;
so that Supp(y  x), which is compact, is contained in the open set B
c. Since by
SH4, the map (x; y) 7 ! y  x is continuous with respect to the product topology in
the domain and the Michael topology for the compact subsets in the range, the set
fy0 : Supp(y0  x)  B
cg
is an open set containing y; in other words, (Bx )c is open, and this means that Bx 
is closed whenever B is closed.
Now let us dene the class F by
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F = fB : Bx  is Borel whenever B is Borel and x 2 Sg. Then F contains all
open and all closed subsets of S. Furthermore, if V is an open set and W is a closed
set, then since S is locally compact Hausdor second countable, there is a sequence
fFng of closed sets such that V =
S1
n=1 Fn.
[(V \W )x ]c = fy : Supp(y  x) \ (V \W ) = ;g =
fy : Supp(y  x)  W
cg
[
fy : Supp(y  x) \W  V
cg =
fy : Supp(y  x)  W
cg
[
[
1\
n=1
fy : Supp(y  x) \W  F
c
ng] =
fy : Supp(yx)  W
cg
[
[
1\
n=1
ffy : Supp(yx)  F
c
n[W
cg fy : Supp(yx)  W
cgg]
Now the mapping  : SS  ! C(S) : (y; x) 7 ! Supp(yx) is continuous, and since
the sets CS(W
c), CS(F
c
n [W
c) are open sets (in the Michael topology,  1(CS(W
c)) =
fy : Supp(y  x)  W
cg and  1(CS(F
c
n [W
c)) = fy : Supp(y  x)  F
c
n [W
cg
are open, so are Borel sets. It follows that [(V \W )x ]c is a Borel set. Therefore,
(V \W )x  is a Borel set.
This means that the algebra A (nite intersections and complements) generated
by all open subsets of S is contained in F . It is also clear that
(
1[
n=1
Bn)x
  =
1[
n=1
(Bnx
 )
whenever Bn 2 F ; n  1; and x 2 S. This means that the monotone class generated
by A, which is a ﬀ-algebra and which contains all Borel subsets of S, is contained in
F .
Lemma 4.1.3 Let S be a locally compact semihypergroup, B  S and x 2 S. Then
B  (Bx)x 
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Proof:
(Bx)x  = fy 2 S : Supp(y  x) \ Bx 6= ;g Since Bx =
S
b2B Supp(b  x), If
y 2 B, then Supp(y  x)  Bx; therefore, Supp(y  x) \ Bx 6= ; so y 2 (Bx)x
 ,
which implies B  (Bx)x 
Lemma 4.1.4 Let S be a locally compact semihypergroup and C be a compact subset
of S. If B  S,
(B   Cx)x   Bx    C
Proof:
If y 2 (B Cx)x  then Supp(y x)\(B Cx) 6= ; =) Supp(y x)\B 6= ; and
Supp(y  x) \ (Cx)
c 6= ; =) y 2 Bx  and Supp(y  x) is not entirely in Cx that
is y =2 C (for if y 2 C then Supp(y  x)  Cx) =) y 2 Bx
  C =) (B Cx)x  
(Bx    C).
The next lemma was proved for hypergroups in [BH95]. The same result holds for
semihypergroups with the same proof which we reproduce here.
Lemma 4.1.5 Let S be a locally compact space and  2 M1(S). Then 8x 2 S and
compact C  S
x  (C)  (x
 C)
Proof:
By denition,
x C = fy 2 S : Supp(x  y) \ C 6= ;g
So y 2 x C if and only if Supp(x  y) \ C 6= ;. Thus,
x  (C) =
Z
S
x  y(C)(dy) =
Z
x C
x  y(C)(dy)  (x
 C)
since x  y(C)  1
Remark
As pointed out in [BH95] we cannot expect equality here even when S is compact.
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4.2 Convolution Equation
Proposition 4.2.1 Let S be a locally compact Hausdor semihypergroup. Let f 2
Cc(S) and  2 M1(S). Consider the function g dened by g(x) = x  (f). Then
for every such f and each  2 M1(S), the function g 2 C0(S) if and only if the
convolution on M1(S) is separately continuous on the right in the weak-star topology
(that is, if a sequence of probability measures n on the Borel subsets of S weak-star
converges to a nonnegative (not necessarily a probability) measure 0, then for any
probability measure , the sequence n   weak-star converges to 0  ).
Proof:
(The only if part) We assume that all functions of the type g(x), as described
above in the proposition, vanish at innity on S. Let n be a sequence of probability
measures w-converging to the measure 0. Let  be any given probability measure
on S. Let f 2 C+c (S). Notice that the function dened by
Z
f(x  y)(dy) = x  (f);
as a function of x on S, vanishes at innity, by our hypothesis (in the "only if" part).
Thus, Z
x  (f)n(dx)  !
Z
x  (f)0(dx)
as n  !1. But notice that
Z
f(u)n  (du) =
Z
[
Z
f(x  y)d(y)]n(dx) =
Z
x  (f)n(dx)
and similarly Z
f(u)0  (dx) =
Z
x  (f)0(dx):
The desired separate continuity of convolution follows and the proof of this part is
now complete.
(The "if part")
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Suppose that convolution is separately continuous in the sens described above.
Let f be a continuous function on S with compact support. Let  be any probability
measure on S and g(x) = x  (f). We claim that g vanishes at innity on S. If
not, then there must exist b > 0 such that the setfx : g(x) > bg is not relatively
compact. This means that there exists a sequence of elements xn in S such that for
each n, g(xn) > b and the sequence xn of unit masses at xn w-convergences to the
0 measure. But then, by the assumption of separate continuity of convolution, it
follows that for each y 2 S
Z
f(u)xn  y(du)  ! 0
as n  !1. This would then mean that
g(xn) =
Z
[
Z
f(u)xn  y(du)](dy)
must also converge to zero as n goes to innity (by the dominated convergence the-
orem). But this is a contradiction since each g(xn) > b > 0. The proof of the
proposition is now complete.
The proof of the next proposition is adapted from the proof for semigroups [HM95].
Proposition 4.2.2 Let  2M1(S), B a Borel subset of S and V an open ( closed or
compact) subset of S. Then
i. g(x) =   x(V ) is a lower (upper) semi-continuous function of x and
ii. g(x) =   x(B) is Borel measurable.
Proof:
From proposition 4.2.1 if f 2 C(S) and  2 M1(S) then g(x) =   x(f) is
continuous. Moreover   x(V ) = supf
R
f(y)  x(dy) : f 2 C(S); 0  f  1; f = 0
on S   V g. This implies that g(x) =   x(V ) is lower semi-continuous (see [[HR70]
theorem 11.10]. This also implies that F = fB 2 B :   x(B) is a Borel measurable
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function of xg contains all open subsets and all closed subsets of S, furthermore F
is a monotone class containing the class F = fV \W : V is an open set in B, and
W is a closed set in Bg. Here B is the family of Borel subsets of S. We observe that
F is closed under nite intersections and the complement of any set in F is a nite
disjoint union of sets in F, (in fact (V \W )
c = V c [ (W c   V c) is a nite disjoint
union of sets in F). Thus it belongs to F . Since F contains the algebra generated
by F, and B is the smallest ﬀ-algebra generated by open sets, B  F .
Remark 4.2.1 Let S be a locally compact semihypergroup and ;  2 M1(S) and
f 2 C(S), dene g by g(x) = x  (f). Then x  (g) = x    (f). Since
x  (g) =
Z
g(y)x  (dy) =
Z
y  (f)x  (dy) =
Z Z
f(y  u)(du)x  (dy) = x    (f)
Theorem 4.2.1 Let S be a commutative semihypergroup where convolution is sepa-
rately continuous in the weak*-topology, and ;  2M1(S) then, we have:
   =    =  if and only if  =   y = y   8y 2 [Supp()]
Proof:
Suppose y   =  8y 2 Supp(). Let f 2 Cc(S). Then
  (f) =
Z Z
f(x  y)(dx)(dy) =
Z Z
f(x  y)(dy)(dx) =
Z
x  (f)(dx) =
Z
(f)(dx) = (f)
Since this is true for any f 2 Cc(S),   = .
Conversely, suppose    =  and let f 2 C+c (S). Let g be dened by g(x) =
x (f) for all x 2 S. Then, from remark 4.2.1, x (g) = x (f) = x (f) =
g(x). Now since g 2 C0(S) by proposition 4.2.1 , and [Supp()] is closed, there exists
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b 2 [Supp()] such that kgk[Supp()] = g(b) = maxfx;x 2 [Supp()]g. However,
g(b) = b  (g) =
Z Z
g(b  y)(dy) (4.1)
Also for all y 2 Supp(),
g(b  y) =
Z
g(u)b  y(du)  kgk[Supp()] = maxfx;x 2 [Supp()]g = g(b)
so that for any y 2 Supp(),
g(b  y)  g(b): (4.2)
It follows from ( 4.1) and ( 4.2)that
g(b) = g(b  y) (4.3)
for all y 2 Supp(). Since g(by) =
R
g(u)b y(du), by the same argument as above
we have g(u) = g(b) for all u 2 Supp(b  y) and hence for all u 2 fbg  Supp().We
also know that   =  =)  n =  for all n so that the argument above remains
valid when  is replaced by n. This means that
g(y) = g(b) (4.4)
for all y 2
S1
n=1fbg  Supp(
n). Let H =
S1
n=1 Supp(
n). Then H is nonempty and
H  H  H so that H is a semihypergroup containing Supp(). Furthermore, H is
closed and it follows from the continuity of g that g(b) = g(y) for all y 2 fbg[Supp()].
Moreover, b 2 [Supp()], so fbg  [Supp()]  [Supp()]. Notice that so far we have
not used commutativity. Now  =  implies that for each n  1, n  = . If the
sequence (n) is not tight, then since the set f :  is a nonnegative Borel measure
on S and (S)  1g is a compact in the weak*-topology, there is a subsequence
(nk) of positive integers such that 
nk weak*-converges to some measure . By the
assumption of continuity of convolution in the weak*topology,    = . But this
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implies that  must be a probability measure on S. In other words, the sequence (n)
must be tight. Thus, the weak limit 0 of the sequence
1
n
Pn
k=1 
k exists, 0 2M1(S),
and furthermore, 0  0 = 0 and Supp0 = [Supp]. Since 0   = , following the
same argument as before, it follows that for any y and z in [Supp()], g(y) = g(z)
since [Supp()] is simple (by [Du73] theorem 1.13).
Now from ( 4.3)
g(b) =
Z
g(u)b  y(du) =
Z
u  (f)b  y(du) =
Z Z
f(u  x)(dx)b  y(du) = b  y  (f)
for all y 2 Supp(), that is g(b) = b  y   for all y 2 [Supp()] and from ( 4.4)we
have that
g(x) = x  y  (f)
for almost all x; y 2 [Supp()], that is x  (f) = x  y  (f) so that
(f) =   (f) =
Z Z
f(x  u)(dx)(du) =
Z
x  (f)(dx) =
Z
x  y  (f)(dx) =
Z
f(x  u)y  (du)(dx) =
y    (f) = y  (f)
for all y 2 [Supp()]:
The next result consider the Choquet equation for non commutative semihyper-
group.
Proposition 4.2.3 Let S be a semihypergroup, ;  2 M1(S) such that  =    =
  . Then for x 2 Supp(); y 2 Supp() we have
  x =   y  x
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and
x   = x  y  
Proof:
Since    =    =  for all f 2 C(S),(f) =   (f) =   (f) . Let
x 2 Supp() and K be any compact subset of S. Let x  (K) = a and  > 0
be given. Since x   is regular, there exist open sets G and W and a closed set
C such that K  W  C  G such that x  (G)  a + . Note that the set
A = fs 2 S : s  (C) < a + g is open and contains x so that (A) > 0 (since
x 2 Supp()).
Dene the function g on S by g(s) = maxfs  (C)  a  ; 0g then
Z
g(t)(dt) =
Z Z
g(s  t)(ds)(dt)
so that Z
[
Z
g(s  t)(ds)  g(t)](dt) = 0 (4.5)
Using the fact that    =    =  we have for t 2 S;   t(C) =     t(C)
(Recall   (B) =
R
  s(B)(ds), for all Borel set B).
Now if h(t) =   t(C) then
h(t) =   t(C) =     t(C) =
Z
  s(C)  t(ds) =
Z
h(s)  t(ds) =
Z
h(s  t)(ds) =   t(h)
And again since g(s) = maxfh(t)  a  ; 0g and
0  h(t)  a   =
Z
[h(s  t)  a  ](ds) 
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Z
g(s  t)(ds)  0
so that for t 2 S g(t) 
R
g(s  t)(ds) that is
Z
g(s  t)(ds)  g(t)  0 (4.6)
Combining ( 4.5) and ( 4.6) we have that g(t) =
R
g(s  t)(ds) - almost surely. For
t 2 A; h(t)  a   < 0 so g(t) = 0 that is
R
g(s  t)(ds) = 0 so g(s  t) = 0 for almost
all t (with respect to ) in A. Also
h(s  t) =
Z
h(x)s  t(dx) =
Z
  x(C)s  t(dx) =
Z
u  x(C)(du)s  t(dx) =   s  t(C)
So
g(s  t) = 0 =) h(s  t)  a+  =)   s  t(C)  a+ 
which implies
  s  t(W )  a+ 
as W  C and since W is open the functions
s 7!   s  t(W )
and
t 7!   s  t(W )
are both lower semi-continuous, then it follows that for all t 2 A and s 2 Supp() we
must have   s  t(W )  a + . Since again x 2 A and K  W ,   s  x(K) 
  s  x(W )  a +  But a =   x(K) so   s  x(K)    x(K) +  So
  s  x(K)    x(K) for all s 2 Supp().
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Now lets dene f(x) =   x(K) since    = ,
f(x) =     x(K) =
Z
  s(K)  x(ds) =
Z
f(s)  x(ds) =
Z
f(s  x)(ds):
And since
f(s  x) =   s  x(K)
we have
f(x) =
Z
f(s  x)(ds) =
Z
  s  x(K)(ds)
Which implies Z
[f(x)    s  x(K)](ds) = 0
It follows that for all s (with respect to )   x(K) =   s  x(K)
From the upper semi-continuity of the function s 7!   s  x(K) we have  
x(K) =   s  x(K) whenever x 2 Supp() and s 2 Supp(). Since  is regular,
  x;   s  x are also regular and we have   x(B) =   s  x(B) for x 2
Supp(); s 2 Supp() and B any Borel set.
Therefore   x =   s  x for x 2 Supp(); s 2 Supp().
The second inequality follows in the same manner.
4.3 Invariant and Idempotent Measures
Denition 4.3.1 Let S be a locally compact semihypergroup. A measure m on S (not
necessarily bounded) will be called left subinvariant if x m is dened and x m  m
for all x 2 S. If we have x m = m, m will be called a left invariant measure on S.
( Right invariant measures are dened the same way).
Example 4.3.1 i. The space (R;+) is a locally compact group so is a hypergroup
with the appropriate convolution and has a left invariant measure which is the
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Lebesgue measure.
ii. The Sturm Liouville hypergroup is dened from a Sturm Liouville problem whose
eigenfunctions are orthogonal with respect to a weight function dm(x) = (x)dx,
this measure is the invariant measure of the Sturm Liouville Hypergroup.
iii. The semihypergroup S = fe; x; yg where e is considered the neutral element and
convolution is dened by
x  x = y
y  y =
1
4
x +
3
4
y
x  y = y  x =
1
2
x +
1
2
y
Has invariant measure m = 1
3
x+
2
3
y we can also observe that Supp(m) 6= S al-
though Supp(m) is a simple ideal which is not completely simple ( it contains no
idempotent element) this is in contrast with semigroups where the support of the
invariant measure of an abelian semigroup is a group. For compact commutative
semihypergroup we have the following theorem proved by Dunkl.
The next theorem is from [Du73]
Theorem 4.3.1 If S is a compact commutative semihypergroup then S has a unique
invariant measure m, the support of m is a simple subsemihypergroup.
Proof:
Since S is compact, the set M1(S) of probability measures on S is weak* compact
and convex. Further M1(S) acts as a commutative semigroup of (weak*) continuous
linear operators on itself by convolution [[Du73] proposition 1.8] so by the Markov-
Kakutani Theorem, there exists m 2M1(S) such that m = m for all  2M1(S) in
particular m  x = x m = m. Now suppose that  is such that   x =  (x 2 S),
then
R
fd( m) =
R
dm(S)
R
fxd =
R
fd so  m =  but  m = m so m = .
Next we observe that if I1 and I2 are ideals of S then I1  I2  I1 \ I2 and since
S is compact, S has a minimal ideal say I. For x 2 I, m  x = m which implies that
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Supp(m) = fxg  S  I. Conversely for any x 2 S fxg  Supp(m)  Supp(m) so
Supp(m) is a closed ideal contained in I and since I is minimal, Supp(m) = I.
Remark 4.3.1 i. Jewett [Je75] and Spector [Sp78] proved that every locally com-
pact hypergroup H has a left subinvariant measure m and Supp(m) = H. For a
locally compact group the existence of a subinvariant measure implies that of an
invariant measure in fact if G is a group andm is such that xm  m then given
any Borel set A, x m(A)  m(A) but m(A) = e m(A) = x  x  m(A) 
x  m(A) (In groups x  x  = e and we have x   m(A)  m(A)) and it
follows that x m = m. This is not the case for hypergroup ( see an example of
Naimark in [Je75] 9.5) though it is easy to prove that when a compact hypergroup
has a subinvariant measure it is also invariant. Both authors also proved the
existence of invariant measures for discrete hypergroups. Spector [Sp78] proved
that if a hypergroup is commutative it has an invariant measure.
ii. Jewett's conjecture [Je75] that there exist a left invariant measure on all locally
compact hypergroup is yet to be proved.
iii. Onipchuk [On93] announced the proof of this conjecture but in reading through it
we realized that he is using commutativity implicitly in his assumptions.Precisely
the enveloping algebra A 
 A0 is not involutive unless the semihypergroup is
commutative.
The next two results, generalize to semihypergroups results given by [BH95] for hy-
pergroup.
Proposition 4.3.1 Let C be a compact subset of the semihypergroup S and z 2 C.
If C is a subsemihypergroup of S, then there exists  2 M1(S) with Supp()  C,
z   =  and    = .
Proof:
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For all n  1, dene
n =
1
n
(z + z  z + : : :+ 
n
z ) (4.7)
Then
kz  n   nk =
1
n
kz   
n
z k 
2
n
Now by assumption, we have Supp()  C for all n 2 N which just says that (n) is
uniformly tight. By the Prohorov's Theorem (n) is relatively compact (in the weak
topology) and hence there exists  2 M1(S) with n  !w . Clearly Supp()  C
and z   = . By equation ( 4.7) we have that n   =  for all n 2 N and hence
   = 
Denition 4.3.2 Let S be a locally compact semihypergroup. A probability measure
 is said to be idempotent if and only if    = 
Example 4.3.2 Consider the semihypergroup S = fe; x; yg where e is considered the
neutral element and convolution is dened by
x  x = y
y  y =
1
4
x +
3
4
y
x  y = y  x =
1
2
x +
1
2
y
The measure  = 1
3
x+
2
3
y is an idempotent measure ( as an invariant measure) with
Supp() = fx; yg.
Theorem 4.3.2 Let S be a commutative semihypergroup such that the convolution
is separately continuous in the weak*-topology. For  2 Mb(S) let L() = fx 2 S :
x   = g Then L() is a compact subsemihypergroup of S.
Proof:
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Let f 2 C+c (S) be xed and let g be such that g(x) = x (f) for all x 2 S. Then
8x 2 L() g(x) = (f). Thus, g is constant on L() and since g 2 C0(S), L() is
compact.
Next 8x; y 2 L() x  y   = x   = . This implies that  = x  y is a
probability measure satisfying    =  with  = x  y. Since S is commutative,
for all z 2 Supp(x  y), z   =  (see the Choquet equation theorem 4.2.1) which
implies z 2 L() that is Supp(x  y)  L() for all x; y 2 L(), so L() is a
subsemihypergroup of S.
Remark
Every probability measure on a semihypergroup invariant on its support is an
idempotent measure. The converse is not always true. Jewett [Je75] proved in the
case of a hypergroup( having an invariant measure) the following theorem which we
give without proof.
Theorem 4.3.3 Let H be a hypergroup with an invariant measure. If  2 M+(H)
 6= 0 and    =  ( is an idempotent measure on H), then   = , the set
G = Supp() is a compact subhypergroup of H, and  is the normalized invariant
measure on G.
Remark 4.3.2 When S is a commutative semihypergroup. Dunkl [Du73] proved that
an idempotent measure is invariant on its support which is a compact simple semi-
hypergroup. Onipchuk [On89] proved Dunkl's result for compact non-commutative
semihypergroup, with the additional condition that for any idempotent measure ,
  x = x   for all x 2 Supp(). We prove below that Dunkl's result extends
to locally compact semihypergroup (not necessarily commutative) with a more relaxed
condition.
Theorem 4.3.4 Let S be a locally compact semihypergroup with the condition that
for any idempotent measure , Supp()  fxg = fxg  Supp() for all x 2 Supp().
Suppose also that convolution is separately continuous in the weak*-topology. If  2
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M1(S) is an idempotent measure, then Supp() is a compact subsemihypergroup of S
with no two sided proper ideals. Furthermore,  is invariant on its support.
Proof:
Let K = Supp() then since    =  we obviously have K K  K so (K; ) is
a subsemihypergroup of S.
Claim if f 2 C+c (S) and g(x) = x  (f) then if f is not identically zero on
K, g(z) > 0 for some z 2 K.To see this suppose g(z) = 0 for all z 2 K thenR
f(z  y)(dy) = 0 for all z 2 K which implies that f(z  y) = 0 for all z; y 2 K so
that f  0 on K K = K a contradiction so
R
f(z  y)(dy) > 0 for some z 2 K.
Next let f 2 C+c (S), f not identically zero on S. Let g be dened by g(x) =
x  (f) then from proposition ( 4.2.1) g 2 C0(S). Further g  0, and is not
identically zero on S. We have from Remark 4.2.1 that
x  (g) = x  (f) = g(x)
Since g 2 C0(S) and K is a closed subset of S there exists x0 2 K such that g(x0) =
x0  (g) =
R
g(x0  y)(dy) for all y 2 K which in turns implies that g(z) = g(x0)
for all z 2 x0 K. Since x0 K is an ideal in S and g is constant on x0 K, it is a
compact two sided ideal of K(since g 2 C0(S) and g is not identically zero). Further
since Supp()  fxg = fxg  Supp() for all x 2 K, K has a minimum compact
nonempty ideal I  x0 K and for each f 2 C
+
c (S); g dened as above is constant on
I with value kgkK .
Now suppose I 6= K then there exists z 2 K, z =2 I, hence there exists f 2 C0(S)
such that f(z) 6= 0 and f(I) = 0. If we dene a function g as above, g 2 C0(S) and
there exists x0 2 K such that g(x0) = Supx2K jg(x)j and since g(x0) = x0  (g) we
have g(x0) = g(x0  y) for all y 2 K. If y 2 I Supp(x0  y)  I. So
g(x0  y) =
Z
gd(x0  y) =
61
Z
g(u)x0  y(du) =
Z
u  (f)x0  y(du) =
Z Z
f(u  v)(du)x0  y(du)
But u 2 I so Supp(u  v)  I so g(x0  y) = 0 which implies g(x0) = 0 but f is
not identically zero on K this is a contradiction so K = I therefore K is a compact
simple semihypergroup.
Finally let f 2 C+c (S) be given and still dene the function g as g(x) = x  (f)
for all x 2 S. Then as we have seen above there exists x0 2 K such that g(x0) =
Supx2K jg(x)j and g is constant on K. Moreover if  2M1(K)
  (f) =
Z
K
x  (f)(dx) =
Z
K
g(x)(dx) = g(x) = x  (f)
Since g is constant on K and  is a probability measure on K. This shows that
 (f) = x (f) for all x 2 Supp(). Since  was arbitrarily chosen, in particular
for  =  we will have  =    = x   so  is invariant on K = Supp().
Remark 4.3.3 It is well known that if S is a commutative semigroup and  is idem-
potent in S, then Supp() is a group. This result fail in semihypergroups in general.
In example 4.3.2 we have a 3 points commutative semihypergroup with and idempo-
tent measure whose support does not contain an idempotent element and so cannot be
a hypergroup.
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4.4 Weak Convergence of Convolution Products of Probabil-
ity Measures on Semihypergroups
4.4.1 Concretization for Semihypergroups
Denition 4.4.1 A triplet (X;;) consisting of a compact space X, a probability
measure  2M1(X), and a Borel-measurable mapping  : S  S X ! S is called a
concretization of the semihypergroup (S; ) if
(fz 2 X : ﬃ(x; y; z) 2 Ag) = x  y(A)
For all x; y 2 S and A 2 B(S).
Example 4.4.1 1. Let G be a locally compact group with multiplication, a con-
volution  and a neutral element e. The triplet (X;;) dened by X = feg,
 = e and (x; y; e) := xy for all x; y 2 G is a concretization of G.
2. Consider the hypergroup K = R+ with convolution dened by
x  y =
1
2
jx yj +
1
2
x+y
for all x; y 2 K we obtain the concretization (X;;) where
X = f 1; 1g;  =
1
2
 1 +
1
2
1
and
(x; y; 1) = jx  yj
(x; y; 1) = x+ y
Since  is Borel measurable we just need to check that
(fz 2 X : (x; y; z) 2 Ag) = x  y(A)
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Actually
(fz 2 X : ﬃ(x; y; z) 2 Ag) =
x  y(A) =
1
2
jx yj(A) +
1
2
x+y(A)
And since X = f 1; 1g, then if (x; y; z) =2 A 8z 2 f 1; 1g, then jx  yj =2 A
and x + y =2 A so that (fz 2 X : (x; y; z) 2 Ag) = 0 and x  y(A) = 0.
If (x; y; 1) 2 A and (x; y; 1) =2 A, then (f 1g) = 1
2
and x  y(A) =
1
2
jx yj(A) =
1
2
and if (x; y; 1) =2 A and (x; y; 1) 2 A then (f1g) = 1
2
and
x  y(A) =
1
2
x+y(A) =
1
2
. Finally if (x; y; 1) 2 A and (x; y; 1) 2 A then
(f 1; 1g) = 1 and x  y(A) = 1. So we have (X;;) as dened above is a
concretization of (R+; ).
The next theorem is from [BH95] it is also valid for semihypergroups with the same
proof.
Theorem 4.4.1 Let S be a second countable semihypergroup. There exists a measur-
able mapping  from SS [0; 1] into S such that ([0; 1]; [0;1];) is a concretization
of S.
Remark 4.4.1 In the special case of one dimensional semihypergroup S = R+ we
may assume without loss of generality that
minsupp(x  y) = jx  yj
maxsupp(x  y) = x+ y
whenever x; y 2 K The measurable mapping  : S  S  [0; 1]  ! S established in
Theorem 4.4.1 also satises the following ve properties:
1. (x; y; 0) = jx  yj
2. (x; y; 1) = x+ y
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3. (x; y; t) = (y; x; t) 8t 2 [0; 1]
4. (0; x; t) = (x; 0; t) = x 8t 2]0; 1]
5. The mapping (:; :; t) : S  S  ! S is lower semicontinuous.
Now let S be a semihypergroup with a xed concretization (X;;) and (
;A; P )
denote an arbitrary probability space.
Denition 4.4.2 For any S-valued random variables X and Y on (Xn)n1 and an
(auxiliary) X-valued random variable  on (
;A; P ) such that  is (stochastically)
independent of X 
 Y and has distribution P =  we dene the randomized sum of
X with Y by X+^Y = (X; Y; ).
Remark 4.4.2 This denition can be extended to sequences (Xn)n1 of X-valued
random variables on (
;A; P ) provided all random variables occurring in the sequence
(Xn)n1 and (n)n1 are independent and Pn :=  for all n  1 in fact by the
recurrence
0X
j=1
X^j := e
nX
j=1
X^j := Xn+^
n 1X
j=1
X^j; n  1
the randomized sums Sn =
Pn
j=1 X^j, n  1 are introduced again as S-valued random
variables on (
;A; P ), which form a (non homogeneous) Markov chain (Sn)n0 with
corresponding sequence (Nn)n1 of transition kernels on (S;B(S)) satisfying
Nn(x;A) = (PXn  x)(A) =
P (Sn 2 A : Sn 1 = x)
For PSn 1-almost all x 2 S;A 2 B(S) and n  1
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Proposition 4.4.1 Let X and Y be S-valued random variables and let  be an X-
valued random variable on (
;A; P ) with Pn :=  such that X; Y;  are independent
then PX+^Y = PX  PY
Proof:
8A 2 (S;B(S))
PX+^Y (A) = P ((X; Y; ) 2 A) =Z Z
P ((X; Y; ) 2 A)PX(dx)PY (dy)
Z Z
[(X; Y; ) 2 A)]PX(dx)PY (dy)
Z Z
x  y(A)PX(dx)PY (dy)
PX  PY (A)
So PX+^Y = PX  PY
Remark 4.4.3 Forming randomized sums is generally not an associative operation
although convolution obviously is. While randomized sum X+^Y clearly depends on
the particular choice of the underlying concretization of S the joint distribution of the
random variables X; Y and X+^Y does not.
4.4.2 Sequence of Convolution of Measures
Theorem 4.4.2 Let S be a locally compact semihypergroup. Assume  2M1(S) and
suppose that the sequence (n) is tight. Suppose also that
S = [
1[
n=1
Supp()n]
let K = f 2M1(S) :  is a weak limit point of the sequence ()
ng also let us dene
S0 =
[
fSupp() :  2 Kg
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and S1 = S0 then the sequence
1
n
nX
k=1
k
converges weakly to a probability measure  such that  =    =    =    and
Supp() is the closed minimal ideal of S.
Proof:
Write n =
1
n
Pn
k=1 
k then for k  1, k  n = n  
k and
limn!1kn   
k  nk = 0 (4.8)
its follows , since the sequence n is tight, that the sequence (n) is also tight so that
f(n) : n  1g is weakly relatively compact. Let 1 and 2 be two limit points of (n)
then by ( 4.8)
k  1 = 1  
k = 1
k  2 = 2  
k = 2
It follows that
1
n
nX
k=1
k  1 =
1
n
nX
k=1
1  k = 1
and
1
n
nX
k=1
k  2 =
1
n
nX
k=1
2  k = 2
That is
n  1 = 1  n = 1
n  2 = 2  n = 2
which then implies that 1 = 2( ) and    =    =  =    and since  is
an idempotent measure it is a simple semihypergroup and since Supp()  Supp() =
Supp()  Supp() = Supp(),Supp() is the minimal ideal of S = [
S1
n=1 Supp()
n]
Remark
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If n converges weakly then liminf(Supp()n) is nonempty. To see this suppose
n  !w  then claim Supp()  liminf(Supp()
n) for let x 2 Supp() then for every
neighborhood U of x, (U) > 0 but (U)  liminfn(U) so liminfn(U) > 0 which
implies that x 2 liminf(Supp()n) which implies that Supp()  liminfSupp(n)
therefore liminf(Supp()n) 6= ;.
We now solve the Choquet equation for not necessarily commutative hypergroups
(an alternative proof can also be found in [BH95] but required lots of steps).
Corallory 4.4.1 Suppose H is a hypergroup with an invariant measure and ;  2
M1(H). Then  =    if and only if  =   x for all x 2 [Supp()](the smallest
subhypergroup of H containing Supp()
Proof:
The if part is trivial. Now suppose that  =    then  =   n. Given  > 0,
let K be a compact subset of H such that (K) > 1   Then
1   < (K) =  =   n(K) =
Z
x  
n(K)(dx) 
Z
n(x K)(dx) 
Z
n(x K)(dx) +  
n(K  K) + 
WhereK K = [x2Kx
 K. SinceK K  H, K K is compact, and consequently
the sequence n is tight. We can now use theorem ( 4.4.2)since 1
n
Pn
k=1 
k converges
weakly to some idempotent probability measure . Also since  =   n we have
 =   ( 1
n
Pn
k=1 
k)and since convolution is separately continuous with respect to
weak topology we have  =   , where  =   , and consequently, Supp() is a
compact subhypergroup of H [[Je75] theorem 10.2E] containing Supp(). And since
   =    =  ( is the Haar measure of [Supp()]). Now suppose  =    Let
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f 2 Cc(H) and dene g by g(x) =   x(f) for all x 2 H then
  x(g) =
Z
g(y)  x(dy) =
Z
  y(f)  x(dy) =
Z Z
f(z  y)(dz)  x(dy) =
    x(f) =   x(f) = g(x)
Since g 2 C0(H) and Supp()is compact, there exists x0 2 Supp() such that
g(x0) = kgkSupp() = Supx2Supp() jg(x)j
Now x0(g) = g(x0) so that g(x0) =
R
g(yx0)(dy) which implies g(x0) = g(yx0)
for all y 2 Supp() which implies
g(x0) = g(y  x0) =
Z
g(u)y  x0(du) =
Z
  u(f)y  x0(du) =
Z Z
f(z  u)(dz)y  x0(du) =
  y  x0(f)
Since g(x0) = g(y  x0) for all y 2 Supp() g is constant on Supp()  x0  Supp()
which is a right ideal of Supp() so contains the neutral element e. So we have
g(e) =   y  e(f) =   y(f)
and since g(e) =   e(f) we have
  e(f) =   y  (f)
69
so that (f) =   y(f) for all f 2 Cc(H). Therefore  =   y for all y 2 Supp()
and since Supp()  Supp() we have that  =   x for all x 2 [Supp()]
Corallory 4.4.2 Let S be a semihypergroup and  2M1(S) be such that the sequence
(n) is tight and S = [
S1
n=1 Supp()
n]. Let  2 M1(S) such that    =  Then the
following assertions are valid.
i. S has a simple ideal K = Supp(0), where 0 is the weak limit of
1
n
Pn
k=1 
k and
  0 = 0   = 0
ii. Supp()  K and  =   
Proof:
Assertion (i) follows from theorem ( 4.4.2). Suppose now that    =  for some
 2M1(S). Then
  (
1
n
nX
k=1
k) = ; n  1
and it follows that   0 =  and Supp() = Supp()Supp(0)  Supp(0) = K
Now let x 2 Supp() and f 2 Cb(H) then   0 =  implies
x  (f) = x    0(f) =
Z
x  y  0(f)(dy) =
Z
x  0(f)(dy) = x  0(f)
We have x y 0 = x 0 since Supp()  Supp(0) and 0 = 0 0 by proposition
( 4.2.3).And it follows that
  (f) =
Z
x  (f)(dx) =
Z
x  0(f)(dx) =   0(f) = (f)
So that  = . is an idempotent measure so Supp() is a simple subsemihypergroup
of K = Supp(0)
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Corallory 4.4.3 Let S be a semihypergroup and  2 M1(S),S = [
S1
n=1 Supp()
n].
Suppose that S satises the following compactness condition
K is compact, x 2 S =) x K is compact
Let  2 M1(S) such that    =  then
1
n
Pn
k=1 
k converges weakly to 0 2 M1,
and consequently all the results in corollary 4.4.3 remain valid.
Proof:
Let  be a weak* limit points of the sequence
n =
1
n
nX
k=1
k
If all such weak* limit points are probability measures, then it follows from theorem
4.4.2, that the sequence 1
n
Pn
k=1 
k converges weakly to some 0 in M1(S), and the
rest of corollary 4.4.3 then follows exactly as in corollary 4.4.2. Thus it suces to
show that  2M1(S).
Let f 2 Cc(S) and x 2 S. Then fx 2 Cc(S). Let (nk) be the subsequence such
that (nk) weak* converges to . Then let us dene the function gk and g by
gk(x) = x  nk(f)
and
g(x) = x  (f)
Since convolution is separately continuous x  nk !w x  , so gk(x)  ! g(x) as
k  !1 therefore by the bounded convergence theorem, for f 2 Cc(S) we have
(f) =
Z
f(x)(dx) =   nk(f) =
Z
x  nk(f)(dx) =Z
gk(x)(dx)  !
Z
g(x)(dx) =
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Z
x  (f)(dx) = (  )(f)
So that  = . That is (S) = (S)(S) which implies that (S) = 1 so  2M1(S).
Proposition 4.4.2 Suppose S is a compact semihypergroup, with a continuous con-
cretization,  2M1(S) and
S = [
S1
n=1 Supp()
n] then for any open set G containing the kernel K of S,
limn!1
n(G) = 1
Proof:
Let K  G, G open , since K S  G, S;K are compact, there exists an open set
V containing K such that V  S  G. Notice that if
limk!1
nk(V ) = 1; (4.9)
then 8 > 0 there exists k0 such that m > nk0 implies
m(G)  nk0 (V )m nk0 (S) > 1  
which means that
limn!1
n(G) = 1
Therefore it is enough to established ( 4.9) for some subsequence (nk). To this end
let x 2 K then since SxS  K  V there exists an open set W such that x 2 W and
S W  S  V since x 2 W  S = [
S1
n=1 Supp()
n] there exists m > 0 such that
m(W ) > 0.
Let (Xn) be a sequence of independent S-valued random variable each with dis-
tribution m. Then we have
X
P (Xn 2 W ) =1
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and by Borel Cantelli lemma we have
P (Xn 2 W; i:o) = 1
Since fXn 2 Wg are independent, 8 > 0 9m0 such that
P (
m0[
n=0
fXn 2 Wg > 1  :
Now if
x 2
m0[
n=0
fXn 2 Wg:
9n0 such that Xn0(x) 2 W , let Sn =
Pn
k=1 X^k n  m0.
Note that if X and Y are two random variables such that X is A-valued and Y is
B-valued then X+^Y is AB-valued. For X+^Y = (X; Y; ) when  is [0; 1]-valued so
that (X+^Y )(x) = (X(x); Y (x); (t)). Set
X(x) = z; Y (x) = y; (t) = s
Claim: (z; y; s) 2 Supp(z  y)  A  B for all s 2 [0; 1].To see this suppose
x 2 A; y 2 B let V be an open set containing (z; y; s), s 2 [0; 1] then x  y(V ) =
fs : (z; y; s) 2 V g and since  is continuous, fs : (z; y; s) 2 V g > 0 so that
x  y(V ) > 0, that is (z; y; s) 2 Supp(z  y)  A B. So X+^Y is AB-valued and
by the denition of the randomized sum
Sn = X1+^X2+^X3+^ : : : +^Xn
Since Xn0 is K-valued Sn will be V -valued so that
m0[
n=0
fXn 2 Wg  fX1+^X2+^X3+^ : : : +^Xn 2 V g; n  m0
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Since S W  S  V .
Now as X1+^X2+^X3+^ : : : +^Xn has distribution 
mn, it is clear that for n 
m0(mn > m0) so that 
mn(V ) > 1   for all  > 0. So mn(V ) = 1.
Proposition 4.4.3 Let I be a Borel set that is an ideal of S. Suppose that for some
positive integer m, m(I) > 0 for some  2 M1(S). Then the sequence (
n(I))
monotonically increases to 1.
Proof:
I  S  I so n+1(I)  n(I)(S) = n(I)
For all positive integer n. Now the prove follows as above since S  I  S  I.
Proposition 4.4.4 Let n be a sequence in M1(S) such that the subsequence 0;nt
where
k;n = k+1  : : :  n
has at least one weak* limit point in M1(S). Suppose that S has the property such
that convolution as a map from M1(S)  B(S)  ! B(S) is continuous in the weak*
sense. Then there is a sequence (pt)  (nt) such that for each positive integer k
k;pt  !w k 2M1(S)
pt  !w    2M1(S)
k   = k
Where B(S) = f :  is a nonnegative regular Borel measure with (S)  1g
Proof:
Suppose 0;nt  !w 0 2 M1(S). Note that w*-convergence is weak convergence
when the limit is in M1(S). Now for each positive integer t
ynt  (0;nt ; 1;nt ; : : : ; nt 1;nt ; 0; 0; 0; : : :)
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are elements in the product space
Y =
1Y
i=1
Xi; Xi = B(S)
with weak*topology, where Y has the product topology and is therefore compact, since
B(S) is w*compact. Since Y is compact (and rst countable), there is a subsequence
(mt)  (nt) such that ymt  ! y 2 Y , in the topology of Y . This means that for each
k  0, there exists k 2 B(S) such that
k;mt  ! k
Since convolution is continuous as a map fromM1(S)B(S)  ! B(S) it follows that
for each k  1
0;mt = 1  2  : : :muk  k+1  : : :  mt =
0;k  k;mt  ! 0;k  k
in the weak* sense and this means that
0;k  k = 0; k  1
(since 0;mt  ! 0)
However since 0 2 M1(S) this implies that k 2 M1(S) for each k  1. Let
(pt)  (mt) be a subsequence such that pt  !  2 B(S) in the weak*sens. Now for
xed integer s and t > s such that ps > k, we have
k;ps  ps;pt = k;pt
Again by the continuity of convolution, it follows that given k  0 for each s such
that ps > k
k;ps  ps = k
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which in turn implies that k   = k, k  1, since k 2 M1(S). The last equation
implies that    = .
Proposition 4.4.5 Suppose S satises the following compactness condition.
K compact and x 2 S implies x K is compact.
If n  !  weakly in M1(S) and n  !  2 B(S) in the weak* sense with
n 2M1(S) then n  n  !    in the weak* topology.
Proof:
Let f 2 Cc(S). Then for each s 2 S, t 7! fs(t) is in Cc(S). Hence if
gn(s) 
Z
f(s  t)n(dt)
g(s) 
Z
f(s  t)(dt)
Then
limn!1gn(s) = g(s)
Since  is a regular measure, it is easily seen that g is a bounded continuous function
on S. Also by Egoro's theorem in analysis, given  > 0 there exists a compact set
K such that (K) <  and on S  K, gn  ! g uniformly. Since n  !  weakly,
limsupn!1n(K)  (K) < 
Then we have 
Z
gndn  
Z
gd
 
Z
K
gndn  
Z
K
gdn
+
Z
Kc
jgn   gj dn +

Z
gdn  
Z
gd

which shows that
limn!1
Z
gndn =
Z
gd
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because
Z
gndn  
Z
gd =
Z
gndn  
Z
gdn +
Z
gdn  
Z
gd =
Z
K
gndn +
Z
Kc
gndn  
Z
K
gdn  
Z
Kc
gdn +
Z
gn  
Z
gd: =
Z
K
gndn  
Z
K
gdn +
Z
Kc
(gn   g)dn +
Z
gdn  
Z
gd
So
limn!1
Z
gndn =
Z
gd
This means that
Z
fdn  n =
Z Z
f(s  t)n(ds)n(dt) =
Z
[
Z
f(s  t)n(dt)]n(ds) =
Z
gn(s)n(ds)  !
Z
gd =
Z
fd  
So n  n  !   
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5 Semigroups of Multipliers associated with semigroups of
Operators in Lp(H)
5.1 Introduction
In this chapter we extend to hypergroups basic techniques on multipliers set forth
for groups in [HR70], namely propositions 5.2.1 and 5.2.2, as well as an extended
version of Wendel's theorem. Let H be a compact commutative hypergroup and H^
its dual space. We establish relationships between semigroups S = fT () :  > 0g of
operators on Lp(H), 1  p <1, which commutes with translations, and semigroups
M = fE :  > 0g of Lp(H) multipliers. These results generalize to hypergroups
those of [HP57] for the circle groups and [B074] for compact abelian groups.
Remark 5.1.1 Let H be a locally compact hypergroup.
Then 8x 2 H; 2M(H), and f 2 C(H)
x  (f) =
Z
H
fxd
( (fx), say)
and similarly
  x(f) = (f
x)
Denition 5.1.1 A character  on a hypergroup H is a continuous complex-valued
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function on H which is not identically zero and satises
Z
H
dx  y = (x)(y)
for all x; y 2 H. A character  is said to be Hermitian if and only if (x ) = (x).
Remark 5.1.2 For commutative hypergroups, the dual H^ of H is the set of all
Hermitian characters on H. H^ is a hypergroup provided it is a hypergroup with
respect to pointwise multiplication. That is, with a convolution dened such that
1  2(x) = 1(x)2(x) for all x 2 H. Unlike in the group case, H^ is not always a
hypergroup even in the commutative case [Je75]. Also if H^ is a hypergroup,
^^
H may
not necessarily be a hypergroup. If H admits a dual hypergroup structure, it is
called a hypergroup of type D. If H^ is a hypergroup , H 
^^
H in a natural
manner, and if in addition, H =
^^
H holds, we call H a strong hypergroup.
We will assume throughout this chapter that H^ is supported by its invariant measure.
Denition 5.1.2 Let (H; ) be a commutative hypergroup with invariant measure m.
The Fourier Stieljes transform ^ of  is dened on H^ by
^() =
Z
H
d
And for all f 2 L1(H), the Fourier transform f^ of f with respect to m is dened by
f^() =
Z
H
f dm
Also the convolution of a function f with a measure  is given by
f  (x) =
Z
H
Z
H
fdx  y (dy)
79
5.2 Multipliers on Hypergroups
Denition 5.2.1 Let H be a locally compact hypergroup with invariant measurem,and
Lp(H) has its usual meaning 1  p  1. Let U = C(H) or Lp(H). Given A  U , we
dene, by A^, the set of all Fourier transforms f^ of f 2 A. A complex valued function
' on the dual space H^ of H is called an (A;B)-multiplier if and only if 'f^ 2 B^ ('f^
is a pointwise multiplication) for each f 2 A where A;B are subsets of U . The set of
all (A;B)-multiplier is denoted by M(A;B).By multiplier we here really mean a left
multiplier. Right multipliers are dened in a similar way.
Remark 5.2.1 First we point out that in the case of a compact non commutative
hypergroup, H^ denote the dual object of H, that is, the set of continuous unitary
representations U of H. Suppose U 2 H^ and fﬁjg
dU
j=1 is an orthonormal basis for
HU (the Hilbert space associated with U with dimension dU). We dene coordinate
functions for U as in [Vr79] by
ujk(x) =< uxﬁk; ﬁj >
where 1  j; k  dU . For details about representations on compact hypergroups, see
[Vr79]. TrigU(H) is the linear span of coordinate functions of U and Trig(H) =S
fTrigU(H) : U 2 H^g.
Further the  algebra
Q
U2H^ B(HU) will be denoted by E(H^); scalar multiplication,
addition, multiplication and adjoint of an element are dened coordinate wise. Let
E = (EU) be an element of E(H^). For 1  p <1 we dene
kEkp = (
X
U2H^
kUkEUk
p
'p
)
1
p
and
kEk1 = supfkEUk'1g
The norms k:k'P are the operator norms of [[HR70] D.37, D.36(e)] and the notations
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Ep(H^), E00(H^), and E0(H^) is as in [[HR70] 28.24].
As in the group case [HR70], many of the argument used in the theory of multipliers
are based on the closed graph theorem. The next result put into one place all those
closed graph theorem arguments and also list all the spaces that we deal with in this
section.
Proposition 5.2.1 Let H be a compact hypergroup. Let U and B be any of the spaces
i. Ep(H^), (1  p  1), E0(H^) ,
ii. Lp(H), (1  p  1),Cb(H), M(H)
where H^ denote the dual object of H.
Let E be a (U ;B)-multiplier. Dene the mapping
T : U  ! B
by the following rules
iii. T (g) = Eg for g 2 U if U and B are chosen from (i)
iv. dT (g) = Eg for g 2 U , U chosen from (i) and B from (ii)
v. T (f) = Ef^ for f 2 U [or T () = E^ for  2 M(H)] if U is chosen from(ii) and
B from (i)
vi. [T (f) = Ef^ for f 2 U [or[T () = E^ for  2M(H)] if U and B are chosen from
(ii).
If U and B are given their usual norm, then T is a bounded linear transformation
from U to B
Proof:
The proof is adapted from [[HR70]35.2] for the group case.
First, we need to show that T is well-dened in (iii),(iv),(v),(vi).
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For (iii), since U and B are chosen from (i), by the denition of a (U ;B)-multiplier,
for all g 2 U , Eg 2 B uniquely so that T is well dened.
In (v) U is from (ii) so that U^ is a subset of a set in (i) and E is a (U^ ;B)-multiplier
so for all f 2 U , f^ 2 U and Ef^ 2 B uniquely, therefore T is well dened as f^ is
uniquely dened.
For (iv) U is chosen from (i) and B from (ii)so E is a (U ; B^)-multiplier so 8g 2 U ,
Eg 2 B. Now if[T (g) = Eg, by the uniqueness of the Fourier transform [[Je75] 7.3E],
T (g) is well dened. Similarly in (vi) for (U ;B) from (ii) E is a (U^ ; B^)-multiplier that
is 8f 2 U ,f^ 2 U^ and Ef^ 2 B so if[T (f) = Ef^ then by the uniqueness of the Fourier
Stieltjes transform T (f) is unique, T is then well dened.
Now if U is chosen from (i) then we have U  E1(H^) and [[HR70] 28.32(iv)] shows
that for all g 2 U
kgk1  kgkU (5.1)
If U is chosen from (ii) U  M(H) and as M(H) is isomorphic with E1(H^) [[Vr79]
3.2] and since the isomorphism is norm-decreasing we have
k^j1  kk  kkU
For all g 2 U^ (This is obtained by writing k^kU^ for kkU in the previous inequality),
we have
kgk1  kgkU^ (5.2)
Relations ( 5.1) and ( 5.2) shows that in all cases U can be regarded as a subspace
of E1(H^) for which ( 5.1) holds. The same remark evidently holds for B. Thus we
may consider U and B as linear subspaces of E1(H^) with complete norm k:kU and
k:kB satisfying the inequality ( 5.1). So we will just prove that the mapping T dened
from U to B by T (g) = Eg is a bounded linear transformation carrying U to B for all
subspaces of E1(H^) having complete norms that satisfy ( 5.1). Since E; g 2 E1(H^)
we have for g1; g2 2 U , g1; g2 2 E1(H^) and E(g1 + g2) = Eg1 + Eg2 so T (g) = Eg is
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a linear transformation. Now let g 2 U and fg(n)g1n=1 be a sequence in U such that
limn!1kg
(n)   gkU = 0 (5.3)
Suppose that g0 is a limit point of B such that
limn!1kT (g
(n))  g0kB = 0 (5.4)
Then from ( 5.1) applied to B and ( 5.4)
limn!1kEg
(n)   g0k1 =
limn!1kT (g
(n))  g0k1 = 0 (5.5)
For each U 2 H^, ( 5.5) shows that
limn!1kEUg
(n)
U   g
0
Uk'1 = 0 (5.6)
and from [HR70] D.52i and ( 5.1)
kEUg
(n)
U   EUgUk'1 
kEUk'1kg
(n)
U   gUk'1
From ( 5.3) we have
limn!1kEUg
(n)
U   EUgUk'1 = 0 (5.7)
For each U 2 H^. The inequalities ( 5.6) and ( 5.7) imply that Eg = g0, that is, T has
a closed graph in U  B. and from the closed graph theorem T is continuous.
Our next result describes the duality properties of multipliers. It provides useful
shortcuts in computations involving multipliers.
Proposition 5.2.2 Suppose that U and B and also their conjugate spaces U, B are
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among the spaces listed in Proposition ( 5.2.1) [(i),(ii)][Thus neither U nor B can be
E1(H^), L1(H) or M(H)] Then we have
M(U ;B) =M(B;U)~
Proof:
It is enough to show that E 2M(U ;B) implies E~ 2M(B;U)
We will examine four cases according to whether U and B are chosen from Proposition
( 5.2.1)(i) or Proposition ( 5.2.1)(ii). Throughout this prove, let T be as dened in
Proposition ( 5.2.1) for the element E 2M(U ;B).
First suppose that both U and B are chosen from Proposition ( 5.2.1)(i), consider a
xed B 2 B. For each A 2 U dene
ﬃ(A) =< T (A); B >
where <;> is dened as in [[HR70] 28.28i]. Holder's inequality [ [HR70] 28.28ii]
and the boundedness of T show that
jﬃ(A)j = j< T (A); B >j = kT (A)kBkBkB  kTkkAkUkBkB
For all A 2 U . The space E00(H^) is contained in U and so for A 2 E1(H^) we have
< A;C >=< T (A); B >=< EA;B >=< A;E~B >
It follows that E~B = C and consequently that E~ 2M(B;U)~
Next suppose that U is chosen from Proposition ( 5.2.1)(i) and B from Proposition
( 5.2.1)(ii). Consider a xed but arbitrary f 2 B. For each A 2 U , T (A) belongs
to M(H) [In case T (A) is a function C 2 Lp0(H) we mean by this that T (A) is a
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measure such that dT (A) = gdm], we dene ﬃ on U by
ﬃ(A) =
Z
fdT (A) (5.8)
for all A 2 U then
kﬃ(A)k  k fkBkT (A)k  k fkBkTkkAk
so ﬃ is bounded because T is bounded. ﬃ being a bounded linear functional on U ,
there is a C 2 U for which
ﬃ(A) =< A;C > (5.9)
for all A 2 U .
Since E00(H^)  U , T (A0) is dened for A0  E00(H^). The element EA0 is in
E00(H^) and the denition Proposition ( 5.2.1)iv of T shows that dT (A0) = gdm where
g 2 Trig(H) and g^ = EA0. Applying ( 5.8), ( 5.9) and [[HR70] 34.33] we obtain
< A0; C >=
Z
fdT (A0) =
Z
fgdm =< g^; f^ >=< EA0; f^ >=< A0; E
~f^ > : (5.10)
Since f is arbitrary in B and A0 is arbitrary in E00(H^), ( 5.10) shows that E
~
carries B^ into U; that is E~ is in M(B;U).
Third suppose that U is chosen from Proposition ( 5.2.1)(ii) and B from Proposition
( 5.2.1)(i), for a xed but arbitrary B 2 B dene ﬃ on U by
ﬃ(f) =< T (f); B >
for all U . As dened before ﬃ is a bounded linear functional , applying [[HR70] 14.10],
if U = C(H)] and [[HR70] 12.18] if U = Lp(H)], we dene a measure  (which has
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the form gdm if U = Lp(H)) such that
ﬃ( f) =
Z
fd
for all f 2 U
for each f 2 Trig(H)  U we have
< f^; ^ >= < ^; f^ > =
Z
H
fd =
ﬃ(f) =< T (f); B >=< Ef^;B >=< f^;E~B >
and hence E~B = ^. Thus again E~ belongs to M(B;U). Suppose nally that U
and B are chosen from Proposition ( 5.2.1)(ii), and consider g 2 B. For f 2 U dene
ﬃ(f) =
R
gdT (f) as in the previous case, there is a  2 U such that ﬃ( f) =
R
fd
for f 2 U . For f 2 Trig(H) we have dT (f) = hdm where h 2 Trig(H) and h^ = Ef^ .
Hence we can write
< f^; ^ >= ﬃ(f) =
Z
g^dT (f) =
Z
ghdm =
< h^; g^ >=< Ef^; g^ >=< f^;E~g^ >
once again E~g^ = ^ and E~ is in M(B;U)
We now consider a version of Wendel's theorem. This theorem tells us when
bounded linear operators on L1(H) commute with translation operators. It was stated
and proved for locally compact abelian groups in [Lr71]. A statement of this theorem
for locally compact commutative hypergroups is in [Ls82]. We give here a complete
proof.
Theorem 5.2.1 Let H be a locally compact commutative hypergroup. Suppose T :
L1(H) ! L1(H) is a bounded linear transformation. Then the following statements
are equivalent:
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i. T commutes with right translation operator that is T (f s) = T (f)s for all s 2 H
ii. T (f  g) = T (f)  g for each f; g 2 L1(H)
iii. There exists a unique transformation ' on H^ such that [T (f) = 'f^ for each
f 2 L1(H).
iv. There exists a unique measure  2M(H) such that[T (f) = ^f^ for each f 2 L1(H)
v. There exists a unique measure  2 M(H) such that T (f) = f   for each f 2
L1(H)
Proof:
(i)implies (ii)
Suppose T commute with right translation, let k 2 L1(H) then the mapping
dened on L1(H) by
f 7!
Z
T (f)(t)k(t )dm(t)
is a linear functional on L1(H) moreover
k
Z
T (f)(t)k(t )dm(t)k  kkk1kT (f)k1  kkk1kTkkfk1
where kTk denotes the usual operator norm of T . Consequently there exists a function
h 2 L1(H) such that
Z
T (f)(t)k(t )dm(t) =
Z
f(t)h(t )dm(t) (5.11)
by virtue of ([HK75] 20.20). If f , g 2 L1(H) we have
Z
[T (f)  g](t)k(t )dm(t) =
Z
[
Z
T (f)(t  s)g(s )dm(s)]k(t )dm(t) =
Z
[T (f)s(t)g(s )dm(s)]k(t )dm(t) =
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Z
[
Z
T (f s)(t)g(s )dm(s)]k(t )dm(t)
and from Fubini's theorem
=
Z
g(s )
Z
T (f s)(t)k(t )dm(t)dm(s)
and from ( 5.11) Z
g(s )
Z
f s(t)h(t )dm(t)dm(s) =
Z
h(t )
Z
f s(t)g(s )dm(s)dm(t) =
Z
(f  g)(t)h(t )dm(t) =
Z
T (f  g)(t)k(t )dm(t):
And since k was arbitrarily chosen in L1(H) it follows that T (f)  g = T (f  g) for
all f; g 2 L1(H). At this point commutativity is not assume and will be assume now
(ii)implies (iii)
Suppose T (f)  g = T (f  g) for all f; g 2 L1(H). Then since H is commutative,
L1(H) is commutative that is fg = gf for all f; g 2 L1(H) so that T (fg) = T (gf)
and we have
T (f  g) = T (f)  g = T (g  f) = T (g)  f
In particular for all f; g 2 L1(H) we have
\(T (f)  g) = \(T (g)  f))[T (f)g^ =[T (g)f^
Now for all  2 H^ choose g 2 L1(H) such that g^() 6= 0 (see Hille and Philips [HP57]
4.15 for the existence of such g) dene '() =
\(T (g)()
g^()
then the equation
[T (f)g^ = f^[T (g))
[T (f)
f^
() =
[T (g)
g^
()
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Therefore ' is independent of g and we have
[T (f)g^() = f^[T (g)()
which implies
[T (f)() = f^()(
[T (g)
g^
)() =
'()f^() = ('f^)()
Therefore[T (f) = 'f^
(iii) implies (iv)
Suppose that [T (f) = 'f^ for all f 2 L1(H). That is 'f^ 2 \L1(H). It follows
that 'f^ is a Fourier transform (of T (f))and since ' 2 C(H^) ['f^ is continuous] ' is
a Fourier Stieltjes transform [[Ls82] Theorem 2.1.3], that is, there exists  2 M(H)
such that ' = ^ so[T (f) = ^f^
(iv) implies (v)
[T (f) = ^f^ =[  f Now (T (f)    f )^ = 0 implies T (f) =   f
Finally (v) implies (i)
Since f s 2 L1(H) there exists  2M(H) such that
T (f s) =   f s =   (f  s ) =   f  s 
but (  )  f =   (  f) so that
T (f s) = (  f)  s  = (  f)
s = T (f)s
So T (f s) = T (f)s.
The next theorem is a reduced form of Wendel's theorem for locally compact
non-commutative hypergroups It is stated without proof in [[BH95] Theorem 1.6.24.]
Theorem 5.2.2 Suppose H is a locally compact (not necessarily commutative) and T
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is a bounded linear transformation of L1(H) into itself. Then the following statements
are equivalent
i. T commutes with right translation operator that is T (f s) = T (f)s for all s 2 H
ii. T (f  g) = T (f)  g for each f; g 2 L1(H)
iii. There exists a unique measure  2 M(H) such that T (f) = f   for each f 2
L1(H)
Proof:
(i) implies (ii) and (iii) implies (i) follow exactly as above and (ii) implies (iii)
follows as in [[HR70] Theorem 35.5].
We now give a proof of Theorem ( 5.2.1) for compact (not necessarily commutative)
hypergroups.
Theorem 5.2.3 Let H be a compact (not necessarily commutative) hypergroup. Sup-
pose T : L1(H) ! L1(H) is a bounded linear transformation. Then the following
statements are equivalent:
i. T commutes with right translation operators that is T (f s) = T (f)s for all s 2 H
ii. T (f  g) = T (f)  g for each f; g 2 L1(H)
iii. There exists a unique transformation ' on H^ such that [T (f) = 'f^ for each
f 2 L1(H).
iv. There exists a unique measure  2M(H) such that[T (f) = ^f^ for each f 2 L1(H)
v. There exists a unique measure  2 M(H) such that T (f) = f   for each f 2
L1(H)
Proof:
From Theorem ( 5.2.2) (i),(ii), (v) are equivalent. We now show that (ii) and (iii)
are equivalent.
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(ii)implies (iii) Let H^ be the dual object of H, suppose U 2 H^ and fﬁjg
dU
j=1 is an
orthonormal basis for HU (The Hilbert space associated with U with dimension dU).
With coordinate functions dened for U by
ujk(x) =< uxﬁk; ﬁj >
where 1  j; k  dU then if U; V 2 H^, there exists a constant kU with kU  dU such
that
Z
ujk( vrs)dm =
8<
: k
 1
u when U = V , j=r,k=s;
0 otherwise:
moreover if H is a compact hypergroup then kU = dU [Vr79] theorem 2.6.
Now let U = k
 1
U IU where kU  dU . Then U is in the center Z(L1(H)) of L1(H)
that is f  U = U  f because
\(f  U) = f^ ^U = f^k
 1
U I^U = k
 1
U I^U f^
\(k 1U IU)f^ = [(k
 1
U IU)  f
b] = \(U  f)
So f  U = U  f
We can now dene '(U) = \T (kUU)(U)
cTf(U) = cTf(U)I^U(U) = cTf(U)\(kUU)(U) =
[(Tf)  kUUb](U) = [T (f  kUU)b](U) =
[T (kUU  fb](U) = [T (kUU)  fb](U) =
\T (kUU)(U)f^(U) = '(U)f^(U)
that is (Tf )^(U) = '(U)f^(U) = ('f^)(U) which implies Tf = 'f^ .
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Now (iii) implies (ii), assume T (f g) = T (f)g for each f; g 2 L1(H) then There
exists a unique transformation ' on H^ such that[T (f) = 'f^
\T (f  g) = '[f  g = 'f^ g^ =[T (f)g^ = \T (f)  g
so that T (f  g) = T (f)  g
The equivalence of (iv) and (v) is obtained from the isomorphism of the Fourier
transform.
Remark
When H is a compact commutative hypergroup and 1 < p  1, then Lp(H) 
L1(H). So the above characterizations of multipliers apply to elements of Lp(H) as
well.
Remark
The next section deals with multipliers on Lp(H) spaces for 1  p <1, where H
is a compact commutative hypergroup.
5.3 Semigroups of Operators, Semigroups of Multipliers on
Lp(H)
Denition 5.3.1 Let X be a Banach space. Denote by B(X) the Banach algebra of
all bounded linear operators on X, with the operator norm. A family S = fT () :  >
0g of operators in B(X) is called a semigroup of operators on X if and only if
T (1 + 2) = T (1)T (2)
for all 1; 2 > 0
The innitesimal operator A0 of S is dened as the limit in norm as  ! 0+
of
Ax =
1

[T ()  I]x
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whenever it exists. In general A0 is an unbounded linear operator; however the domain
of A0 is dense in the union of the range spaces of fT (); > 0g. The operator A0 is
in general not closed; its closure A, when it exists, will be called the innitesimal
generator of S..
A comprehensive account of semigroups of operators on Banach spaces can be found
in Hille and Phillips [HP57] ,where all undened terms used in this work in connection
with such semigroups are explained.
Theorem 5.3.1 Let S = fT () :  > 0g be a semigroup of bounded linear operators
on U = Lp(H). Suppose that for each  > 0, the operator T () commute with trans-
lations. Then S denes a semigroup M = fE :  > 0g of (U ;U)-multipliers such
that
i. For each  > 0, Ef^ = \(T ()f) for each f 2 U ; and
ii. E1+2() = E1()E2(), 1; 2 > 0 and  2 H^
If moreover, T () is weakly measurable, then there exists a subset H^0
of H^ and a mapping ' :  7! ' of H^0 into C such that
E() =
8<
: e
'() if  2 H^0;
0 if  =2 H^0:
for each  > 0
Proof:
i. For all  > 0, T () is a continuous linear operator on U which commutes with
translation and from Theorem ( 5.2.1), there is a unique E on H^ such that
\T ()f = Ef^ for all f 2 U
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ii. Now for all 1; 2 > 0 \T (1 + 2)f = E1+2 f^ But
\T (1 + 2)f = \[T (1)T (2)]f =
E1
\(T (2)f) = E1(E2 f^)
Since f is arbitrary, E1+2 = E1E2 That is E1()E2() = E1+2() which
proves (ii).
Suppose now that T () is weakly measurable. Then for each continuous linear func-
tional  on U and for each f 2 U ,
 7!  (T ()f)
from R ! C is Lebesgue measurable. In particular if for each  2 H^ we dene  
by  (f) = f^() , f 2 U , then   is a continuous linear operator on U such that the
mapping
 7!  (T ()) = E()^()
is measurable. It follows that for each , E() is measurable. Since
E1+2() = E1()E2()
E() is a measurable character and from [Hille and Phillips [HP57] corollary to
theorem 4.17.3] it follows that for nontrivial characters
E() = e
'()
for some complex numbers '(). Now we can set
H^0 = f 2 H^ : E() 6= 0g
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and
' :  7! '() : H^0 ! C
is a well dened mapping such that
E() =
8<
: e
'() if  2 H^0;
0 if  =2 H^0:
for each  > 0.Which ends the proof.
Now let H^0 be a xed subset of H^ and let
E() =
8<
: e
'() if  2 H^0;
0 if  =2 H^0:
for each  > 0
Assume that E as dened here is a (U ;U)-multiplier, then we have
Theorem 5.3.2 For each  > 0, dene a mapping T () of U into itself by \T ()f =
Ef^ , f 2 U then
i. S = fT () :  > 0g denes a semigroup of bounded linear operators on U , the
elements of which commute with translations and are continuous in the strong
operator topology for  > 0.
ii For each f 2 D(A0) and  =2 H^0 we have f^() = 0 where A0 denotes the in-
nitesimal operator of S and D(A0) is the domain of A0. Moreover, ' is a
(D(A0);U)-multiplier since dA0f = 'f^ for all f 2 D(A0)
iii If S is of class (A), H^0 = H^ and
D(A) = ff 2 U : 'f^ 2 U^g
That is ' is a (D(A);U)-multiplier and moreover cAf = 'f^ for all f 2 D(A),
where A is the innitesimal generator of S
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Proof:
i. From proposition ( 5.2.1)(vi), T () is a bounded linear operator for each  > 0,
moreover we have
\T (1 + 2)f = E1+2 f^ = E1(E2 f^) =
E1(
[T (2))f = \T (1)T (2)f
So T (1 + 2) = T (1)T (2) and S = fT () :  > 0gis a semigroup of bounded
linear operators on U . And from the denition of T () each of the operators
T () commutes with translation.
Now to prove that T () is continuous in the strong operator topology for  > 0,
rst suppose that t 2 I(H),the set of all nite complex linear combination of
continuous characters on H. Thus t is of the form t =
Pn
i=1 ii, the orthogo-
nality of I(H) implies T () is dened by
[T ()t(x) =
nX
i=1
ie
'(i)(x)
x 2 H then we have
kT ()t  T (0)tk = k
nX
i=1
[ie
'(i)i   ie
'(i)0i]k 
nX
i=1
jijje
'(i)   e'(i)0 j ! 0
as
 ! 0
Suppose now that f is arbitrarily chosen in U and let  > 0 be given. Then,
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there exists t 2 I(H) such that kf   tk < " since
kT ()f   T (0)tk  kT ()kkf   tk
for each  > 0, T () is strongly measurable [HP57] 3.5.4. Hence by [HP57]
10.2.3, T () is continuous in the strong operator topology for  > 0. This
complete the proof for (i)
ii. Let f 2 D(A0), then
lim
!0+
1

(T ()f   f)
exists. Let this limit be g, then g = A0f , the limit being taken in the norm
topology. For each 
1

[\T ()f()  f^()]! g^()
and since \T ()f = Ef^ we have
1

[E()  1]f^()! g^()
as  ! 0+ but
E() =
8<
: e
'() if  2 H^0;
0 if  =2 H^0:
so that
f^() = lim!0+g^() = 0
if  =2 H^0, that is f^() = 0 and E() = e
'() if  2 H^0, so
lim
!0+
1

[E()  1] = lim
!0+
1

[e'()   1] = '()
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And we have
lim
!0+
1

[E()  1]f^() = '()f^()
That is dA0f = 'f^ .
iii. Suppose that fT () :  > 0g is of class (A) with innitesimal generator A =
A0, the smallest closed extension of its innitesimal operator A0. Then U0 =
fT ()f : f 2 U ;  > 0g and D(A0) are dense in U . Suppose there exists 0 2 H^
such that 0 =2 H^0 choose f 2 U such that f^(0) 6= 0, then given " > 0 there
exists an f 0 2 D(A0) such that kf
0   fk < " then
jf^ 0(0)  f^(0)j  kf
0   fk < "
and since this is true for all  > 0, f^ 0(0) = f^(0) = 0 a contradiction. Hence
H^0 = H^. Finally let
!0 = inf
1

log kT ()k = lim
!1
1

log kT ()k
That is S is of type !0. For  with Re() > !0, let R( : A) denote the resolvent
of the innitesimal generator A of S then there exists a !1 > !0 such that
R( : A)f =
Z 1
0
e T ()fd
f 2 U0, Re() > !1
since 8 2 H^, the mapping f 7 ! f^() is a bounded linear functional on U , we
have for all f 2 U0
(R( : A)f)() =
Z 1
0
e \T ()f()d =
Z 1
0
e e'()f^()d =
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1'()  
e'() f^()j=1=0 = (  '())
 1f^()
for each  2 H^. Since U0 is dense in U , we have
\(R(;A)f)() = (  '()) 1f^() (5.12)
for all f 2 U with Re() > !1.
Let  > !1 be xed and suppose that f 2 D(A). Then there exists a g 2 U
such that f = R(;A)g and we have for each  2 H^
cAf() = [R(;A)g   gb]() = [R(;A)gb]()  g^() =
(  '()) 1g^()  g^() = (

(  '())
  1)g^()
(
  + '()
  '()
)g^() =
'() \R(;A)g() = '()f^()
Thus whenever f 2 D(A), 'f^ 2 U^ .
Conversely, suppose that f is an element of U such that 'f^ 2 U^ . This means
that there exists an h 2 U such that
'()f^() = h^()
for all  2 H^. Then g = f   h 2 U and for all  2 H^
[R(;A)gb]() = (  '()) 1g^() = [  '()] 1[f^()  '()f^()] =
[  '()] 1[  '()]f^() = f^()
Which implies that R(;A)g = f which also implies that f 2 D(A)
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