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by 
Holly Korab 
Severe storms often batter one 
neighborhood and leave an adjacent 
one unscathed. Will new forecasting 
models predict which neighborhoods 
these storms will strike? 
The above images of a thunderstorm on June 16, 1997, were generated 
at NCSA with forecast data from the Center for Analysis and Prediction 
of Storms at the University of Oklahoma. In the top image, rain, ice, 
snow, and cloud were rendered as isosurfaces so that the boundary of 
each moisture variable was easy to distinguish. Rain is purple, ice is 
gray, snow is a translucent teal, and clouds are blue. In the smaller 
image, only rain was rendered as an isosurface. The other variables 
were combined and rendered volumetrically, which is more lifelike, 
using values that increased from black to white. 
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April 3 and 4, 1974, lines of thun-
derstorms east of the Great Plains 
unleashed 148 tornadoes. This outbreak was the 
largest and most violent in U.S. history. Winds 
exceeded 261 miles per hour. Hail pummeled 
young crops and shattered glass. Three hundred 
fifteen people in 11 states were killed; 6,172 
were injured. Hardest hit was Xenia OH 
where a tornado cut a half-mile wid'e sw~th 
through the center of town. Winds tossed a 
school bus through the wall of the high school 
gymnasium and onto the stage only minutes 
after students rehearsing a spring musical 
had fled. 
Kelvin Droegemeier was only 16 at the time 
but he remembers how these storms struck with 
almost ranqpm devastation. Some 490,000 
square miiEls were threatened by the storms, yet 
only 600 were actually damaged by violent 
winds. What triggered the formation of a storm 
in one place and not another? Why in Xenia 
and not 10 miles to the south? Had meteorolo-
gists had answers to these questions in 1974 
residents of Xenia may have had more than l 1 
minutes of warning. 
tate Un1vers1ty. It WI g1ve you more accurate 
estimates of the timing, location, and properties 
of a given storm system; for example, whether 
or not there are going to be thunderstorms and 
if they are likely to be severe In other words it 
• • • I 
IS a sharper wmdow on weather. That's a sub-
stantial step forward." 
ttl"'''"'""' 
Droegemeier has been simulating severe 
storms for 1 5 years, first as a graduate student 
working with Robert Wilhelmson at the 
University of Illinois at Urbana-Champaign 
(and now also at NCSA), where he reproduced 
storms to understand how they formed, and 
later as a professor at the University of 
Oklahoma, where he built forecasting models 
and studies of the dynamics and predictability 
of storms. In 1989, he and an Oklahoma col-
league, Doug Lilly, were awarded an 11-year 
grant from the National Science Foundation to 
establish a Science and Technology Center that 
would go beyond predicting the conditions 
favorable to the formation of severe storms to 
predicting when and where a storm will strike. 
The result was ARPS. 
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ARPS uses fine-scale 
Doppler radar data and 
other observations to 
generate forecasts at 
three resolutions: 32-km 
intervals for national 
forecasts; 9 km for multi-
state regions (1782 km x 
1782 km}; and 3 km for 
local areas (594 km x 
594 km). Above left is a 
24-hour ARPS forecast 
for January 23, 1999, at 
6 a.m. (CST). At right 
is the actual radar 
observation. 
ARPS was de-
signed for all 
types of local high-
impact weather but 
has been tested 
most extensively 
on the so-called 
supercell storms: 
the towering thun-
derstorms that 
darken skies in the 
spring and can 
unleash within 
their one- to two-
hour I ifespans the 
energy equivalent to several atomic 
bombs. "Supercel l storms are among 
the most menacing weather events," 
says Droegemeier, "and are difficu lt 
to predict with computer models." 
Why? Meteorologists have 
known since the 1950s that thunder-
storms form where co ld, dry air over-
lies warm, moist air. Some slight 
instability shoves the warm air 
upwards, triggering a cycle of 
updrafts and downdrafts that erupt 
into storms. A hitch has been identi-
fying these triggers. A mountain 
range will do it, but so will small dif-
ferences in vegetation and soil mois-
ture. Then there's predicting the 
motion and decay of the storms once 
they form. 
What sets ARPS apart is that it 
continually ingests data fine enough 
to capture essentia l storm details. Just 
as a checkbook's ending balance 
cannot be right if the starting balance 
is wrong, a forecast cannot be right if 
it starts with incomplete data. The 
starting balance for ARPS comes 
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from geostationary satel l ites, ground-
based observing systems, and the 
National Weather Services' new 
NEXRAD Doppler radar network. 
Distinctive, with a globe 
perched atop a scaffold I ike structure, 
Doppler radars record wind speed 
and direction- essential for predict-
ing how a storm wi II form and 
evolve- every five minutes at 1-km 
spatial intervals throughout the 11 to 
13 layers of the troposphere- the 
10 vertical mi les that constitute the 
weather-producing portion of the 
atmosphere. The Weather Service 
instal led the last of its 123 Dopp ler 
radars last summer, which are being 
tied in with another 23 Doppler 
radars at sites operated by the 
Department of Defense and the 
Federal Aviation Administration. The 
NEXRAD data are usually "thinned" 
to four layers before being transmit-
ted to Weather Service headquarters 
in Si lver Springs, MD, and on to 
weather reporting stations and com-
mercial vendors. This thinning helps 
avoid network overloads but elimi-
nates detai ls. 
Droegemeier's center, however, 
receives the full-vo lume NEXRAD 
datastream from eight radars in the 
southern Great Plains through a pro-
ject funded by the Oklahoma State 
Regents for Higher Education that 
uses an advanced statewide network 
called OneNet. The center's 
researchers were the first to devise a 
means for using these data in real 
time for storm predictions, and now 
ARPS runs daily. The center's 
researchers also developed tech-
niques for retrieving the 3D dynam-
ics of a storm from 1 D data. Doppler 
radar measures wind motion parallel 
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to the radar beam, which is only one 
dimension of the wind. "Think of this 
radial wind component as north-
south," explains Droegemeier. "You 
also need east-west and up-down 
wind." Weather prediction models 
calculate about a dozen other vari-
ables, such as temperature, pressure, 
and moisture fields. 
The computational demands of 
digesting 1.5 gigabytes of Doppler 
data and then calculating these vari-
ables explains why Droegemeier's 
team needed all 128 nodes of 
NCSA's Origin2000 to run their 
model in real time. Earlier versions 
of ARPS were run on different super-
computers at the Pittsburgh 
Supercomputing Center. (ARPS was 
written to run efficiently on any par-
alle l computer.) 
"The future of forecasting is 
local, local, local," says Henry 
Margusity, a meteorologist and sales 
manager for AccuWeather, a private 
weather service that supplies fore-
casts to some 1 0,000 clients. "People 
want the weather for their backyard. " 
The potential for eliminating 
local weather-related surprises is 
what makes ARPS an exciting 
endeavor that is attracting the atten-
tion of commercial and private enter-
prises. The South Korean National 
Government recently adopted ARPS 
as its official severe storms model. 
Since 1996 American Airlines has 
invested more than $1 million, a 
decision made after two massive 
hail storms in one week at the 
Dallas-Ft. Worth Metroplex, 
American's main hub, cost them 
millions in damaged airplanes and 
cancelled or diverted flights. 
Warren Qualley, who is manag-
er of weather services at American, 
has watched the accuracy of ARPS 
improve over the past two years, 
consistently describing the gen-
eral characteristics of actual storms. 
Last summer it predicted storms 
that no other model saw. He 
thinks it is on the verge of mak-
ing great strides forward. 
"ARPS really turned the cor-
ner this past November," says 
Qualley. "On November 30, it 
predicted a line of thunder-
storms within one-half county 
and provided a 3-hour lead time 
to American. It predicted ice on 
December 23 and fog on 
january 6 when the other mod-
els they consulted either missed 
these storms or underestimated 
them. It had other impressive 
hits, too." ARPS predictions for 
the Dallas-Ft. Worth airport 
since December have been on 
the mark 55 to 60 percent of the 
time, says Qualley. He and 
American 's 20 other meteorolo-
gists hope the reliability of ARPS 
will continue to improve so that 
their unit's accuracy rate of 89 
percent will climb still higher. 
Even an increase of a few per-
centage points can translate into 
millions of dollars in savings for 
American. At least for now, 
ARPS provides information no 
other models offer. 
ARPS is also a gamble 
because it raises people's expec-
tations about what is possible 
even though the potential for 
error is great. As Droegemeier 
likes to point out, a local predic-
tion by ARPS that is off by 20 
miles may well be a bust even 
though that same precision in a 
pred iction on a national map is 
considered extraordinary. 
"What Kelvin is trying to do 
is a high-wire act," says Mohan 
Ramamurthy, an associate pro-
fessor of atmospheric sciences at 
the University of Illinois at 
Urbana-Champaign. "A lot of 
meteorologists wouldn't even try 
to tackle it because even though 
it is state-of-the-art, the art is in 
its infancy." 
It is risky, in other words. 
Kinda like weather. • 
This research is fu nded by the National 
Science Foundation, American Airlines, the 
Federal Aviation Administration, the United 
States Air Force, NOAA, and the Oklahoma 
State Regents for Higher Education. 
http://access.ncsa.uiuc.edu/CoverStories/ 
Storm Prediction 
Researchers from the University of Oklahoma's 
Center for Analysis and Prediction of Storms 
generate real-time predictions of severe storms 
using the Advanced Regional Prediction System, 
or ARPS, which has been developed at the 
center over the past 11 years and is now being 
commercialized. Pictured here are 12 members 
of the 35-person team. 
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Frederic Rasio, Massachusetts Institute 
of Technology, and a colleague 
The orbit of the first extrasolar planet 
discovered by astronomers seemed to 
be an absurdity. The pla!let circling 
around the star 51 Pegasi B, or 51 Peg 
as astronomers call it for short, hugged 
the star in an almost impossibly close 
orbit, completing its circuit in a mere 
four days. 
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But wacky orbits may be common. 
Of the 17 extrasolar planets discovered 
so far, only the one orbiting 47 Ursae 
Majoris B has a relatively circular orbit 
fairly far out from the star, the kind of 
orbit astronomers initially thought was 
~ typical. " It's possible we live in a re-
~ markable and unusually stable system," 
~ Rasia says. "And there is a strong sug-
8 gestion that a typical planetary system 
~is more like the ones we've detected 
~ now. That is telling you that these 
eccentric orbits are representative of the 
whole sample of extrasolar planetary 
systems." 
orauitalionaltuu 
In the three years since the discov-
ery of the 51 Peg, astronomers have 
been puzzling over how to explain 
what they've seen. Conventional 
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Since the first extrasolar planet was detected three years ago oribitng star 51 Pegasi B, researchers have 
discovered 16 more, only one of which has a circular orbit. 
Astronomers soon found a couple theories on how planets coalesce out of 
of other star-hugging planets. a spinning disk of debris can't explain 
Astronomers also found planets, how a planet ends up in a highly ellip-
like the ones around 16 Cygni B and tical orbit. Because the stuff that forms 
70 Virgin is, that travel in long, elliptical planets is moving in a circular path, it 
orbits, more like the paths of comets follows that the planet it forms should 
than of planets. "Far-Off Planet also continue moving in a circular 
Discovered with Wacky Oval Orbit," path. 
reported the San Francisco Chronicle Conventional theories also can't 
on October 24, 1996, about the dis- explain how a large planet, such as the 
covery of 16 Cygni B's planet. That one orbiting 51 Peg, could form so 
planet takes 2.2 years to complete an close to the star. Douglas Lin of 
orbit. Were it in our solar system, its University of California, Santa Cruz, 
orbit would swing out farther than suggests that the planet was born far-
Mars, then sweep in as close as Venus. ther out in the usual fashion and then 
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gravitational interactions with the re-
maining disk of dust and gas caused it 
to migrate inward toward its current 
star-hugging position. 
Rasia's simulations offer an alter-
nate explanation for these astronomical 
surprises. Apparently, we are lucky that 
our solar system has only one Jupiter. 
If the wanderings of one planet 
confuse astrophysicists, throw two 
planets around a star, and the dynamics 
become infinitely more complicated. If 
two Jupiter-sized planets pass close to 
each other, their mutual gravitational 
attractions distort their orbits. 
Sometimes- rarely- the orbits 
remain stable despite the mutual tug-
gi ngs of gravity. At other times, the 
orbits become more and more distorted 
until gravity literally crashes the two 
planets together. The most common 
occurrence is a sort of planetary do-si-
do- swing your partner and throw 
'em out of the solar system. The planets 
don't collide, but they pass so close 
together that the gravitational pull slings 
one out into deep space. 
That would leave the remaining 
planet in a highly elliptical, "wacky" 
orbit like that of 16 Cygni B's planet. If 
the elliptical orbit passes close enough 
to the star, tidal forces- just as the 
moon raises ocean tides on Earth -
would gradually erode the elliptical 
orbit into a small, tight circle- the 51 
Peg orbit. (In our solar system, such 
planet-wandering catastrophes are 
much less likely because Saturn, the 
next largest planet, has less than one-
third the mass of Jupiter.) 
Although this picture is pretty 
simple and the dynamical equations 
easy to write down -just Newtonian 
F = ma, not Einsteinian general relativi-
ty - it takes a supercomputer to 
calculate and sort out the details. 
That's because Rasia's two-Jupiters-
around-a-star scenario is just a variation 
of what physicists call the "three-body 
problem." It's impossible to write down 
an exact solution, and what happens 
depends critically on the initial 
positions, masses, and speeds of 
the planets. 
"The key is that all these systems 
are chaotic," Rasia says. "Even if you 
make a minuscule change in the initial 
conditions, you can get a completely 
different outcome. For example, in one 
case you can find that the two planets 
will keep going around happily for-
ever." Nudge one of the planets and 
either they will collide or one will be 
ejected. 
comootr crusters 
Because one run of the computer 
simulation is extremely sensitive to ini-
tial conditions, the only way to under-
stand the planetary system in general is 
to run thousands of simulations with 
different initial conditions and then 
examine the statistical probabilities of 
each outcome. "You can't do just a few 
numerical simulations and have the 
answer to everything," Rasia says. 
All those simulations- each span-
ning 1 million to 100 million virtual 
years in the lives of the planets -
consume a lot of computer time. 
Therefore Rasia is taking advantage 
of the Condor computing system 
developed by Alliance member Miron 
Livny at the University of Wisconsin. 
Condor distributes the simulations 
across an existing network of university 
workstations, taking advantage of other-
wise idle time on the computers. 
On a single workstation, the calcu-
lations would "take forever," Rasia says. 
"Here we can do thousands of integra-
tions on the order of weeks. It's a very 
nice system." Rasia is also running 
some of the simulations on the SGI 
CRAY Origin2000 machine at Boston 
University, an Alliance member site. 
Rasia published his initial results in 
Science in 1996 based on simulations 
run atthe Cornell Theory Center. That 
paper was based on fewer than 1 ,000 
simulations. When completed, the cur-
rent round of simulations will number 
in the tens of thousands and wi II cover 
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many variations on the configuration of 
planetary systems. 
What he expects the simulations to 
confirm are current observations that 
planets in circular orbits are rare. That 
may not bode well for the possibility 
of extraterrestrials. With the large 
planets meandering about, any other 
planets that may have formed around 
a star- the equivalent of Earth, for 
instance - "are almost certainly going 
to be destroyed one way or another," 
Rasia says. "That's not particularly 
interesting from the point of view of 
developing life." 
In the meantime, we may want to 
be thankful we have only one Jupiter. A 
Th is research was funded by the National Science 
Foundation, NASA, and the Alfred P. Sloan Foundation. 
http://access.ncsa.uiuc.edu/CoverStories!PianetaryOrbits 


To turn this dream into reality, Downing's team is 
working with the Alliance's Scientific Instrumentation 
Application Technologies Team to speed up the next phase 
of the research- an exploration of why tubulin tends to 
curl into tiny rings when microtubules disassemble. The 
team's original work took seven years to complete, in large 
part because of imaging techniques that one of Downing's 
colleagues likened to "reading a newspaper in the dark." 
Downing hopes that new imaging techniques being devel-
oped by the Alliance will "shed light'' on this process. 
Elucidating the structure of tubulin was a slow process 
primarily because Downing's group could not use x-ray 
crystallography, the traditional method of determining pro-
tein structure. Tubulin doesn't grow into the neat, 3D crys-
tals required for the process. 
Instead, Downing had to coax tubulin to grow into a 
thin flat sheet of 2D crystals only one protein thick. That 
sheet was thin enough to be studied by electron crystallog-
raphy. But the group faced another hurdle: tubulin is so 
fragile that the team had to use very low energy levels, 
which produced fuzzy images. 
To do the electronic equivalent of reading tubulin's 
structure in the dark, Downing's group made some 4,000 
images using an electron microscope that they modified to 
cool the sample with 
liquid nitrogen- to 
reduce damage the 
electrons caused -
and equipped with a device that tilted the sample so they 
could take pictures from all sides. 
Just obtaining 4,000 images, at the rate of about 30 on 
a good day, was a slow process. But the most tedious part 
came next, after the group had used a computer to com-
bine a subset of the images and create an electron density 
map- a wire mesh contour outline of the tubulin mole-
cule. Nogales spent about four months fitting amino acid 
chains to the blue mesh like some giant 3D jigsaw puzzle, 
having to continually rotate the structure to get different 
perspectives. 
The virtual reality (VR) environments at NCSA are 
expected to simplify this puzzle-solving step. Rather than 
Nogales being confined to a 2D computer monitor, she 
may soon be projecting electron density maps on the three 
walls and floor of NCSA's CAVE™- a room-sized VR 
environment- and actually stepping inside the molecule 
to see its 3D structure. William Nicholson, a postdoctoral 
researcher in Downing's lab, is working with Rachael 
Brady at NCSA to outfit the data-rendering program she 
wrote, called Crumbs, with a library of amino acid chains. 
This modification will make the program more useful to 
structural biologists. 
Because all crystallography involves the same 3D puzzle-
solving, any improvement will not only help Downing's 
research but also the 
research of molecular 
biologists everywhere. 
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For analyzing the ring structure, though, the researchers 
won't be able to use crystallography techniques at all. 
Crystals are easy to image because they align their mole-
cules in the same direction; not so rings. Instead, Nogales 
will collect images of some 100,000 rings and compensate 
for the varied orientation of their molecules by aligning 
them mathematically. That will require the power of NCSA 
supercomputers running SPIDER (Access: Fall/Winter 1998, 
p. 50), an image-processing software developed by a 
member of the Alliance's Scientific Instrumentation Team, 
Joachim Frank, a scientist at the Wadsworth Center, New 
York State Department of Health, Albany, NY. 
Downing hopes to speed up the now largely manual 
imaging process using technology from another Alliance 
partner, the Beckman Institute for Advanced Science and 
Technology at the University of Illinois at Urbana-
Champaign. Bridget Carragher and Clint Potter, other mem-
bers of the Scientific Instrumentation Team, have developed 
Leginon, a system for automating the acquisition of electron 
micrographs. Leginon is programmed with image recogni-
tion software that's smart enough to figure out what part of 
the specimen to capture without the guiding hand of a 
human operator. The Leginon system will eventually allow 
researchers in Downing's lab to take as many as 1,000 
images with the microscope's digital camera in one single 
day, and they can control Leginon, which is housed at the 
Beckman Institute, via the Internet. 
"It's very important work for all of us," says Ronald 
Vale, a fellow researcher who is studying the ways that cells 
transport materials on microtubules. Vale works from the 
Howard Hughes Medical Institute at the University of 
California, San Francisco. "To understand any protein func-
tion you need to know its detailed structure and tubulin is 
one of the most important proteins of all." A 
This research is funded by the National Institutes of Health and the 
Department of Energy. 
httpJ/access.ncsa.uiuc.edu!CoverStories/Tubules 
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by 
Holly Korab 
Photo by Chris Brown 
Surface-emitting lasers are a hundred times 
smaller than conventional edge-emitting ones, promising 
a new generation of computing and telecommunications 
technology. Now, a new algorithm is dramatically slicing 
the time required to refine designs of these lasers -
from 12 hours to 30 seconds. 
are everywhere. These hair-thin beams of 
light guide weapons and surgical cuts, scan bar codes at check-out counters, 
and are responsible for the high fidelity of CD disks. They transmit data, 
video, and voices around the world at the speed of light. 
Yet for all their versatility and power, existing lasers are as clunky and 
crude as the vacuum tubes that once powered radios. That's why researchers 
such as Karl Hess, a physicist and electrical engineer at the University of 
Illinois at Urbana-Champaign's Beckman Institute, are designing lasers so 
small that a million can fit on a child's fingernail. At that scale, lasers are 
the same dimension as microelectronic devices such as computer chips, 
opening the way for the greater integration of these two technologies-
optoelectronics - in such high-demand applications as computers and 
telecommunications. The market for "vertical cavity surface-emitting laser" 
(VCSEL) products is expected to exceed a billion dollars by 2002, according 
to such industry experts as Jack Jewell, chief technical officer of Picolight, 
who built one of the first surface-emitting lasers in 1989 while at Bell 
Laboratories, and Michael Tan, a project manager for optoelectronics at 
Hewlett-Packard. 
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"Demand is being driven by the 
low cost of optical links," says Tan. 
"People want to use these lasers to 
construct backbones like the Internet 
that can handle gigabyte applica-
tions." 
Optimizing the design of these 
lasers, though, requires rigorous com-
puting. Until recently, each refine-
ment to a VCSEL design took at least 
12 hours to recompute; in some 
cases recomputing took as long as 
600 hours. "That goes beyond what 
is fun or what can be used for opti-
mization," says Hess, who is a mem-
ber of the Alliance's Nanomaterials 
Application Technologies Team. "An 
engineer can't tweak the simulation, 
wait 600 hours for the solution, then 
tweak it again. Before he had opti-
mized a design, his boss would fire 
him." 
Now Hess has a simulation 
method that may let engineers tweak 
a design to perfection without losing 
their jobs. He and graduate student 
Benjamin Klein have sliced the com-
puting time for 
each optimization 
of VCSELs from 
12 hours to about 
30 seconds. Their 
work, which 
was Klein's two-
year-long thesis 
project, adapted 
a technique origi-
1.5 
1.5 -1 .5 
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nally used for modeling radio anten-
nas into a novel way of computing 
the behavior of the electromagnetic 
fields inside lasers. The technique 
enabled Klein to mathematically 
restructure the problem so that the 
bulk of the computations are 
processed, in parallel, on a super-
computer. 
Simulating the laser 
Lasers concentrate I ight by trap-
ping it within a cylinder of reactive 
semiconducting material and bounc-
ing it back and forth between mirrors 
placed at both ends. The beam is 
amplified with each pass as photons 
-the individual packets of light 
energy- induce atoms in the reac-
tive material to emit photons that are 
clones of the original; that is, they 
radiate at exactly the same frequency, 
energy, phase, and direction. The 
extraordinary intensity of lasers owes 
to the uniformity of this emission. 
The majority of researchers 
designing VCSELs rely on analytical 
studies that approximate the lasers' 
geometry and physics. Although 
these methods are suitable for con-
ceptual designs, theoretical modelers 
such as Hess argue that the methods 
lack the precision required for opti-
mizing microtechnology. 
But simulating laser behavior 
requires solving two complicated sets 
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Karl Hess and Benjamin Klein, 
researchers at the University of 
Illinois, used their new algorithm 
to calculate this 3D light pattern 
inside a vertical cavity surface-
emitting laser (VCSEL) when it first 
began to lase. Only the upper half 
of the laser is shown because the 
pattern is symmetrical. 
of equations - one for I ight (the 
optics) and the other for the behavior 
of the electrical current that initiates 
lasing, the emission of coherent 
light (the electronics). Both sets of 
equations must be solved almost 
simultaneously so that the results 
from each set continually feeds into 
the other. Sophisticated methods exist 
for modeling the electronics. What 
remains to be tackled are the optics. 
"What makes Karl 's work unique," 
says Shun-Lien Chuang, an electrical 
engineering professor at Illinois, " is 
that he's found an efficient way of 
combining both." 
For most VCSEL models, 
researchers place a computational 
mesh, or grid, over the entire laser 
diode and describe the field at each 
point on this matrix with a linear 
relationship: the field at point A 
equals the field at point B plus the 
field at point C, and so on. They then 
solve the resulting set of equations to 
obtain a solution for the system at all 
the points. When engineers are refin-
ing a laser design, their code races 
through the calculations that define 
the mesh points. It slows to a grind, 
though, when it has to calculate the 
relationships among these mesh 
points. These calculations are far 
more com pi icated and are done 
sequentially. This is the step that 
takes 12 hours - assuming the data 
are a constant for the electronically 
conducting portion of the equation. If 
this portion must be calculated as well, 
this step can take up to 600 hours. 
Shifting the burden 
Following a suggestion by Dennis 
Deppe, an electrical engineer at the 
University of Texas at Austin, Hess and 
Klein adopted an entirely different way 
of calculating the relationship among 
the matrix elements so that most of the 
heavy-duty computing shifts from the 
step that requires sequential computing 
to the first step, which can be run in 
parallel. (Robert Dutton, a member of 
the Alliance's Nanomaterials Team from 
Stanford University, helped eliminate 
many preliminary designs.) Instead of 
meshing the entire diode and using lin-
ear equations to define each point in 
the matrix, Hess and Klein meshed only 
the gain region - the area where the 
light beam is bouncing back and 
light 
forth - and defined mesh points with a 
Green's function, a tricky mathematical 
"operator" that describes, or integrates, 
how the points on a computational 
mesh interact with each other by taking 
into account how a change in the field 
at one point affects all fields at every 
other point. It incorporates into their 
smaller number of matrix elements all 
the behavior that would have happened 
had they meshed the entire laser. 
The result is that each of Hess and 
Klein's matrix elements is more difficult 
to calculate, but there are fewer to gen-
erate and they can be computed at the 
same time. Hess and Klein used all 128 
nodes of the SGI CRAY Origin2000 at 
NCSA. The step that had been so time-
consuming before - generating the 
matrix that represents the laser's struc-
ture- is now much faster because the 
number of mesh points, and hence the 
number of equations, is much smaller. 
Therefore the endless renditions requir-
ed for finetuning a design can be done 
in 30 seconds to 5 minutes ... on a 
workstation. 
"Our method is faster because 
we've increased the portion of the 
equation that can be solved in parallel 
and decreased the part that must be 
solved sequentially, " says Klein. 
For now Hess and Klein's method 
works only for optimizing designs. 
Engineers must already know something 
about the structure of the laser; say, that 
it is an oxide-confined laser. When 
designing VCSELs from scratch, they' re 
back to 12 to 600 hours per idea. 
Overcoming this obstacle wil l be Hess 
and Klein's next goal . .A. 
This research was funded by the National Science 
Foundation and the O ffice of Naval Research. 
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VCSEls operate on the same principles as 
conventional laser diodes but are one hun-
dred times smaller (about 1 micrometer) and 
have been turned on end so that light shoots 
out the top. Their vertical orientation and 
minuscule size enable industry to pacl< more 
of them onto a wafer. 
Researchers typically simulate VCSELs by 
placing a computational grid, or mesh, over a 
model and attaching to each grid point linear 
equations that express the laser's 
optical and electronic behavior at that point 
(center). The researchers then solve these 
millions of equations in order to describe 
how the entire laser behaves. This is painful-
ly slow because the equations are solved 
sequentially - one at a time. 
VCSEL 
Mirror sections consisting of alternating layers of gallium arsenide (light gray) 
and aluminum gallium arsenide (white) 
Hess and l<lein's method is faster because 
they mesh a smaller area (right) - only the 
gain region - so there are fewer grid points 
to solve for, and they compute the solutions 
in parallel - at the same time - on a super-
computer. The l<ey is their use of a Green's 
function in defining the grid points. This 
mathematical expression takes into account 
the laser's behavior at each grid point as 
well as in relation to the rest of the laser. 
- Gain region where light is amplified 
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As a result researchPrs obtain as much detail 
as if they had meshed the entire model. 

What do you get when you cross the 
hottest chilies on Earth with the hottest programming lan-
guage? The Habanera collaborative environment a 
framework that is enabling scientists and engine~rs to 
meet and work in cyberspace. 
NCSA Habanera®, named after the world's spiciest 
variety of chili peppers, is written in Sun's popular Java 
programming language. It is a framework that allows 
teams to collaborate in real time, exchange data, com-
pare notes, talk to the other participants, and jointly 
perform complex simulations on high-performance 
supercomputers- regardless of where they are locat-
ed. Developed at NCSA, the same institution that 
created NCSA Mosaic™, the graphical Web browser 
that in 1994 sparked the explosive growth of the 
Internet, Habanera hopes to do for scientific com-
puting what NCSA Mosaic did for the Web. 
Habanera is being adopted as a key 
collaborative technology by teams within the 
Defense Advanced Research Projects Agency 
as well as by several of the Alliance's 
Application Technologies Teams. Habanera's 
framework provides an easy means for 
team members to develop new applica-
tions or convert existing programs into 
sharable applications with which they 
can access supercomputers, massive 
databases, and advanced visualization 
and software tools from their individ-
ual desktops. For these researchers 
-who are working on complex 
problems ranging from designing a 
new generation of chemical 
reactors, tracking global changes 
in climate, and understanding 
the origins of the universe-
Habanera helps accomplish 
their tasks speedily and effi-
ciently. 
For example, designing chemical 
reactors is never an easy task, 
especially given the numerous 
environmental and safety parame-
ters. The Alliance's Chemical Engineering Application 
Technologies Team has been assembling virtual teams of 
engineers using the Chemical Engineering Workbench 
that runs on Habanera. Researchers as far apart as 
Illinois, Massachusetts, Kansas, and South Dakota have 
been running complex numerical simulations to study 
chemical reactor behavior. These simulations are impor-
tant because certain reactors could malfunction if the 
temperature rises or falls below a certain constant, caus-
ing severe damage ranging from lost production to lost 
lives. A virtual collaborative environment has been an 
efficient way of harnessing specialized expertise in areas 
such as chemical reactor design, process simulation, 
numerical methods, and parallel processing algorithms 
that are necessary for running such simulations. 
Gregory McRae, a professor of chemical engineering 
at the Massachusetts Institute of Technology and lead 
investigator for the team, says that by providing access to 
supercomputing capabilities from the desktop, Habanera 
allows scientists to expand their computing capabilities 
without necessarily investing in more computing 
resources. "It is very clear that collaboration frameworks 
like Habanera are a core element in reducing the 
elapsed time in obtaining answers. We can now solve 
old problems faster, and go after many new problems-
like developing the next generation of chemical reactors, 
for instance," he adds. 
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Ken Bishop, a team member 
from the University of Kansas, says 
that Habanera allows researchers 
spread over vast distances to come 
together for short periods of time at 
a low cost to solve complex prob-
lems. "It dissolves barriers of time, 
space, and money to deliver maxi-
mum impact and effectiveness," he 
says. 
One of the design goals for 
Habanera was to create a communi-
cations framework around which 
specific application teams could 
build their own shared programs 
(see sidebar on page 23). Based on 
a client-server model of software 
design, whatever computer is desig-
nated as the server synchronizes 
activities on all of the other client 
computers. This framework frees 
application developers from having 
to worry about such issues as com-
munications protocols and security, 
freeing them to concentrate on their 
own areas of expertise. 
A typical session could run 
like this: Researchers log on to a 
collaborative session, using copies 
of Habanera running on their own 
machines. A synchronized display 
ensures that every user views the 
same interface. When new users 
join a running session, they are sent 
information about applications run-
ning in that session so that every-
body sees the same events in the 
same order. At present, all data 
exchanged during the sessions are 
unencrypted, but it will be possible 
to encrypt this data by spring 1999 
with the release of Habanera 3.0. 
The researchers use tools like text 
and audio chat to communicate 
with each other and to edit or 
annotate textual information. They 
also interact using specialized appli-
cations. Astronomers, for example, 
are jointly exploring 30 astronomi-
cal images by using Astro3D. This 
3D image browser was written at 
NCSA using Java so that it maintains 
all of its capabi I ities - such as the 
ability to rotate images - regardless 
of the machine on which the images 
are viewed. 
Users can join or quit a session 
at any time, and they can participate 
in several sessions simultaneously. If 
they miss a meeting, says Larry 
Jackson, the Habanera team leader, 
they can replay it later. Habanera 
generates an easily searchable table 
listing all of the key events of the 
session. "If researchers are interested 
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in discussions of, say, the Androm-
eda galaxy," says Jackson, "they can 
search for and replay only those dis-
cussions that made reference to the 
galaxy, skipping the rest. " 
Habanera even has a voting 
application that allows the initiator 
to define the question and the type 
of answer mode (yes/no, percentage, 
multiple choice). The initiator of the 
vote can submit it to the group and 
-~ each collaborator receives a vote 
~ window prompting a reply. The 
! Chemical Engineering Team is using 
-~ this tool for deciding the parameters 
~ for their next reactor simulation on 
j' the Alliance's computational 
~ resources. 
Another plus for Habanera is 
that all its sophisticated and com-
plex computations are hidden 
behind an interface - the part the 
user sees - that is easy to use. 
~Habane10 Collaborative Envnonment .. ("iiJ 
Researchers can quick ly famili ari ze 
themselves w ith the application, 
w hich minimizes training. For exam-
pl e, if an engineer is simulating a 
complex chemica l process, the 
Chemica l Engineering Workbench 
automatica lly searches for chemistry 
databases that may be distributed 
over several Alli ance member sites. 
additional computing too ls so re-
searchers can use the framework 
more extensively to generate and 
analyze data. 
essentials of computational science 
and engineering, it frees them from 
the mechanics of data management 
and information sharing. And 
although tools like Habanera will 
never replace all face-to-face meet-
ings, they are likely to become an 
indispensable alternative. _. 
If the appropriate data do not ex ist, 
the workbench automatica lly identi-
fies a remote computer that has the 
re levant code, which will then carry 
out the necessary computations. The 
result of this computation is brought 
back to the workbench for use during 
the rest of the simulation. Future 
releases of Habanera will build in 
Few other means of communica-
tions allow such unparalleled access 
to people and computational resourc-
es. By replacing analog equivalents 
such as printed information, pho-
tographs, fax transmissions, telephone 
ca ll s and face-to-face meetings with a 
single integrated coll aborative digital 
environment, Habanera enables the 
rapid f low of information. By allow-
ing researchers to focus on the 
This research was supported by the Intelligent 
Collaboration and Visua lization program and the 
Information Management program of the Defense 
Advanced Research Projects Agency's Information 
Technology Office, the State of Ill inois, INRIA, Sun 
Microsystems, NASA, and the Nuclear Regulatory 
Commission. 
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mers - or researchers - can write new apPlications or 
convert existing applications into multiuser, collaborative 
programs. With the communications and security protocols 
embedded in the framework, a programmer need only 
include Habanera's framework "calls" when writing an 
application from scratch or converting a single-user, java-
based program into a multiple-user program. A Habanera 
wizard does the rest. In less than a hour, this program 
wraps a Habanera interface around the objects to be 
shared, specifying how they are to communicate with each 
other. (Objects are chunks of program that represent a pro-
gram's data and functionality.) Control over which objects 
are shared remains with the user, however. As the wizard 
reads the source code, it asks the user to specify which 
objects are to be shared and then rewrites the source code. 
Converting code written in Fortran or C++ into a 
Hablet, as Habaneroized applications are called, is trickier. 
easy to use. E)(J)tains.tac::kSOn: H(Jm~t<eiJmet~£ 
programs, which keep everyone's machines in sync by 
copying the screens and shipping all these data back and 
forth across the network, Habanero sends only data that 
they manipulate." So if users are editing a text document, 
only the text is exchanged, not the preferences or the tools. 
This network-friendly, streamlined data exchange means 
that available bandwidth doesn't limit participation to the 
extent it does with other collaborative applications. 
Theoretically Habanera can support an unlimited number 
of users. The record stands at 22 participants, which 
occurred during a test run at NCSA. The group is trying to 
break that record; the hitch is finding a larger testbed. 
Habanera is free to academic and research institutions 
and may be downloaded from the Web at 
http://www. ncsa.uiuc.edu/SDG/Software/Habanero. 
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an enormous system of 
calculations and give you 
and the supercomputer begins to 
crank through it. Then, days later, the unspeakable happens: the 
mathematical software grinds to a halt. 
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Who are you 
gonna call? 
Randall Bramley, a 
computer scientist at 
Indiana University in 
Bloomington, is an 
expert in numerical 
linear algebra. He is 
often called on for 
assistance in such situ-
ations. Bramley and a 
team of scientists and 
students at Indiana 
University have creat-
ed a software tool that 
helps scientists to help 
themselves. Called the 
Linear Systems Analyzer, 
it enables scientists, engi-
neers, and students to find 
solutions to large systems of linear 
equations with the help of distributed 
computing resources- and all from 
a desktop computer. 
Large systems of linear equations, 
Bramley says, lie at the heart of many 
of the types of computing tasks that 
Alliance members encounter routinely. 
"This is something that permeates many 
of the computations the Alliance part-
ners are carrying out," he says. The 
systems include tens to hundreds of 
thousands of variables. Linear systems 
are what models have to solve when 
they "do the math" of a simulation. 
(The right solver) 
A software tool called a solver 
repeatedly works through the matrix of 
variables and finds a unique set of 
numbers that will solve the calculation. 
But no one solver wi II fit all problems. 
According to Bramley's 
the researcher has to analyze the prob-
lem and find a new solution. "Except 
for a few unimportant cases, there's 
nothing that will tell you which method 
will work and which one will fail," 
Bramley explains. "You have to experi-
ment with it." 
With large systems, that experimen-
tation may demand much more work-
ing memory than a single workstation 
can offer. Also, the variety of solvers a 
researcher can try out are scattered 
across the computational science world 
on different machines. That's where the 
Linear Systems Analyzer (LSA) comes 
in. Bramley conceived of it in May 
1997. Then he and his graduate stu-
dents teamed up with Indiana's Dennis 
Gannon, a member of the Alliance's 
Distributed Computing Enabling 
Technologies Team, and Gannon's stu-
dents to develop the idea into an appli-
cation for networked computing. 
LSA enables users to select and 
"wire together" self-contained software 
building blocks on a distributed 
computing system without having to 
compile code or perform other labor-
intensive tasks every time they try out a 
new solution. "You're wiring together 
ready-to-go components," Bramley 
says. "It's an environment that lets you 
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rough estimate, probably 
no single solver will 
work more than 25 per-
cent of the time across 
the spectrum of tasks in 
scientific computing. 
The calculations may 
Researchers con· 
struct flexible 
problem-solving 
environments 
with LSA by 
"wiring together" 
components. 
fail outright, and then 
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quickly experiment with many different 
solution methods in a distributed 
fashion." 
The heart of the analyzer is the 
solvers. The user chooses from a menu 
of machines connected to the network. 
LSA then displays which solvers and 
other components reside on that 
machine. Then the user simply clicks 
mouse buttons on a series of menus to 
connect components- indicated by a 
rectangle on the computer monitor-
into a graphical display resembling a 
flowchart. It's also possible to run multi-
ple strategies simultaneously. 
( Fault tolerance ) 
With Alliance support, Bramley 
and Gannon plan to extend the capa-
bilities of LSA. Future versions will, for 
instance, enable multiple users to col-
laborate in real time on the same 
problem from different locations. LSA 
may also include "intelligent guidance" 
that can keep track of the solutions that 
work best for a particular user's type of 
application. 
Bramley also wants to build fault 
tolerance into LSA. Right now, the pro-
gram is still in R&D mode, Bramley 
says, so when 
something goes 
wrong in the circuit 
of components, LSA 
shuts down completely. That has allowed the researchers to 
debug the program. But that will change as LSA evolves into 
a mature application, Bramley says. "Each machine has a 
copy of the linear system at a certain stage," he says. "So in 
principle, if one component drops out of the network you 
could plug in another one without losing all the other com-
ponents that are still running." 
Faisal Saied, who leads NCSA's Performance Engineering 
and Computational Methods group, notes that the Linear 
System Analyzer can offer researchers more than just a way 
to restart a balky computer model. Because LSA allows 
experimentation, it could help researchers identify bottle-
necks in their calculations and perhaps find ways to boost 
the performance of their code. "If they could plug into LSA," 
Saied says, "they could try a dozen solvers and select the one 
with the highest performance." 
That's one less phone call for help researchers will need 
to make. 
LSA is part of the PSEware, a joint research project funded by the National Science 
Foundation. 
http://access.ncsa.u iuc.edu/CoverStories/DoingTheMath 
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