Large prime factors of binary forms  by Greaves, George
JOURNAL OF NUMBER THEORY 3, 35-59 (1971) 
Large Prime Factors of Binary Forms 
GEORGE GREAVES 
Department of Pure Mathematics, University College, 
Cathays Park, Cardiff CFI IXL, Wales, United Kingdom 
Communicated by H. Halberstam 
Received December 15, 1969 
Recent results of the author are used to permit applications of the sieve 
method of Selberg and others to problems involving binary forms with integer 
coefficients. Results are obtained showing that infinitely many of the numbers 
represented by suitable cubic forms (with integer values of the arguments) 
have a prime factor that is fairly large when compared with the number itself. 
It is also shown that infinitely many of the numbers represented by suitable 
forms of degree three or more have a bounded number of prime factors. For 
cubic forms the bound obtained is two. 
1. INTR~OUCTI~N 
As is well known, an essential prerequisite for an application of the 
Brun-Selberg sieve method to a finite set &’ of integers is a good upper 
bound for 
(1.1) 
for some appropriate real X and multiplicative function y. Furthermore, 
if LZZ’ is (for example) of the form 
if(4 : Y < n < Y + 4, 
where f is a polynomial with integer coefficients, then simple congruence- 
theoretical considerations yield good results for an expression of the type 
(1.1). In this paper it is shown how results from the author’s earlier 
publication [l] imply correspondingly powerful inequalities in the case 
d = .Q$, , where 
JZI~ = ]m :f(r,s) = 0, modm; 1 < r, s $x1, 
m 
(1.2) 
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f now being a binary form, with integer coefficients, irreducible over the 
integers. These results involve a consideration of the distribution of the 
roots of the congruence 
f(r, s) = 0, mod 1 
within a residue class. They permit applications of the sieve method in the 
proofs of two theorems that are thought to be of particular interest. 
The standard notation for f will be 
f(r, s) = C aArv-W, (1.3) 
so that its degree is v. The real numbers 2, x, y, z are supposed to exceed 
suitably large constants, whose choice (like those of constants implied 
by the 0 notation) depends only on the coefficients in f and on the small 
positive number E. Then our results are as follows. 
THEOREM 1. Let f be an irreducible binary form of degree three. Let 
01 = 0.754.. be the unique positive root of 
301 + log(3ol - 1) = 5/2. 
Then for any E > 0 the greatest prime factor of 
II If@, s)l 
If(r*s)l=sZ 
exceeds Za-‘. 
THEOREM 2. Let f be irreducible, of degree v > 3, and suppose the 
numbers f (r, s) have no nontrivial fixed divisor. Let Pn, denote a number 
having at most k prime ,factors. Then the numbers f (r, s) for which 
1 < r, s < x include at least 
Ax2/log(x2) 
of the type Pk , where 
k=$(v+2) if 21~; k = +(v + 1) if 2 7 v, 
and A is a constant to be described. All the prime factors of the P, counted 
above exceed x112+. 
Thus, for example, an irreducible binary cubic form without non- 
trivial fixed divisors represents infinitely many P, . 
These results constitute approaches to old conjectures which, if correct, 
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would show that under the conditions of Theorem 2 there is always a 
prime 1 f(r, s)j between Z and +Z. The proof of Theorem 2 depends on a 
sieve-theoretical result appearing in Richert’s paper [2], used by him to 
establish (among other things) corresponding results for polynomials 
in a single variable. Theorem 1 depends on linking the sieve method (and 
here Selberg’s upper bound result does all that can be desired) to a method 
initiated by Chebyshev. An argument answering to the same general des- 
cription was used by Hooley [3] in dealing with the corresponding problem 
for the polynomial n2 + D. For other arguments involving such ideas, see 
recent papers by Goldfeld [4] and by Ramachandra [5]. 
Theorem 2 has been stated in terms of x rather than of Z for the sake of 
tidiness. In fact the proof of both theorems is conducted in these terms. 
Let P(X) be the largest prime factor of 
m) = IJ I B-9 s)l. (1.4) 
l<T,S<Z 
With a, as in (1.3) set 
co = o<;<” 1 u,4 1. (1.5) 
Then if v = 3 and x < (Z/C~)~/~ the 1 f(r, s)i in (1.4) form a subset of those 
described in Theorem 1. Thus it suffices to prove P(X) > x2f8 if 6 = p - E, 
where 
p + log(l + p> = 8, (1.6) 
so that p = 301 - 2 = 0.264.... 
It is, perhaps, to be regretted that it does not appear to be practicable 
to superpose the condition (r, s) = 1 on the definition (1.2) without a 
deterioration in the quality of the estimate for the corresponding quan- 
tity (1.1). 
In the proof of Theorem 1 we may suppose (by applying the restricted 
result to the form d-lf) that the coefficients infhave h.c.f. 
equal to 1. We may in fact further suppose that the numbers f(r, s) have 
no fixed divisor c > 1. For, if they had, choosing r, s = 0 or 1, mod c in 
an appropriate way would show firstly that c I a,, c / u3, and hence that 
u,r + u,s = 0, mod c when rs f 0, mod c. Then 2u, = 2u2 = 0, mod c. 
Hence c = 2, since d = 1, and for a similar reason a, = u2 = 1, mod 2. 
Now use the identity 
f(R, 2s) = 2(&zoR3 + u,R2S + 2u2RS2 + 4u,S3) 
= 2F(R, S) = 2(AoR3 + A1R2S + A2RS2 + A3S3). 
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where (A, , A, , A, , A,) = 1 because d = 1, and where AI = a, is odd. 
Since AS = 2a, does not satisfy A, = 1, mod 2 there can, by the above 
argument, be no nontrivial fixed divisors of F(R, S). Moreover Theorem 1, 
when proved for F, follows forf. Accordingly it may throughout the paper 
be supposed that there are no nontrivial fixed divisors off(r, s). 
In Section 2 we describe some preliminary results, most of which are 
relevant to the proofs of both our theorems; the demonstrations are 
completed in Sections 3 and 4. 
Before proceeding, however, we indicate a proof of what is relatively 
trivial in the direction of Theorem 1. This rests on the following simple 
and well-known result, which we use again later. 
LEMMA 1. Given I > 0, a, b there exist r,, , s,, such that 
ar, + bs, 3 0, mod I; 0 < madI r. I, I so I> d 10 
Since the proof is so short we describe it here. Take the least k > 0 for 
which (k + 1)2 > 1: then k < fl. Also two of the (k + 1)” numbers 
ar + bs (0 d r, s < k) are congruent, mod 1. Take their difference: this 
furnishes r, and so . 
Let us confine our next remarks to the simple case f(r, s) = r3 + 29. 
For any primep withp = 2, mod 3 the congruence w3 + 2 = 0, modp is 
soluble. By Lemma 1 we can ensure 
r = ws,modp; 0 < max{l r I, 1 s I} < Vj. 
Then f(r, s) = 0, mod p. If A < 1 we can also specify 
A(2/3)2/3 < p < (Z/3)“/“. 
Then 0 < I f(r, s)l < Z. This proves the weakening of Theorem 1 in which 
Z”-’ is replaced by C1Z2j3, C, being A/32J3 in this case. 
2. SOME BASIC RESULTS 
2.1. The key to the ensuing arguments consists of obtaining 
sufficient information about 
N&Z) = c 1. 
14r,sa! 
fW.s)=O. mod I 
(2.1.1) 
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The simplest approach is as follows. Let a, b run over the 
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(2.1.2) 
roots of the congruencef(a, b) = 0, mod 1. Then 
with 
= x2y(l)/l + E(x, r>, (2.1.3) 
E(x, 1) = ONx + 0 y(O). (2.1.4) 
2.2. This estimate for E(x, Z) is insufficient for our needs but does 
indicate the nature of the leading term to be expected in any formula for 
N(x, 2). Below are indicated some relevant properties of the function y, 
also of N* defined by 
N*(x, Z) = c l. 
1<r. s<x 
f(v.s)-0,modZ: (~.s,Z)=l 
(2.2.1) 
In a notation analogous to that introduced above set 
N*(l, I) = ly*(l). 
If I = p” be taken in (2.2.1), where p r a, , a, being as in (1.3), then the 
conditions of summation imply (s, p) = 1. The substitution r = ws then 
shows 
Y*(P”) = (1 - p-l> P(P9 (P f aoh (2.2.2) 
p(l) being the number of roots of the congruence f(q 1) = 0, mod 1. 
Then, since p(p”) = O(1) (see Ref. [6], for example), we have 
Y*(P”) = O(l)> (2.2.3) 
even if p / a, , since the contribution from s with (s, p) > 1, for which 
(r, p) = 1, is bounded in the same way. 
The connection between N and N*, for prime-power modulus, is 
N(x, p”) = c N*(x/pA, pa-““) + [x/p-[-Q’]]“, (2.2.4) 
O<A<a/v 
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the last term being the contribution from the r, s for which f(r, s) = 0, 
mod pa is satisfied for the trivial reason pA ] r, pA j s with VA > a: (equiva- 
lently, h > -[-Q/V], in the usual integer-part notation): v is the degree 
off. Taking x = pa gives . 
y(p”) = c pA’Y-z)y*(pa-“v) + pa+z[-alv]~ (2.2.5) 
O<A<Or/V 
Thus in particular 
so, by (2.2.2), 
Y(P) = Y*(P) + P-l, 
Y(P) = P@) + u - PWHP (P -f aok 
Also (2.2.5) and (2.2.3) show 
y(p”) = ~(p(v-zw-ar/vl-l) + pa+z[-a/vl). 
Thus 
y(p) = O(1); y(p2) = O(1); y(p”) = O(p[m’l-2/v’l). 
Next, when r(m) # 0 define 
@% 0 = rkw(m>. 
Reserve for t.~ the meaning in qu 11 m, q being prime. Set 
&I”> 49 = Uq% 
so that 
Q-b 0 = n UP). q”llt 
Then because of (2.1.2) the inequality 
N(ml, ml) < N(ml, m) = 12N(m, m), 
(2.2.6) 
(2.2.7) 
(2.2.8) 
(2.2.9) 
evident from (2.1. I), shows 
f%, 0 d 4 
with equality only if all solutions of 
f(r, s) = 0, mod m 
are also solutions mod ml, that is to say, if I is a fixed divisor of all integers 
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of the shape f(r, s)/m. When f is cubic (so now v = 3) information is 
required when m is such that no such fixed divisor (>l) exists. In this 
case we have 
Uq) < 9; (2.2.10) 
we deduce, for some fixed C < 1, 
e,(q) < Q. (2.2.11) 
We may suppose q does not divide a,D, D being the discriminant off; 
then (again see Ref. [6], for example) p(qu) = p(q) < 3, so (2.2.2) states 
y*(q”) = (1 - q-l) p(q) and (2.2.5) becomes 
YW = (1 - 4-Y P(4)o<A~u,3 qA + q”+2[-u’3’ 
= p(q)(q-1-m - 1)/q + q~+e+l. 
Let p = 3n - r, with r = O,l, or 2: then 
YW = P(4)W - 1)/q + CF. 
Thus if r = 1 or 2 (so that y1 > 1) the function 8 of (2.2.8) and (2.2.9) 
satisfies 
e,(4) = P(d(4” - 1)/s + qn-+l P(d(4” - 1)/q + CT 
e qn - 1 + qn--r+2 
qn - 1 + qn-r+l ' 
since p(q) # 0 by (2.2.10). Also if r = 0 then 
O,(q) = p(q)(q n+l - 1)/q + qn-’ 
f(4W - 1)/q + qn 
< xc? n+l - 1) + q” 
’ 3(q” - 1) + q”+l . 
Hence (2.2.9) implies 
ud G 
! 3 (p = 0, mod 3) 
2 (p = l,mod3) (4 f @I. (2.2.12) 
$4 + 1 (p = 2, mod 3) 
From this, (2.2.11) follows at once. 
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When ~1 = 0, (2.2.11) becomes 
h-4 < CP, (2.2.13) 
which holds because of (2.2.7) and the supposition that f(r, s) has no 
fixed prime divisors p. 
2.3. We need the following estimates for certain sums involving 
the function y. These results rest ultimately on the connection with the 
distribution of the norms of the ideals of the relevant number field. Thus 
Nagell showed in Ref. [6] that 
pzz P%P) log P = log 2 + O(l)> 
whence, by (2.2.6), 
zz P-VP) log P = log 2 + O(1). 
This can be restated in the form 
Y(P) - 
c P 
1 logp = O(1). 
Z<P=GW 
(2.3.1) 
(2.3.2) 
In Ref. [l] there is a proof, using Dirichlet series in a purely formal way, 
of 
We need the related result 
z;z f l-Jl {Y(P))” = H(1) log z + O(l), 
where 
(2.3.3) 
This can be proved in a similar way, but with less difficulty. The inequality 
(2.2.13) is needed here. 
Henceforth suppose m satisfies the restrictions in Section 2.2, so that 
m E A! = {m : y(m) # 0; d,(q) < Cq}. (2.3.4) 
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Define O(l), with 0, as in (2.2.9), by 
e”‘(y9 d, = IJ 4(1 A;;q),q) 
= lj f (+L)‘, 
qld a=1 
Then we have to estimate (from below) 
Qdm 4 = c 
dCz;u2td)=l 
Jj eym, d). 
(2.3.5) 
(2.3.6) 
(2.3.7) 
To keep account of the m as well as of the z dependence relate Q,(m, z) to 
the corresponding sum over d prime to m, for which B(m, d) = y(d). In 
view of (2.3.6) this sum satisfies 
n (1 - F)-l c 
Qlm d<.? 
$ W(m, d) 
ue(d)=l;(d,n)=l 
b c f I-I Mdl" 
zszz @Ill 
= H(1) log z + U(1) (z 2 I), 
uniformly in m, by (2.3.3). 
Let A4 be the largest square-free divisor of m. For Q, we then have 
Qdm, 4 = C k @)(m, h) 1 
hlM d’<z/h 
+ P(m, d') 
ua~d')=l;(d'.m)=l 
(2.3.8) 
3 ff(l) [n (1 - *)I 1 
Qlm hlM 
i W(m, h){log z - log h + O(1)). 
But by (2.3.5) 
C t W(m, h) = JJ+ [ 1 + Uq) ‘4M 40 - ~“GM7) I 
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Hence, since A4 is square-free, 
Thus (2.3.8) gives 
Following from this it will be necessary to consider 
where 
(2.3.10) 
(Note that c(m) = 0 when the restrictions (2.3.4) on m are not satisfied.) 
Here the associated Dirichlet series is 
so, by (2.2.8) and (2.2.9), 
Yw+l) K(s) = rJ 1 - ;(q),q lg I+? - 71 
MO 
= IJ (1 - +p(S), 
where L(1) = 1. Thus, by the usual technique, 
C(z) = H(1) log z + O(l), (2.3.11) 
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where H(1) is as has already appeared in (2.3.3). The identity of these two 
coefficients is essential to the quality of the result in Theorem 1. 
Lastly, we show 
c c(m) elm 1% 4 73 q = O(log z). m=gz qlm (2.3.12) 
This sum is 
in which the inner sum is, by (2.2.12), 
The last two sums converge, by (2.3.10), (2.2.13), and (2.2.7). Because of 
(2.3.11) the inequality (2.3.12) now follows. 
2.4. To obtain the key results about E(x, 2) use the identity 
(e(x) = ezair) 
to obtain from (2.1.1) 
w, 0 = + -tz<g,h<+z ,,;<, 
fkZ,i$~O;-mod5 
l<z<. e i g(r - a) ? h(s - b, 1 
where, as in Ref. [l], 
%skO = C e 
l<a,b<Z 
f (a,b) -0, mod1 
and s(g, h; 1) is its complex conjugate. The terms in g = h = 0 contribute 
to N(x, I) an amount 
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y being as in (2.1.2). Consequently the error term in (2.1.3) is 
(2.4.1) 
Here, in virtue of the inequality 
we have 
mx, 0 = 0 ( c 
O<lul.lhl<l 
(2.4.2) 
and an inequality similar to the last for I&(X, I). 
Next, appeal to the following estimate of I S(g, h; r)l . 
LEMMA 2. 
(i) For prime p, 
% k P) = OW-h, g), P)>* 
(ii) Let A = a,a,D, where D is the discriminant of jI Let 1 = kk’, 
where (k, A) = 1 andp 1 k’ impliesp I A. For each divisor A of k set 
8~ = k, 4 Wk, A”)), 
and with 6’ = (g, h, k’) put g = 6,&g, , h = S,$‘h, , k = (k, Au) 6*k, . 
Then 
S(g, h; I) = 0 Ik%d(k’) c v aA2(f(-h2, g2), k,)l . 
Alk 
Apart from trivial alterations and the removal of the restriction to 
v = 3 these results are as established in Section 6 of Ref. [I], 
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The simplest of the required applications of this Lemma depends on 
part (i) only and runs as follows. From (2.4.2), 
= Ok o< -&<, 4f(--h, dl/l sh I) + O(z 1% zh 9 . 
where 
so that 
w(n) = c 1 = O(log n), 
pin 
c I &(x, PI = O(z log3 4. 
Y<Z 
A similar treatment shows that for i = 2 or 3 
z* Js(x, PI = 0(x log2 z); 
as was remarked in Ref. [I], (g, 0, E) (for example) is to be read as (g, I) in 
Lemma 2. Hence, and from (2.4.1), 
c I ax,P)l logp = 0 [cz + 4 log” z + x geo~ low\, 
9fS 
= ONZ + x) log” z}, (2.4.3) 
using (2.3.1). 
The corresponding result relating to composite moduli follows in a 
similar but more complicated way from Lemma 2(ii). Details are sup- 
pressed as there is a very similar manipulation in the proof of Lemma 10 
of Ref. [l]. It is found that 
1 I E(x, 01 = O(z’(z + x)>. KZ 
(2.4.4) 
The following weaker corollary of (2.4.4) (that follows using Lemma 3 
of Ref. [2], for example) will also be used: 
C $(Z) 3wcL) 1 E(x, Z)l = O(x2/log16/14x) (a < 1). (2.4.5) 
Z=g(CZa)= 
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It should be noted that (2.4.5) is the only one of the results of this section 
that is needed in the proof of Theorem 2, as opposed to Theorem 1: since 
it relates to square-free values only of the modulus it can be deduced 
from the estimate 
%c, h; 0 = wtf--h, g>, 0) (cL2(4 = 1) 
that follows directly from Lemma 2(i). The more involved arguments of 
Lemma 2(ii) are thus essential only to the proof of Theorem 1 below. 
2.5. The results of Section 2.4 imply asymptotic formulas for 
N(x, I) and N(x, p) which are significant “on the average” when 
2 < x2-‘), p < x2/10& x (q > 0). 
We require corresponding upper bounds for N(x, p”) that are, at any rate, 
better than those obtainable from (2.1.4), and here the technique of 
Section 2.4 becomes intractable. On the other hand the method described 
below, while doubtless applicable to proofs of some of the results of 
Section 2.4, would appear unlikely to lead to a manageable approach to 
(2.4.4). 
In the first instance we majorise N*(x,p”), defined (by (2.2.1)) to be the 
number of solutions of 
f(r, s) = 0, mod pa; (r, s, PI = 1; 1 < r, s < x. (2.5.1) 
Suppose without loss of generality that (s, p) = 1. Then (2.5.1) implies, 
for some root w of 
f(~, 1) = 0, mod pa, (2.5.2) 
that r and s satisfy 
r = ws, mod pa; C&P) = 1; 0 < r, s < x. (2.5.3) 
Begin by majorising the number of solutions of (2.5.3). By Lemma 1, 
the congruence involved has a solution (r. , so) such that 
0 < M,, < T@: MO = max{l r. I, I so I>. (2.5.4) 
Suppose this solution is chosen so that MO is minimal. Then (r, , so) = 1, 
for if (r, , so) = d then (d, p) = 1 by (2.5.1) so (r,/d, so/d) is another 
solution of (2.5.3), whence d = 1 by the minimality of MO . 
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Since (sO , p) = 1, the congruence in (2.5.3) can be rewritten as 
sor = ros, mod pa; (2.5.5) 
because (r,, , so) = 1 there exist R, S such that 
t-J--soR = 1, IRI <ro, ISI <so; 
then, for any k, every solution of (2.5.5) is expressible as 
r = z4ro + ur, , 
s = us0 + USl , 
rl = Rp” - kr, , 
sl = Sp” - ks, , 
so that they form a geometric lattice of determinant r,,sl - r,s, = pa, for 
which (r, , so) and (rl , sI) form a basis. We observed in (2.5.4) that 
MO < qj?; to reduce the size of 
Ml = ma4I I1 I , I s1 I> 
one might choose k = [Rp”/r,], so that 
rl = 00 r. I), s1 = W/ro)Wo - Rso) + O(l so I) 
= O(s, + pall r. I). 
Alternatively one might choose k = [Spa/so]. Thus rl , s, can be chosen to 
satisfy 
Ml = owe + P"/Mo). (2.5.6) 
To bound the number of solutions of (2.5.3) note that the corresponding 
point in the (u, U) plane is confined by the inequalities involved to the 
parallelogram with vertices 
(0, o>, p = (--xrl/p”, xro/pd), Q = (xs,/p*, -xso/pm>, P + Q, 
whose area is x2/pa, and whose perimeter is 
axwo + %)/P”) = OwfolP” + X/MO) 
= OWJfo) 
by (2.5.4) and (2.5.6). Thus the number of lattice points to be counted is 
X2/P" + 0(x/M,). (2.5.7) 
641/311-4 
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Next, a summation over w satisfying (2.5.2) must be performed. For 
some purposes the uniform estimate M, > 1 is sufficient. Since (cf. (2.2.3)) 
the number &a) of values of w is bounded this gives 
N*(x,p”) = O(x2/pa + x). 
Hence, and by (2.2.4), 
N(x,p”) = 0 (x2 a<~a,“p-~+‘Y-~‘~ + X2pz[-@l”l + ax) 
= o(x2p+J” + ax). (2.5.8) 
When 01 = 2 more is required, however. From (2.5.7), 
,<YjjS, N*(x, P”> loi3 P 
= 0 (x2 ,<;s, 0% PYP2) + 0 (x xg log P c 
o. modd 
Here, since w is determined, mod p2, by (r, , so), 
Suppose without loss of generality that 1 so 1 < 1 r, 1 ; then MO = r, by 
(2.5.4) and the last sum is 
0 (, T+ 1) = O(Y)* 
*II 1 
Thus 
c N*(x, P3 log p = 0(x% + Y log YJ 
%<PSY 
To the sum involving N in place of IV* an additional contribution is made 
by the solutions of 
Iri,lsI Qx; r ES =O,modp; Z<PGY, 
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all of which satisfy f(r, s) = 0, mod pa. For each p the number of solutions 
is 
O(X2/P2 + 0; 
hence 
c w, P”) 1% P = 0(x2/z + Y log Y). 
Z<P=G2/ 
(2.5.9) 
3. PROOF OF THEOREM 1 
3.1. Recall that the formfis now cubic. 
First observe that the index of the highest power of a prime p that 
divides the product 
N being as in (2.1.1). Accordingly, with P(x) (as before) the greatest prime 
factor of II(x), 
.&l(x) = log n(x) = c N(x, p”) log p 
P*W 
= c N(x, P) 1% P 
r~/log%< rl<P(Z) 
+ c 
p~x~/log’x 
Wx, P) lotit p + D.zz N(x, P”) log p, 
. , 
= qx> + &(x> + &W* (3.1.1) 
The sums Z;(x) and &4(x) are disposed of at once by the results of 
Section 2. For (2.1.3), (2.3. l), and (2.4.3) give 
J&> = c x2P-wP) log P + c J% P) 1% P 
P<39/lOg% P62~/lOg% 
= 2x2 log x + 0(x2 log log x). (3.1.2) 
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Also, by (2.5.9) and (2.5.8) (for c, see (1.5)), 
= 0(x2) + 0 (XI ; a;3p-2@ logp) + 0 (c .xl+W) 
ci>3 
= 0(x2). (3.1.3) 
3.2. The sum Z;(x) can, on the other hand, be estimated in the 
following way. We have 
where 
r(n) = C 1; 
1=zr*s<a 
f(l,s)=n 
(3.2.1) 
so that 
(3.2.2) 
with c,, as in (1.5). Let 
Then 
Now 
z;(x) = R(M,) log M, - 1; t-lR(t) dt. (3.2.3) 
R(t) = 1 1 = O(t2/3), (3.2.4) 
If(T,S)l<.t 
the last inequality following from a weak form of the Thue-Siegel-Roth 
theorem, as indicated, for example, in Ref. [8]. Hence, and from (3.2.2), 
I 
MZ 
t-lR(t) dt = 0(1I4,/~) = 0(x2). (3.2.5) 
1 
Also 
R(M&J = c 1 = X2 + O(x), (3.2.6) 
l<r..65 
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which with (3.2.4) shows M, > c1x3, for some constant c1 . In conjunc- 
tion with (3.2.2) this gives 
log M, = 3 log x + O(l), 
so that (3.2.3), (3.2.5), and (3.2.6) now yield 
Z;(x) = 3x2 log x + 0(x2). 
With (3.1.1), (3.1.2), and (3.1.3) this shows 
.c,(x) = x2 log x + 0(x2 log log x). (3.2.7) 
3.3. In the final stage of the proof the sieve method is used to 
majorise E(x), in terms of P(x). For unduly small trial values of P(x) a 
contradiction to (3.2.7) would result. 
The definition in (3.1.1) of Z2(x) in terms of the function N of (2.1.1) 
gives 
za@> = &5(w)/x2)~ (3.3.1) 
where 
&(4 = c loi? P* 
ra/1og* z < P=GX% 
le.s<z;~f(r.s)~=mP 
The conditions of summation imply mp < q-,x3, with c,, as in (1.5). But 
for 7 > 0 the subsum in which mp < x3-q is 
using (3.2.4); here d is the divisor function, so that d(if 1) = O(lfl’~/~). 
Thus 
z;@) = c c logp + 0(x2). (3.3.2) 
s'/10g4z < P<S% 1<r,s<z 
lf(7,s)I=w>z~-a 
This now shows 
&5w G c logW3/m) 4tm, 4 + 0(x2), (3.3.3) 
ms.&m, <rnhrn, 
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ml = x1+/u, m2 = c$ log4 x, 
and A is as in (2.3.4). We can impose these restrictions because other m 
give a zero contribution to E6(u), for the following reasons. First, if 
y(m) = 0 then j f(r, s)l = mp is impossible, and so Z6(m, x) = 0. Next, 
note 
&c,(m, 4 = C 1, 
b+D> .s’e 
(3.3.4) 
where p denotes a typical integer of the form I f(r, s)l/m, with 1 Q r, s < x. 
Here (2.1.3) shows that 
c 1 = Wr(mYm> eh 4 
d + W, md), (3.3.5) 6 =O. modd 
with e(m, d> as in (2.2.8) and (2.2.9). However, the immediate point is that 
made in Section 2.2, that if O,(q) = q, for prime q, then q divides all the 
integers p. The case p = 0 is excluded, since q would then be a fixed 
divisor of 1 f(r, s)l ; in any case, however, such a q would not exceed x3i2, 
for large x (2 2). If TV > 0 then q I m; but in (3.3.3) m < A?/‘$ thus again 
q -C x3i2. But in (3.3.4) p > x9/2 and p is the only prime divisor of /3. Thus 
8,(q) < q when m contributes to Z&(u). 
The reason that the sieve method is applicable to majorise Z&m, x) is 
that with m < m, (= cox log4 X) the formula (3.3.5) yields significant 
information, and this for d < xl-q’, because of the results of Section 2.4. 
(Note that were f of degree > 4 no corresponding statement would 
hold.) 
For given m let d denote a typical integer satisfying 
p2(4 = 1, 1 < d < z,,, = x1-n/m1J2, 
and similarly for dl and d2 . Then Selberg’s method [9] (as also described in 
Refs. [lo] or [II], for example) shows that 
(pl = 1) 
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Q, being as in (2.3.7). When m E JI the real numbers fd satisfy 
since (2.3.4) gives (1 - O,(q)/q)-l < (1 - C)-l. Then, since 
log z, > Q log x (when m < m2 and 7 is small), (2.3.9), applicable when 
m e 4, gives 
&(m, 4 < 
x%(m) 
mH( 1) log z, [l + 0 I+(1 fE epodogq)l] 
+ R(m, GA 
where c(m) is as in (2.3.10) and 
Rh z,) = 0 (nnj3 c I Wx, mk4 , 4l)l). 
dl.c? 
(3.3.6) 
Now set 
%m> = ~~g(w-%O/log z, , 
so that h(m) is monotonic and bounded by an absolute constant in 
rn; < m < m, . Then from (3.3.3), 
X2 
z5(u) ’ Wl),l<,G,a m 
-c -Y+i!- h(m) 
+ 0 (log x c 
ml <man, 
I Nm, 4l) + 0(x2). 
Also, with C as in (2.3.1 l), 
= H(1) jma m-1X(m) dm + O(1). 
3 
(3.3.7) 
(3.3.8) 
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Here 
s 
T2 
I 
log5 
m-9(m) dm = 
log(coxS) - I dl 
3 1ogm, log X1-n - 4-l 
(3.3.9) 
= 2 fogma 1 + 21;-;f~;z~ I dl mm1 
log(~2h) r 2 log (+y + 2 ww1+2”) log (1 +log(x2-2n,m2)) 
< 2{log 24 + log x log(1 + log u/log x)} + E log x, 
since, in (3.3.3), m2 < x l+q and log(m,/m,) < log u + 2~ log x. Here 
E > 0, 7 is to be chosen small enough, and x is (as usual) large. From 
(3.3.6) and (2.4.4) we have 
C 1 R(m, zm)l = 0 xn13 
1121 <men, I 
= 0(x2-). 
Collection of the results (3.3.7) - (3.3.9), use of (2.3.11) and (2.3.12), 
and appropriately small choice of v gives 
C,(u) < 2x2 log x I* + log (1 + +$)I + EX2 log x. 
If log(P(x)/x2)/log x < /3, where now /3 + log(1 + 8) = 4 as in (1.6), this 
would, with (3.3.1), provide a contradiction of (3.2.7). Consequently 
P(x) > x2+0 for all 0 < p, and Theorem 1 follows as indicated in the 
introduction. 
4. PROOF OF THEOREM 2 
The result of Richert on which the Theorem depends is Theorem 2 in 
his paper [2]. Let A? denote the set 
{I f(r, s)l : 1 < r, s < xl. 
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For Richert’s theorem to apply the conditions expressed by our (2.1.3), 
(2.2.13) (2.3.2), and (2.4.5) must hold, where our notation will accord 
with his if we set 
x = x2. (4.1) 
Recall that the parameter 01 in (2.4.5) is to satisfy 
a < 1. 
In Ref. [2] one extra condition is required, viz., 
as l=O(Xl;;” $1). 
a=O, modpa 
(4.2) 
The result then states: 
Let 6 be a real number satisfying 
and take the positive integer r (32) so large that for all a E d 
where 
A,=r+l-J---log L+43-, . 
log 3 
Then 
where the infinite product is positive. Moreover, for the smallest prime 
jizctor, q1 , say, of each P, counted on the left, we have 
q,(PJ b AY4. 
It is not clear that (4.2) is in fact satisfied in the case under discussion. 
However, inspection of Richert’s proof shows that it is used only in the 
averaged form 
c y& 1 =O(X’;gX +Y) (4.3) 
Z<P<Y 
a=O, mods? 
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that appears in his inequalities (3.7), wherein 
z = XIV, y = xw , 1 <U<U. 
Moreover, to draw the desired conclusion, viz., 
c Z<P<Y c l = o logz~og.)~ aEd ( 
a-o.modp2 
the term y in (4.3) may be weakened to y log y, and in view of (4.1) this 
modified form of (4.3) follows from (2.5.7). 
Note that by (1.5) and (4.1) we have 
1 a 1 < c,x”~Z. (4.4) 
It remains to verify that it is permissible to set r = k, where 
k = 46~ + 210 I 4, k = iHv + 1X2 f 4, 
as originally enunciated. Because of (4.4) it is sufficient to ensure 
44c - S) 3 4% 0<6S% 
with LY < 1 as required in (2.4.5). Since 
this is certainly possible; with k as above we can take a = 1 - E (with 
E > 0 suitably small) and 6 satisfying 
6 = 6, = $(2 1 v), 0 < 6 < 6, = A*&.l) - iv (2 -r v). 
Then for any C, < 6, , Theorem 2 follows, with 
1 - YWlP 
A= c3n l-l/?.) * 
P 
It is clear (from the discussion of Theorem 8 therein) how the method 
of Ref. [2] should be adjusted to yield a better value of A in our Theorem 2. 
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