The paper is concerned with a mixed stochastic delay differential equation involving both a Wiener process and a γ-Hölder continuous process with γ > 1/2 (e.g. a fractional Brownian motion with Hurst parameter greater than 1/2). It is shown that its solution depends continuously on the coefficients and the initial data. Two applications of this result are given: the convergence of solutions to equations with vanishing delay to the solution of equation without delay and the convergence of Euler approximations for mixed stochastic differential equations. As a side result of independent interest, the integrability of solution to mixed stochastic delay differential equations is established.
Introduction
In this paper we consider a multidimensional mixed stochastic delay differential equation dX(t) = a(t, X t )dt + b(t, X t )dW (t) + c(t, X t )dZ(t), t ∈ [0, T ].
(1)
In this equation the coefficients a, b, c depend on the past X s = {X(s + u), u ∈ [−r, 0]} of the process X, and the initial condition is thus given by X(t) = η(t), t ∈ [−r, 0], where η : [−r, 0] → R is some function. Equation (1) is driven by two random processes: a standard Wiener process W and a process Z, whose trajectories are γ-Hölder continuous with γ > 1/2. The process Z is usually a long memory process, e.g. a fractional Brownian motion B H with the Hurst parameter H > 1/2.
Itô stochastic delay differential equations, i.e. those with c = 0, were investigated in many articles, see [9, 13] and references therein. Fractional stochastic delay differential equations, in which b = 0 and Z = B H , were considered in only few papers. For H > 1/2, the existence and uniqueness of solution under different sets of assumptions was established in [1, 2, 3, 4, 5, 8] . In the case H > 1/3, the existence and uniqueness of solution was shown in [14] for coefficients of the form f (X(t), X(t − r 1 ), X(t − r 2 ), . . . ).
The existence and uniqueness of solution to equation (1) was established in [15] , where also the finiteness of moments was shown under the additional assumption that the coefficient b is bounded. Mixed equations without delay were considered in articles [6, 7, 11, 12, 16, 17] .
In this article we prove that if the coefficients and initial conditions of mixed stochastic delay differential equations converge, then their solutions converge uniformly in probability. We give two applications of this result. First we show that when the delay vanishes, solutions of mixed stochastic delay differential equations converge uniformly in probability to a solution of equation without delay. Then we establish the uniform convergence of Euler approximations for mixed stochastic differential equation towards its solution. We also extend the results of [16] about the integrability of solution to (1) , dropping the assumption that b is bounded.
The paper is organized as follows. Section 1 provides necessary information about pathwise stochastic integration and describes the notation used in the article. Section 2 contains the main result of the article about convergence of solutions to mixed stochastic delay differential equations with convergent coefficients and initial conditions. It also contains a result of independent interest about the integrability of solution to mixed stochastic delay differential equation. Section 3 is devoted to applications of the convergence results. In Subsection 3.1, a sequence of mixed stochastic delay differential equations is considered with delay horizon converging to zero, and it is shown that their solutions converge to a solution of equation without delay. In Subsection 3.2 it is proved that the Euler approximations for mixed stochastic differential equation (without delay) converge to its solution, as the mesh of partition goes to zero. Appendix contains an auxiliary result about convergence of solutions to Itô stochastic delay differential equations with random coefficients, which is used in the proof of main theorem.
Preliminaries
Let (Ω, F , F = {F t , t ≥ 0}, P ) be a standard stochastic basis. Throughout the article, |·| will denote the absolute value of a real number, the Euclidean norm of a vector, or the operator norm of a matrix. The symbol C will denote a generic constant, whose value may change from one line to another. To emphasize its dependence on some parameters, we will put them into subscripts.
We will need the notion of generalized fractional Lebesgue-Stieltjes integral. Below we give only basic information on the integral, further details and proofs can be found in [18] .
Let f, g : [a, b] → R, α ∈ (0, 1). Define the forward and backward fractional Riemann-Liouville derivatives
where x ∈ (a, b).
The generalized Lebesgue-Stieltjes integral is defined as
provided the integral in the right-hand side exists. For functions f, g : [a, b] → R and a number α ∈ (0, 1) define
Note that only the first expression defines a norm, the second defines a seminorm. The following fact is evident: if f 1,α;[a,b] < ∞ and g 0,α;[a,b] < ∞, then the generalized Lebesgue-Stieltjes integral is well defined and admits an estimate
We will also need an estimate in terms of Hölder norms.
with λ ∈ (0, 1), µ ∈ (0, 1) and λ + µ > 1, then the generalized Lebesgue-Stieltjes integral is well defined and coincides with the limit of Riemann-Stieltjes integral sums. Moreover, the Young-Love inequality holds:
where
is the Hölder seminorm. In order to introduce the dependence on past, for a stochastic process ξ = {ξ(t),
Limit theorem for mixed equation
Consider the following sequence of mixed stochastic delay differential equations (SDDEs) in R d indexed by n ≥ 0:
. . , m, j = 1, . . . , l, are measurable functions; Z = {Z(t), t ∈ [0, T ]} is an F-adapted process in R l such that its trajectories are almost surely Hölder
The integral w.r.t. the Wiener process is understood as the usual Itô integral, which is well defined provided that the integrand belongs to L 2 [0, T ] a.s. The integral w.r.t. is understood in generalized Lebesgue-Stieltjes sense.
We will assume the following about the coefficients of equations (5):
and this derivative is bounded uniformly in t ∈
H3. The functions a n , b n and ∂ ψ c n are locally Lipschitz continuous in ψ: for any R > 0, t ∈ [0, T ], and all ψ 1 , ψ 2 ∈ C with ψ 1 C ≤ R, ψ 2 C ≤ R,
H4. The functions c n and ∂ ψ c n are Hölder continuous in t: for some β ∈ (1 − γ, 1) and for all
H5. The initial condition η n is a Hölder continuous function: for some θ ∈ (1 − γ, 1/2) and for all
Also denote for brevity f 0;t = f 0,α; [0,t] . It is proved in [15, Theorem 4.1] that under the assumptions H1-H5 equation (5) has a unique solution, which is an F-adapted process X such that X T < ∞ a.s., and (5) holds almost surely for all t ∈ [0, T ].
In the following we will abbreviate equations (5) and their ingredients as
We will need some auxiliary results from [15] , which we for convenience state here in a slightly modified form.
Lemma 2.1. Let the coefficients of equation
satisfy H1-H5, and let
Lemma 2.2. Let the coefficients of equations
We will also need a result about the finiteness of moments of Y 0,T,∞ .
Theorem 2.1. Let the coefficients of equation
satisfy H1-H5, and the process {Z(t), t ∈ [0, T ]} be such that
Proof. This proof closely follows that of Theorem 1 in [16] . Throughout the proof, C will denote a generic constant depending on p, r, T, K, L, η(0).
. Take a number ∆ ∈ (0, 1), whose value will be specified later. For t ∈ [0, T ] and u, v such that
Estimate first
where in the last step we have used the following simple observation:
From the Young-Love inequality it follows that
Further, from the linear growth assumption
Therefore,
Collecting the above estimates, we get
Let s ∈ [0 ∨ (t − ∆), t]. Then from the obvious inequality
using (7), we obtain
Hence we derive for any p > 1 that
Take some κ ∈ (θ, 1/2). Obviously, I b 0,t;∆,θ
. Assuming that p > (1/2 − κ)
and using the Garsia-Rodemich-Rumsey inequality, we get
Plugging this estimate into (8), we arrive at the inequality
Finally, put ∆ = min (4K
parts of length at most ∆, we obtain from the estimate (9) that
Letting R → ∞ and using the Fatou lemma, we get
where the last constant depends on the parameters specified. The proof is now complete.
We will impose the following assumptions concerning the convergence.
С1. Convergence of the coefficients: For all
С2. Convergence of the initial conditions:
Theorem 2.2. Under assumptions H1-H5 and C1-C2, the following convergence in probability takes place:
Proof. Obviously, we can assume without loss of generality that
Define the following sequence of smooth approximations of Z:
Consider auxiliary stochastic differential equations
we can rewrite the equation (10) as an Itô delay differential equation with random coefficients
where f n,N (t, ψ) = a n (t, ψ) + c n (t, ψ)Ż N (t), t ∈ [0, T ], ψ ∈ C. Obviously, the coefficients of these equations satisfy assumptions of Theorem A.1 from Appendix A. Therefore,
Now write for ε > 0
Hence,
We need to show that sup n≥0 P (A n,N,ε ) → 0 as N → ∞. To this end, write for any M > 0, R > 0
(it can be proved similarly to Lemma 2.1 in [12] ), it follows easily from Lemma 2.2 that
Further, from Lemma 2.1 we have with the help of Chebyshev inequality that
Finally, sup
Thus, we arrive to sup n≥0 P (A n,N,ε ) → 0, N → ∞, as required.
Corollary 2.1. Assume that coefficients of (5) satisfy assumptions H1-H5 and
Proof. Theorem 2.2 implies the boundedness of sequence
for all q > p. Therefore, the statement of the corollary follows from Theorem 2.2 thanks to the uniform integrability.
Applications

Vanishing delay
Let, as above, the process {Z(t), t ≥ 0} be an F -adapted process in R l with γ-Hölder continuous paths, γ > 1/2, {W (t), t ≥ 1} be a standard F -Wiener process in R m .
Consider the following sequence of equations with delay in R d .
Here
d are measurable functions; {τ n , n ≥ 1} is a sequence of positive numbers with τ n < r. The assumptions about the coefficients are similar to H1-H5.
HV1. For all
HV3. For all t ∈ [0, T ], R > 1, and
HV4. There exists
HV5. The initial condition η is a Hölder continuous function: for some θ ∈ (1 − γ, 1/2) and for all
From Theorem 2.2 we deduce the following result about vanishing delay convergence.
Theorem 3.1. Assume that the coefficients of equations (13) satisfy HV1-HV5, and τ n → 0, n → ∞. Then we have the following uniform convergence:
to the solution X of equation
Proof. Set τ 0 = 0 and define for n ≥ 0 the following sequence of functions a
These coefficients are easily seen to satisfy assumptions H1-H4. Moreover, since the a V , b V , c V are continuous, we have for any t ∈ [0, T ], ψ ∈ C the convergence a
The proof is finished by observing that for such coefficients the solutions to (5) coincide with those of (13) and applying Theorem 2.2.
Euler approximations
Consider now a standard mixed stochastic differential equation
we can interpolate the values of approximations with
This can be considered as an equation with delay, however, its coefficient c n (s, ψ) := c E (t n (s), ψ(t n (s))) does not satisfy the assumption H4, so one needs to prove analogues of Lemmas 2.1 and 2.2. This can be done with a slight modification of corresponding arguments in [15] ; we skip the proof as this is not our main interest here. Thus, we have the following result. 
Remark 3.1. While establishing the convergence of approximations, Theorem 3.2 tells nothing about the rate of convergence. In [10] , the rate of convergence was established for a one-dimensional equation driven with Z = B H under more restrictive assumptions on the coefficients.
Since the events {M n t ≤ R} are decreasing in t, we can estimate
Further, with the help of the Burkholder-Gundy-Davis inequality, we obtain
where the last inequality is obtained the same way as for I a t . Consequently,
By the Gronwall lemma,
. Now letting R → ∞ and using the Fatou lemma, we arrive at the statement.
Concerning the convergence, we will assume the following.
CA1. Pointwise convergence of the coefficients in probability: for all ψ ∈ C, t ∈ [0, T ]
CA2. Convergence of initial conditions in probability:
Theorem A.1. Under assumptions HA1-HA3 and CA1-CA2, the following convergence in probability takes place:
Proof. It is enough to prove that any subsequence of Y n − Y 0 p ∞,T contains a subsequence converging to zero in probability. Therefore, it can be assumed without loss of generality that θ n − θ Estimate separately
Thus,
A similar estimate for J b t is obtained with the help of the Burkholder-Gundy-Davis inequality. Therefore, we arrive to
Thanks to the linear growth assumption HA2 and to Proposition A.1,
Hence, in view of the dominated convergence theorem and assumption CA1, the last term in (A. 
