Abstract Matched bimodules for rings may be composed through the (algebraic) bimodule tensor product, the canonical bimodule R → R ← R serving as a unit for ⊗ R . We describe this picture also for C * -algebras, von Neumann algebras, Lie groupoids, Poisson manifolds, and symplectic groupoids. This hinges on the correct notion of bimodule, tensor product, and unit: for C * -algebras B one has Hilbert (C * ) bimodules with Rieffel's tensor product and the canonical Hilbert bimodule over B, for von Neumann algebras one uses correspondences with Connes's tensor product and the standard form, for (symplectic) Lie groupoids G one has regular (symplectic) bibundles with the Hilsum-Skandalis tensor product and the canonical bibundle over G, and for integrable Poisson manifolds P one deals with regular symplectic bimodules (dual pairs) with Xu's tensor product and the s-connected and s-simply connected symplectic groupoid over P . Morita theory relates so-called equivalence bimodules to equivalence of representation theories.
Introduction
This paper is based on the analogy between symplectic bimodules for Poisson manifolds and their tensor products on the one hand, and Hilbert bimodules for C * -algebras (or correspondences for von Neumann algebras) and their tensor products on the other. Here a symplectic bimodule Q q ← S p for this tensor product.
The connection between the notions of Morita equivalence for C * -algebras, Poisson manifolds, and Lie groupoids is quite beautiful. According to Connes [10] , one may canonically associate a C * -algebra C * (G) with a Lie groupoid G. Adapting a theorem of Muhly-Renault-Williams (originally formulated for locally compact groupoids with Haar system) to the smooth case, it can be shown that if Lie groupoids G, H are Morita equivalent, then C * (G) and C * (H) are Morita equivalent. The classical version of this theorem is as follows. Provided G and H are s-connected and s-simply connected, A * (G) and A * (H) are Morita equivalent as Poisson manifolds when G and H are Morita equivalent as Lie groupoids.
The results in this paper have a (bi)categorical interpretation, which we have omitted in the main text in order to increase readability. This interpretation is briefly described in the Epilogue, and is worked out in detail in [27, 28] .
Bimodules, tensor products, and Morita equivalence
We will often talk about the representation theory Rep(X) of a mathematical object X. This consists of a class Rep(X) 0 of representations of X, and a class Rep(X) 1 of intertwiners between these representations. For example, if X is a ring, then Rep(X) 0 consists of left modules, and the intertwiners in Rep(X) 1 are X-linear homomorphisms of abelian groups. If X is a C * -algebra, one has * -representations on Hilbert spaces and bounded linear intertwiners in the usual sense, etc. The precise definition of Rep(X) will be spelled out in detail for each mathematical object we encounter.
Our notation will be that (π, ϕ) ⊂ Rep(X) 1 stands for the collection of intertwiners from ϕ to π. Matched intertwiners can be composed, in that for f ∈ (π 1 , π 2 ) and g ∈ (π 2 , π 3 ) the product f g ∈ (π 1 , π 3 ) is defined, and is associative. Each representation π has an associated unit intertwiner 1 π ∈ (π, π), such that f 1 π = f for all f ∈ (ϕ, π) and 1 π g = g for all g ∈ (π, ϕ).
Finally, two representations π, ϕ are said to be isomorphic, written as π ∼ = ϕ, if there exists an invertible intertwiner g ∈ (π, ϕ) between them. The following definition plays a central role in the theory of Morita equivalence. 
Rings
The original setting for modules, bimodules, tensor products, and Morita equivalence was ring theory without additional structure. We will quickly review this situation; see, e.g., [2, 14, 23] . In the purely algebraic context, all rings are supposed to have a unit.
Algebraic bimodules and the bimodule tensor product
Given two rings R, S, an R-S bimodule M , sometimes written as R → M ← S, is a left module for R that is simultaneously a right module for S, or, in other words, a module for S op , such that the R and S actions commute. Here S op is the opposite ring of S (in which multiplication is done in the opposite order). Hence one has (S op ) ⊂ R ′ , where
Remark 2.2 A bimodule may be regarded as a generalization of a homomorphism; for given a (unital) homomorphism ρ : R → S, one constructs a bimodule R → S ← S by r(s) = ρ(r)s and (s)t = st. We write this as R ρ → S ← S.
The bimodule tensor product M ⊗ S N of an R-S bimodule M and an S-T bimodule N is defined as follows. One first forms the tensor product M × Z N over Z, which is universal for bilinear maps. Secondly, one forms the quotient (M × Z N )/I S , where I S is generated by all elements of the form (mσ, n) − (m, σn). The actions of R and T pass to the quotient in the obvious way.
Remark 2.3
The bimodule 1 S = S → S ← S acts as a two-sided identity for ⊗ S , in that for any bimodule R → M ← S one has an isomorphism
and similarly from the left. Here the ∼ = symbol stands for isomorphism both as a right S module and as a left R module.
In particular, the algebraic bimodule tensor product generalizes the composition of homomorphisms, in the following sense. Let ρ : R → S and σ : S → T be unital homomorphisms, with corresponding bimodules R 
The order of ρ and σ is reversed; this could be remedied by mapping a homomorphism ρ : R → S to the bimodule S → S ρ ← R, but unfortunately this construction cannot be generalized to C * -algebras.
Morita equivalence for rings
Morita's theorems give a necessary and sufficient condition for the representation theories of two rings to be equivalent. Morita theory relates this definition to the following one.
Definition 2.5 A bimodule R → M ← S is called an equivalence bimodule when:
3. M is finitely generated projective as an R-module.
Tow rings that are related by an equivalence bimodule are called Morita equivalent.
Recall that R ′ = End R (M ), etc. In the presence of conditions 1 and 2, R in condition 3 may be replaced by S.
The argument that Morita equivalence defines an equivalence relation is the same for all cases considered in this paper, so it suffices to state it here for the special case of rings. Reflexivity follows from the existence of the unit bimodule 1 S (cf. Remark 2.3). Symmetry follows from the possibility of turning an equivalence bimodule R → M ← S around to another equivalence module S → M ← R. In the present case, one has M = Hom S (M, S), which is an S-R bimodule in the obvious way. Finally, associativity is proved using the bimodule tensor product: equivalence bimodules R → M 1 ← S and S → M 2 ← T may be composed to form an equivalence bimodule
The basic statement of Morita theory, then, is as follows.
Theorem 2.6 Two rings are Morita equivalent iff they have equivalent representation theories (where the equivalence morphism is required to be additive).
The idea of the proof in the "⇒" direction is as follows. One first constructs a morphism F : Rep(S) → Rep(R) by taking tensor products: on representations one has F 0 (L) = M ⊗ S L ∈ Rep(R) 0 for L ∈ Rep(S) 0 , and on intertwiners one puts, in obvious notation, F 1 (f ) = id ⊗ S f . Secondly, one goes in the opposite direction using M , so that one may define a morphism G : Rep(R) → Rep(S) by means of G 0 (N ) = M ⊗ R N , etc. One then uses the detailed properties of M to prove that 1) where this time the ∼ = symbol denotes isomorphism both as a left and as a right R module. Using this, along with Remark 2.3, one easily shows that
is a consequence of the following property of F , which is immediate from its definition: if we denote the intertwiner establishing the isomorphism
Thus one has constructed an equivalence morphism F .
In the "⇐" direction, one constructs M , given an equivalence morphism F : Rep(S) → Rep(R), by putting M = F 0 (1 S ), where initially S is seen as a left S module. The left S action on S is turned into a left R action on M by definition of G 0 , but in addition the right S action on S is turned into a right
The definition of an equivalence morphism then eventually implies that the conditions in Definition 2.5 hold. For example, condition 3 is satisfied because it holds for S → S, and the property of being finitely generated projective is preserved by an equivalence morphism.
The first part of this proof trivially generalizes to all other classes of mathematical objects we study in this paper. The second part, on the other hand, only generalizes when the analogues of the identity intertwiners 1 R lie in the representation theory under consideration, and when there is enough intertwining around to turn the analogues of F 0 (1 S ) into a bimodule of the desired sort. These two conditions are met in the case of von Neumann algebras; in all other cases one has to adapt the setting.
C * -algebras
A technical reference for the theory of C * -algebras and von Neumann algebras is [17, 18] . For an unsurpassed overview, see [10] .
Hilbert bimodules and Rieffel's tensor product
It may not be all that obvious, but the correct C * -algebraic analogue of a bimodule for rings is a so-called Hilbert bimodule. First, recall the concept of a Hilbert module (alternatively called a C * -module [10] or a Hilbert C * -module [24, 41, 25] ) over a given C * -algebra B.
Definition 2.7 A Hilbert module over a C * -algebra B is a complex linear space E equipped with a right action of B on E and a compatible B-valued inner product, that is, a sesquilinear map , B : E × E → B, linear in the second and antilinear in the first entry, satisfying Ψ, Φ Ψ, Ψ B ≥ 0, and Ψ, Ψ B = 0 iff Ψ = 0. The space E has to be complete in the norm
The compatibility condition is 
Here "nondegenerate" means that AE be dense in E [24] ; when A is unital, it obviously suffices that the * -homomorphism preserves the unit. In other words, one has a space with a B-valued inner product and compatible left A and right B-actions, where it should be remarked that the left and right compatibility conditions are quite different from each other. Note that an A-B Hilbert bimodule is an A-B bimodule as rings, since L B (E) commutes with the right B-action. One sometimes calls E a C * -correspondence between A and B; cf. [3, 39] .
For example, a Hilbert space is a C-C Hilbert bimodule in the obvious way, as well as a B(H)-C Hilbert bimodule, or an A-C Hilbert bimodule, where A ⊂ B(H) is some C * -algebra. The following example is the C * -algebraic version of the canonical ring bimodule R → R ← R. This may be seen as the standard form of a C * -algebra B. Note that the C * -norm in B coincides with its norm as a Hilbert module because of the C * -axiom A * A = A 2 . Also, observe that the antilinear map J, defined on the "middle" B space of the standard form by J(B) = B * , has the feature that the (linear) map A → JA * J maps the "left-hand side" B isomorphically to the "right-hand side" B in the triple B → B ⇋ B, leaving the center of B pointwise invariant.
Along the lines of Remark 2.2, we have We turn to the C * -algebraic analogue of the bimodule tensor product; given an A-B Hilbert bimodule E 1 and a B-C Hilbert bimodule E 2 , we wish to define an A-C Hilbert bimodule E 1⊗B E 2 , with good properties. The explicit construction of this tensor product, originally due to Rieffel, is as follows [43, 44] .
One first defines a C-valued inner product on the algebraic tensor product E ⊗ C F by sesquilinear extension of
This is positive semidefinite, and combined with the norm on C one obtains a seminorm on E ⊗ C F , as in (2.2). The completion of the quotient of E ⊗ C F by the null space of , ⊗ C is E⊗ B F as a vector space. The crucial point is that E⊗ B F inherits the left action of A on E, the right action of C on F , and also the C-valued inner product (2.4), so that E⊗ B F itself becomes an A-C Hilbert bimodule. Many good features of Rieffel's tensor product are caused by the fact that the null space in question is precisely the closed linear span of all expressions of the form ΨB ⊗ C Φ − Ψ ⊗ C BΦ; cf. [24] . One sometimes denotes the image (projection) of a vector
Further to Remarks 2.10 and 2.2, we have 
Morita equivalence for C * -algebras
Although a C * -algebra is a ring (though not always a unital one), and Theorem 2.6 therefore applies to (unital) C * -algebras, the theorem is useless in that context because of the purely algebraic notion of Rep(R) featured in it. Instead, one rather involves Hilbert spaces instead of general modules. Thus Rieffel, who launched the theory of Morita equivalence of C * -algebras [44] , defined the representation theory Rep(A) of a C * -algebra A as follows. Here K B (E) is the C * -algebra of "compact" operators on a Hilbert module E over a C * -algebra B [43, 44, 24, 41, 25] . This is the norm-closed algebra generated by all operators on M of the type
A number of equivalent conditions are given in [41] , which is the best reference for the subject of Morita equivalence of C * -algebras. Note that Rieffel, and many later authors, use the term "strongly Morita equivalent" to describe the situation in Definition 2.14.
The adaptation of Theorem 2.6 to C * -algebras, again due to Rieffel, now reads It is clear that the ring-theoretic proof of a potential "⇐" part of Theorem 2.15 cannot immediately be adapted to the present case, since the bimodule 1 A is not itself an element of Rep(A). Indeed, Rieffel's Morita theorem for C * -algebras only has the "⇒" implication. To remedy this defect, one should enlarge Rep(A) so that it contains A. This has been done by Blecher [7] in the setting of operator spaces, operator modules, and completely bounded maps.
von Neumann algebras
A von Neumann algebra M is a unital C * -algebra that is the dual of a Banach space, viz. its so-called predual M * . Hence, in addition to its norm topology, is comes equipped with a second natural topology, namely the pertinent weak * , or σ(M, M * ), or σ-weak topology. A representation π : M → B(H) on a Hilbert space H is always required to be normal, also called σ-weakly continuous, that is, continuous with respect to the σ(M, M * ) topology on M and the σ(B(H), B(H) * ) topology on B(H). Normality of π guarantees that π(M) is σ(B(H), B(H) * )-closed, which, by von Neumann's bicommutant theorem, is equivalent to the property π(M) Unitality is equivalent to nondegeneracy; cf. Definition 2.13.
Correspondences and Connes's tensor product
Although one may adapt the theory of Hilbert bimodules for C * -algebras so as to include normality of the actions, as in [44] , there is a much simpler approach to bimodules for von Neumann algebras, initiated by Connes [10] . In the 1960ies, the following structure became important [10] .
Definition 2.18 A von Neumann algebra M acting on a Hilbert space H is said to be in standard form when there is a conjugation J on H (that is, an antiunitary operator squaring to
Hence a standard form defines a faithful M-M correspondence M → H ← M with the property that M op ≃ M ′ . Part of the Tomita-Takesaki theory [18] may now be summarized as follows.
Theorem 2.19 Each von Neumann algebra M is isomorphic to one in standard form, and the standard form is unique up to unitary equivalence.
We write "the" standard form of
for the Hilbert space in question is purely notational, and has nothing to do with L 2 functions on M. In the theory of finite von Neumann algebras it is the completion of M with respect to the inner product given by the normalized trace, which indeed yields the structure in Theorem 2.19. The simplest example is M = M n (C), for which one may take L 2 (M) = M, with inner product (M, N ) = (1/n)Tr M * N and obvious left and right actions. For Ω one may take the unit matrix. For general von Neumann algebras a canonical construction of the standard form is given in [10] , App. V.B.
The correspondence M → L 2 (M) ← M is the von Neumann-algebraic counterpart of Example 2.9; this statement will be made precise in Example 3.2.
Similar to Remarks 2.2 and 2.10, we have
As a slight generalization, suppose ρ fails to be unital. One then obtains a correspondence
For type III factors it can be shown that any correspondence is of this form [10] .
A special case of the unital situation is provided by a subfactor M ⊂ N, where ρ is simply the inclusion map. Thus one obtains a correspondence M →
′ . See [6] for a review of the use of correspondences in the theory of type II 1 subfactors.
The correspondence M → L 2 (M) ← M plays a central role in the construction of the tensor product M → H ⊠ N K ← P of an M-N correspondence with an N-P correspondence [10] , which we now review, following [45] .
For simplicity, we assume that N is σ-finite (that is, every family of mutually orthogonal projections is at most countable; this is true, for example, when N acts on a separable Hilbert space). This implies that L 2 (N) contains a unit vector Ω such that NΩ and ΩN are dense in L 2 (N). Using the theory of weights [18] , all constructions below may be modified so as to apply to the general case. The dependence on Ω is immaterial, up to isomorphism of correspondences (i.e., unitary bimodule maps). The following lemma, due to Connes [9] , is crucial.
1. The subspaceH is stable under M and N.
The subspaceH is dense in H.

The relation Ψ ↔ R Ψ is a bijection betweenH and Hom
It is obvious thatH is stable under N as well as N ′ , so that the first claim is immediate (as M ⊂ N ′ ). The second claim follows from the first, combined with a classical result of Murray and von Neumann (saying that the span of {AB, A ∈ N, B ∈ N ′ } is σ-weakly dense in B(H)). Thirdly, it trivially follows that for Ψ ∈H one has
proves the last point. Now, given a second correspondence N → K ← P, one equipsH ⊗ C K with the sesquilinear form defined by sesquilinear extension of
which is well defined because of (2.5). This form is positive semidefinite, hence a pre-inner product, and the completion of the quotient ofH ⊗ C K by its null space is a Hilbert space, denoted by H ⊠ N K. This is alternatively called the relative tensor product [45] , the Connes fusion [47] , or Connes's tensor product (as in the present paper) of H and K over N. BecauseH is stable under M andK is stable under P, the left M and right P actions quotient to
In an equivalent description that treats H and K in a more symmetric way, one analogously definesK ⊂ K as the space of vectors ψ ∈ K for which the map L ψ : L 2 (N) → K, defined on the dense domain NΩ by L ψ (AΩ) = Aψ, is bounded. Again,K is dense in K, and one has a bijection betweenK and
Thus one may initially define the form (2.6) onH ⊗ CK by
where we have used the fact that L *
5). Thus one may equally well define (
The M-action on H and the P action on K may be moved to Hom N op (L 2 (N), H) and to Hom N (L 2 (N), K), respectively, in the obvious way, and subsequently descend to the quotient, as before. This is the definition of Connes's tensor product used by Wassermann [47] , who proves associativity up to isomorphism.
The von Neumann algebraic version of Remark 2.11 is the following observation (due to Connes [10] ). 
An analogous statement holds in the non-unital case, with 
Morita equivalence for von Neumann algebras
The theory of Morita equivalence of von Neumann algebras was initiated by Rieffel [44] , whose definition of strong Morita equivalence was directly adapted from the C * -algebraic Definition 2.14. However, the theory of correspondences enables one to rewrite his theory in a way that practically copies the purely algebraic case of rings.
The Morita theorem for von Neumann algebras then reads as follows:
Theorem 2.25 Two von Neumann algebras are related by an equivalence correspondence iff their representation theories are equivalent (and the equivalence morphism implementing ≃ is linear and * -preserving on intertwiners).
The proof is the same as for rings, Connes's tensor product replacing the bimodule tensor product, and the standard form of a von Neumann algebra replacing the canonical ring bimodule. The role of M is now played by N → H ← M, defined as for Hilbert bimodules (see the paragraph following Theorem 2.15). Von Neumann's bicommutant theorem provides enough intertwining to make all steps of the ring proof go through for von Neumann algebras.
Rieffel's original Morita theorem for von Neumann algebras was based on his own definition of strong Morita equivalence (Def. 7.5 in [44] ), which is equivalent to Definition 2.24 by Thms. 7.9 and 8.15 in [44] ; a different proof of Theorem 2.25 may then be given on the basis of Rieffel's proof of his version of the theorem, combined with Theorem 3.1 below.
Lie groupoids
Our generic notation for groupoids is that G 0 is the base space of a groupoid G, with source and target maps s, t :
, and object inclusion ι : G 0 ֒→ G 1 (this inclusion map will often be taken for granted, in that G 0 is seen as a subspace of G 1 ).
A Lie groupoid is a groupoid for which G 1 and G 0 are manifolds, s and t are surjective submersions, and m and I are smooth. It follows that ι is an immersion, that I is a diffeomorphism, that G 2 is a closed submanifold of G 1 × G 1 , and that for each q ∈ G 0 the fibers s −1 (q) and t −1 (q) are submanifolds of G 1 . References on Lie groupoids that are relevant to the themes in this paper include [30, 8, 25] .
Three examples of Lie groupoids that should always be kept in mind are groups G (where G 1 = G and G 0 = {e}), manifolds M (where G 1 = G 0 = M with the obvious trivial groupoid structure), and pair groupoids over a manifold M ; here one has G 1 = M × M and G 0 = M , with s(x, y) = y, t(x, y) = x, (x, y) −1 = (y, x), (x, y)(y, z) = (x, z), and ι(x) = (x, x).
The following notion will be important in what follows: A Lie groupoid (or, more generally, a topological groupoid) is called s-(simply) connected if the fibers of s : G 1 → G 0 are (simply) connected. The inversion I leads to the equivalence of being s-(simply) connected and t-(simply) connected.
Groupoid bibundles and the Hilsum-Skandalis tensor product
We now define actions and bibundles for Lie groupoids (the former notion goes back to Ehresmann, cf. [30] ; for the latter cf. [15, 16, 38, 35, 37] ).
Definition 2.26 1. Let G be a Lie groupoid and let
, and x(ym) = (xy)m whenever s(y) = τ (m) and t(y) = s(x).
A right action of a Lie groupoid
H0 H to M that satisfies σ(mh) = s(h), mh = m for all h ∈ H 0 , and (mh)k = m(hk) whenever σ(m) = t(h) and t(k) = s(h). Figure 1) carries a left G action as well as a right H-action that commute. That is, one has τ (mh) = τ (m), σ(xm) = σ(m), and
A G-H bibundle M (see
The maps τ and σ will sometimes be called the base maps of the given actions.
A homomorphism Ψ : G → H is simply a smooth functor (in that Ψ 0 and Ψ 1 are smooth). The groupoid analogue of Remark 2.2 is then [37] Remark 2.27 A smooth functor Ψ : G → H defines a G-H bibundle as in Figure 2 . Here pr 1 is projection onto the first coordinate, the G-action is inherited from the obvious G-action G * s,id
and the H-action is given by multiplication.
A special case is provided by H = G and the identity functor Ψ = id : G → G, leading to the canonical G-G bibundle G, as in Figure 3 . This arises from the general case in Figure 1 by the isomorphism G * t,id
The standard form of a groupoid G may be seen as the groupoid version of the ring bimodule R → R ← R, or of the normal form of a C * -algebra or a von Neumann algebra. In the purely algebraic case, one may form a tensor product between two matched groupoid bibundles G → M ← H and H → N ← K, as follows. The pullback M * H N carries a right H action, given by h : (m, n) → (mh, h −1 n) (defined as appropriate). The tensor product over H is then defined as the orbit space
seen as a G-K bibundle under the obvious maps.
In the smooth case, one needs further assumptions for this construction to work.
Definition 2.28 A (left) G bundle M over a manifold X consists of a (left) G action on M and a smooth map π : M → X that is invariant under the G action. Similarly for right actions. A (left) G bundle M over X is called principal when π is a surjective submersion and the map from
is a diffeomorphism. In other words, the action is free (in that xm = m iff x ∈ G 0 ) and transitive along the fibers of π, and one has G\M ≃ X through π.
A G-H bibundle M is called left principal when it is principal for the G action with respect to X = H 0 and π = σ. Similarly, it is called right principal when it is principal for the H action with respect to X = G 0 and π = τ .
A G-H bibundle M is called regular when it is left principal and the right H action is proper (in that the map
This definition of a principal action is taken from [15, 37] ; it is different from the one in [38] . Now, if two Lie groupoid bibundles G → M ← H and H → N ← K are both regular, then the tensor product M ⊛ H N is a manifold, and is even a G-K bibundle. For the surjectivity of σ : M → H 0 implies that M * H0 N is a submanifold of M × N , and the freeness of the H action on N with the properness of the H action on M implies that the diagonal H action on M * H0 N is free and proper, so that (K. Mackenzie, private communication) the quotient space M ⊛ H N is a manifold. We name this tensor product after Hilsum and Skandalis [16] , who introduced it in the setting of foliations and their associated groupoids. Also cf. [38, 37] for applications to more general groupoids.
Remark 2.27 leads to a satisfactory groupoid counterpart of Remarks 2.11 and 2.22. In the spirit of Remarks 2.3, 2.12, and 2.23, one has Remark 2.29 The bibundle of Figure 3 is a unit for the Hilsum-Skandalis tensor product ⊛ G .
Morita equivalence for Lie groupoids
We now write down the Lie groupoid counterpart of Definition 2.4. There are many equivalent formulations of Morita equivalence for (Lie) groupoids; see, e.g., [15, 35, 37, 53] , and refs. therein. The one we shall have occasion to use later is as follows [38] . The proof is the same as for rings, with the usual modifications. This time the role of S → M ← R is played by H →M ← G, defined by simply composing the two actions with taking the inverse.
Poisson manifolds
Recall that a Poisson algebra is a commutative associative algebra A (over C or R) endowed with a Lie bracket { , } such that each f ∈ A defines a derivation X f on A (as a commutative algebra) by X f (g) = {f, g}. In other words, the Leibniz rule {f, gh} = {f, g}h + g{f, h} holds. Poisson algebras are the classical analogues of C * -algebras and von Neumann algebras; see, e.g., [25] . A Poisson manifold is a manifold P with a Lie bracket on C ∞ (P ) such that the latter becomes a Poisson algebra under pointwise multiplication. We write P − for P with minus a given Poisson bracket. Not all Poisson algebras are of the form A = C ∞ (P ) (think of singular reduction), but we specialize to this case, and loosely think of Poisson manifolds themselves as the classical versions of C * -algebras. The derivation X f then corresponds to a vector field on P , called the Hamiltonian vector field of f . If the span of all X f (at each point) is T P , then P is symplectic. General references on symplectic manifolds are [48, 1, 29] ; for Poisson manifolds see [46] .
Symplectic bimodules and Xu's tensor product
The classical counterpart of a Hilbert bimodule or a correspondence is a symplectic bimodule. This concept, which plays a central role in the interaction between symplectic and Poisson geometry, is due to Weinstein [49] and Karasev [20] (who use different terminology and impose a number of additional conditions; also cf. [11, 25, 8] ).
First, recall that a Poisson map J : S → P between Poisson manifolds is a smooth map whose pullback J * : C ∞ (P ) → C ∞ (S) is a homomorphism of Poisson algebra. A Poisson map J, or rather its pullback J * , defines a pair of maps. The first of these, J * c , defines C ∞ (S) as a module for C ∞ (P ) as a commutative algebra through J *
This map is a Lie algebra homomorphism by definition of a Poisson map.
A Poisson map J : S → P is called complete when, for every f ∈ C ∞ (P ) with complete Hamiltonian flow, the Hamiltonian flow of J * f on S is complete as well (that is, defined for all times). Requiring a Poisson map to be complete is a classical analogue of the self-adjointness condition on a representation of a C * -algebra [25] .
Definition 2.33 A symplectic bimodule Q ← S → P consists of a symplectic manifold S, Poisson manifolds Q and P , and complete Poisson maps q : S → Q and p :
To connect this notion with algebraic ideas, we remark that, firstly, the maps q * c and p * c define C ∞ (S) as an algebraic C ∞ (Q)-C ∞ (P ) bimodule with respect to their commutative algebra structures. Secondly, the Lie algebra homomorphism q *
as a consequence of the Jacobi identity and the final condition in Definition 2.33. Hence C ∞ (S) may be seen as an algebraic C ∞ (Q)-C ∞ (P ) bimodule with respect to their Lie algebra structures as well.
Of course, any (anti-) Poisson map J : S → P may be turned into a symplectic bimodule by taking Q to be a point.
We now turn to a possible tensor product between symplectic bimodules Q ← S 1 → P and P ← S 2 → R, supposed to yield a new symplectic bimodule Q ← S 1 ⊚ P S 2 → Q. One problem is that, contrary to both the purely algebraic and the C * or W * algebraic situation, such a tensor product does not always exist. To explain the conditions guaranteeing existence, and also to describe the natural context for this tensor product, we first briefly review the notion of symplectic reduction [29, 48] .
Let (S, ω) be a symplectic manifold, and let C be a closed submanifold of S. The null distribution distribution N C on C is the kernel of the restriction ω C = ι * ω of ω to C; here ι : C ֒→ S is the canonical embedding. We denote the annihilator in T * S of a subbundle V ⊂ T S by V 0 . For example, N 0 C consists of all 1-forms α on S that satisfy α(X) = 0 for all X ∈ N C . The symplectic orthogonal complement in T S of V is called V ⊥ ; it consists of all Y ∈ T S such that ω(X, Y ) = 0 for all X ∈ V . In this notation we obviously have N C = T C ∩ T C ⊥ . The following result describes regular symplectic reduction.
Proposition 2.34
When the rank of ω C is constant on C, the null distribution N C is smooth and completely integrable; denote the corresponding foliation of C by Φ C . In addition, assume that the space S C := C/Φ C of leaves of this foliation is a manifold in its natural topology.
Then there is a unique symplectic form ω C on S C satisfying τ *
Here τ C→S C maps σ to the leaf of the null foliation in which it lies. For a proof cf. [29] .
If one drops either of the assumptions in the proposition, one enters the domain of singular symplectic reduction, in which it is no longer guaranteed that the reduced space is a symplectic manifold.
We now specialize the general reduction story to symplectic bimodules.
Theorem 2.35
Let Q ← S 1 → P and P ← S 2 → R be symplectic bimodules, with Poisson maps J L : S 1 → P − and J R : S 2 → P . Assume that
for all (x, y) ∈ S 1 * P S 2 , where p = J L (x) = J R (y) (for example, it suffices that either J L or J R is a surjective submersion, or, more weakly, that either T J L or T J R is surjective at all points relevant to S 1 * P S 2 ). Then the first assumption in Proposition 2.34 holds, with S = S 1 × S 2 and C = S 1 * P S 2 . In case that the second assumption holds as well, one obtains a symplectic manifold
and a symplectic bimodule
This theorem is a rephrasing of Thm. IV.1.2.2 in [25] , which in turn is a reformulation of Prop. 2.1 in [53] . The (routine) proof may be adapted from these references. The maps q 1 : S 1 ⊚ P S 2 → Q and r 2 : S 1 ⊚ P S 2 → R − are simply given, in obvious notation, by q 1 ([x, y]) = q(x) and r 2 1([x, y]) = r(y), where q : S 1 → Q and r : S 2 → R − are part of the data of the original symplectic bimodules; the point is that these maps are well defined as a consequence of Noether's theorem (in Hamiltonian form [25] ). The same theorem implies the completeness of q 1 and r 2 , for the Hamiltonian flow of q * f on S 1 , f ∈ C ∞ (Q), composed with the trivial flow on S 2 so as to lie in S 1 ×S 2 , leaves S 1 * P S 2 stable. Hence the Hamiltonian flow of q * 1 f on S 1 ⊚ P S 2 is simply the canonical projection of its flow on S 1 * P S 2 , which is complete by assumption (and analogously for r).
We refer to ⊚ as Xu's tensor product; it was originally defined by Xu as the right-hand side of (3.36) below; see the proof of Prop. 2.1 in [53] . The definition in Theorem 2.35 was given in [25] .
The Poisson analogues of Remarks 2.3, 2.12, 2.23, and 2.29 will require the theory of symplectic groupoids; see section 3.3.4.
Morita equivalence for Poisson manifolds
The theory of Morita equivalence of Poisson manifolds was initiated by Xu [53, 54] , who gave the following definition. 
The foliations of S defined by the levels of p and q are mutually symplectically orthogonal (in that the tangent bundles to these foliations are each other's symplectic orthogonal complement).
The point of this definition resides in Theorem 2.39 below. It should be said at the outset that Morita equivalence fails to define an equivalence relation in the class of all Poisson manifolds, since a Poisson manifold is not necessarily Morita equivalent to itself.
Definition 2.37 A Poisson manifold P is called integrable when it is Morita equivalent to itself.
A reformulation of this integrability condition will be given in Theorem 3.20. This reformulation will, then, lead to the Poisson counterparts of Remarks 2.2 and 2.3.
The following definition of the representation theory of a Poisson manifold is simpler than the one used in [53, 54] , but leads to the same Morita theorem.
Definition 2.38 The representation theory Rep(P ) of a Poisson manifold has complete Poisson maps J : S → P , where S is some symplectic space, as representations, and complete Poisson maps
One then has Xu's Morita theorem for Poisson manifolds:
Theorem 2.39 If two integrable Poisson manifolds are Morita equivalent, then their representation theories are equivalent.
Xu's proof, which involves the theory of symplectic groupoids, will be reviewed in section 3.3.4. A proof in the spirit of this paper may be given by following the steps of the proof of Theorem 2.6 or Theorem 2.15, replacing the algebraic or Hilbert bimodule tensor product by Xu's tensor product. The equivalence symplectic bimodule Q ← S → P may be turned around to P ← S − → Q in the obvious way, without changing the maps. See section IV.1.4 in [25] for details.
Interconnections
The connection between correspondences and Hilbert bimodules
Since von Neumann algebras are C * -algebras with additional structure, one could look at M-N Hilbert bimodules as well as at M-N correspondences. The precise connection between correspondences and Hilbert bimodules for von Neumann algebras was established in Thm. 2.2 in [3] , as follows. The following terminology is used. A Hilbert module E ⇋ B is selfdual when any bounded B-linear map A : E → B is of the form A(Ψ) = Φ, Ψ B for some Φ ∈ E. It is normal when all maps A → Ψ, AΦ N from M to N are normal. 
Conversely, let
M → E ⇋ N be a normal selfdual M-N Hilbert bimodule. Then M → E⊗ N L 2 (N) ← N,
The maps in items 1 and 2 are inverses to each other, up to isomorphism.
Up to isomorphism, the above passage from correspondences to normal selfdual Hilbert bimodules (and back) maps ⊠ N into⊗ N (and back).
Before giving the proof, let us note that the passage from H in claim 1 to Hom N op (L 2 (N), H) is not a big deal, since by Lemma 2.21 the latter may be identified with the dense subspaceH ⊂ H. However, if one formulates the proposition in terms ofH, with inner product Ψ, Φ N = R * Ψ R Φ , one should be aware that the right N action π R onH should be π R (B)Ψ = Ψα i/2 (B), in terms of the given right B action on H. Here α t (·) is the modular group acting on N as defined in the Tomita-Takesaki theory. The correction factor α i/2 is needed to satisfy the compatibility condition (2.3). For finite von Neumann algebras this correction may be ignored, as the modular group is trivial.
The first construction in Theorem 3.1 is a special case of Thm. 6.5 in [44] , which guarantees selfduality and normality; the fact that the inner product is well defined is already clear from Lemma 2.21.
To show that the second map defined in Theorem 3.1 is an inverse of the first up to equivalence, we find a unitary from Hom
H that intertwines the given M and N actions. Since E is dense in E⊗ N L 2 (N) under the identification Ψ → Ψ ⊗ N Ω for any E, for E = Hom N op (L 2 (N), H) we may initially define the map in question by R ⊗ N Ω → RΩ. In the picture of Hom N op (L 2 (N), H) asH, and ofH as a (dense) subspace ofH⊗ N L 2 (N) under the identification Ψ → Ψ ⊗ N Ω, our map is just the identity, since R Ψ Ω = Ψ.
Since
our map is isometric, hence injective. Its image is dense by Lemma 2.21, so that we obtain a unitary operator after extension by continuity. It is trivial that the map intertwines the left M actions. For the right N actions, take B ∈ N and note that
To show that the first map defined in Theorem 3.1 is an inverse of the second up to equivalence, we find a map T :
) that is adjointable, isometric with respect to the N-valued inner products in question, and intertwines the given M and N actions. We first note that for Ψ ∈ E the
Thus we may define T by T : Ψ → R Ψ⊗ N Ω . If we identify E with a dense sub-
with the dense subspace E⊗ N L 2 (N)) of E⊗ N L 2 (N)) as in Lemma 2.21, which dense subspace is precisely E, we see that T does just nothing.
In any case, we note that
This may be verified by identifying N with N → L 2 (N), and taking matrix elements between vectors in the dense set ΩN: the left-hand side of (3.12) is R * Ψ⊗ N Ω R Φ⊗ N Ω by definition, and one has
Since (3.12) may be read as
with T * R Ψ⊗ N Ω = Ψ, we see that T is adjointable. It is trivial to verify that it has the correct intertwining properties as well.
Finally, we prove claim 4. Given normal selfdual Hilbert bimodules M → E ⇋ N and N → F ⇋ P, we put 14) and show that the correspondences M → H 1 ← P and M → H 2 ← P are isomorphic. To do so, define a map from
A simple computation shows that this map is isometric, and extends to a surjective, hence unitary operator, which intertwines the given M and N actions.
Theorem 3.1 leads to a third description of Connes's tensor product, which is a mixture of the previous two descriptions. The tensor product
where one has to remark separately that the P-action on K quotients to a well-defined action on the Hilbert space of Rieffel's tensor product.
Finally, we note two special cases of Theorem 3.1.
Example 3.2 1. A Hilbert space H is both an M-C correspondence and a normal selfdual M-C Hilbert bimodule, where M ⊆ B(H). Both maps, then, act trivially on Hilbert spaces.
The correspondence M → L 2 (M) ← M is mapped into the Hilbert bimodule M → M ⇋ M of Example 2.9, and vice versa, since
Hom M op (L 2 (M), L 2 (M)) = M ′′ = M.
Marsden-Weinstein reduction
The (regular) Marsden-Weinstein reduction procedure in symplectic geometry (see [48, 1, 29] for the usual theory) may be reformulated as a special case of Theorem 2.35. This will be explained in the first section below. In the subsequent two sections we will write down analogous reduction processes for C * -algebras and von Neumann algebras, which should be seen as quantized versions of Marsden-Weinstein reduction. This is possible on the basis of the structural analogies between the Xu's tensor product of (matched) symplectic bimodules, Rieffel's tensor product of Hilbert bimodules, and Connes's tensor product of correspondences.
Classical Marsden-Weinstein reduction
In Theorem 2.35 we take S 1 = S to be a symplectic manifold equipped with a strongly Hamiltonian action of a connected Lie group H; hence there exists a Poisson map J : S → (h * ) − , where h * , the dual of the Lie algebra h of H, is equipped with the Lie-Poisson structure. This map is automatically Hequivariant with respect to the coadjoint H-action on h * . We now take P = h * and J L = J. In case that the H-action is free and proper, the quotient Q = S/H inherits the Poisson structure from S, and thereby becomes a Poisson manifold (which in general fails to be symplectic). The canonical projection q is a Poisson map. Furthermore, we take S 2 = 0 and J R to be the embedding of 0 into h * . Finally, R is a point. Thus the two symplectic bimodules in Theorem 2.35 are taken to be S/H ← S → h * and h * ← 0 → pt. For the completeness of the pertinent maps, see [55] , or Prop. IV.1.5.8 in [25] .
It now follows from direct computation, or from the general theory of Marsden-Weinstein reduction, that Xu's tensor product of these symplectic bimodules is
with the obvious maps. (In case that H is disconnected one would take the quotients by the connected component of the identity.) For this space to be a symplectic manifold, it actually suffices that H acts freely and properly on J −1 (0); this is, of course, no guarantee that S/H is a manifold. The singular case has been extensively studied in the "intermediate" case in which the Haction is proper but not free; see [25] and refs. therein to the original literature.
An apparent generalization would be to take S 2 to be a coadjoint orbit O in h * , endowed with the Lie-Kirillov symplectic structure; in that case the embedding ι is a Poisson map. One then has
This is not really a generalization of the case where the orbit is 0, since in the latter case one may always replace S by S × O − , on which H acts by the product of the given action on S and the coadjoint action on O − . The momentum map J S×O − is then the sum of the original one J = J S on S, and minus the embedding map ι O : O ֒→ h * , i.e.,
Hence one obtains the same reduced space J −1 (O)/H (the "shifting trick"). In any case, for arbitrary O and S = T * G, where G is a Lie group containing H as a closed subgroup (which acts on T * G by lifting its natural right action on G), Xu's tensor product yields the symplectic spaces studied by KazhdanKostant-Sternberg [22] . These were introduced in order to mimic Mackey's induced representations in a classical setting.
Xu's tensor product also covers the case of reduction with respect to a momentum map J : S → h * that is not equivariant with respect to the coadjoint action Co on h * . In that case one proceeds as follows [29, 25] . First, compute the so-called symplectic cocycle γ on H with values in h * , given by
which turns out to be independent of σ ∈ S. Next, define a 2-cocycle Γ on h by
This leads to a modified Poisson bracket on h * , given by
We denote h * with this Poisson structure by h * Γ ; the momentum map J :
− is Poisson. The symplectic leaves of h * Γ are the orbits of the twisted coadjoint action Co γ of H on h * , given by
Being symplectic leaves, these orbits acquire a symplectic structure. One then picks a Co γ (H) orbit O γ ⊂ h * , and takes the symplectic bimodules
Despite the formal similarity between (3.22) and (3.16), the reduced spaces in the equivariant and the non-equivariant cases tend to be vastly different.
One may, alternatively, describe this procedure using the shifting trick; this elucidates the connection between nonequivariant Marsden-Weinstein reduction and the treatment of projective group representations at the end of sections 3.2.2 and 3.2.3. Namely, we let H act on O 
C * Marsden-Weinstein reduction
Recall (see, e.g., [25] ) that there is a bijective correspondence between unitary representations U χ of a locally compact group H and nondegenerate representations π χ of its group C * -algebra C * (H), given by
where f ∈ L 1 (H), dh is the Haar measure, and for simplicity we have assumed that H is unimodular. In particular, a unitary representation U χ (H) on a Hilbert space H χ yields a Hilbert bimodule C * (H) → H χ ⇋ C. A slight modification of (3.24) associates an anti-representation (or right action) of C * (H) to a unitary representation of H; see (3.25) below. C * Marsden-Weinstein reduction is Rieffel's tensor product of the Hilbert bimodules B(H)
Here H is a Lie group, and H is a Hilbert space carrying a unitary representation U of H; the space H − is a completion (different from H) of a certain dense subspace of H.
Furthermore, B(H)
H is the C * -algebra of H-invariant bounded operators on H (that is, the commutant of U (H)), and H χ is a second Hilbert space carrying a unitary representation of H (often the trivial one).
For simplicity we initially assume that H is compact (hence unimodular). The dense subspace mentioned above is then simply H itself. For the notion of a pre-Hilbert C * -module and its completion occurring below see [43] , [41] , or [25] . 
one obtains a pre-Hilbert C * -module H ⇋ C * (H). Completion produces a Hilbert bimodule B(H)
For the proof cf. [25] , IV.2.5.
It is easy to describe the Rieffel tensor product of B(H)
Proposition 3.4 For compact H, the Hilbert bimodule
This follows from a straightforward computation, and coincides with what physicists have known since the work of Dirac on constrained quantization. The more interesting case where H is not compact, and possibly not even locally compact, is discussed in detail in [25] . The special case H = L 2 (G) and H ⊂ G, acting on H in the right-regular representation, was already discussed by Rieffel [43] . In summary, one first needs to find a dense subspace D ⊂ H such that the expression H dh (Ψ, U (h)Φ) is finite for all Ψ, Φ ∈ D. For example, for H = L 2 (G) one may take D = C c (G). The space H − is then the pertinent completion of D as a Hilbert C * module, rather than H. The Hilbert space H −⊗ C * (H) H χ is formed by first endowing D ⊗ C H χ with the sesquilinear form 27) which is positive semidefinite. One then takes the quotient (D⊗ C H χ )/N 0 , where N 0 is the null space of ( , ) 0 . This quotient inherits the latter form, which is now a (positive definite) inner product. The completion of (D⊗ C H χ )/N 0 in the norm derived from the inner product is H
for compact H now needs to be replaced by a suitable dense subalgebra whose elements leave D stable. Such elements A act on H −⊗ C * (H) H χ in the obvious way, by quotienting A ⊗ I χ .
The above theory may be generalized to projective unitary representations. Let c be a multiplier on H, taking values in U (1). This leads to the twisted group C * -algebra C * (H, c) (see [25] and refs. therein). Eq. (3.24) now establishes a bijective correspondence between nondegenerate representations of C * (H, c) and projective unitary representations with multiplier c; that is, one has U χ (x)U χ (y) = c(x, y)U χ (xy). Now suppose that U (H) is a projective unitary representation with multiplier c. Using precisely the same formulae as in the nonprojective case, Proposition 3.3 turns out to be valid with C * (H, c) replacing C * (H), so that one obtains a Hilbert bimodule B(H)
Similarly, a projective unitary representation U χ with multiplier c yields a Hilbert bimodule C * (H, c) → H χ ⇋ C. In the compact case the Rieffel tensor product of these Hilbert bimodules remains described by Proposition 3.4; the concept of an invariant subspace of H⊗H χ under U ⊗U χ (H) continues to make sense, since the latter representation is no longer projective (as cc = 1). 
Lie algebroids and symplectic groupoids
The first point of interaction between Poisson manifolds and Lie groupoids is given by the concept of a Lie algebroid, which is an "infinitesimal" invariant associated to a Lie groupoid, generalizing the notion of a Lie algebra. The dual of such a Lie algebroid has a canonical Poisson structure. In the opposite direction, any Poison manifold P leads to a Lie algebroid structure on T * P . A second such point, now also involving symplectic geometry, is provided by the concept of a symplectic groupoid. Since the second point is greatly elucidated by the first, we proceed in the stated order.
Lie algebroids
Lie algebroids were introduced by Pradines [40] ; the basic reference is Mackenzie's book [30] (also cf. [8, 25] ). 28) where the right-hand side is the usual commutator of vector fields on T Q, and a * maps sections of E to sections of Q by composition. Moreover, one has a Leibniz type rule
for all sections σ 1 , σ 2 and f ∈ C ∞ (Q).
It is part of the definition of a bundle map that the anchor is fiber-preserving and linear on each fiber. The two basic examples are Lie algebras, which are Lie algebroids over Q = {e}, and tangent bundles E = T Q, with trivial anchor, and the commutator as the Lie bracket. These examples fit into the following scheme, generalizing the passage from a Lie group to its Lie algebra. 
Accordingly, the bundle projection is given by s or t (which coincide on G 0 ).
The anchor is given by a = T s (restricted to A(G)).
Identifying a section of A(G) with a left-invariant vector field on G 1 , the Lie bracket [ , ] A(G) is given by the commutator of vector fields on G 1 .
For example, T Q is the Lie algebroid of the pair groupoid Q × Q, and the Lie algebra g of a Lie group is its Lie algebroid.
Note that, since ker(T t) |G0 is a complement to T (ι(G 0 )), the Lie algebroid A(G) is isomorphic to the normal bundleÃ(G) of the embedding ι : G 0 ֒→ G. This isomorphism endowsÃ(G) with the structure of a Lie algebroid as well, isomorphic to A(G), and this alternative version is often called the Lie algebroid of G, too (cf., e.g., [11] ).
One part of the connection between Lie algebroids and Poisson manifolds is laid out by the following result [11, 12] . Here linearity means that the Poisson bracket of two linear functions is linear; a function on E * is, in turn, called linear when it is linear on each fiber. Each section σ of E defines such a functionσ in the obvious way. Also, each f ∈ C ∞ (Q) (where Q is the base of E) trivially definesf ∈ C ∞ (E * ). The Poisson bracket on E * is then determined by the following special cases:
{f ,g} = 0; (3.31)
{σ,f } = (a * σ)f ; (3.32) 
On a different note, any Poisson manifold defines a Lie algebroid of special type [50, 11] :
Remark 3.11 For any Poisson manifold (P, Λ), the cotangent bundle T * P becomes a Lie algebroid over P under the canonical projection, the anchor a : T * P → T P given by α → α ♯ , and the Lie bracket
Here Λ is the Poisson tensor on P , in terms of which α ♯ , β = Λ(α, β). See [46] for an extensive discussion of this bracket.
Symplectic groupoids
Symplectic groupoids were independently introduced by Karasev [19, 21] , Weinstein [50, 11, 34] , and Zakrzewski [56] ; we use the definition of Weinstein (also cf. [46] ). Definition 3.12 A symplectic groupoid is a Lie groupoid Γ for which Γ 1 is a symplectic manifold, with the property that the graph of
This expresses the idea that groupoid multiplication should be Poisson map. This single compatibility condition has a number of desirable consequences, of which we list a few [11, 34] . Proposition 3.13 In a symplectic groupoid Γ: The simplest example of a symplectic groupoid is Γ = T * R over Γ 0 = R, with s and t equal to the bundle projection, fiberwise addition as groupoid multiplication, and the zero section as the object inclusion. Also, for any symplectic manifold S, the pair groupoid Γ = S × S − over Γ 0 = S is a symplectic groupoid. The relation between this section and its predecessor is as follows [11, 46] . 
3).
It is remarkable that, for a symplectic groupoid Γ, both T * Γ 0 and its dual bundle T Γ 0 are endowed with the structure of a Lie algebroid; the former by the above Proposition, and the latter by virtue of the comment following Definition 3.7. These two Lie algebroid structures are compatible in forming a so-called Lie bialgebroid; see [31] . More general Lie bialgebroids come from a generalization of a symplectic groupoid called a Poisson groupoid; this is a Lie groupoid with a Poisson structure in which the graph of groupoid multiplication is coisotropic [51] . Conversely, integrable Lie bialgebroids integrate to Poisson groupoids [32] .
Bibundles and Morita equivalence for symplectic groupoids
The notion of a bibundle for symplectic groupoids is an adaptation of Definition 2.26, now also involving the idea of a symplectic groupoid action [34] . For Lie group actions the definition reduces to the usual notion of a symplectic action, provided one replaces the group G by its associated symplectic groupoid T * G [34, 11] . The tensor product of a regular Γ-Σ symplectic bibundle S 1 and a regular Σ-Υ symplectic bibundle S 2 is defined exactly as in the general (non-symplectic) case as the Hilsum-Skandalis tensor product S 1 ⊛ Σ S 2 ; see (2.9). Remark 2.29, then, holds equally well for symplectic groupoids.
The discussion of Morita equivalence for symplectic groupoids is a repetition of the Lie groupoid case; for details see Xu [53, 54] . 
The standard form of an integrable Poisson manifold
In this section we identify the unit symplectic bimodule 1 P associated with an integrable Poisson manifold P .
Theorem 3.20
The following are equivalent conditions on a Poisson manifold P :
1. P is integrable in the sense of Definition 2.37;
2. There exists an s-connected and s-simply connected symplectic groupoid Γ(P ) over P (so that P is isomorphic to Γ(P ) 0 as a Poisson manifold).
In that case, Γ(P ) is unique up to isomorphism.
As remarked in [54] , the proof of 1 → 2 is Cor. 5.3 in [52] . The converse implication 2 → 1 follows because one may take S = Γ(P ) in Definition 2.36; Condition 1 in is satisfied by definition of a symplectic groupoid, condition 2 follows by assumption, and condition 3 is proved in section II.1 of [11] (Corollaire following Remarque 2) or in Thm. 1.6 of [34] .
Finally, to prove uniqueness, we recall Proposition 3.14. Hence T * P is integrable as a Lie algebroid when P is integrable as a Poisson manifold, and Γ(P ) is simultaneously the integral of the Lie algebroid T * P (where Γ(P ) is seen as a Lie groupoid) and of the Poisson manifold P (where Γ(P ) is seen as a symplectic manifold). Now, Prop. 3.3 in [36] guarantees that if a Lie algebroid comes from a Lie groupoid, then the latter may be chosen so as to be s-connected and s-simply connected; by Prop. 3.5, it is then unique up to isomorphism. Hence the uniqueness of Γ(P ) as the s-connected and s-simply connected symplectic groupoid of P follows from its uniqueness as the Lie groupoid of T * P .
Poisson manifolds and symplectic groupoid are not merely related by Theorem 3.20, but additionally by the following extraordinary property, described locally in [11] , and globally in [13, 54] . , we construct a left action of Γ on S: given a pair (γ, y) ∈ Γ × S with s(γ) = ρ(y), there exists a Hamiltonian flow ϕ t on Γ, piecewise generated by functions of the form t * f , f ∈ C ∞ (Γ 0 ), for which γ = ϕ 1 (ι(ρ(y))). This is because the s-fibration of Γ coincides with its foliation by such Hamiltonian flows. Denote the corresponding flow on S, induced by the functions ρ * f , by ψ t . One then puts γy = ψ 1 (y). Using all assumptions on the objects involved, this is seen to be well defined, and indeed yields a symplectic left Γ action on S. For the converse, the key point is that the map ρ : S → Γ 0 associated to a given Γ-action on S is automatically Poisson [34] , and under the stated connectedness hypothesis it is complete as well. For details, cf. [11, 13, 54] .
In the light of Theorem 3.21, the following result is no surprise. This is Thm. 3.2 in [54] , to which we refer for the proof.
This leads to a different proof of Theorem 2.39, which now trivially follows from Proposition 3.22 and Theorems 3.19 and 3.21. This was, indeed, Xu's original argument [54] .
By Theorem 3.21, combined with a "right-handed version" involving right actions and anti-Poisson maps, a Γ-Σ bibundle S gives rise to a symplectic bimodule Γ 0 ← S → Σ 0 . We call the latter regular when the former is. Then the Hilsum-Skandalis tensor product exists, and coincides with Xu's tensor product, i.e., one has
as symplectic manifolds, as Γ-Υ symplectic bibundles, and as symplectic Γ 0 -Υ 0 bimodules.
The proof follows by comparing the proof of Prop. 2.1 in [53] with that of Thm. IV.1.2.2 in [25] .
It seems fruitful to regard P t ← Γ(P ) s → P as the Poisson analogue of the standard form of a von Neumann algebra (see Definition 2.18) or a C * -algebra (cf. Example 2.9). For example, s * C ∞ (P ) and t * C ∞ (P ) are each other's Poisson commutant in C ∞ (S) (see section II.1 of [11] , Corollaire following Remarque 2), and the Poisson analogue of the antilinear map J for operator algebras is simply the inversion in Γ(P ), which is anti-Poisson, and interchanges s * C ∞ (P ) and t * C ∞ (P ). This point of view is further strengthened by the Poisson version of Remarks 2.2, 2.3, 2.10, 2.11, 2.20, and 2.22.
Remark 3.24
1. The symplectic bimodule P ← Γ(P ) → P acts as a twosided identity for Xu's tensor product (cf. Theorem 2.35) , in that for any symplectic bimodule P ← S → Q one has an isomorphism P ← Γ(P ) ⊚ P S → Q ≃ P ← S → Q, and similarly from the right. Hence we may regard P ← Γ(P ) → P as the unit symplectic bimodule 1 P associated with P .
The first claim follows from Theorem 3.23 and Remark 2.29. Explicitly, the symplectomorphism Γ(P ) ⊚ P S → S is given by [γ, s] → γs. The other claims are then obvious.
A classical version of the Muhly-Renault-Williams theorem
As shown by Connes [10] , one may intrinsically associate a C * -algebra C * (G) with a Lie groupoid G. For example, for a Lie group G the C * -algebra C * (G) is isomorphic to the usual convolution algebra of G. For a manifold G 1 = G 0 = M one has C * (M ) ≃ C 0 (M ), and for a pair groupoid over a manifold M one obtains the C * -algebra of compact operators on L 2 (M ). An analogous but less intrinsic association exists for locally compact groupoids, where one has to assume the existence of a so-called Haar system on G in order to define C * (G). In the latter situation, Muhly-Renault-Williams [38] proved that if G and H are Morita equivalent as groupoids, then C * (G) and C * (H) are Morita equivalent as C * -algebras. The corresponding statement for Lie groupoids is as follows. Recall Definitions 2.31 and 2.14. This theorem follows from Definitions 2.14 and 2.31, combined with Thm. 2.8 in [38] and the fact that every Lie groupoid has a Haar system (see [25] ). It has a "classical" analogue, which was suggested to us by quantization theory [25] . Recall section 3.3.1 and Definition 2.36. For the proof cf. [26] .
Epilogue
The structures in this paper have a categorical interpretation. Firstly, anyone with basic knowledge of category theory will notice that Definition 2.1 involves equivalence of categories. Secondly, the functorial properties of all tensor products and units we have considered may be described under the heading of bicategories [5, 33] . The picture then becomes straightforward: rings (say) form the objects of a bicategory [Rings] , whose arrows are bimodules, composed through the algebraic bimodule tensor product (this example is already mentioned in [5, 33] ). Two rings are related by an equivalence bimodule iff they are isomorphic objects in [Rings] , and Morita's theorem therefore states that two rings have equivalent theories of (left or right) modules iff they are isomorphic objects in [Rings] .
Upon the correct identification of the pertinent notions of bimodule, tensor product, and unit, as explained in the present paper, this picture carries over to C 
