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Multipolar expansions are a foundational tool for describing basis functions in quantum mechan-
ics, many-body polarization, and other distributions on the unit sphere. Progress on these topics is
often held back by complicated and competing formulas for calculating and using spherical harmon-
ics. We present a complete representation for supersymmetric 3D tensors that replaces spherical
harmonic basis functions by a dramatically simpler set of weights associated to discrete points in
3D space. This representation is shown to be space optimal. It reduces tensor contraction and the
spherical harmonic decomposition of Poisson’s operator to pairwise summations over the point set.
Moreover, multiplication of spherical harmonic basis functions translates to a direct product in this
representation.
I. INTRODUCTION
Multipole expansions are used throughout QM, ad-
vanced MM, and large-scale electrostatics calculations.
They appear as derivatives of r−1 in the Green’s func-
tion solution to Poisson’s equation. Applications include
the computation of angular interaction matrix elements
(themselves based on spherical harmonic functions) in
quantum codes,[1–3] fast O(N) implicit solvent calcula-
tions in molecular dynamics[4–6] and fluid flows,[7, 8]
describing molecular polarization[9–13], and boundary
representations of dielectric polarization in molecular
cavities.[14–17]
Despite their wide-ranging applications, actual use of
these expansions is hindered by the tenuous connections
between spectral (spherical harmonic) and real-space
(Cartesian) formalisms.[10] Essentially all serious appli-
cations make use of manually tabulated Cartesian forms,
often implemented by hand.[7, 11, 14, 18–21] This strat-
egy is error-prone, time-consuming and useful only for
low-order modes. This leads, for example, to widely-used
and highly-regarded quantum chemistry codes that only
support angular basis functions up to order 6,[22] and
simulation methods and codes for which even implemen-
tations at the dipole[23] or quadrupole[24, 25] level are
great advancements. In addition, there is a gap in under-
standing translations from harmonics to representations
relying completely on point-charges,[13] or on explicit su-
persymmetric tensors.[24, 26] The straightforward route
for a point-charge representation of multipoles up to or-
der p − 1 requires 2p charges,[2, 18] while a tensor rep-
resentation requires 3p tensor elements. In this work we
show space-optimal representations for point-charges and
Cartesian tensors, and provide simple translations be-
tween these three formalisms.
The ubiquitous success of spherical harmonics stems
from the separation of source and destination points (x
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and y) in the expansion of the potential function,
1
|y − x| =
∞∑
l=0
l∑
m=−l
Olm(y)Mlm(x), |y| < |x| (1)
where x and y are three-dimensional vectors, and
Olm(x) = |x|l(l + |m|)!Plm(cos θx)e−imφx (2)
Mlm(x) = |x|−l−1(l − |m|)!−1Plm(cos θx)eimφx (3)
This simplified form is due to Ref. [27]. Here, i, is the unit
imaginary number and Plm are the associated Legendre
polynomials.
We contend that for almost all real applications, this
decomposition goes one step too far. Rather, it is prefer-
able to stop at the unadorned Legendre polynomials,
Pl(xˆ · yˆ) =
l∑
m=−l
Olm(xˆ)Mlm(yˆ), (4)
where xˆ represents a three-dimensional unit vector, |xˆ| =
1. The Pl are polynomials of degree l in the vector inner-
product, xˆ·yˆ, and are obviously symmetric to interchang-
ing x and y. No angles need to be defined or used.
In preference to the pair, O and M , we then use scaled
Legendre polynomials,
Ln(x, y) ≡ |x|
n
|y|n+1Pn(xˆ · yˆ). (5)
When scaled by |y|2n+1, the Ln are polynomials in the
inner products, x · x, y · y, and x · y, symmetric to inter-
change of x and y. They can be generated by a two-term
recurrence [since Ln(x, y) = Fn(x, y;−1)],
Fn(x, y;α) ≡ (−x · ∂y)n|y|α/n! (6)
= |y|α, n = 0
= −αx · y
y · y |y|
α, n = 1
=
2n− 2− α
n
x · y
y · y Fn−1(x, y;α) (7)
+
α+ 2− n
n
x · x
y · y Fn−2(x, y;α). (8)
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2FIG. 1. Illustration of quadrature representation of the multi-
pole expansion. The source at position y is transferred to the
quadrature points, Rrˆi (using Eq. 12). Its potential inside the
sphere is calculated from those effective charges (Eq. 9). Nor-
mal vector directions (pointing out of the sphere) are defined
for boundary integrals.
They express successive derivatives of |y|−1, so that
1
|x− y| = e
−x·∂y |y|−1 =
∞∑
n=0
Ln(x, y). (9)
A. Definition of the Quadrature Representation
Identities previously phrased in terms of harmonics
find a much simpler expression using the reproducing ker-
nel (Fig. 1),[28]
K(x, y) =
p−1∑
n=0
2n+ 1
4pi
Ln(x, y). (10)
Its status as an effective identity kernel can be shown
using the orthogonality of the Legendre polynomials on
the surface of the unit sphere (S),[28]∫
S
Pn(xˆ · rˆ)Pm(rˆ · yˆ) d2rˆ = δnm 4pi
2n+ 1
Pn(xˆ · yˆ). (11)
As yˆ is varied, the set of Legendre polynomials up to or-
der p−1 span the set of all∑p−1n=0 2n+1 = p2 polynomials
in xˆ from degrees 0 through p− 1 on the unit sphere.[28]
Because K generates polynomials, functions on S can
be represented in terms of their values at a small set of
quadrature points. We make use of standard quadrature
formulas prescribing a set of N ∼ 32p2 roots, rˆi, and asso-
ciated weights, w0i , capable of integrating all polynomials
up to order 2p − 2.[28] Using such a quadrature set, for
polynomial functions σ of degree less than p,
σ(xˆ) =
∫
K(xˆ, yˆ)σ(yˆ) dy =
N∑
i=1
w0i σ(rˆi)K(xˆ, rˆi). (12)
We will see that the coefficients w0i σ(rˆi) act as the ef-
fective charges on the spherical surface. The numerical
computations presented in Sections III and IV make use
of the Lebedev quadrature set.[29]
The choice of scale with |x| and |y| in Eq. 10 prescribes
a default behavior off the surface of the unit sphere co-
inciding with that of Ref. 27:∫
S
K(x, yˆ)Olm(yˆ) d
2yˆ = Olm(x) (13)∫
S
Mlm(xˆ)K(xˆ, y) d
2xˆ = Mlm(y). (14)
These formulas can be used to directly translate formulas
using spherical harmonics back into Legendre polynomi-
als, as is done in Appendix A. Each choice of the coor-
dinate axes for spherical harmonics of order n generates
2n+ 1 harmonics, which correspond to a particular basis
for the 2n+1 degenerate eigenfunctions of Pn(ri ·rj). Ac-
cording to Eq. 11, each of the 2n+1 vectors has eigenvalue
4pi/(2n+ 1). Working directly with Pn avoids decompo-
sition to this basis, removing angular variables from the
resulting expressions.
The required separation of source and destination
points (x and y in Fig. 1) is easily achieved using the
scaled reproducing kernel,
(−y · ∂x)n|x|−1/n! = Ln(y, x)
=
∫
S
K(y/R, rˆ)Ln(Rrˆ, x) d
2rˆ (15)
or
=
∫
S
Ln(y,Rrˆ)K(rˆ, x/R) d
2rˆ. (16)
Equation 15 generates the outer expansion by col-
lecting the integration over sources inside the bounding
sphere (|y| < R) into an effective surface charge distribu-
tion,
σo(Rrˆ) ≡
∫
ρ(y)K(y/R, rˆ) d3y. (17)
The source’s n-th order contribution to the potential at
point x is then∫
Ln(y, x)ρ(y) d
3y =
∫
S
Ln(Rrˆ, x)σo(Rrˆ) d
2rˆ. (18)
Likewise, Eq. 16 generates the inner expansion when col-
lecting the integration over sources outside the bounding
sphere, |x| > R,
σi(Rrˆ) ≡
∫
ρ(x)K(rˆ, x/R) d3y. (19)
with the n-th order potential inside the sphere given by∫
Ln(x, y)ρ(x) d
3x =
∫
S
Ln(x,Rrˆ)σi(Rrˆ) d
2rˆ. (20)
3B. Energy in the Quadrature Representation
The interaction energy between two sets of point
sources (y inside and x outside of a sphere of radius R)
is written in a multipole expansion as
E =
∑
x,y
qxqy
|x− y| =
1
R
∑
x,y,n=0
qxqyLn(y/R, x/R) (21)
Using both the outer expansion projecting the en-
closed charges onto a surrounding sphere (Ln(y, x) →∫
S
K(y/R, rˆ)Ln(Rrˆ, x) d
2rˆ, Eq. 15), and the inner expan-
sion projecting the outer charges onto the same sphere
(Ln(Rrˆ, x)→
∫
Ln(Rrˆ,Rsˆ)K(sˆ, x/R)d
2sˆ, Eq. 16),
E =
1
R
∑
x,y,i,j,n=0
Ln(rˆi, rˆj)w
0
iw
0
j
× qyK(y/R, rˆi)qxK(rˆj , x/R)
=
1
R
∑
i,j,n=0
w0i σo(Rrˆi)w
0
jσi(Rrˆj)Ln(rˆi, rˆj). (22)
The second step uses the definitions in Eq. 17 and Eq 19.
In most cases, expressions involving the potential are sim-
pler.
In addition, when R is large, the energy is described
equally well by treating the spherical quadrature points
as point charge sources. This can be derived by insert-
ing the moment shifting formula (Eq; 30) for σi(Rrˆj)→∑
kK(rˆj ,
Rxrˆk−t
R )w
0
kσo(Rrˆk; t) and summing over j to
show
E =
∑
i,k,n
w0i σo(Rrˆi)w
0
kσo(Rxrˆk; t)Ln(Rrˆi, Rxrˆk − t)
(23)
'
∑
i,k
w0i σo(Rrˆi)w
0
kσo(Rxrˆk; t)
|Rxrk − t−Rrˆi| (24)
C. Outline
Much of the work focused on real-space (Cartesian)
representations of the expansion (Eq. 9) uses a tensor
notation. The set of three-dimensional tensors of orders
n,
∑
i qir
(n)
i , from n = 0 up to order n = p− 1 is termed
a ‘Cartesian polytensor.’ Appendix B shows a direct cor-
respondence between Cartesian polytensors and polyno-
mial functions with maximum degree p − 1. It is shown
that outer and inner products between supersymmetric
tensors have much simpler statements in terms of poly-
nomial multiplication and differentiation. Moreover, the
set of trace-free Cartesian polytensors[11, 14] is exactly
identified with the set of polynomials on the unit sphere,
σ(xˆ). In combination with the representation theorem,
Eq. 12, these identities completely connect tensor and
harmonic representations to a novel, quadrature repre-
sentation of polytensor space.
Section III illustrates the simplicity of the quadrature
method by testing moment shift formulas used during
the fast multipole method. Surprisingly, these have the
same form as the initial moment fitting. Moreover, it
shows that the weights for the quadrature representations
exactly coincide with point charges that reproduce those
multipole moments at sufficient distance from the bound-
ing sphere. As expected by the exact correspondence to
spherical harmonics, numerical results show that the er-
ror of representing random point sources scales with dis-
tance identically to traditional spherical harmonic mul-
tipoles. Section IV provides exact quadratures for the
single and double-layer potentials on a spherical surface.
Numerical results in Sec. IV demonstrate a singularity
representation for multiple spheres interacting through a
perfect, irrotational fluid.
The conclusion summarizes the connections created
here and outlines new applications and simplifications
that can be tackled in future work.
II. CONVERSION BETWEEN QUADRATURE
AND CARTESIAN TENSORS
Although the quadrature representation is a complete,
self-contained basis for expressing multipole moments
and externally imposed fields, comparison with existing
literature requires translation between Cartesian repre-
sentations.
Writing the order-n Cartesian multipole moment ten-
sor as M (n) ≡ ∫ y(n)ρ(y) d3y, the directional moment is
defined as the complete (n-way) tensor contraction be-
tween M (n) and a test vector, r,
r(n) (n) M (n) =
∫
(r · y)nρ(y) d3y.
Complete information about the polytensor,
{M (n), n = 0, . . . , p − 1} is contained in the set of
directional moments against the quadrature points, {rˆi}
(see Appendix B for details). These directional moments
can be substituted wherever powers of (rˆ · y) appear in
the moment matching equation 17.
Conversion back to Cartesian form is also simple, since
the quadrature weights were defined to reproduce poly-
nomial integrals, which include all (trace-free) tensors,∫
Dnr(n)ρ(r) d3r =
∑
i
w0i σ(rˆi)r
(n)
i , n < p. (25)
Here, Dn is the de-tracer projection of Ref. 14 defined by
xˆ(n) (n) Dnyˆ(n) = n!
(2n− 1)!!Pn(xˆ · yˆ) (26)
These formulas show that the conversion to quadrature
form is one way to project a polynomial into a trace-free
form. Alternatively, trace-free Cartesian tensors simplify
4Eq. 17, since Eq. 26 can be used in K, (Eq. 10)
σo(Rrˆ) =
∑
n
(2n+ 1)
4pi
(2n− 1)!!
n!
× rˆ(n) (n) DnM (n)R−n. (27)
This sum includes only the leading terms of Ln at each
order, n.
III. FMM OPERATIONS
In this section, we elaborate the translation formu-
las for the quadrature representation of multipoles. We
achieve greater generality in comparison with previous
Cartesian formulations[30], by working directly with the
moment space, rather than the potential. In comparison
with black-box fast multipole methods,[31] the availabil-
ity of spherical quadrature rules justifies the use of Leg-
endre polynomials because they represent moment space
– regardless of their specific role in the Poisson problem.
For a detailed introduction to the fast multipole method,
see Ref. [32].
The outer expansion is defined by the moments of the
enclosed charge distribution. The moments of the shifted
distribution should coincide with those of the original.
This can be shown from
σo(R1rˆ;x1) =
∫
S
K
(R0sˆ+ x0 − x1
R1
, rˆ
)
σo(R0sˆ;x0) d
2sˆ.
(28)
The notation here is that σo(R1rˆ;x1) represents the outer
expansion about the origin x1, defined on the set of points
at a distance R1 from x1. Since both outer expansions
are polynomials of maximum degree p − 1 in Rrˆ, the
reproducing kernel, K is able to duplicate them from
any appropriate set of quadrature points.
The inner expansion is defined by the derivatives of
the potential about the origin. This makes translation
troublesome because the expansion about a new point
does not necessarily need to obey the trace-free condi-
tion. An implicit argument can be used to show that
propagating the inner expansion to the potential on a
small sphere around the new expansion point can be used
to find charges on a new enclosing sphere that duplicate
this potential up to the same order as the original expan-
sion. The net result for the inner expansion is the same
as the initial fitting,
σi(R1rˆ;x0 + t) =
∫
K(rˆ, R0sˆ−tR1 )σi(R0sˆ;x0) d
2sˆ (29)
or
=
∫
K(rˆ, R0sˆ−tR1 )σo(R0sˆ;x0) d
2sˆ. (30)
Both outer → inner and inner → inner shift operators
give the same equation. In fact, all shift operators ar-
riving at an outer expansion are identical to the initial
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FIG. 2. Pre-factors for the multipole representation error.
The residual is scaled by rp+1 (outer expansion, labeled +p)
or r−p (inner expansion, labeled −p). The left panel shows
the error of exact quadrature using Eq. 32 or Eq. 34, while the
right shows the error of summing 1/r, treating the quadrature
points as point sources. Point charge sources make excellent
representations of multipole sources and external fields.
moment matching (Eq. 17). All shift operators arriving
at an inner expansion are also identical to the inverse mo-
ment matching (Eq. 19). Appendix A shows that these
formulas are identical to traditional expressions involving
spherical harmonics.
The only caveat that appears here is that the kernel,
K(rˆ, sˆ − t), contains singularities when |t| = 1. This
problem enters because the shifting formula is only well-
defined when t does not approach the sphere bounding
the source charge distribution. This motivates the intro-
duction of the scaled distributions in Eq. 17. The use of
unscaled moments in shift formulas based on spherical-
harmonics, while convergent for finite sums, might there-
fore be expected to show numerical issues in the limit of
large expansion order, p.[30, 33]
Figure 2 shows that the numerical error of the
quadrature representation, including appropriate bound-
ing radii, have the same power-law decrease in error as
previously shown for spherical harmonics. It plots the
5accuracy of representing the electrostatic potential as a
function of distance from the bounding sphere. A set
of 4000 point charges assigned from a uniform distribu-
tion between -1 and +1 were placed uniformily in the
cube [−
√
3
3 ,
√
3
3 ]
(3). The residual error per point shown
was averaged over 100 charge distributions and over the
86 points of the Lebedev quadrature grid of order 15 on
the surface of the evaluation sphere at varying distance,
r, from the bounding sphere. The inner expansion has
an inverted geometry, with the sources scaled by 1/|x|2
to put them outside the sphere, and the evaluation test
points likewise inverted to the inside, shrinking toward
r = 0.
For comparison, the simple summation of
∑
i wi/(r −
Rrˆi) using the quadrature weights as charges is shown
in the right panel of Fig. 2. The pre-factor for both er-
ror curves converges at a radius above 3, showing that
the quadrature-based representation gives highly accu-
rate point charges that simultaneously represent all mul-
tipoles. Practically, this solves the problem of placing
O(p2) discrete charges to mimic all multipolar moments
up to arbitrary order posed in Refs. [1, 13, 18]. This is
also the reason for the symmetry of the shifting formulas
– the weights are arrived at through the same process of
fitting the inner or outer expansion.
Figure 3 shows the error in multipole shifting opera-
tions, plotted as a function of angle from the shift direc-
tion. For the outer expansion, the test points are fixed at
R = 2, while the source distribution is shifted to the right
by 0.2, 0.6, and 0.8. The locations of the source points
were scaled down for each shift to maintain contact of the
rightmost face of the source cube with the unit bounding
sphere. Summation of
∑
i wi/(r − rˆi) from the repre-
sentation weights had nearly identical error (not shown).
For the inner expansion, the source points were inverted
to lie outside the sphere and remain fixed. The evalua-
tion sphere started at the origin with R = 1/2, and was
successively shifted in the x-direction by 0.1, 0.2, 0.3, and
0.4, with the radius scaled down to maintain contact be-
tween the rightmost point of original evaluation sphere
and the shifted version.
The error of the inner expansion shows much more vari-
ation as a function of the cosine with respect to the shift
direction, since the distance to the unit sphere is more
quickly varying than in the outer expansion geometry.
The scaling of the outer expansion with expansion order,
p, also appears somewhat better because the source lo-
cations were scaled down with increasingly large shifts in
that geometry.
IV. SINGULARITY METHODS
The boundary integral method utilizes the fact that in
regions, Ω, where Lφ = 0, the potential can be expressed
as a boundary integral using the divergence theorem,
φ(x) =
∫
∂Ω
φ(y)n · p(y)∂yG(x− y)
−G(x− y)n · p(y)∂yφ(y)d2y. (31)
Here n is the inward-pointing normal vector on the sur-
face at point y, and a Sturm-Liouville form has been
assumed for LG ≡ ∂ · (p∂G) − uG = δ(r). The nor-
mal vector directions are shown in Fig. 1. This equality
makes it possible to solve Lφ = 0 with constant potential
or constant flux boundary conditions.[19]
Boundary integrals over polynomial distributions on
the sphere, σ, can be computed exactly by the summa-
tions,
∫
S
|Rrˆ − x|−1σ(Rrˆ) d2rˆ =
p−1∑
m=0,i
Lm(Rrˆi, x)w
σ
i (32)
∫
S
[
rˆ · ∂r|Rrˆ − x|−1
]
σ(Rrˆ) d2rˆ =
p−1∑
m=0,i
m
R
Lm(Rrˆi, x)w
σ
i (33)
∫
S
|Rrˆ − y|−1σ(Rrˆ) d2rˆ =
p−1∑
m=0,i
Lm(y,Rrˆi)w
σ
i (34)
∫
S
[
rˆ · ∂r|Rrˆ − y|−1
]
σ(rˆ) d2rˆ = −
p−1∑
m=0,i
m+ 1
R
Lm(y,Rrˆi)w
σ
i (35)
For |y| < R and |x| > R, and where wσi ≡ w0i σ(Rrˆi).
These can be proven by expanding |r − x|−1 in orthog-
onal polynomial spaces, Ln, to give an integral over S
and then writing that integral as a quadrature, exact for
polynomial σ of degree less than p. Equations 32 and 34
are just the inner and outer expansions.
Equations 33 and 35 give the complete, singular surface
integral, not just the Cauchy principal value part.[19]
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FIG. 3. Absolute multipole representation error in the potential for shifted source distributions in the outer expansion (|x| = 2,
left panel) or shifted evaluation spheres in the inner expansion (|y| = 1/2, right panel). Graphics above each indicate the
source locations, distributed randomly throughout the shaded areas, and evaluation points using dashed lines. The dotted
circle indicates the bounding sphere at R = 1. Both are plotted as a function of cos θ = rˆ · tˆ, where tˆ is the shift direction.
The magnitude of the shifts are shown in the figure legend. Expansion orders are 2, 5, and 8 as in Fig. 2. Increasing expansion
orders show up as groups of curves with decreasing error.
This can be seen by noting that the jump discontinuity
in rˆ · ∂φ as both x and y approach the surface point, y is
Fext
∣∣
x=y
− Fint (36)
= R2
∫
S
rˆ · ∂r 1|Rrˆ − x|σ(Rrˆ)− rˆ · ∂r
1
|rˆ − y|σ(Rrˆ) d
2rˆ
= 4piR
∑
n
2n+ 1
4pi
Ln(Ryˆ,Rrˆi)w
0
i σ(Rrˆi) = 4piσ(y).
(37)
The last equality comes from recognizing the expression
for the reproducing kernel (Eq. 10), which scales as Rn
in its first argument and R−n−1 in its second.
For a set of spheres moving through an incompressible,
irrotational fluid, the flow at every point in the fluid can
be written as the derivative of a potential,
v(x) ≡ −∂Φ(x) (38)
∂2Φ(x) = 0.
Each point on a spherical boundary gives a constant field
condition,
n · v0 = −n · ∂Φ(x). (39)
The solution can be found numerically using a point-
based, quadrature representation of Φ, so that Eq. 31
becomes the linear equation, (I − F ) · Φ = G · (n · v0).
Figure 4’s top panel shows the motion of three spheres
through an incompressible 3D fluid. Point singularities
represented using quadrature multipole expansions on
the surfaces of the spheres show exponential convergence.
The smaller spheres have radius 1, are located at x = −1
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FIG. 4. Multipole representation of potential flow for three
spheres in the z = 0 plane (upper panel, p = 8). Color
indicates the potential field. The flow velocity was rendered
using line integral convolution. The lower panel shows the
surface-averaged boundary error divided into contributions
from the larger and smaller spheres.
and y = ±3/2 and are traveling with unit velocity in the
+x direction. The larger sphere has radius 3, is located
on the y axis at x = 4, and is traveling with unit velocity
in the −x direction. The velocity at every point in the
fluid is calculated using Eq. 38 from a sum of the three
multipoles (outer expansion of Eqns. 32 and 33). Weights
on the quadrature set over each sphere were solved to
fix the boundary condition, Eq. 39 at each point in the
quadrature set.
Error in the normal derivative boundary condition
(lower panel of Figure 4) was evaluated at the spheri-
cal surfaces using a larger Lebedev quadrature grid of
order 59 with 1202 points. As the quadrature order (p)
is increased, more points are added to the multipolar ex-
pansion on each sphere, and the discrepancy between the
computed and imposed normal velocity decreases expo-
nentially.
V. DISCUSSION
An isomorphism between symmetric Cartesian tensors
and polynomial functions is used to show an optimal rep-
resentation for polytensors in terms of real weights, wi,
on a fixed set of basis vectors, {ri}. This equivalence is
compactly expressed in terms of equivalent representa-
tions of the moment integrals,
r(n) (n)
∫
x(n)ρ(x) d3x =
∫
(r · x)nρ(x) d3x
=
N∑
i
(r · ri)nwi.
Three numerical results were presented. First, we
showed the numerical error in matching spherical mo-
ments of a cloud of discrete point charges. We com-
pared the exact Eq. 32 with the numerical summation
over the scaled quadrature points, Rrˆi. These made
use of Lebedev quadrature rules[29] tabulated up to or-
der 131 by Burkardt.[34] Next, we showed that the ex-
pressions for translating the origin of inner and outer
moment expansions have the same error as the corre-
sponding translation formulas using spherical harmonics.
Appendix A gives further details on the mathematical
translation. Finally, we presented convergence results
for FMM solutions to potential flow between multiple
interacting spheres. The central role of the quadrature
representation in all these methods allows us to skip over
consideration of an intermediate spherical harmonic rep-
resentation.
When used in a Taylor expansion of a scale-invariant
Green’s function, G(cr) = cαG(r), the r-dependence of
the solutions are fixed, and only a subset of the full mo-
ment space is required. That subspace is equivalent to
the set of polynomials on the unit sphere. This condition
reduces the
(
n+2
n
)
polynomials at each total degree n to
only 2n+1. Approximation of integrals involving G up to
order p− 1 thus requires only N = p2 coefficients. Con-
venient expressions for finding these coefficients from a
source distribution, translation operators, and integrals
involving expansions of the Poisson kernel, |r|−1 were
given. Numerical results verified that the outer expan-
sions have error r−p−1, and the inner expansions have
error rp, consistent with the corresponding spherical har-
monic formulas.
The computational scaling of na¨ıvely evaluating the
moment translation formula Eq. 28 is p4. This cost
scales as p3 for spherical harmonic translations that per-
form rotations to align the translation axis with the az-
imuthal reference axis, zˆ.[35]. Similar savings can be
realized using the quadrature-based scheme, when us-
ing equally spaced points along rings spaced vertically
according to Gauss-Legendre[36] or Gauss-Jacobi[37]
8quadrature. Fast, O(p2 log p), transformations between
harmonics and the Gauss-Jacobi quadrature representa-
tion are available.[37, 38] Further, rotations that make
use of these transformations can achieve O(p3) scal-
ing or, using approximate algorithms for matrix spar-
sification, O(p2 log p).[36] Since the matrix in Eq. 28,
[K(
R0rˆj+t
R1
, rˆi)]ij has as many unique elements as unique
cosines, rˆi · rˆj , quadrature rules like those above contain-
ing O(p) vertical rings have a translation scaling as O(p2)
after rotation.
The Cartesian representations found in this work gen-
eralize and extend analogous results found using man-
ually tabulated spherical harmonics. The decomposi-
tion of Legendre polynomials into spherical harmonics
(Eq. 5) shows that the harmonics correspond to partic-
ular choices for the eigenfunctions of Pn. To work with
this set, the matrices [Pn(rˆi, rˆj)
√
w0iw
0
j ] can be numeri-
cally diagonalized. This gives rise to 2n+ 1 eigenvectors
for each Pn, with the same eigenvalue, 4pi/(2n+ 1). Us-
ing the path from tensors to quadrature points to har-
monics, results found using Cartesian polytensors can be
translated to spherical harmonics and vice-versa. More-
over, Cartesian tensor contractions which were na¨ıvely
O(3p) have been reduced to an efficient summation over
an O(p2) point set.
For differential equations not respecting scale-
invariance, the representation of ρ via the polynomial
form of its moments still provides a simple path for de-
riving accurate numerical methods. Using any
∑
n
(
n+2
n
)
points for which the space of directional moments,
[cK(ri; rj)], has full rank, a reproducing kernel and poly-
nomial interpolation formulas can be found through nu-
merical inversion of [cK(ri; rj)].[39] Of course, consider-
ing only the moments actually appearing in the expansion
of G, using an optimal quadrature rule, and accelerating
the evaluation of the moments by exploiting symmetry
will reduce the computational overhead of this exercise.
Real-space expressions are the most desirable start-
ing point for deriving fast algorithms. First, all parts of
the computation have a regular, vector structure, mak-
ing simplifying optimizations for parallel hardware. Sec-
ond, high-level form of the matrix operations and lack
of angular coordinates makes derivations much simpler.
Not only are the full set of (already well-developed and
efficient) spectral methods available for fast implementa-
tion, but also new symmetry-based, sparse factorizations
remain to be explored.[40] Sparse factorization is at the
heart of fast Fourier transformation methods. Finally,
stable, O(p3) rotation formulas using point-based evalu-
ation of the reproducing kernel (Eq. 10) have been shown
and critically tested in Ref. [33]. Even still, a large frac-
tion of computation time in that work was spent on eval-
uating spherical harmonic functions on the set of rotated
real-space points. Either of these optimizations would re-
duce the overall scaling to O(p3), recovering the scaling of
rotation-based translations for spherical harmonics.[41]
VI. CONCLUSIONS
The representations found in this work greatly simplify
the analysis and numerical use of distribution functions
on a sphere. Many of the optimizations for spherical
harmonics rely on the symmetry of the spherical har-
monic functions. Future work should consider alternate
quadrature sets that directly exploit real-space symme-
try to reduce the scaling of these methods with expan-
sion order. Working with distribution functions on the
sphere also presents a new approach to tensor analysis,
traditional boundary value problems and extensions of
black-box multipole methods to potentials governed by
more complicated PDEs.
Three novel results that come from this connection are
space-optimal, vector-based representations for Carte-
sian polytensors, an exact representation of point mul-
tipoles using discrete point charges, and simplification of
the moment shifting formulas for FMM.
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Appendix A: Comparison to Spherical Harmonic
Expressions
The expressions given in Sec. III are real-space coun-
terparts of the outer and inner expansions obtained in
the spherical harmonic formalism (Eq. 2),[27]
ωlm(Q;A) ≡
∫
ρ(y)Olm(y) d
3y
=
∫
S
Olm(rˆ)σo(rˆ) d
2r (A1)
σo(rˆ) =
p−1∑
l=0
l∑
m=−l
2l + 1
4pi
Mlm(rˆ)ωlm(Q;A) (A2)
µlm(Q;A) ≡
∫
ρ(y)Mlm(y) d
3y
=
∫
S
Mlm(rˆ)σi(rˆ) d
2r (A3)
σi(rˆ) =
p−1∑
l=0
l∑
m=−l
2l + 1
4pi
Olm(rˆ)µlm(Q;A). (A4)
As explained in Sec. I, the integrals on S can be carried
out with exact summations over any O(p2) points us-
ing quadrature methods capable of integrating all poly-
nomials on S up to order 2p − 2. Both the number of
degrees of freedom and the set of moments that can be
9represented match between quadrature and spherical har-
monic methods. In addition, the na¨ıve implementation of
both methods has the same scaling. However, where har-
monics require computation of p2 basis functions, Onm,
the quadrature method only requires computation of the
p Legendre polynomials, Ln.
The shift formula of Eq. 28 coincides with Ref. [27], as
can be seen from the translations in Eq. A1
σo(R1rˆ;x1) =
∑
lm
2l + 1
4pi
Mlm(rˆ)
l∑
jk
Almjk ((x0 − x1)/R1)
∫
S
Ojk(
R0
R1
sˆ)σo(R0sˆ;x0) d
2sˆ (A5)
=
∫
S
K(R0sˆ+x0−x1R1 , rˆ)σo(R0sˆ;x0) d
2sˆ, (A6)
since Almjk was defined so that
l∑
jk
Almjk (t)Ojk(a) = Olm(a+ t). (A7)
To derive the other shift operators, define B and C as in Ref. [27] so that
Mlm(a− t) =
∞∑
jk
Blmjk (t)Ojk(a) (A8)
Mlm(a− t) =
∞∑
jk
Clmjk (t)Mjk(a), (A9)
and note that
σi(R1rˆ;x0 + t) =
∑
lm
2l + 1
4pi
Olm(rˆ)
∫ ∞∑
jk
Blmjk (t/R1)Ojk(
R0
R1
sˆ)σo(R0sˆ;x0) d
2sˆ (A10)
=
∫
K(rˆ, R0sˆ−tR1 )σo(R0sˆ;x0) d
2sˆ (A11)
σi(R1rˆ;x0 + t) =
∑
lm
2l + 1
4pi
Olm(rˆ)
∫ ∞∑
jk
Clmjk (t/R1)Mjk(
R0
R1
sˆ)σi(R0sˆ;x0) d
2sˆ (A12)
=
∫
K(rˆ, R0sˆ−tR1 )σi(R0sˆ;x0) d
2sˆ. (A13)
Appendix B: Cartesian Tensors
This section derives several relations showing the iden-
tity between supersymmetric tensors of order n and ho-
mogeneous polynomials of the same order. These prove
that relations involving such tensors can be stated iden-
tically in terms of polynomial functions. Tensors are tra-
ditionally introduced via the Taylor expansion,
G(r) =
∞∑
n=0
1
n!
(r − r0)(n) (n) ∂(n)r G(r)
∣∣∣
r=r0
(B1)
=
∞∑
n=0
1
n!
((r − r0) · ∂s)nG(s)
∣∣∣
s=r0
,
where variables with parenthesized superscripts denote
tensors. Vectors are always written in lower-case. The n-
10
fold tensor contraction between A(a) and B(b) is denoted
as A(a) (n) B(b).
1. Translations between polynomials and
symmetric tensors
We define the nth order directional moment of a three-
dimensional distribution, ρ, centered at the origin as the
quantity,
mn(r) =
∫
(r · x)nρ(x) |d3x| (B2)
The distribution need not be positive, so ρ|d3x| is a
signed measure. It is clear from this definition that mn(r)
is a homogeneous polynomial of order n, with the mono-
mial expansion,
mn(r) =
∑
n1+n2+n3=n
(
n
n1n2n3
)
rn1x r
n2
y r
n3
z
×M [n1, n2, n3],
where M [n1, n2, n3] are the monomial moments of ρ.
Since the test monomials, xn1yn2zn3 form a linearly inde-
pendent set, mn(r) spans the complete set of
(
n+2
n
)
homo-
geneous polynomials in r. These moments are identical
to Applequist’s reduced notation for the supersymmet-
ric tensor, M (n) = ∂
(n)
r mn(r)/n! =
∫
x(n)ρ(x) |d3x|.[14]
Alternatively, to every order n supersymmetric tensor,
A(n), there corresponds an order n homogeneous polyno-
mial,
an(r) = r
(n)
(n) A(n). (B3)
The symmetric tensor (outer) product can be found
very easily using these polynomials as,
r(n+m) (n+m) S[A(n) ⊗B(m)] = an(r)bm(r), (B4)
where the symmetrizing operator, S, averages over all
(n+m)! permutations of the n+m tensor indices. This
formula can be proven by noting that
r(n+m) (n+m)
(
A(n) ⊗B(m)
)
= (r(n) (n) A(n))(r(m) (m) B(m))
for any permutation of the indices, since r(n+m) is sym-
metric. The tensor contraction (inner product) is,[39, 43]
A(n) (n) B(n) = an(∂r)bn(r)/n!. (B5)
These form a complete set of operations, since super-
symmetric tensors can be built from multiplying polyno-
mials (forming symmetric tensor products), and partial
contractions can be found via differentiation, as
r(m) (m)
(
A(n) (n) B(n+m)
)
= (A(n) ⊗ r(m)) (n+m) B(n+m)
=
1
(n+m)!
(r · ∂s)man(∂s)bn+m(s)
=
1
(n+m)!
r(m) (m) ∂(m)s an(∂s)bn+m(s)
=
m!
(n+m)!
an(∂r)bn+m(r).
These identities are even simpler to manipulate when
expressed in terms of moment integrals,
r(m) (m)
(
A(n) (n) B(n+m)
)
=
∫∫
(x · y)n(r · y)mρA(x)ρB(y) |d3x||d3y|
=
m!
(n+m)!
∫∫
(x · ∂r)n(r · y)n+mρA(x)ρB(y) |d3x||d3y|.
This expansion always valid, since a signed measure
yielding any tensor M [n1, n2, n3] (by Eq. B2) always ex-
ists due to the linear independence of the monomials
mentioned above.
Supersymmetric cartesian tensors and polynomial
functions where each term has the same degree (termed
projective polynomials), are thus in 1:1 correspondence.
A suitable quadrature formula for polynomials could re-
duce integrals such as the above to summation over point
sets.
In this work, we restrict our attention to polynomial
functions defined over the surface of a sphere. Because
the Green’s function, 1/r, maintains the same functional
form on scaling the distance from the origin, r, only a
subset of the full moment space is required for describing
solutions to Poisson’s equation from sources at the origin.
That subspace is equivalent to the set of unique polyno-
mials on a sphere of any radius. Using this constraint
(x2 +y2 +z2 = R2) reduces the
(
n+2
n
)
homogeneous poly-
nomials of degree n to only 2n + 1 linearly independent
polynomials.
2. Representation of Polytensor Space
Analogous to Dette and Studden[44], define the p-tuple
of moments for a given distribution as
cp(σ) = (m0(r;σ),m1(r;σ), . . . ,mp−1(r;σ)) (B6)
where
mn(r;σ) ≡
∫
S
(r · xˆ)nσ(x)d2xˆ,
are the moments of the distribution σ, integrated over S,
the surface of the unit sphere. Since each individual mo-
ment, mn is a polynomial in r corresponding to a tensor
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of order n, cp corresponds to a polytensor.[14] The set of
moments generated by a point mass at rˆi is,
cp(rˆi) ≡ ((r · rˆi)0, (r · rˆi)1, . . . , (r · rˆi)p−1). (B7)
The p-th spherical moment space is given by, cp(σ),
and represents the set of all polytensors up to order p−1
that can be expressed as integrals of r(n) over a signed
measure on the sphere (as in Eq. B6). The space is con-
vex and of dimension p2. For positive measures, it can
be investigated using the techniques of Ref. [44]. For
signed measures, it is isomorphic to the p2 dimensional
vector space, Rp2 . Further, using the reproducing kernel
(Eq. 10), it is easy to see that every spherical polyten-
sor cp admits a representation as a weighted sum over
polytensors generated by fixed unit vectors,
cp =
N∑
i=1
qicp(rˆi) (B8)
where N ≤ p2.
This representation theorem shows that rather than
the spherical harmonic coefficients usually used to de-
scribe moments, we can use a set of O(p2) weights,
wσi = σ(rˆi)w
0
i associated to unit vectors, {rˆi} in real
space to represent Cartesian polytensors up to order p−1.
Every operation on the Cartesian tensor can be trans-
lated to an equivalent operation using the polynomial
representation of Eq. B8. In particular, any n-th order
trace-free multipole tensor can be expressed in terms of
only ∼ 32p2 quadrature points,
M (n) =
N∑
i=1
qirˆ
(n)
i . (B9)
The natural connection between polynomials and tensors
developed in the previous section simplifies the use of this
set for function expansions.
In summary, there is a direct correspondence between
supersymmetric tensors and polynomials. This con-
nection is usually used to generate reduced representa-
tions of supersymmetric tensors in terms of coefficients,
M [n1, n2, n3], on basis monomials, r
n1
x r
n2
y r
n3
z .[4, 7, 11, 14]
This representation is cumbersome because it requires
a particular choice for the orientation of the coordinate
axes, and (for scale-free problems) because it is not spe-
cialized for trace-tree polynomials. Using Eq. 12 and
Eq. B9, quadrature rules for integrating polynomial func-
tions give the desired compact and geometrically use-
ful representation in terms of values taken by mn(ri) or
ρ(ri) at a small set of points, ri, in real space. The
basis vectors, {rˆi}, are much more computationally use-
ful because they can be individually rotated / translated
and their coefficients can be directly multiplied without
re-factoring between monomials or computing Clebsch-
Gordon coefficients.
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