Abstract. In a number of applications, for example biomechanical imaging of tissue and geophysics, the goal is to recover wave speed from arrival times, the times when a wave front, initiated at a source, arrives at certain points in space. The mathematical model that relates the arrival times to the wave speed is assumed to be the Eikonal equation. Typically the measured arrival time data is noisy so that in turn the recovered wave speed is noisy. Here we assume the noise in the measured arrival times is Gaussian and show that then the recovered wave speed has noise that has an inverse Rician distribution. This latter distribution has infinite variance. Nevertheless, we show using the Kantorovich metric that for small variances in the Gaussian noise (corresponding to a small value of the shape parameter in the Rician random variable), the inverse Rician distribution can be approximated by a Gaussian distribution whose mean is the true wave speed.
Introduction
The basic assumption for our problem in this paper is that the arrival time, T , satisfies the Eikonal equation, |∇T |c s = 1, where c s is the wave speed. The inverse problem is as follows: given the arrival time, T , determine the wave speed, c s . In many applications, the arrival times have errors and these errors propagate to the recovered wave speed, c s . Here we assume that the given arrival time is noisy, with the noise being Gaussian, and ask the question, what then is the noise in the recovered wave speed, c s ?
Our assumption is that T is given on a fixed, uniform grid in space. Using centered differences, the approximate wave speed, c s , is then calculated using the (nonlinear) Eikonal equation. We show that this approximate wave speed has noise which has an inverse Rician distribution, where the mean is larger than the true wave speed and where the variance is infinite. This shows that considering the full nonlinear equation, as opposed to estimating the noise distribution for the recovered wave speed by linearizing the nonlinear equation, is an important consideration.
The derived inverse Rician distribution is dependent on three parameters: the true wave speed, the uniform grid spacing, and the variance of the normal noise distribution for the arrival time. The inverse Rician distribution always has infinite variance independent of the values of the parameters. This fact at first is a very discouraging result for the noise distribution of the recovered wave speed. Nevertheless, we do establish that there is a sense in which a normal distribution, with the desired mean, approximates the inverse Rician distribution. To establish this result we show that the Kantorovich metric, the L 1 norm of the difference between the two corresponding cumulative distribution functions, goes to zero as σ → 0. This suggests that preprocessing the arrival time data to reduce the variance of the noise may result in a noise distribution for the wave speed that has greater similarity with a normal distribution than one might initially expect. We also present an averaging method, see [1] , for reducing the variance in the arrival time data.
Motivating applications

Application to tissue shear wave speed imaging
Biomechanical imaging of tissue is a promising new medical imaging technique that is generating new diagnostic tools, see, e.g. [2] [3], and is being applied to imaging and showing new characteristics of, for example, prostate and breast cancer and liver fibrosis and cirrhosis. This imaging modality combines two physical properties and so is referred to as a coupled physics imaging modality. For biomechanical imaging, the tissue is moved and while this motion takes place a sequence of RF/IQ ultrasound data sets are acquired or a sequence of MR (Magnetic Resonance) data sets are acquired. The data is processed to produce a movie of the tissue motion throughout the region of interest.
We will focus in this subsection on the coupled physics experiments in biomechanical imaging that generate a wave front, allowing us to define the arrival time of the wave throughout the tissue. In these experiments, the tissue is initially at rest, and a time dependent pulse is made on the boundary or interior to the tissue, generating both a compression wave and a shear wave. The compression wave travels through the tissue quickly (approximately 1500 m/s) and largely dissipates, while the shear wave moves at approximately 3 m/s. The experiment is designed so that the compression wave has low amplitude. For these two reasons, when a movie of the displacement in the tissue is generated and we observe a wave front, we assume the front is a shear wave front, treating any residual compression wave amplitude as noise.
It is possible to yield a wave front interior to the tissue by generating a mechanical pulse (see [4, 5, 6] ) at the tissue boundary; alternatively, a much more versatile technique is the use of acoustic radiation force induced by a focused ultrasound beam, original paper by Sarvazyan, et. al [7] . In [8, 9, 10] , an ultrasound transducer is used to induce acoustic radiation force impulse pulses in tissue, as well as tracking pulses that are used to image the resulting displacement. In [11, 12, 13, 14] , a sequence of acoustic radiation force pulses creates a line source, and a primarily shear wave propagates away from this line. Data consisting of echographic RF/IQ signals is acquired using an ultrafast ultrasound scanner developed in the laboratory of Mathias Fink, ESPCI, which is able to reach frame rates up to 6000 Hz. This data is then processed using a cross-correlation procedure to make a movie of the displacements.
Once the displacement data has been collected and the movie is created, cross-correlation of time traces of the displacement at grid points, together with optimization, can be used to calculate the arrival time data. An example of this procedure is in [15] , where the steps of the cross-correlation/optimization procedure are as follows: (1) locate a starting point near the source but not any region with exceptionally high noise; (2) determine a reference signal with a spreading parameter, ω, that allows spreading of the reference signal, and a parameter, T , that represents arrival time; (3) find an arrival time and spreading parameter value that gives the best match between the reference signal and the measured time trace at the starting point; (4) find the "best" arrival time and value of ω along a line running through the starting point that is nearly parallel to the wave front; (5) calculate the "best" arrival times and values of ω for each line, moving toward the source; and (6) calculate the "best" arrival times and values of ω for each line, moving away from the source. The optimization procedure is formulated to obtain the "best" arrival times and spreading parameters by penalizing discontinuities in T and ω, as well as to constrain ω to be decreasing (wave spreading) and T to be increasing as the wave propagates away from the source. Using this method, physically realistic constant arrival time curves are obtained [15] . Alternatively, if a single acoustic radiation force pulse is used to induce the propagating wave, algorithms that use time to peak have been used to calculate arrival times [16] .
Once we have the arrival time data at grid points, if it is exact, we can recover the shear wave speed using the Eikonal equation |∇T |ĉ s = 1, whereT is the arrival time of the shear wave, andĉ s is the shear wave speed [17] . One method to recover an approximation toĉ s at grid points is to approximate the spatial gradient of the arrival times using centered differences, which we will call the Direct Algorithm.
Seismic tomography
Seismic tomography is a technique to image the subsurface of the earth using the seismic waves produced by earthquakes or explosions. Seismometers (receivers) are placed on the surface of the earth to measure surface vibrations from seismic activity (sources) and images are generated by solving the following boundary inverse problem: Determine the velocity model of the subsurface that best fits the data recorded by the seismometers. In this subsection we focus on first arrival travel time tomography. Here the first arrival time from each source/receiver pair is calculated from the measured data and the inverse problem is solved using an iterative procedure that consists of the following steps: 1) Discretize the subsurface and prescribe an initial estimate for the wave speed at each node; 2) Solve the forward problem, which is to find the arrival time between each source/receiver pair using the estimated wave speed; 3) Measure the difference between the calculated arrival times and the measured data in some metric (the misfit function); 4) Find the derivative of the misfit function with respect to the wave speed at each node (Fréchet derivative); 5) Update the wave speed at each node in steepest descent fashion. Steps 2 through 5 are repeated until the change in the misfit function is small. There are many ways to solve the forward problem (step 2), but the most common method is to use an Eikonal Solver [18, 19] . We note that there are usually many more sources than receivers, and the locations of the sources may not be known. For these reasons, it is generally more efficient to treat each receiver as a source and generate a travel time table (for every receiver) to every point in the subsurface. If the source locations are unknown they can be found using a grid search [20, 21] . The Fréchet derivative (step 4) has traditionally been calculated by using the results of the forward problem to determine which nodes in the wave speed discretization lie on the ray path from each source receiver pair. This results in a large linear system most commonly solved using LSQR [22] . More recently the Fréchet derivative has been calculated using the adjoint state method [23, 24] . In this paper we investigate the wave speed properties when the arrival time data is available throughout the medium. The statistical analysis of the inverse problem with boundary data is the subject of future work.
The mathematical models that generate the Eikonal equation for the forward problem
Our work will focus on the following problem: given the Eikonal equation mathematical model and given the noisy arrival time, what is the induced noise in the recovered wave speed. Prior to doing this, we discuss the mathematical model that governs the displacement of the propagating wave of the experiment.
We consider three mathematical models for wave propagation: the equations of linear elasticity, the wave equation, and the viscoelastic generalized linear solid model system of equations. The data is often given to us in a plane. We focus then on two-dimensional models using the plane strain elastic and viscoelastic models.
The first model we consider is for an isotropic, linear elastic system:
where ρ is the mass density, σ is the stress tensor, λ is the first Lamé parameter, µ is the shear modulus, and u is the displacement. Using geometric optics, it can be shown that the arrival timeT of the shear wave satisfies the Eikonal equation
If we neglect ∇ · (µ∇u T ) and ∇(λ∇ · u), assuming they are small, we reduce (1) to the system
where u is any component of u. These assumptions of course can introduce error in the geophysics model. It should be noted that these assumptions may introduce error in the tissue imaging example as well; while ∇ · u can be assumed to be small, assuming the tissue is nearly incompressible, we cannot assume λ is small, so ∇(λ∇·u) could be an order one term. For (2), however, the arrival timeT is rigorously defined in [17] , and with this definition,T is shown to be Lipschitz continuous, to satisfy µ/ρ |∇T | = 1, and to be the viscosity solution of this Eikonal equation, see [17] . Note that both of the models described so far are for purely elastic systems, but both tissue and the earth are viscoelastic. So the last model we consider is the viscoelastic integro-differential equation model [26] 
which is the isotropic generalized linear solid model. It is inspired by a mass-spring model with one spring and N Maxwell (spring-dashpot) elements in parallel. Here, u s is the time derivative of the displacement, ρ is the density, λ is the first Lamé parameter, µ 0 is the shear modulus of the single spring element, µ 1 , ..., µ N are the shear moduli for the Maxwell elements, and τ 1 , ..., τ N are the relaxation times for the Maxwell elements. Using geometric optics, it was shown in [25] that the instantaneous response governs the arrival timeT of the shear wave andT satisfies the Eikonal equation, µ/ρ |∇T | = 1, where now µ = n j=0 µ j , the sum of all of the spring constants in the model. Note here that since we are primarily considering the shear wave we have not added an intro-differential term associated with the first Lamé parameter.
A Direct Algorithm for shear wave speed recovery
Using second order centered difference approximations
Consider a two-dimensional plane, {x, y | − ∞ < x, y < ∞}, and suppose we have a line source at x = 0 and t = 0 and in all of our models the coefficients are constant. In the plane strain models we assume that the direction of the line source force is parallel to the line x = 0. The shear wave, the wave of interest, propagates away from the line source in the positive x direction with constant speedĉ s = µ/ρ. The true arrival time of the wave frontT (x, y) on a grid (x i , y j ) = (ih, jh), i = 0, ...I, j = 0..., J, for some grid spacing h > 0, satisfieŝ
We will refer toT as the true arrival time. The data in many applications is noisy due perhaps to the recording instruments, the arrival time recovery algorithm, or possibly due to modeling error. In this initial result in our study of the effect of noise in the arrival time on the recovered shear wave, we assume that the noise in the arrival time is Gaussian so that the noisy arrival times on the grid points can be represented by
where R i,j are i.i.d. Gaussian random variables with mean 0 and variance σ 2 . For the Direct Algorithm, we use second order finite difference quotients to approximate the shear wave speed at (x i , y j ), call this C i,j
with
Our goal is to determine the probability density function (pdf) of the recovered shear wave speed, C i,j s . To do this, we first represent |∇T | i,j in terms of the noise variables R i,j and the true arrival timesT i,j using (5). Let the normal (Gaussian) pdf and cumulative distribution function (cdf) be defined as
where µ is the mean of the distribution and σ 2 is the variance. Then
where U i,j and V i,j have the following normal pdfs, respectively:
. In the case of homogeneous media, which we are assuming here, we may simplifyμ i to 1/ĉ s . While U i,j and V i,j are normally distributed, C i,j s is not, due to the nonlinear relation between C i,j s and both U i,j and V i,j . The denominator of (6), |∇T | i,j , is Rician distributed [27] , with pdf
where I 0 is a modified Bessel function of the first kind:
The recovered shear wave speed C i,j s then has an inverse Rician distribution. The derivation and properties of the inverse Rician distribution are discussed in detail in the appendix. Thus the pdf and cdf of C i,j s can be found to be the following, respectively:
where Q 1 is a Marcum Q-function,
The variance of an inverse Rician distributed random variable is infinite, but the mean of C i,j s can be found to be
There are several properties to observe about the pdf of the recovered shear wave speed: (1) f C i,j s has a defined limit, f C i,j s c;ĉ s ,σ 2 → 0 as c → 0; (2) the exponential term and the modified Bessel function term approach finite non-zero limits as c → ∞; (3) the pdf has a "heavy tail" consistent with infinite variance; (4) whenσ is small, the tail diminishes and the graph for the pdf appears to be approximately normal; and (5) the mean µ C i,j s is bounded below by the true shear wave speed,ĉ s , whenσĉ s ≥ π/2. This last property follows from the integral representation of the modified Bessel function [28] ,
In figure 1, we plot f C i,j s with h = 1 and fixed true shear wave speedĉ s , which is constant throughout the medium. We vary values of σ, the standard deviation of the noisy arrival times, demonstrating that for small variance, σ 2 , the inverse Rician distribution looks visually like a normal distribution. Table 1 gives a quantifiable comparison between the inverse Rician pdf of our recovered shear wave speed, and the Gaussian distribution with meanĉ s and variancẽ σ 2ĉ4 s , truncated to (0, ∞). We utilize the Kantorovich metric [29] , which defines the distance between probability measures α and β with cdfs F (z) and G (z), respectively, to be
The noise distribution in a shear wave speed image computed using arrival times 7 to show that the difference between the distributions decreases as σ decreases. Additionally, we can see in figure 2 that the Gaussian curve is a better match for the inverse Rician pdf with the smaller σ value. In section 5, we will show that any inverse Rician distribution, while having infinite variance, will approach a Gaussian distribution as the scale parameter approaches zero.
Using averaging window centered difference approximations
The plots in figure 1 suggest that preprocessing the arrival time data to decrease the variance may be desirable. Accordingly, as an alternative to second order centered differences, we can use averaging windows (shown in figure 3 ) to approximate the gradient of T at (x i , y j ). [1] The parameter s determines the width of each centered difference calculation, while r 1 and r 2 determine the width of each averaging box in the y-and x-directions, The noise distribution in a shear wave speed image computed using arrival times 8 Table 1 . For varying values of σ (in ms), with fixedĉs = 3 mm/ms and h = 1 mm, the Kantorovich metric is computed, comparing the pdf of the recovered shear wave speed given in (7) to a Gaussian distribution centered at the true shear wave speed with variance σ 2ĉ4 s /(2h 2 ). The decrease in the Kantorovich metric as σ decreases indicates that the inverse Rician distributed recovered wave speed may be approximated by a Gaussian distribution for small σ values. respectively. We restrict s/2 > min(r 1 , r 2 ) and s > max(r 1 , r 2 ) to prevent correlation errors as a result of overlaps in the averaging windows. 
whereŨi,j andṼi,j have the following normal pdfs, respectively:
i+m+s −Ti+m−s 2sh (2r1 + 1) (2r2 + 1) ,
It should be noted thatμi can be simplified for homogeneous media by applying (4): Thus, in the homogeneous case, the averaging does not affect the mean of the distribution. However the variance can be significantly reduced by choosing the window sizes carefully. As shown in Section 4.1, the denominator |T |i,j is Rician distributed; the recovered shear wave speed C i,j s = 1/ |T | i,j is an inverse Rician random variable. Again using the results for inverse Rician random variables discussed in the appendix, the mean of
s and the variance is infinite.
We can conclude that the use of averaging windows when discretizing the derivative has not improved the variance of C i,j s ; it is still infinite. However, we show in section 5 that for small values ofσ (large averaging window sizes and/or small σ/h), the pdf of C i,j s does approach a normal distribution, where our measure of this will be the Kantorovich metric.
Comparison with the one-dimensional spatial case
If we consider the analogous case where u has one component, the wave travels through a one-dimensional homogeneous media [0, xI ], and our true wave arrival times,T (x), will satisfy |Tx| = 1/ĉs andT (0) = 0. Our grid now consists of spatial points xi = ih, i = 0, ..., I, with uniform grid spacing h. The true arrival time at xi iŝ T (xi) =Ti = ih/ĉs and our noisy arrival times are defined as 
The pdf of the noisy recovered shear wave speed can be obtained through a change of variables.
This pdf shares several similarities to the pdf of the recovered shear wave speed in two dimensions found in (7): (1) 
Approximating the inverse Rician distribution by a Gaussian distribution
Here we return to the two-dimensional case. We establish our result again using the notation in the appendix which is standard for the inverse Rician distribution. We remind the reader that for our application with a homogeneous medium, ν = 1/ĉs and γ =σ (or γ =σ if an averaging window is used). For small values of the scale parameter γ, and fixed values of ν, the inverse Rician distribution approaches a Gaussian distribution. This is shown below in Theorem 1 using the Kantorovich metric, as defined in (10) . To apply this metric, we first need to establish the following lemma. , where x > 0. Assume also that ν > 0 is fixed. Then
Proof. In the case when z = 1/ν, we have
Using the identity for the Marcum Q-function of identical arguments [27] , the cdf becomes
as γ → 0. Similarly, we see GX (1/ν; ν, γ 2 ) → 1/2 through change of variables:
As γ → 0, the numerator approaches 1/2, and our normalization term becomes one. Next, consider FY (z; ν, γ 2 ) when z ∈ (0, ν −1 − ε), where 0 < ε < 1/ν.
Change of variables yields
Using the bound from (9), our inequality becomes
which goes to zero as γ → 0. Now we inspect GX (z; ν, γ 2 ) in the same region, z ∈ (0, ν −1 −ε). 
which goes to zero as γ → 0. Since (12) and (13) are true for all 0 < ε < 1/ν, the first line of (11) is established.
The next interval we consider is z ∈ (1/ν, ∞). Proof. The limit follows from Lebesgue's Dominated Convergence Theorem and Lemma 1.
Conclusion
We have established that when the arrival time is known throughout a one-or two-dimensional medium and the arrival time has Gaussian noise, then the shear wave, as defined by the Eikonal equation, has a noise distribution with infinite variance. In two dimensions we establish, using the Kantorovich metric, that as the variance of the noise distribution for the arrival time goes to zero, the noise distribution for the shear wave speed approaches a normal distribution with meanĉs, the true wave speed, and also a variance that approaches zero.
