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ABSTRACT: The dynamics of the graphene−catalyst interaction during
chemical vapor deposition are investigated using in situ, time- and depth-
resolved X-ray photoelectron spectroscopy, and complementary grand
canonical Monte Carlo simulations coupled to a tight-binding model. We
thereby reveal the interdependency of the distribution of carbon close to the
catalyst surface and the strength of the graphene−catalyst interaction. The
strong interaction of epitaxial graphene with Ni(111) causes a depletion of
dissolved carbon close to the catalyst surface, which prevents additional layer
formation leading to a self-limiting graphene growth behavior for low exposure
pressures (10−6−10−3 mbar). A further hydrocarbon pressure increase (to
∼10−1 mbar) leads to weakening of the graphene−Ni(111) interaction accompanied by additional graphene layer formation,
mediated by an increased concentration of near-surface dissolved carbon. We show that growth of more weakly adhered, rotated
graphene on Ni(111) is linked to an initially higher level of near-surface carbon compared to the case of epitaxial graphene
growth. The key implications of these results for graphene growth control and their relevance to carbon nanotube growth are
highlighted in the context of existing literature.
■ INTRODUCTION
Catalytic techniques for producing graphene and carbon
nanotubes (CNTs), particularly those based on chemical
vapor deposition (CVD), are widely seen as most promising
for achieving the requisite level of control over material
structure and quality that is demanded by applications.1,2 Key
to growth control is a detailed understanding of the role of the
catalyst, which however remains incomplete due the wide
parameter space, and more speciﬁcally for CNT CVD, the
complexity of nanoparticulate catalysts.3 There has been a great
deal of recent progress in studying catalyst interactions for
growing graphene on planar surfaces.4−8 Such systems have
model character in terms of catalytic CVD of all other carbon
nanostructures inasmuch as ﬂat, well-deﬁned catalyst surfaces
have been used for decades in surface science as model systems
for nanoparticulate catalysts typically used in industrial
heterogeneous catalysis.3,9
Recent literature on graphene CVD has focused on the
control of nucleation density10−13 and epitaxial6,14,15 or
pseudoepitaxial16,17 relationships that can exist between speciﬁc
catalyst surfaces and the growing graphene. It is important to
note that crucial to CVD growth control is the graphene−
catalyst interaction at elevated temperatures during precursor
exposure. Under these reaction conditions the physical and
chemical state of the catalyst surface is highly dynamic, driven
by process conditions and catalyst exposure history,6,7,18,19 and
hence the graphene−catalyst interaction can be equally
dynamic. Graphene on Ni(111) oﬀers a particularly suitable
model system for both theoretical and experimental inves-
tigation of the graphene−catalyst interaction during CVD.
Given the 1 × 1 epitaxial match between graphene and Ni(111)
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and the associated strong interaction,5,14,20 recent literature
highlights a surprisingly wide range of process-dependent
graphene growth mechanisms on Ni(111),6,21,22 some of which
actually result in rotated graphene domains, indicative of a
weaker catalyst interaction.6,23 There remain signiﬁcant
disparities in the literature between the growth on thick single
crystalline Ni(111) substrates under UHV conditions where
monolayer graphene is commonly achieved,6,14,24 and growth
on polycrystalline, thin Ni ﬁlms where the formation of few-
layer graphene is typically reported.25−27 Since the growth of a
second or further graphene layers occurs at the interface
between the catalyst and the existing graphene,28,29 layer
control is directly linked to the graphene−catalyst interaction,
and this further highlights the need for understanding the
variations in strength of this interaction.
Here we use in situ, time- and depth-resolved X-ray
photoelectron spectroscopy (XPS)30 and grand canonical
Monte Carlo (GCMC) simulations coupled to a tight-binding
(TB) model31 to probe and rationalize the process-dependent
nature of the graphene−catalyst interaction and how this relates
to CVD growth control. We focus on Ni(111) as a model
catalyst surface and probe in operando a wide range of
hydrocarbon exposure pressures (10−6−10−1 mbar) as typically
used in industrial CVD reactors. Our data reveal an
interdependency between the carbon distribution close to the
catalyst surface and the strength of the graphene−Ni
interaction. Epitaxial graphene formation on Ni(111) leads to
a depletion of carbon close to the Ni surface. This prevents the
nucleation of further graphene layers and leads to a self-limiting
graphene growth behavior at low exposure pressures (10−6−
10−3 mbar). A further hydrocarbon pressure increase (to ∼10−1
mbar) leads to weakening of the graphene−Ni(111) interaction
accompanied by additional graphene layer formation, mediated
by an increased concentration of near-surface dissolved carbon.
We show that growth of more weakly adhered, rotated
graphene on Ni(111) is linked to an initially higher
concentration of near-surface carbon. This allows us to
consistently explain previous graphene CVD results in the
literature. We further discuss the key implications for graphene
growth control as well as the relevance of these results to CNT
CVD.
■ RESULTS
Graphene Formation and Stability. We experimentally
investigate graphene formation and stability on 40 nm thick
Ni(111) ﬁlms supported on monocrystalline sapphire(0001)
substrates (see Figure 1 and Methods). Reﬂection high-energy
electron diﬀraction (RHEED) conﬁrms the uniform surface
orientation of the catalyst (Figure 1). The samples are exposed
to C2H4 (10
−6−10−1 mbar) at 400 °C, following a pre-
annealing step typically performed at 400 °C in H2 (1 mbar)
(see Methods). We emphasize that graphene growth occurs at
temperature during the hydrocarbon exposure, and precip-
itation on cooling is negligible, as expected for the catalyst
thickness and growth temperature used.10,27,32 The epitaxial
relationship between the sapphire(0001) and Ni(111) averts
the dewetting normally expected for such thin catalyst ﬁlms,
even following graphene growth, as conﬁrmed by atomic force
microscopy (AFM) measurements which reveal a low rms
roughness of only ∼0.7 nm. We focus here on relatively thin Ni
ﬁlms, which allow the level of dissolved carbon throughout the
catalyst to be increased more readily during hydrocarbon
exposure than is possible with thicker Ni.
To help rationalize our experimental ﬁndings, we also
perform GCMC simulations of graphene formation and
stability on Ni(111) slabs for diﬀerent temperatures (800−
1200 K) and carbon chemical potentials (μC = −7.5 to −5.0
eV/atom) (see Methods). μC is thereby referenced to a
ﬁctitious, ideal, monatomic gas and thus has values of similar
order to the cohesive energies of the various carbon phases
(e.g., −7.41 eV/atom for a graphene layer in our model). We
note that for these simulations, increases in μC correspond
qualitatively to experimental increases in hydrocarbon exposure
pressure. Additionally, given the melting temperature obtained
for pure bulk Ni is ∼15% higher than the experimental value,33
the temperatures imposed in our simulations of 800−1200 K
should be rescaled accordingly and thus correspond to ∼400−
750 °C experimentally.
Figure 2A−D shows in situ, time-resolved XP C1s core level
spectra measured on the Ni(111) surfaces during C2H4 (10
−6
mbar) exposure at ∼400 °C (see Methods). In this context,
time-resolved refers to scan times of tens of seconds, while the
observed growth evolution proceeds over hours. We assign four
principal components, which have been systematically reﬁned
on the basis of extensive CNT19,34,35 and graphene7,10,13,27
growth experiments and previous literature:36−40 CA (283.2 eV)
relates to carbon bonded at Ni surface sites, CDis (283.8 eV) to
interstitial carbon dissolved in the Ni lattice,10 CGr (284.4 eV)
to relatively weakly interacting graphene layers (including
rotated graphene, additional graphene layers, or graphene
decoupled from the Ni surface),6,23 and CB (284.8 eV) to
strongly interacting epitaxial graphene on Ni(111).6 We thus
deﬁne the strength of the graphene−catalyst interaction on the
basis of this shift in binding energy between CGr and CB.
On exposure of the clean Ni surface (Figure 2A) to C2H4
(10−6 mbar), we observe the same C1s peak evolution as we
previously reported for the growth on thick (∼1 mm) Ni(111)
single crystals under similar growth conditions.6 The CA peak
emerges ∼1 min after hydrocarbon introduction, gradually
growing in intensity over ∼10 min (Figure 2B), and for these
conditions is assigned to a structural surface carbide, Ni2C.
6 A
small contribution from a species at lower binding energy
(∼282.9 eV) is also observed, which may reﬂect carbon in a
diﬀerent bonding environment at the Ni surface. As the C2H4
Figure 1. Schematic outlining the general growth scenario of graphene
formation on 40 nm thick Ni(111) supported on sapphire(0001)
during C2H4 exposure. RHEED patterns acquired from the Ni(111)
surface, with azimuthal angles of ϕi = 0° (corresponding to the Ni
[-121] azimuth) and ϕi = 30° (corresponding to the Ni [011]
azimuth) with similar patterns observed at the ϕi = 60° and ϕi = 90°
respectively. The incident electron energy is 18.5 keV, and the angle of
incidence is 3° relative to the surface.
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exposure continues, the CB peak emerges (Figure 2C) and
grows in intensity at the expense of the CA peak and eventually
becomes dominant (Figure 2D). A weak CGr peak is also
present but remains a minority component throughout. The
observed growth mode is thus the formation of epitaxial
monolayer graphene via the transformation of Ni2C.
6 The CDis
peak also remains rather weak, as expected in light of the low
solubility of carbon in Ni at this temperature.32 The XP
spectrum changes little during further exposure, indicating the
stability of this epitaxial graphene monolayer under these
conditions.
Figure 2E−G shows the eﬀect on the as-formed graphene
sample of stepwise increases in the C2H4 exposure pressure
from 10−6 to 10−1 mbar. We note that increasing exposure
pressures correspond to an increased carbon supply to the
catalyst surface fed through defects in the as-formed
graphene,41−44 which may include atom vacancies, substitu-
tional catalyst atoms,6 Stone−Wales-like defects,45 and line46/
grain-boundary defects. Up to 10−3 mbar, there is a slight
decrease in total XP signal related to increasing scattering of the
photoelectrons by gas molecules, however the relative
intensities of the spectral components remain constant (Figure
2E). We thus conﬁrm no signiﬁcant change in the epitaxial
graphene despite an increase in the feedstock pressure by 3
orders of magnitude, demonstrating that epitaxial monolayer
graphene is stable across a broad pressure window.
On increasing the exposure pressure further to 10−1 mbar,
the XP signal decreases signiﬁcantly as the scattering of the
photoelectrons becomes more severe.30 Most importantly,
however, a signiﬁcant shift in the majority peak from CB toward
CGr occurs as the exposure proceeds (Figure 2 F,G). A notable
increase in the intensity of the CDis peak is also simultaneously
observed, reﬂecting an increase in the quantity of interstitial
carbon dissolved in the Ni lattice close to the surface.10 On
removal of the C2H4 (10
−1 mbar) and subsequent pumping to
<10−7 mbar (Figure 2H), the XP signal intensity is recovered,
but the shift toward the CGr is retained, conﬁrming that it is not
simply an artifact of the relatively high-pressure gas environ-
ment. We also observe no such shift following exposure of
epitaxial graphene on Ni(111) to atmospheric conditions and
thus exclude the possibility of this shift being simply related to
gas pressure. Therefore, we attribute the enduring shift to a
weakening of the epitaxial graphene−Ni(111) interaction. We
note similar shifts associated with weakening of the graphene−
catalyst interaction are observed during post-growth annealing
of graphene−Ni stacks with Au(1 nm) evaporated on top (not
shown) due to Au intercalation,10,47 and on exposure of
graphene grown on Cu to atmosphere where oxygen
intercalates between the graphene and Cu surface.7
Comparison of the absolute spectral intensities before
(Figure 2D) and after (Figure 2H) the higher pressure
exposure highlights that the extent of the increase in CGr
peak intensity (∼1.6×) is not fully accounted for by the
depletion of CB. This indicates that the weakening of the
epitaxial graphene−Ni interaction is also accompanied by the
formation of additional graphene layers as schematically
indicated in Figure 2. As well as a supply of carbon, the
formation of such additional layers requires direct contact with
the catalyst.41,48,49 Therefore, the weakening of the interaction
between the ﬁrst graphene layer and the catalyst enables the
nucleation and insertion of additional layers between them. A
modest shift (0.1−0.2 eV) in the CGr peak position toward a
lower binding energy is also observed, which may reﬂect the
even weaker interaction with the catalyst of these additional
graphene layers or the graphene layers above them, relative to
the small amount of rotated graphene initially present.
Figure 3 shows adsorption isotherms for carbon on Ni(111)
at temperatures of 800, 1000, and 1200 K, summarizing the
outcomes of GCMC simulations across diﬀerent values of μC.
The shapes of the isotherms are broadly similar for diﬀerent
temperatures, but with the positions of the salient points
occurring at diﬀerent values of μC. For low values of μC, no
carbon is stable on the catalyst surface and is thus only
incorporated within the catalyst as dissolved carbon. As μC is
increased, carbon becomes stable at the Ni(111) surface, and
distinct plateaus in carbon coverage can be seen which
correspond to the formation of a complete epitaxial graphene
monolayer on top of the Ni(111). At higher μC, the number of
Figure 2. Time-resolved in situ XPS C1s core level spectra for
Ni(111) (40 nm) [preannealed at 400 °C in H2 (1 mbar)] during
C2H4 exposure at 400 °C, collected at photon energies of 425 eV
(λescape ≈ 7 Å). Spectra are shown prior to (A) and during an initial
growth exposure [C2H4 (10
−6 mbar)] after 10 min (B), 30 min (C),
and 135 min (D). Salient spectra acquired for subsequent stepwise
increases in pressure [10−5, 10−3, and 10−1 mbar, each for ∼15 min
length] are shown during the 10−3 mbar exposure (E), the 10−1
exposure (F, G measured 2, 5 min respectively from the start of the
pressure increase), and following subsequent removal of the C2H4
atmosphere (H). The spectra are normalized to have the same
maximum intensities and are therfore scaled by ∼5 (A−C), ∼1.5 (D),
∼2 (E), ∼2.5 (F), and ∼8.5 (G). Times signatures are relative to when
the pressure started to be increased to the target value, we note that
for panel F the target pressure has not yet been reached.
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stable carbon atoms outside the Ni slab shows a sharp increase
(see 1200 K isotherm), with no further plateaus observed.
This is in strong qualitative agreement with our experimental
XPS ﬁndings, revealing that monolayer coverage is stable across
a range of carbon chemical potentials/exposure pressures and
the incorporation of additional carbon into the catalyst does
not immediately lead to formation of additional graphene
layers, i.e., formation of an epitaxial graphene monolayer on
Ni(111) is self-limited in a certain regime. Assuming an ideal
behavior of the gas phase, the plateau widths (0.5−1.0 eV)
match well with the 3 orders of magnitude range of
experimental feedstock pressures over which monolayer
graphene is found to be stable. Indeed, given Δμ = kBT
ln(P1/P2), a 3 orders of magnitude pressure range corresponds
to a plateau width of ∼0.59 eV at 1000 K. We attribute this
stability of monolayer graphene to the strong interaction
between the graphene and Ni, which suppresses additional layer
formation. We also highlight the similarity to the monolayer
phase stability across a reasonably broad temperature range,
observed by Eizenberg et al. during carbon precipitation
experiments with much thicker Ni(111) samples that were
equilibrated over long time scales (i.e., weeks).50
Near-Surface Carbon Distribution. Figure 4 shows depth
resolved Ni2p3/2 core level spectra (see Methods) for the
graphene covered Ni(111) sample following the formation of
monolayer epitaxial graphene, during continuing C2H4
exposure at the growth temperature. Depth resolution is
achieved by varying the incident X-ray energy, Ephoton, which
leads to an increase in the kinetic energy of photoelectrons and
a corresponding increase in their mean escape depth, λescape.
Two major spectral components are present in all the spectra,
NiM (∼852.6 eV) and NiDis (∼853.0 eV), which correspond to
metallic Ni and an interstitial solid solution of carbon in Ni,
respectively.10,27 Comparison of the spectra acquired with
increasing Ephoton (Figure 4A−D) reveals that the relative
intensity of the dissolved carbon species (NiDis) is lowest for
the most surface sensitive spectrum (Figure 4A) and increases
signiﬁcantly in intensity for the more depth sensitive spectra
(see Figure 4D). This indicates that there is a depletion of the
dissolved carbon content close to the graphene covered
Ni(111) surface compared to that deeper within the sample.
Videos 1−4 (see Supporting Information) show top and side
views of the atomic conﬁgurations of a Ni(111) slab during
GCMC simulations performed at 1000 K with μC of −6.75,
−6.55, −6.00, and −5.50 eV/atom, respectively, starting from a
graphene nucleus of two adjacent hexagonal rings lying ﬂat on
the surface. This starting point improves the convergence of the
calculations by overcoming the graphene nucleation barrier
which, given the limited slab size, can be diﬃcult to access
through MC simulations. The values of μC at which graphene
forms are thereby slightly lowered compared to Figure 3. Video
3 (see Supporting Information) exempliﬁes the monolayer
graphene formation achieved for a certain range of μC (see
Figure S1 of the Supporting Information for selected frames).
We ﬁrst observe the formation of linear carbon chains attached
to the graphene nucleus and bound to the Ni surface. As
growth continues, these mobile chains incorporate further C
atoms, and additional graphene rings are thus added to the
nucleus. Eventually nearly the whole Ni(111) surface is covered
with a graphene monolayer that is in registry with the
underlying Ni.
Figure 5 shows the ﬁnal equilibrium conﬁgurations obtained,
corresponding to Videos 1−4 (see Supporting Information).
For ease of discussion, we deﬁne subsurface (1) and
subsubsurface (2) interstitial sites as those located respectively
between the ﬁrst and second; and the second and third Ni(111)
Figure 3. Adsorption isotherms for C on Ni(111) calculated on the
basis of GCMC simulations performed for diﬀerent C chemical
potentials at 800 K (black), 1000 K (red), and 1200 K (green). These
calculations were performed starting from a bare Ni surface without
any graphene nucleus.
Figure 4. Depth-resolved in situ XPS Ni2p3/2 core level lines for the
Ni(111) (40 nm) during C2H4 exposure (10
−6 mbar), measured
directly after the C1s spectra of Figure 2D [i.e. ∼135 min exposure]
collected at photon energies, Ephoton, of 1010 (A), 1150 (B), 1300 (C),
and 1450 eV (D) [respective λescape ≈ 7, 9, 10, and 11 Å].
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planes from the surface, both of which provide a full octahedral
environment (see Figure 6). At μC = −6.75 eV/atom (Figure
5A−C, Video 1, see Supporting Information), no graphene is
formed, and only a ring consisting of 10 C atoms is present at
the Ni(111) surface. Dissolved carbon is distributed throughout
the thickness of the slab, located at interstitial sites. With μC =
−6.55 eV/atom (Figure 5D−F, Video 2, see Supporting
Information), partial coverage of the surface with graphene is
achieved. The total number of C atoms dissolved within the Ni
lattice is increased, however its distribution is notably altered
with the proportion of C atoms in subsurface sites signiﬁcantly
reduced, compared to the distribution throughout the rest of
the slab. The top view further reveals that dissolved carbon only
occupies subsurface sites that are not directly below the
graphene layer. A further increase of μC to −6.00 eV/atom
(Figure 5G−I, Video 3, see Supporting Information) leads to
complete coverage of the Ni(111) surface with monolayer
graphene. Interestingly, no C atoms are present in subsurface
sites, while carbon remains distributed throughout the rest of
the catalyst. This is qualitatively consistent with our XPS
observations of a depletion of dissolved carbon content close to
the graphene covered Ni(111) surface, but more speciﬁcally
highlights that the presence of monolayer graphene at the Ni
surface results in the depletion of carbon in the subsurface sites
below. For a higher μC of −5.75 eV/atom (Figure 5J−L, Video
4, see Supporting Information), complete monolayer graphene
coverage is again achieved at the Ni(111) surface. Subsurface
sites are still depleted of carbon relative to the bulk of the Ni
slab, however there are now a few C atoms present. This is
attributed to the increase in the quantity of dissolved C atoms
with increasing μC, which cannot all be accommodated in the
bulk.
The graphene-induced depletion of subsurface carbon is
somewhat surprising, given that bare Ni(111) interstitial sites
close to the catalyst surface are expected to be more favorable
for carbon incorporation than bulk sites, as the Ni lattice is able
to accommodate larger local relaxations. Indeed, the typical
Ni−C bond length is ∼2.0 Å, whereas the available distance in
fcc octahedral sites is a/2 = 1.76 Å.51 Static TB calculations (see
Methods) of the energy diﬀerence between a C atom
occupying a subsurface and a subsubsurface site (ΔE1−2) in
the Ni(111) slab indicate that without graphene the subsurface
position is most stable (ΔE1−2 = −0.9 eV), while with an
epitaxial graphene layer the subsubsurface position is preferred
(ΔE1−2 = +0.8 eV), corroborating the results of our in situ XPS
experiments and GCMC simulations. It is important to note at
this point that our TB model overestimates graphene adhesion
energy as −0.36 eV/atom C compared to ab initio values of
−0.01 to −0.05 eV/atom C.52 Therefore, to further validate our
TB results and conﬁrm the transferability of our potential, we
perform similar calculations using density functional theory
(DFT) formalism at diﬀerent graphene−Ni distances, which
correspond to diﬀerent adhesion energies, as shown in Figure 6.
While subsurface sites are found to be more stable when the
Figure 5. Top views (A, D, G, J), side views (B, E, H, K), and depth proﬁles (C, F, I, L) of the equilibrium structures obtained from GCMC
simulations performed at 1000 K for diﬀerent C chemical potentials, [μC = −6.75 (A−C), −6.55 (D−F), −6.00 (G−I), and −5.50 (J−L) eV/atom].
A 10 atom (2 adjacent hexagons) cluster lying ﬂat on the Ni surface was included as a nucleus, resulting in lower chemical potential values required
to grow graphene, as compared to Figure 3. The top and side views show Ni atoms in orange and C atoms in black, except those C atoms in
subsurface sites, which are green. The depth proﬁles show the Ni density as an orange line and the C density as a black line.
Figure 6. Side view of the epitaxial graphene covered Ni(111) slab
with the positions of subsurface (1) and subsubsurface (2) interstitial
sites indicated. DFT calculated carbon dissolution energies (ΔE1−2)
for diﬀerent separations between the epitaxial graphene and Ni(111)
surface (d) are tabulated.
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graphene is further from the Ni(111) surface (i.e., more weakly
interacting), as the graphene layer is brought into closer
proximity (i.e., more strongly interacting) there is a change in
the sign of ΔE1−2 indicating that subsurface carbon becomes
less stable and that dissolution of carbon into the catalyst bulk
is preferred.
To investigate this further, we consider an epitaxial graphene
covered Ni slab containing one C atom in either a subsurface or
subsubsurface position. In both cases, the distance between the
epitaxial graphene layer and the Ni(111) surface following
relaxation is ∼2 Å, which corresponds well with experimental
and theoretical values typically reported in literature.5,14,23 With
a C atom occupying a subsubsurface position, the total energies
of the six surrounding Ni atoms are very similar, lying between
−4.71 and −4.68 eV/atom. In contrast, with a C atom
occupying a subsurface position the three adjacent Ni atoms
closest to the graphene layer are destabilized, with an energy
loss of ∼0.23 eV/atom. This eﬀect can be understood in terms
of the charge transfer from sp states of C toward d states of Ni
(See Supporting Information). In the case of carbon occupying
a subsubsurface position, the charge transfer is ∼0.30 electrons.
For the subsurface position, the diﬀerent carbon environments
of the three surface Ni atoms due to the presence of graphene
lead to an increase in the charge transfer to ∼0.75 electrons,
which ﬁlls the antibonding states and therefore reduces the
stability of the subsurface position.
Additional Layer Formation. We now consider in more
detail the role of dissolved carbon in weakening the graphene
interaction with the Ni surface. Figure 7 shows the graphene
adhesion energies and resulting dissolved carbon distribution
resulting from GCMC simulations in which C atoms are
incrementally added to a Ni(111) slab covered with an existing
epitaxial graphene monolayer. This shows that there is a
decrease in the graphene adhesion energy with increasing
carbon concentration within the Ni slab. Such a modiﬁcation in
the presence of C atoms has also been observed by Kozlov et al.
using DFT calculations.5 This is in close agreement with our
experimental observations of the weakening of the epitaxial
graphene−Ni(111) interaction for high hydrocarbon exposure
pressures, i.e., increased carbon incorporation into the Ni.
Interestingly, in spite of this reduced graphene−catalyst
interaction, the subsurface remains depleted of carbon relative
to the subsubsurface (see Figure 7). This therefore indicates
that although dissolved carbon leads to the reduced graphene−
catalyst interaction, the extent of this reduction does not result
in a complete return to the carbon distribution expected if no
graphene were present. Similarly, for polycrystalline Ni ﬁlms
covered with predominantly nonepitaxial graphene, where the
graphene−catalyst interaction is weaker than for epitaxial
graphene, subsurface carbon depletion is still experimentally
observed.10,27
Further calculations of the graphene adhesion energy, but for
cases where carbon atoms are either inserted exclusively at
subsurface sites or exclusively at subsubsurface sites, reveal that
the occupation of either type of site results in a reduction in the
graphene adhesion energy (see Supporting Information). The
reduction associated with carbon in subsurface sites is however
∼4 times greater than for a similar occupation of subsubsurface
sites. Our GCMC simulations indicate however that for a broad
range of carbon concentrations within the Ni, there are around
10 times more carbon atoms in subsubsurface sites than
subsurface sites (see Figure 7). Thus, while occupation of both
subsurface and subsubsurface sites contributes to the observed
reduction in adhesion energy, we conclude that the carbon
atoms in subsubsurface sites are for the most part responsible.
Rotated Graphene Formation. Figure 8 shows in situ,
time-resolved XP C1s core level spectra growth under similar
conditions as shown in Figure 2, but on a Ni(111) (40 nm) ﬁlm
already well ﬁlled with carbon prior to growth. This resulted
from an apparently higher level of adventitious carbon present
in the as loaded sample, meaning that preannealing at a higher
temperature of 600 °C, rather than the typical 400 °C, was
necessary to achieve a surface free of detectable carbon species
in the C1s XP spectrum. However, on cooling to the growth
temperature of 400 °C, a CA peak emerges indicating the
formation of regions of the structural surface carbide Ni2C by
precipitation on cooling (Figure 8A). Therefore, from the start
of the growth process there is a CA peak present that does not
noticeably increase in intensity on C2H4 (10
−5 mbar) exposure.
Some time after the introduction of C2H4, CB and CGr peaks
emerge apparently simultaneously and grow in intensity with
continuing exposure (Figure 8B−F). The species have similar
intensities initially, however CGr becomes the stronger
component as growth proceeds. As the CB peak grows the
CA peak is depleted, which for these conditions corresponds to
a growth mode in which Ni2C is transformed into epitaxial
graphene.6 The simultaneous growth in the CGr peak intensity
indicates the concurrent formation of rotated graphene, which
we have previously shown to occur without the direct
involvement of Ni2C.
6 Again, as growth proceeds, there is a
modest shift (0.1−0.2 eV) in the CGr peak position toward a
lower binding energy, which may reﬂect formation of additional
Figure 7. Side views of arrangement obtained from GCMC simulations in which C was incrementally added to an epitaxial graphene covered
Ni(111) slab to give diﬀerent carbon concentrations (0, 5, 10, and 15%). The corresponding values of the subsurface and subsubsurface site
occupation and calculated adhesion energies of the epitaxial graphene layer are tabulated.
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layers or further weakening of interaction of the rotated
graphene with the catalyst.
We thus observe a signiﬁcant shift in the graphene growth
mode from almost exclusively epitaxial graphene formation by
Ni2C transformation on clean Ni(111) to a mixed mode, where,
in addition, rotated graphene is formed by a Ni2C-free route
when more carbon is present in the catalyst prior to growth.
This is attributed to the initially higher carbon content near the
surface of the Ni ﬁlm, leading to formation of more weakly
adhered graphene and consequently a loss of epitaxy. Dissolved
carbon thus is not only implicated in weakening the interaction
of already formed epitaxial graphene layers with the catalyst but
also in aﬀecting the interaction, and thus epitaxy of the
graphene as it forms.
■ DISCUSSION
Our experimental and theoretical data reveal the following
consistent model for the coevolution of the graphene−catalyst
interaction and carbon distribution within the catalyst during
graphene growth (see Figure 9). Prior to graphene formation
on Ni(111), the incorporation of carbon into subsurface
interstitial sites is preferred relative to subsubsurface sites or
those deeper within the catalyst bulk (Case 1, Figure 9).
However, following the growth of epitaxial graphene, the strong
interaction between the graphene and Ni(111) surface leads to
the subsurface being depleted of dissolved carbon relative to the
subsubsurface (Case 2, Figure 9). The epitaxial monolayer
graphene remains stable across a broad pressure range, which is
again related to the strong interaction between an epitaxial
monolayer and the Ni(111) surface. On exposure to relatively
high hydrocarbon exposure pressures the graphene−catalyst
interaction can be weakened (Case 3, Figure 9), allowing the
formation of additional graphene layers at the graphene−
catalyst interface (Case 4, Figure 9). This reduction in
graphene−catalyst interaction is attributed to the accumulation
of dissolved carbon within the Ni catalyst. Throughout this
process, the subsurface sites remain depleted of carbon relative
to subsubsurface sites, meaning that C atoms occupying the
latter are mainly responsible for the observed reduction in
adhesion energy. The presence of dissolved carbon in the
catalyst not only aﬀects the interaction of existing graphene
layers with the catalyst, but an elevated initial carbon content
may also lead to rotated graphene formation.
Using this understanding of the underlying mechanism we
are able to rationalize a number of typically reported growth
outcomes across literature, and provide insights to guide future
growth approaches. While predominantly epitaxial graphene is
formed during growth on initially clean Ni(111) (See Figure 2),
our results indicate that for a sample with a higher initial
dissolved carbon content, the formation of signiﬁcant amounts
of rotated graphene is observed (See Figure 8). Across
literature, the conditions where rotated graphene is more
readily formed are also those under which Ni is expected to
contain higher absolute concentrations of dissolved carbon.
This includes CVD at higher growth temperatures,6,15 where
the solubility of carbon in Ni is increased,32 as well as growth
from Ni atop solid carbon sources,13,21 and where carbon must
diﬀuse through the catalyst to the Ni surface. Indeed, the
diﬃculty in controlling the initial level of adventitious carbon
dissolved in the catalyst may account for diﬀerences in the
temperatures at which the onset of rotated graphene formation
on thick Ni(111) single crystals is observed.6,15 This eﬀect is
readily understood in the context of the reduction in
graphene−catalyst interaction induced by dissolved carbon:
High levels of dissolved carbon in the catalyst from the start of
growth lead to only a weak interaction between the growing
graphene and Ni, reducing the preference for an epitaxial
relationship between the graphene and Ni and thus increasing
the likelihood of rotated graphene formation.
Figure 8. Time-resolved in situ XPS C1s core level lines for initially C
contaminated Ni(111) (40 nm) [preannealed at 600 °C in H2(1
mbar)] during C2H4 (10
−5 mbar) exposure at 400 °C, collected at
photon energies of 425 eV (λescape ≈ 7 Å). The spectra are normalized
to have the same maximum intensities and are therfore scaled by ∼2.5
(A−C) and ∼1.5 (D). Acquisition times are relative to the start of
C2H4 exposure.
Figure 9. Schematic illustrating the interdependent variations in the
graphene−Ni(111) interaction and carbon distribution, for increasing
dissolved carbon concentration within the catalyst. (1) Prior to
graphene formation, incorporation of carbon into subsurface
interstitial sites is preferred relative to those deeper within the
catalyst. (2) The formation of an epitaxial graphene layer which
interacts strongly with the Ni(111) surface leads to the subsurface
carbon depletion. (3) The epitaxial monolayer graphene remains
stable across a broad pressure range, again due to the strong
interaction between an epitaxial monolayer and Ni(111) surface. (4)
On exposure to relatively high hydrocarbon exposure pressures,
carbon incorporation into the Ni leads to a weakening of the
graphene−catalyst interaction allowing the formation of additional
graphene layers at the graphene−catalyst interface.
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The diﬀerence in interaction of epitaxial and rotated
graphene with Ni(111) can also aﬀect the formation of
additional graphene layers. When cooling thick Ni(111) single
crystals covered with epitaxial and rotated graphene regions, no
carbon precipitation is detected beneath the epitaxial regions
while the formation of Ni2C or graphene is observed beneath
rotated regions.6,15 Similarly, our experimental and theoretical
observations here (Figures 2, 3) indicate a broad hydrocarbon
pressure range over which epitaxial monolayer graphene is “self-
limited”, i.e., additional layer formation is inhibited. Only once
the interaction of the epitaxial graphene and Ni(111) is
suﬃciently weakened by dissolved carbon incorporation can
additional graphene layers form. This indicates that in addition
to graphene’s role in reducing the carbon supply to the Ni
catalyst by passivating its surface,41,42 the strong interaction
between the graphene and Ni is a key aspect of the self-limited
growth of epitaxial graphene on Ni(111). We note that under
the conditions of most surface science studies, we expect
epitaxial graphene to retain this strong interaction with
Ni(111), which is corroborated by the predominantly
monolayer growth that is generally reported. The relatively
thin (40 nm) catalyst ﬁlms and high hydrocarbon exposure
pressures (∼10−1 mbar) used herein allow the level of dissolved
carbon in the catalyst to be increased more readily than is
possible with the thick (∼1 mm) single crystal substrates and
ultrahigh-vacuum conditions typically used. Indeed, reports of
growth on Ni(111) at close to atmospheric pressures (with
hydrocarbon partial pressures in the mbar regime) show the
formation of inhomogeneous few-layer graphene.53,54
The growth of inhomogeneous few layer graphene that is
typically observed for polycrystalline Ni catalysts,18,25,26,55 can
be explained by diﬀerences in the self-limiting behavior
associated with variations in the strength of graphene−Ni
interaction. On such catalyst ﬁlms, there are many grain
orientations that lack an epitaxial relationship with graphene,
and consequently the self-limiting growth associated with a
strong graphene−Ni interaction, meaning additional graphene
layers can be readily formed. We note however that successful
approaches have been developed to avoid such multilayer
formation and achieve uniform monolayer graphene coverage,
e.g., using catalyst alloying to minimize multilayer nuclea-
tion10,13 or using thick catalyst ﬁlms where diﬀusion into the
bulk kinetically mediates monolayer graphene formation at the
surface.41 In the latter case, distinct plateaus (with exposure
time) exist for increasing layer numbers.41 This relies on a
carbon ﬂux balance at the catalyst surface, mediated by both the
reduction in supply from the gas phase with increasing
graphene coverage and diﬀusion into the catalyst bulk.
Therefore, while monolayer graphene growth control based
on thermodynamic stability is observed experimentally and
theoretically on the thin Ni layers considered here, kinetic
control of layer number is not, as the bulk does not provide a
suitably large mediating carbon sink. Furthermore, in the
GCMC simulations carbon continues to be incorporated into
the catalyst regardless of the existing graphene coverage. We
note that combining both thermodynamic and kinetic control
(e.g., using thick Ni(111) substrates) may further widen the
window of process conditions in which monolayer graphene
can be stabilized.
In addition to understanding the formation of additional
layers, the stacking of these layers is also of signiﬁcant interest.
We have previously observed that Bernal-stacked graphene was
formed by CVD,41 while turbostratic graphene resulted from
the catalytic graphitization of solid carbon sources.13 A key
diﬀerence in each case is how the catalyst surface is supplied
with carbon, which in turn aﬀects the carbon distribution within
the catalyst during growth. Further studies are thus needed to
develop an understanding of how this stacking is aﬀected by the
graphene−catalyst interaction and dissolved carbon within the
catalyst.
It is clear, that the distribution of dissolved carbon within the
catalyst can have a signiﬁcant impact upon the growth outcome
in terms of epitaxy, multilayer formation, and layer stacking. We
therefore highlight that controlling the level of dissolved carbon
within the catalyst is of key importance in achieving a desired
growth result, particularly given that we have seen that small
changes in the level of adventitious carbon can have a
signiﬁcant impact. The development of pretreatment techni-
ques (e.g., reactive gas annealing or plasma cleaning) that allow
a desired carbon distribution within the catalyst to be reliably
achieved is thus of signiﬁcant interest.
Considering now the growth of CNTs, much higher
precursor exposure pressures are typically required than those
used in graphene CVD. We note that this is consistent with the
model presented here, in that cap lift-oﬀ during CNT
nucleation/growth requires the weakening of the cap-catalyst
interaction, and increased carbon incorporation into the catalyst
is expected to facilitate this.56 The scenario for CNT growth is
however somewhat more complex, as the forming sp2 lattice
also leads to reshaping of the catalyst particle.34 This reshaping
eﬀect is in turn related to the carbon concentration in the
catalyst as discussed in previous literature.56−58 Furthermore,
the interaction of the nanoparticulate catalyst with the support
is of key importance in CNT formation,35,59−61 and support-
dependent changes in the catalyst carbon concentration and
hence growth outcome have been observed.18,62,63
The structural reciprocity apparent in CNT growth is also
highly relevant to graphene CVD, particularly where graphene
grows embedded in the topmost catalyst layer6,64 and at
temperatures where the catalyst is close to its melting point and
thus highly mobile. In the latter case any epitaxial or
pseudoepitaxial relationship observed post-growth may in fact
relate to catalyst recrystallization at the graphene interface,16,65
and studies on this are ongoing.
■ CONCLUSIONS
In summary, we have shown that the strong interaction of
epitaxial graphene with Ni(111) leads to a self-limited growth
regime in which epitaxial monolayer graphene is stable for
C2H4 exposures as high as 10
−3 mbar. The presence of
graphene alters the distribution of dissolved carbon close to the
catalyst surface, and reciprocally, the dissolved carbon within
the catalyst can modify the graphene−catalyst interaction.
Dissolved carbon is thus implicated in the weakening of the
graphene−catalyst interaction that facilitates additional layer
formation as well as the loss of epitaxy that leads to rotated
graphene. We are thus able to provide a consistent explanation
for the apparent disparities between growth results obtained
under UHV compared to near atmospheric pressure conditions.
The insights obtained are of particular relevance in under-
standing how the interaction between a catalyst and graphene
aﬀects its growth and more broadly in understanding the role of
the catalyst in the growth of nanostructured carbons.
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■ METHODS
Experimental Section. We investigate Ni(111) ﬁlms (40 nm
thickness) deposited by sputtering a Ni target (5N purity) with a 2W/
cm2 DC plasma in a 2.5 × 10−3 mbar Ar atmosphere (6N purity, base
pressure 5 × 10−8 mbar) on monocrystalline sapphire(0001)
substrates (Alfa Aesar) heated to 600 °C. The resulting Ni(111)
ﬁlms crystallographic orientation and homogeneity were conﬁrmed by
RHEED (see Figure 1) as well as XRD, XRR, and AFM
measurements. The samples are transferred in air to custom-built
cold-wall reactors (base pressures <10−6 mbar) for graphene growth.
The growth process consists of pre-annealing [typically at 400 °C in
H2 (1 mbar), heated at a constant rate of 100 °C min
−1], hydrocarbon
exposure [400 °C, C2H4 (10
−6 − 10−1 mbar)], and then cooling
[under vacuum (∼10−7 mbar) at ∼100 °C/min]. For Au intercalation
reference experiments, Au(1 nm) is thermally evaporated on
graphene-Ni samples ex-situ, following growth and subsequent transfer
in air.
In situ XPS measurements were performed at the BESSY II
synchrotron at the ISISS end station of the FHI-MPG. The high-
pressure setup consists mainly of a reaction cell (base pressure ∼ 10−7
mbar) attached to a set of three diﬀerentially pumped electrostatic
lenses and a diﬀerential-pumped analyzer (Phoibos 150, SPECS
GmbH), as described elsewhere.30 All spectra are collected in normal
emission geometry, with a spot size of 80 × 150 μm and spectral
resolution of ∼0.3 eV. Time signatures are relative to when the C2H4
valve is opened or adjusted. C1s spectra are collected at Ephoton of 425
eV (λescape ≈ 7 Å), while for the Ni2p3/2 spectra Ephoton is varied
between 1010 and 1450 eV (λescape ≈ 7−11 Å) to achieve depth
resolution.
All spectra are background corrected (Shirley) and analyzed by
performing a nonlinear mean square ﬁt of the data, using Doniach−
Šuǹjic ́ functions convoluted with Gaussian proﬁles with an accuracy of
∼0.05 eV. All binding energies are referenced to the contempera-
neously measured Fermi edge.
Theoretical. In the TB calculations, a minimal basis, including s, p
electrons of C and d electrons of Ni, is required to obtain a
transferable TB model of the C−C, Ni−Ni, and Ni−C interactions
applicable to binary systems.66 We use the recursion technique with a
continued fraction in order to determine the local electronic density of
states and thus local energy. The ability to readily analyze local energy
distributions proves very useful in this study. Moreover, we impose a
local charge neutrality condition. Other work using DFT calculations67
or empirical potentials68 is reported in the literature, however our
model, with its high degree of transferability, enables large systems
(∼1000 atoms) to be dealt with and is fairly accurate when compared
to experiment or ab initio calculations.
The TB model is then implemented in a Monte Carlo code using
either a canonical or grand canonical algorithm with ﬁxed volume,
temperature, number of Ni atoms, and carbon chemical potential μC.
31
Simulations are performed on a nine-layer Ni slab consisting of 576
atoms in total and presenting a (111) surface. A 15 Å thick vacuum
region is added along the z axis, and periodic boundary conditions are
used. The box size is 19.91 × 17.24 × 36.58 Å3. The GC algorithm
used consists of a series of Monte Carlo cycles, each of which
randomly alternates displacement moves for Ni or C atoms and
attempts to incorporate new carbon atoms into, or remove existing
carbon atoms. Once equilibrium is reached, we record the number of
C atoms outside the slab of Ni at chosen μC and temperature to draw
the carbon adsorption isotherms for diﬀerent temperatures (800−1200
K). Applications of this model to surface segregation of carbon and to
the catalytic nucleation of carbon caps have already been presented
elsewhere.51,56,69
DFT calculations are performed using the Vienna ab initio
simulation package (VASP) code within the generalized gradient
approximation (GGA) exchange−correlation functionals.70,71 Core
and valence electrons are represented by a plane wave basis and
projector augmented wave (PAW) potentials. All our calculations are
spin polarized. The system consists of a slab of Ni (111) containing a
C atom either in a subsurface or subsubsurface position, within a
supercell suﬃciently large to minimize boundary eﬀects on the
energies of interest. The metal surface is simulated using a six-layer
slab consisting of 54 atoms in total. When graphene is considered on
Ni(111), its lattice constant (a = 2.46 Å) is scaled to ﬁt the
experimental minimal surface unit cell of Ni which has side length of
2.51 Å. Adjacent supercells in the c direction are separated by a
vacuum region of about 15 Å to avoid interaction between neighboring
supercells. Integration over the Brillouin zone is based on a (5 × 5 ×
1) Monkhorst−Pack three-dimensional grid. Cold smearing is used for
the Brillouin zone integration leading to formation energies converged
to within 10−4 eV. The relaxation of the atoms of the simulation cell is
considered using the conjugate gradient minimization scheme and
stopped when the forces are <0.1 eV/Å.
■ ASSOCIATED CONTENT
*S Supporting Information
Selected images from GCMC simulations corresponding to
Video 3, variation in graphene adhesion energy with increasing
subsurface and subsubsurface site occupation, detailed
description of the reduced stability of subsurface compared to
subsubsurface carbon with graphene present. Video 1−4
showing top and side views during GCMC simulation
performed at 1000K for μC of −6.75, −6.55, −6.00, and
−5.50 eV/atom respectively (corresponding to Figure 5). They
are available in .mpg format in the HTML version of the paper.
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