Text-to-speech is a crucial part ofmany Man-Machine Communication applications, such as phone booking and banking, vocal e-mail, and many other applications. In addition to many other applications concerning impaired persons, such as: reading machines for blinds, talking machines for persons with speech difficulties. However, the main drawback of most speech synthesizers in the talking machines, are their metallic sounds. In order to sound naturally, we have to incorporate prosodic features, as close as possible to natural prosody, this helps to improve the quality of the synthetic speech. Actual researches in the world are towards better "Automatic Prosody Generation".
Introduction
With the objective of building a complete system of standard spoken Arabic with a high speech quality, we've built our Arabic Text-to-Speech. The input of our system is vocalized Arabic text, an expert system based on TOPH (Orthographic-PHonetic Transliteration) language [1] , [2] transcripts the text into phonetic codes. In the actual version, we generate speech using the MBROLA diphones [3] (in a future version, semi-syllables will be used). MBROLA permits the control of some prosodic features (fundamental frequency FO, duration), which enabled us to construct our prosodic models and test it. In what follows, we discuss automatic prosody generation in our TTS (this enables the hearer to distinguish assertions, interrogations, exclamations), in addition to emotion inclusion in the synthesized speech.
Arabic TTS
To achieve our goals, we adopted the following steps (1) the definition of the phonemes' set used in standard Arabic, we have 38 phonemes, 28 consonants and 5 M. Abou Zliekha (3) and S. Al-Moubayed (4) Damascus University Faculty ofInformation Technology (3) email. mhd-it@scs-net. org (4) email: kamal@wscs-net. org vowels (/a/, lul, lil and the opened vowels lol and lel with 5 emphatic vowels, (2) the establishment of the Arabic text-to-phonemes rules using TOPH after its adaptation to Arabic Language, (3) the definition of the acoustic units; the semi-syllables, and the corpus from which these units are to be extracted.
As the Arabic syllables are only of 4 forms: V, CV, CvC, CVCC, the semi-syllables are of 5 forms: #CV, VC#, VCC# (# is silence), and in continuous speech we have VCV and VCCV; hence the logatoms from which those semi-syllables are extracted are respectively [4] , [5] :
Cvsasa, satVC, satVClC2, tVlCV2sa, tV1C1C2V2sa. Where the small letters are pronounced as they are, V, VI, V2 scans all the vowels and C, Cl, C2 scan all the consonants. Some combinations that never occur in the language are excluded (4) the recording process of the above corpus (not finished yet). It will be segmented and analyzed using PSOLA techniques [6] , and in parallel (5) the incorporation of prosodic features in the syntactic speech (6) and the emotion inclusion in the TTS.
Automatic prosody generation
When people read texts, they can differently read continuous sentences without stop, depending on their physiological and linguistic capabilities. The way people speak varies a lot according to the semantic of the uttered speech, the psychological state of the speaker, the situation, the emotion and other parameters. We recall works previously done in the field of general prosody generation for Arabic TTS, such as the ones in [7] , [8] .
In fact, semantically speaking, and according to linguists, sentences in Arabic are either informative (affirmative, negative and averment) or creative (requests, conditionals and special cases like: exclamation, swearing, ...) [9] .
For our prosody generation, we will not use any semantic information. We will repose only on the punctuation to give the type of the sentence: Exclamation 0-7803-9521-2/06/$20.00 §2006 IEEE. if it is ended by the exclamation point '!', Interrogative if it is ended by a question mark '?'. Continuous affirmation if ended by comma ',' and Affirmation (Long) if ended by apoint'.' [10] 
3-1 The Corpus
We began by a corpus recorded and studied in [9] . This corpus was composed of twelve short sentences of each of the four types (informative, interrogative, exclamation, ban), pronounced by five people four males and one female. Each sentence consists of four to fourteen phonemes. These sentences were analyzed and we have the curves for the fundamental frequency FO and the intensity versus time.
A statistical study of these curves gave the general behavior of FO and the intensity to have a first guess of these curves behaviors. FO for all types of the sentences is increasing in the beginning, decreasing at the end, except for the interrogative sentences. The curves witness many peaks and valleys; the most important peak comes in the first syllable.
Then, a more detailed study showed that for the informative sentences the last decreasing of the sentence is very quick, the summit is on the second vowel (Ex. 1-I -J-it's cold in the morning).
Concerning the interjections, the last part of FO is either flat or decreasing, The summit is on the first vowel of the interjection tool L0, FO is in general greater than in the case of informative sentence (Ex. !Il3A .1 t 3j L.
What a marvelous work!).
The interrogative sentences, FO is high at the beginning and at the end of the sentence; the rest of the curve is either flat or ascending (Ex, C . -,-L I JA ¶_1) Did the snow melt in spring?).
3-2 Prosody Analysis
In addition to this study, we chose other informative, interrogative and interjection sentences of variable lengths, and did the analysis of FO using ten sentences of each of the four types (two types for informative sentences (continuous and final), interrogative, exclamation), pronounced by three speakers.
We noticed that according to the length of the sentence, we still have remarkable tendencies. We tried to group the sentences of each type, according to its length, in three groups: short (with a number of phonemes roughly between four and twenty phonemes), medium (between twenty and forty phonemes) and long (more than forty phonemes).
As it is not logic to provide a pattern for each sentence length, and the frontiers between the sets are not so rigid, we have used fuzzy sets to redefine the concept of the sentences' length. We therefore defined the following sets: Short: * The sentence is 100% short, if sent_length<5 * The sentence is not short if sent_length>20 
3-3 Prosody Generation
According to the analysis results, we defined three patterns (corresponding to the classification of the sentence length: short, medium and long) of FO for each of the four types of the adopted sentences. Each pattern is defined by values of FO, at interval of 500 or 10% of the sentence see table (1) . The values are also given as percentages, a value of 000 corresponds to 70 Hz, 100% corresponds to 200Hz (values corresponding to the locator of Arabic diphones taken from MBROLA).
We form three FO curves of the synthesized sentence (one curve for each of the three adopted length: short, medium, long). As the sentences have not always the same number of phonemes, we make the necessary interpolations depending on the real length of the sentence.
The final synthesized FO curve is a linear combination of the three resulting curves, depending on the degree of affiliation of the sentence length to each of the three length categories. In spite of the fact that this prosody generation is rather rough, it gave good results on the perception of the synthesized texts (see results below). An additional study is done concerning emotion inclusion in the TTS, using all the prosodic parameters: FO, intensity and duration. As we are actually using MBROLA acoustic diphones, and this application permits the control of FO, and the duration but not the intensity, we built a tool to control the intensity on top MBROLA. This study is detailed in the following paragraph.
Emotion inclusion in the TTS
The most crucial acoustic parameters to consider for emotion synthesis are the prosodic parameters: pitch, duration and intensity [2] , [3] . The variations of each of these parameters are described through the following other sub-parameters [2] , [11] , [12] , [13] Emotion recognition of synthesized speech rates range from 67% to 80%. Some people believed that some tested sentences have more than one emotion.
Conclusion
An automated tool has been developed for emotional Arabic synthesis. It is based on an automatic prosody rough generation model, which performs intonation modification taking into account some punctuation marks (',', '.', '!', and '?') and the number of phonemes in the sentence, using predefined patterns for different sentence lengths. The affiliation of the sentence to each pattern is governed by fuzzy logic. On top of this prosody, another prosody is built to synthesize different emotions.
The resulting prosodic model, proposed and tested in this work proved to be successful, especially when applied in conversational contexts.
A further work will follow to incorporate other emotions like disgust, and annoyance.
As the departing prosody plays a crucial role in emotion synthesis, we intend to refine our rough prosodic model to improve the quality of the TTS System; the emotional rules have to be revalidated to cope with it.
