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ABSTRACT
Nonlocal image representation has been successfully used in many
image-related inverse problems including denoising, deblurring and
deblocking. However, a majority of reconstruction methods only
exploit the nonlocal self-similarity (NSS) prior of the degraded ob-
servation image, it is very challenging to reconstruct the latent clean
image. In this paper we propose a novel model for image denoising
via group sparsity residual and external NSS prior. To boost the per-
formance of image denoising, the concept of group sparsity residual
is proposed, and thus the problem of image denoising is transformed
into one that reduces the group sparsity residual. Due to the fact that
the groups contain a large amount of NSS information of natural im-
ages, we obtain a good estimation of the group sparse coefficients
of the original image by the external NSS prior based on Gaussian
Mixture model (GMM) learning and the group sparse coefficients
of noisy image is used to approximate the estimation. Experimental
results have demonstrated that the proposed method not only out-
performs many state-of-the-art methods, but also delivers the best
qualitative denoising results with finer details and less ringing arti-
facts.
Index Terms— Image denoising, group sparsity residual, non-
local self-similarity, Gaussian Mixture model.
1. INTRODUCTION
Image denoising is not only an important problem in various image
processing studies, but also an idea test bed for measuring the sta-
tistical image modeling methods. It has attracted a lot of research
interest in the past few decades [1, 3, 6, 8, 9, 10, 11, 12, 13, 14].
Image denoising aims to estimate the latent clean image X from its
noisy observation Y = X + V, where V is usually assumed to be
additive white Gaussian noise. Due to the ill-posed nature of image
denoising, it is critical to exploit the prior knowledge that character-
izes the statistical features of the images.
Previous models mainly employed priors on level of pixel, such
as Tikhonov regularization [2], total variation (TV) regularization
[3]. These methods are effective in removing the noise artifacts but
smear out details and tend to oversmooth the images [4, 5].
Recently, patch-based prior have shown promising performance
in image denoising. One representative example is sparse coding
based scheme, which assumes that each patch of an image can be
precisely represented by a sparse coefficient vector whose entries
are mostly zero or close to zero [6, 11, 5, 7]. Considering that natu-
ral images are non-Gaussian and image patches are regarded as sam-
ples of a multivariate vector, Gaussian mixture models (GMMs) have
emerged as favored prior for natural image patches in various image
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restoration studies [8, 9, 10, 11]. However, patch-based model usu-
ally suffers from some limits, such as great computational complex-
ity, neglecting the relationship among similar patches [16, 24].
Inspired by the fact that natural images contain a large number
of mutually similar patches at different locations, this so-called non-
local self-similarity (NSS) prior was initially utilized in the work of
nonlocal mean denoising[1]. Due to its effectiveness, a large amount
of further developments [11, 12, 13, 14, 4, 5, 7, 16, 24, 15] have been
proposed. For instance, a very popular method is BM3D [12], which
exploited nonlocal similar 2D image patches and 3D transform do-
main collaborative filtering. In [13], Marial et al. advanced the idea
of NSS by group sparse coding. LPG-PCA [14] uses nonlocal simi-
lar patches as data samples to estimate statistical parameters for PCA
training. In practical, these methods belong to the category of group
sparsity.
Though group sparsity has verified its great success in image de-
noising, all of above methods only exploited the NSS prior of noisy
input image. However, only considering the NSS prior of noisy input
image, it is very challenging to recover the latent clean image from
noisy observation.
With the above considerations, in this work we propose a novel
method for image denoising with group sparsity residual and exter-
nal NSS prior. The contribution of this paper is as follows. First, to
improve the performance of image denoising, we propose the con-
cept of group sparsity residual, and thus the problem of image de-
noising turned into reducing the group sparsity residual. Second, due
to the fact that the groups contain a large amount of NSS information
of natural images, to reduce residual, we obtain a good estimation of
the group sparse coefficients of the original image by the NSS prior
of natural images based on Gaussian Mixture model (GMM) learn-
ing and the group sparse coefficients of noisy input image is used to
approximate the estimation. Our experimental results have demon-
strated that the proposed method outperforms many state-of-the-art
methods. What’s more, the proposed method delivers the best quali-
tative denoising results with finer details and less ringing artifacts.
2. BACKGROUND
2.1. Group-based sparse coding
Recent studies [12, 13, 16, 15] have revealed that structured or group
sparsity can offer powerful reconstruction performance for image
denoising. To be concrete, given a clean image X, for each image
patch x of size d × d in X, its m best matched patches are selected
from a W ×W sized search window to form a group Xi, denoted
by Xi = {xi,1, xi,2, ..., xi,m}, where xi,m denotes the m-th simi-
lar patch (column vector) of the i-th group. Similar to patch-based
sparse coding [6, 5, 7], given a dictionary Di, each group Xi can
be sparsely represented as Bi = DTi Xi and solved by the following
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`p-norm minimization problem,
Bi = arg minBi{||Xi − DiBi||2F + λ||Bi||p} (1)
where λ is the regularization parameter, and p characterizes the spar-
sity of Bi. Then the whole image X can be represented by the set of
group sparse codes {Bi}.
In image denoising, each noise patch y is extracted from the
noisy image Y, like in the above paragraph, we search for its sim-
ilar patches to generate a group Yi, i.e., Yi = {yi,1, yi,2, ..., yi,m}.
Thus, image denoising then is turned to how to recover Xi from Yi
by using group sparse coding,
Ai = arg minAi{||Yi − DiAi||2F + λ||Ai||p} (2)
Once all group sparse codes {Ai} are achieved, the latent clean
image X can be reconstructed as Xˆ = DA.
3. IMAGE DENOISING USING GROUP SPARSITY
RESIDUALWITH EXTERNAL NSS PRIOR
As we know, only considering the NSS prior of noisy input image,
it is very challenging to recover the latent clean image from noisy
observation image. In this section, to improve the performance of
image denoising, we propose the concept of group sparsity residual,
and thus the problem of image denoising is translated into reducing
the group sparsity residual. Due to the fact that groups possess a
large amount of NSS information of natural images, to reduce resid-
ual, a good estimation of the group sparse coefficients of the original
image is obtained by the external NSS prior based on GMM learning
and the group sparse coefficients of noisy image is used to approxi-
mate the estimation.
3.1. Group sparsity residual
Although group sparsity has demonstrated its effectiveness in image
denoising, due to the influence of noise, it is very difficult to estimate
the true group sparse codes B from noisy image Y. In other words,
the group sparse codes A obtained by solving Eq. (2) are expected
to be close enough to the true group sparse codes B of the original
image X. As a consequence, the quality of image denoising largely
depends on the level of the group sparsity residual, which is defined
as the difference between group sparse codesA and true group sparse
codes B,
R = A− B (3)
Therefore, to reduce the group sparsity residual R and enhance
the accuracy of A, we propose the group sparsity residual to image
denoising, Eq. (2) can be rewritten as
Ai = arg minAi{||Yi − DiAi||2F + λ||Ai − Bi||p} (4)
However, it can be seen that the true group sparse codes B and p
are unknown because the original image X is not available. We now
discuss how to obtain B and p.
3.2. How to estimate the true group sparse codes B
Since the original image X is not available, it seems to be difficult to
obtain the true group sparse codes B. Nonetheless, we can compute
some good estimation of B. Generally speaking, there are various
methods to estimate the true group sparse codes B, which depends
on the prior knowledge of B we have. In recent years, patch-based or
group-based priors referring to denoising operators learned from nat-
ural images achieved the state-of-the-art denoising results [6, 8, 11].
For instance, in [6], a dictionary learning-based method is introduced
for compact patch representation, whereas in [11], a GMM model is
learned from natural image groups based on NSS scheme and used
as a prior for denoising. Due to the fact that the groups contain a
rich amount of NSS information of natural images, we can achieve
a good estimation of B by the NSS prior of natural images based on
GMM learning.
3.2.1. Learning the NSS prior from natural images by GMM
Like in subsection 2.1, we extract n groups from a given clean natu-
ral image dataset, and we denote one group as
Zi = {z¯i, j}mj=1, i = 1, 2, ..., n (5)
where Zi 1is the group mean substraction of each group Zi and zi,j
denotes the j-th similar patch (column vector) of the i-th group.
Since GMM has been successfully used to model the image patch or
group priors such as EPLL [8], PLE [9] and PGPD [11], we adopt the
strategy in [11] and learn a finite GMM over natural image groups
{Zi} as group priors. By using the GMM model, the likelihood of a
given group {Zi} is:
P (Zi) =
∑K
k=1
pik
∏m
j=1
N (¯zi, j|µk,Σk) (6)
where K is the total number of mixture components selected from
the GMM, and the GMM model is parameterized by mean vectors
{µk}, covariance matrices {Σk}, and mixture weights of mixture
components {pik}. By assuming that all the groups are independent,
the overall objective likelihood function is L = Πni=1P (Zi). Then
by applying log to it, we maximize the objective function as:
ln L =
∑n
i=1
ln(
∑K
k=1
pik
∏m
j=1
N (¯zi, j|µk,Σk) (7)
We collectively represent three parameters µk,Σk and pik by Θ =
{µk,Σk, pik}Kk=1, and Θ is learned using Expectation Maximiza-
tion algorithm (EM) [8, 11, 17]. For more details about EM algo-
rithm, please refer to [17].
Thus, for each noisy group Yi 2 of noisy input image Y, the
best suitable Gaussian component is selected from this group-based
GMM learning stage. Specifically, assume that the image is cor-
rupted by the Gaussain white noise with variance σ2, then the covari-
ance matrix of the k-th Gaussian component will turn intoΣk+σ2I,
where I represents the identity matrix. The selection that Yi belongs
to the k-th Gaussian component can be accomplished by computing
the following posterior probability,
P (k|Yi) =
∏m
j=1N (yi, j|0,Σk + σ2I)∑K
l=1
∏m
j=1N (yi, j|0,Σl + σ2I)
(8)
We maximize it, and finally, the Gaussian component with the
highest probability is selected to operate each group Yi.
1The advantage of group mean substraction is that it can further promote
the NSS prior learning because the possible number of patterns is reduced,
while the training samples of each pattern are increased.
2All noisy groups are preprocessed by mean substraction. The mean µi
of each noisy group Yi is very close to the mean of the original group Xi
because the mean of noise V is nearly zero. Thus, the mean µi can be added
back to the denoised group Xˆi to achieve the latent clean image Xˆ.
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Fig. 1. The distribution of R, fitting Gaussian, Laplacian and hyper-
Laplacian distribution for image Monarch with σ = 30 in (a) and
foreman with σ = 100 in (b).
Then, we assume that the k-th Gaussian component is selected
for the group Yi. Actually, GMM model is equivalent to the block
sparse estimation with a block dictionary having K blocks wherein
each block corresponds to the PCA basis of one of the Gaussian
components in the mixture [9, 18]. Thus, the covariance matrix of
the k-th Gaussian component is denoted by Σk. By using singular
value decomposition toΣk, we have
Σk = UkΛkUkT (9)
where Uk is an orthonormal matrix formed by the eigenvector of
Σk and Λk is the diagonal matrix of eigenvalues. With the group-
based GMM learning, as the statistical structures of NSS variations
in natural image are captured by the eigenvectors in Uk, and thus Uk
can be used to represent the structural variations of the groups in that
component. Finally, for each group Yi, the true group sparse code
Bi can be estimated by Bi = Uk−1Yi.
Similar to Bi, the covariance matrix of each group Yi is defined
asΣi and we have
Σi = DiΛiDiT (10)
where Di is an orthonormal matrix formed by the eigenvector ofΣi
andΛi is the diagonal matrix of eigenvalues. Thus, Ai can be solved
by Ai = Di−1Yi.
3.3. How to determine p
Besides estimating B, we also need to determine the value of p. Here
we perform some experiments to investigate the statistical property
of R, where R denotes the set of Ri = Ai−Bi. In these experiments,
image Monarch and foreman are used as examples, where Monarch
and foreman are added by Gaussian white noise with standard devi-
ation σ= 30 and σ= 100, respectively. We plot the histogram of R
as well as the fitting Gaussian, Laplacian and hyper-Laplacian dis-
tribution in the log domain in Fig. 1(a) and Fig. 1(b), respectively. It
can be seen that the histogram of R can be well characterized by the
Laplacian distribution. Thus, the `1-norm is adopted to regularize
Ri, and Eq. (4) can be rewritten as
Ai = arg minAi{||Yi − DiAi||2F + λ||Ai − Bi||1}
= arg minα˜i{||y˜i − D˜iα˜i||22 + λ||α˜i − β˜i||1}
(11)
where y˜i, α˜i, and β˜i denote the vectorization of the matrix Yi,Ai
andBi, respectively. Each column d˜h of the matrix D˜i = [d˜1, d˜2, ..., d˜J ]
denotes the vectorization of the rank-one matrix.
Algorithm 1: The proposed denoising algorithm
Input: Noisy image Y and Group-based GMM learning model.
Initialization: Xˆ = Y, c,m, d,W,K, σ, γ, ρ;
For t = 1, 2, ..., Iter do
Iterative regularization Yt+1 = Xˆ
t
+ ρ(Y − Xˆt);
For each patch y in Y do
Find a group Yit+1 for each patch y.
The best Gaussian component is selected by Eq. (8).
Constructing dictionary Uk by Eq. (9).
Update Bit+1 computing by Bi = Uk−1Yi.
Constructing dictionary Dit+1 by Eq. (10).
Update Ait+1 computing by Ai = Di−1Yi.
Update λit+1 computing by λi = c ∗ 2
√
2σ2/σi.
Update Ait+1 computing by Eq. (12).
Get the estimation Xit+1 =Dit+1Ait+1.
End for
Aggregate Xit+1 to form the recovered image Xˆ
t+1
.
End for
Output: Xˆ
t+1
.
3.4. How to solve Eq. (11)
For fixed β˜i and λ, it can be seen that Eq. (11) is convex and can be
solved efficiently by using some iterative thresholding algorithms.
We adopt the surrogate algorithm in [19] to solve Eq. (11). In the
t+ 1-iteration, the proposed shrinkage operator can be calculated as
α˜t+1i = Sλ(D˜
−1
i
ˆ˜xi
t − β˜ti) + β˜
t
i (12)
where Sλ(·) is the soft-thresholding operator, ˆ˜xi represents the vec-
torization of the i-th reconstructed group Xˆi. The above shrinkage
operator follows the standard surrogate algorithm, and more details
can be seen in [19].
The parameter λ that balances the fidelity term and the regu-
larization term should be adaptively determined for better denoising
performance. Inspired by [20], the regularization parameter λi of
each group Yi is set as λi = c ∗ 2
√
2σ2/σi, where σi denotes the
estimated variance of Ri, and c is a small constant.
After obtaining the solution Ai in Eq. (12), the clean group Xi
can be reconstructed as Xˆi = DiAi. Then the clean image Xˆ can be
reconstructed by aggregating all the group Xˆi.
Besides, we could execute the above denoising procedures for
better results after several iterations. In the t+1-th iteration, the iter-
ative regularization strategy [21] is used to update the estimation of
noise variance. Then the standard divation of noise in t+1-th itera-
tion is adjusted as (σt+1) = γ ∗
√
(σ2 − ||Y − Xˆt+1||22), where γ
is a constant.
According to the above analysis, it can be seen that the proposed
model employs the group sparsity residual and external NSS prior
for image denoising. The proposed denoising procedure is summa-
rized in Algorithm 1.
4. EXPERIMENTAL RESULTS
In this section, we validate the performance of the proposed denois-
ing algorithm and compare it with several state-of-the-art denoising
methods, including BM3D [12], EPLL [8], NCSR [7], GID [22],
LINE [10], PGPD [11] and aGMM [23]. We evaluate the competing
methods on 14 typical natural images, whose scene are displayed in
Fig. 2. The training groups used in our experiments were sampled
Fig. 2. All test images.
based on NSS scheme from the Kodak photoCD dataset3. The de-
tailed setting of parameters are shown in Table 1, including the num-
ber of Gaussian components K 4, search window W , the number of
similar patches in a group m, patch size d and c, γ, ρ.
Table 1. Parameter settings
GMM Learning Stage Denoising Stage
Noise level K W d m c ρ γ
σ ≤ 10 64 50 6 80 0.14 0.19 1.08
10 < σ ≤ 20 64 50 6 80 0.13 0.20 1.05
20 < σ ≤ 30 64 50 7 90 0.12 0.21 1.05
30 < σ ≤ 40 64 50 8 100 0.11 0.22 1.05
40 < σ ≤ 50 64 50 8 100 0.10 0.23 1.05
50 < σ ≤ 75 64 50 9 120 0.09 0.24 1.00
75 < σ ≤ 100 64 50 9 120 0.08 0.25 1.00
We present the average PSNR results on six noise levels σ=20,
30, 40, 50, 75 and 100 in Table 2. As can be seen from Table 2,
the proposed method outperforms the other competing methods.
It achieves 0.24dB, 0.59dB, 0.29dB, 1.30dB, 0.28dB, 0.14dB and
0.25dB improvement on average are the BM3D, EPLL, NCSR, GID,
LINE, PGPD and aGMM, respectively. The visual comparisons of
competing denoising methods at noise level 40 and 75 are shown in
Fig. 3 and Fig. 4, respectively. It can be seen that BM3D and LINE
are resulting in over-smooth phenomena, while EPLL, NCSR, GID,
PGPD and aGMM are likely to generate some undesirable ringing
artifacts. By contrast, the proposed method is able to preserve the
image local structures and suppress undesirable ringing artifacts
more effectively than the other competing methods.
5. CONCLUSION
In this paper, we propose a novel method for image denoising using
group sparsity residual and external NSS prior. We first propose the
concept of the group sparsity residual, and thus the problem of im-
age denoising is turned into reducing the group sparsity residual. To
reduce residual, we achieve a good estimation of the group sparse
coefficients of the original image by the NSS prior of natural images
based on GMM learning and the group sparse coefficients of noisy
input image is exploited to approximate this estimation. Experimen-
tal results have demonstrated that the proposed method can not only
lead to visual improvements over many state-of-the-art methods, but
also preserve much better the image local structures and generate
much less ringing artifacts.
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