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On the Conditional Distribution of the
Multivariate t Distribution
Peng Ding∗
Abstract
As alternatives to the normal distributions, t distributions are widely applied in robust analysis
for data with outliers or heavy tails. The properties of the multivariate t distribution are well
documented in Kotz and Nadarajah’s book, which, however, states a wrong conclusion about
the conditional distribution of the multivariate t distribution. Previous literature has recognized
that the conditional distribution of the multivariate t distribution also follows the multivariate t
distribution. We provide an intuitive proof without directly manipulating the complicated density
function of the multivariate t distribution.
Key Words: Bayes’ Theorem; Data augmentation; Mahalanobis distance; Normal mixture; Rep-
resentation.
1 Introduction
The conventional version of the multivariate t (MVT) distribution X ∼ tp(µ,Σ,ν), with location µ,
scale matrix Σ, and degrees of freedom ν , has the probability density function
f (x) = Γ{(ν + p)/2}
Γ(ν/2)(νpi)p/2|Σ|1/2
{
1+ν−1(x−µ)⊤Σ−1(x−µ)
}−(ν+p)/2
. (1)
We can see from the above that the tail probability of the MVT distribution decays at a polynomial
rate, resulting in heavier tails than the multivariate normal distribution. Because of this property, the
MVT distribution is widely applied in robust data analysis including linear and nonlinear regressions
(Lange et al. 1988; Liu 1994; Liu 2004), linear mixed effects models (Pinheiro et al. 2001), and
sample selection models (Marchenko and Genton 2012; Ding 2014).
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In the following discussion, we use W ∼ χ2b/c to denote the scaled χ2 distribution, with density
proportional to wb/2−1e−cw/2. We exploit the following representation of the MVT distribution:
X = µ+Σ1/2Z/
√
q, (2)
where Z follows a p dimensional standard normal distribution, q ∼ χ2ν/ν , and Z is independent
of q (Kotz and Nadarajah 2004; Nadarajah and Kotz 2005). It differs from the multivariate normal
distribution Np(µ,Σ) only by the random scaling factor
√q.
The above representation (2) implies X | q ∼Np(µ,Σ/q), i.e., X follows a multivariate normal
distribution given the latent variable q. If we partition X into two parts, X1 and X2, with dimensions
p1 and p2, we obtain the following normal mixture representation conditional on q:
X =
(
X1
X2
)
| q ∼Np1+p2
{(
µ1
µ2
)
,
(
Σ11 Σ12
Σ21 Σ22
)
/q
}
, (3)
where the location and scale parameters are partitioned corresponding to the partition ofX . Marginally,
we have X1 | q ∼Np1(µ1,Σ11/q), and therefore
X1 ∼ tp1(µ1,Σ11,ν),
which follows a p1 dimensional MVT distribution with degrees of freedom ν .
Although we can obtain the marginal distribution in an obvious way, the conditional distribution
ofX2 givenX1 is less transparent. In fact, the conditional distribution of the MVT distribution is also
a MVT distribution, with degrees of freedom different from the original distribution.
2 Conditional Distribution
Kotz and Nadarajah (2004, page 17) and Nadarajah and Kotz (2005) claimed that the conditional
distribution of the MVT distribution is not a MVT distribution except for some extreme cases. For
the case with µ = 0, define x2|1 = x1 −Σ21Σ−111 x1, and define Σ22|1 = Σ22 −Σ21Σ−111 Σ12 as the
Schur complement of the block Σ11 in matrix Σ. They derived the conditional density of X2 given
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X1 by calculating f (x)/ f1(x1) using the probability density function in (1). Ignoring the normalizing
constant in formula (15) of Nadarajah and Kotz (2005), we present only the key term:
f2|1(x2 | x1) ∝

1+(ν + p1)−1x⊤2|1
(
ν +x⊤1 Σ
−1
11 x1
ν + p1
Σ22|1
)−1
x2|1


−(ν+p1+p2)/2
. (4)
Kotz and Nadarajah (2004, page 17) and Nadarajah and Kotz (2005) obtained the correct conditional
density function, but due to the complex form of their formula (15), they did not recognize that the
key term in (4) is essentially the unnormalized probability density function of a p2 dimensional MVT
distribution with location Σ21Σ−111 x1, scale matrix (ν +x⊤1 Σ
−1
11 x1)/(ν + p1)×Σ22|1, and degrees of
freedom (ν + p1).
In the literature, some authors stated the right conclusion about the conditional distribution without
providing a proof (e.g., Liu 1994, page 5, DeGroot 2005, page 61), and some other authors re-derived
the correct conditional density function in (4) and pointed out that it is another MVT distribution (e.g.,
Roth 2013b). Instead of directly calculating the conditional density or using the general theory of
elliptically contoured distributions (Cambanis et al. 1981; Fang et al. 1990, Theorems 2.18 and 3.8;
Kibria and Joarder 2006), we provide an elementary and thus more transparent proof of the conditional
distribution based on the normal mixture representations in (3).
3 Proof via Representation
Our proof proceeds in two steps: we first condition on q, and then average over q.
First, we condition on both X1 and q. According to the property of the multivariate normal
distribution, X2 follows a multivariate normal distribution conditional on (X1,q), i.e.,
X2 | (X1,q)∼Np2
{
µ2 +Σ21Σ
−1
11 (X1−µ1),(Σ22−Σ21Σ−111 Σ12)/q
}
= Np2
(
µ2|1,Σ22|1/q
)
,
where µ2|1 = µ2 +Σ21Σ−111 (X1−µ1) is the linear regression of X2 on X1.
Second, we obtain the conditional distribution of q given X1. According to Bayes’ Theorem, the
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conditional probability density function of q given X1 is
fq|1(q |X1) ∝ f1|q(X1 | q)pi(q)
∝ |Σ11/q|−1/2 exp
{
−q
2
(X1−µ1)⊤Σ−111 (X1−µ1)
}
qν/2−1e−νq/2
∝ q(ν+p1)/2−1 exp
{
−q
2
(ν +d1)
}
,
where d1 = (X1 −µ1)⊤Σ−111 (X1 −µ1) is the squared Mahalanobis distance of X1 from µ1 with
scale matrix Σ11. Therefore, the conditional distribution of q given X1 is q |X1 ∼ χ2ν+p1/(ν + d1),
according to the density of the scaled χ2 distribution.
Finally, we can represent the conditional distribution of X2 given X1 as
X2 |X1 ∼
(
µ2|1 +Σ
1/2
22|1Z2/
√
q
)
|X1
∼ µ2|1 +Σ1/222|1Z2
/√ χ2ν+p1
ν +d1
∼ µ2|1 +
(√
ν +d1
ν + p1
Σ
1/2
22|1
)Z2/
√
χ2ν+p1
ν + p1

 , (5)
where Z2 is a p2 dimensional standard multivariate normal vector, independent of χ2ν+p1/(ν + p1).
From the normal mixture representation of the MVT distribution in (2), we can obtain the following
conditional distribution.
Conclusion One: The conditional distribution of X2 given X1 is
X2 |X1 ∼ tp2
(
µ2|1,
ν +d1
ν + p1
Σ22|1,ν + p1
)
.
The conditional distribution of the multivariate t distribution is very similar to that of the multi-
variate normal distribution. The conditional location parameter is the linear regression of X2 on X1.
The conditional scale matrix is Σ22|1 inflated or deflated by the factor (ν + d1)/(ν + p1). Because
d1 ∼ p1×F(p1,ν) with mean being p1ν/(ν−2) or infinity according to ν > 2 or ν ≤ 2 (Roth 2013a,
page 83), on average the factor (ν + d1)/(ν + p1) is larger than one. With more extreme values of
X1, the conditional distributions of X2 are more disperse. More interestingly, the conditional degrees
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of freedom increase to (ν + p1). The more dimensions we condition on, the less heavy-tailedness
we have. When ν = 1, the MVT distribution is also called the multivariate Cauchy distribution. The
marginal distributions are still Cauchy, but the conditional distributions are MVT instead of Cauchy.
Although the marginal means of the multivariate Cauchy distribution do not exist for any dimensions,
all the conditional means exist because the conditional distributions of the multivariate Cauchy distri-
bution follow MVT distributions with degrees of freedom at least as large as two.
As a byproduct, we can easily obtain from the representation (5) that
√
ν + p1
ν +d1
(
X2−µ2|1
) |X1 ∼ tp2 (0,Σ22|1,ν + p1) ,
which does not depend on X1. The above result further implies the following conclusion.
Conclusion Two: X1 and
√
ν+p1
ν+d1
(
X2−µ2|1
)
are independent.
It is straightforward to show that X1 and
(
X2−µ2|1
)
are uncorrelated for both multivariate nor-
mal and MVT distributions. If X follows the multivariate normal distribution, this also implies inde-
pendence between X1 and
(
X2−µ2|1
)
. If X follows the MVT distribution, we need only to adjust
the linear regression residual
(
X2−µ2|1
)
by the factor
√
(ν + p1)/(ν +d1) and the independence
result still holds.
4 Discussion
Kotz and Nadarajah (2004, page 17) and Nadarajah and Kotz (2005) failed to recognize that the
conditional distribution of the MVT distribution is also a MVT distribution due to the complexity of
the conditional density function. Our proof, based on the normal mixture representation of the MVT
distribution, offers a more direct and transparent way to revealing the property of the conditional
distribution of the MVT distribution. Our representation in Section 3 implicitly exploits the data
augmentation formula f2|1(x2 | x1) =
∫ f2|1,q(x2 | x1,q) fq|1(q | x1)dq (Tanner and Wong 1987). To
make our proof more intuitive, we used formula (5) to avoid the integral, which is essentially a Monte
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Carlo version of the data augmentation formula.
Conclusion One could also follow from the general theory of elliptically contoured distributions,
including the MVT distribution as a special case (Cambanis et al. 1980; Fang et al. 1990). Conditional
distributions of elliptically contoured distributions are also elliptically contoured distributions. But this
does not immediately guarantee that conditional distributions of the MVT distributions are also MVT
distributions without some further algebra. The MVT distribution has the property of having MVT
marginal and conditional distributions. It will be interesting to find other sub-classes of elliptically
contoured distributions that have the same property.
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