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Abstract
We have recently developed a general schedulability test
framework, called k2U, which can be applied to deal with
a large variety of task models that have been widely stud-
ied in real-time embedded systems. The k2U framework
provides several means for the users to convert arbitrary
schedulability tests (regardless of platforms and task mod-
els) into polynomial-time tests with closed mathematical ex-
pressions. However, the applicability (as well as the perfor-
mance) of the k2U framework relies on the users to index
the tasks properly and define certain constant parameters.
This report describes how to automatically index the
tasks properly and derive those parameters. We will cover
several typical schedulability tests in real-time systems to
explain how to systematically and automatically derive
those parameters required by the k2U framework. This
automation significantly empowers the k2U framework to
handle a wide range of classes of real-time execution plat-
forms and task models, including uniprocessor schedul-
ing, multiprocessor scheduling, self-suspending task sys-
tems, real-time tasks with arrival jitter, services and virtu-
alizations with bounded delays, etc.
1 Introduction
To analyze the worst-case response time or to ensure
the timeliness of the system, for each of individual task
and platform models, researchers tend to develop dedicated
techniques that result in schedulability tests with differ-
ent time/space complexity and accuracy of the analysis.
A very widely adopted case is the schedulability test of
a (constrained-deadline) sporadic real-time task τk under
fixed-priority scheduling in uniprocessor systems, in which
the time-demand analysis (TDA) developed in [5] can be
adopted. That is, if
∃t with 0 < t ≤ Dk and Ck +
∑
τi∈hp(τk)
⌈
t
Ti
⌉
Ci ≤ t,
(1)
then task τk is schedulable under the fixed-priority schedul-
ing algorithm, where hp(τk) is the set of tasks with higher
priority than τk, Di, Ci, and Ti represent τi’s relative dead-
line, worst-case execution time, and period, respectively.
TDA requires pseudo-polynomial-time complexity to check
the time points that lie in (0, Dk] for Eq. (1). The utilization
Ui of a sporadic task τi is defined as Ci/Ti.
However, it is not always necessary to test all possi-
ble time points to derive a safe worst-case response time
or to provide sufficient schedulability tests. The general
and key concept to obtain sufficient schedulability tests in
k2U in [3] and k2Q in [2] is to test only a subset of such
points for verifying the schedulability. Traditional fixed-
priority schedulability tests often have pseudo-polynomial-
time (or even higher) complexity. The idea implemented in
the k2U and k2Q frameworks is to provide a general k-
point schedulability test, which only needs to test k points
under any fixed-priority scheduling when checking schedu-
lability of the task with the kth highest priority in the sys-
tem. Suppose that there are k − 1 higher priority tasks, in-
dexed as τ1, τ2, . . . , τk−1, than task τk. The success of the
k2U framework is based on a k-point effective schedulabil-
ity test, defined as follows:
Definition 1 (Chen et al. [3]). A k-point effective schedu-
lability test is a sufficient schedulability test of a fixed-
priority scheduling policy, that verifies the existence of tj ∈
{t1, t2, . . . tk} with 0 < t1 ≤ t2 ≤ · · · ≤ tk such that
Ck +
k−1∑
i=1
αitiUi +
j−1∑
i=1
βitiUi ≤ tj , (2)
where Ck > 0, αi > 0, Ui > 0, and βi > 0 are dependent
upon the setting of the task models and task τi.
The k2U framework [3] assumes that the corresponding
coefficients αi and βi in Definition 1 are given. How to de-
rive them depends on the task models, the platform models,
and the scheduling policies. Provided that these coefficients
αi, βi, Ci, Ui for every higher priority task τi are given, the
k2U framework can find the worst-case assignments of the
values ti for the higher-priority tasks τi.
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Although several applications were adopted to demon-
strate the power and the coverage of the k2U framework,
we were not able to provide an automatic procedure to con-
struct the required coefficients αi and βi in Definition 1
in [3]. Instead, we stated in [3] as follows:
The choice of good parameters αi and βi affects
the quality of the resulting schedulability bounds.
..... However, deriving the good settings of αi and
βi is actually not the focus of this paper. The
framework does not care how the parameters αi
and βi are obtained. The framework simply de-
rives the bounds according to the given parame-
ters αi and βi, regardless of the settings of αi and
βi. The correctness of the settings of αi and βi is
not verified by the framework.
Contributions: This report explains how to automat-
ically derive those parameters needed in the k2U frame-
work. We will cover several typical schedulability tests in
real-time systems to explain how to systematically and au-
tomatically derive those parameters required by the k2U
framework. This automation significantly empowers the
k2U framework to handle a wide range of classes of
real-time execution platforms and task models, including
uniprocessor scheduling, multiprocessor scheduling, self-
suspending task systems, real-time tasks with arrival jit-
ter, services and virtualizations with bounded delays, etc.
More precisely, if the corresponding (exponential time or
pseudo-polynomial-time) schedulability test is in one of
the classes provided in this report, the derivations of the
hyperbolic-form schedulability tests, utilization-based anal-
ysis, etc. can be automatically constructed.
Given an arbitrary schedulability test, there are many
ways to define a corresponding k-point effective schedu-
lability test. The constructions of the coefficients in this
report may not be the best choices. All the constructions
in this report follow the same design philosophy: We first
identify the tasks that can release at least one more job at
time 0 < t < Dk in the schedulability test and define the
effective test point of such a task at its last release before
Dk. There may be other more effective constructions for
different schedulability tests. These opportunities are not
explored in this report.
Organizations. The rest of this report is organized as fol-
lows:
• The basic terminologies and models are presented in
Section 2.
• We will present three classes of applicable schedulabil-
ity tests, which can allow automatic parameter deriva-
tions:
– Constant inflation in Section 3.1: This class
covers a wide range of applications in which
the workload of a higher-priority task may have
a constant inflation to quantify the additional
workload in the analysis window.
– Bounded-delayed service in Section 3.2: This
class covers a wide range of applications in
which the computation service provided to the
task system can be lower bounded by a constant
slope with a constant offset.
– Arrival jitter in Section 3.3: This class covers
a wide range of applications in which a higher-
priority task may have arrival jitter in the analysis
window.
Please note that we will not specifically explain how to use
the k2U framework in this report. Please refer to [3] for
details. However, for completeness the key lemmas in [3]
will be summarized in Section 2.
2 Models and Terminologies
2.1 Basic Task and Scheduling Models
This report will introduce the simplest settings by using
the ordinary sporadic real-time task model, even though the
frameworks target at more general task models. We define
the terminologies here for completeness. A sporadic task
τi is released repeatedly, with each such invocation called a
job. The jth job of τi, denoted τi,j , is released at time ri,j
and has an absolute deadline at time di,j . Each job of any
task τi is assumed to have Ci as its worst-case execution
time. The response time of a job is defined as its finishing
time minus its release time. Associated with each task τi
are a period Ti, which specifies the minimum time between
two consecutive job releases of τi, and a deadlineDi, which
specifies the relative deadline of each such job, i.e., di,j =
ri,j +Di. The worst-case response time of a task τi is the
maximum response time among all its jobs. The utilization
of a task τi is defined as Ui = Ci/Ti.
A sporadic task system τ is said to be an implicit-
deadline task system if Di = Ti holds for each τi. A spo-
radic task system τ is said to be a constrained-deadline task
system if Di ≤ Ti holds for each τi. Otherwise, such a
sporadic task system τ is an arbitrary-deadline task system.
A task is said schedulable by a scheduling policy if all
of its jobs can finish before their absolute deadlines, i.e.,
the worst-case response time of the task is no more than
its relative deadline. A task system is said schedulable by
a scheduling policy if all the tasks in the task system are
schedulable. A schedulability test is to provide sufficient
conditions to ensure the feasibility of the resulting schedule
by a scheduling policy.
Throughout the report, we will focus on fixed-priority
scheduling. That is, each task is associated with a priority
level. We will only present the schedulability test of a cer-
tain task τk, that is under analysis. For notational brevity,
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in the framework presentation, we will implicitly assume
that there are k− 1 tasks, says τ1, τ2, . . . , τk−1 with higher-
priority than task τk. These k − 1 higher-priority tasks are
assumed to be schedulable before we test task τk. We will
use hp(τk) to denote the set of these k − 1 higher priority
tasks, when their orderings do not matter. Moreover, we
only consider the cases when k ≥ 2, since k = 1 is usually
trivial.
Note that different task models may have different ter-
minologies regarding to Ci and Ui. Here, we implicitly as-
sume that Ui is always Ci/Ti. The definition of Ci can be
very dependent upon the task systems.
2.2 Properties of k2U
By using the property defined in Definition 1, we can
have the following lemmas in the k2U framework [3]. All
the proofs of the following lemmas are in [3].
Lemma 1 (Chen et al. [3]). For a given k-point effec-
tive schedulability test of a scheduling algorithm, defined
in Definition 1, in which 0 < tk and 0 < αi ≤ α, and
0 < βi ≤ β for any i = 1, 2, . . . , k − 1, task τk is schedu-
lable by the scheduling algorithm if the following condition
holds
Ck
tk
≤
α
β + 1∏k−1
j=1 (βUj + 1)
−
α
β
. (3)
Lemma 2 (Chen et al. [3]). For a given k-point effec-
tive schedulability test of a scheduling algorithm, defined
in Definition 1, in which 0 < tk and 0 < αi ≤ α and
0 < βi ≤ β for any i = 1, 2, . . . , k − 1, task τk is schedu-
lable by the scheduling algorithm if
Ck
tk
+
k−1∑
i=1
Ui ≤
(k − 1)((α + β)
1
k − 1) + ((α + β)
1
k − α)
β
.
(4)
Lemma 3 (Chen et al. [3]). For a given k-point effec-
tive schedulability test of a scheduling algorithm, defined
in Definition 1, in which 0 < tk and 0 < αi ≤ α and
0 < βi ≤ β for any i = 1, 2, . . . , k − 1, task τk is schedu-
lable by the scheduling algorithm if
β
k−1∑
i=1
Ui ≤ ln(
α
β + 1
Ck
tk
+ αβ
). (5)
Lemma 4 (Chen et al. [3]). For a given k-point effec-
tive schedulability test of a fixed-priority scheduling algo-
rithm, defined in Definition 1, task τk is schedulable by the
scheduling algorithm, in which 0 < tk and 0 < αi and
0 < βi for any i = 1, 2, . . . , k − 1, if the following condi-
tion holds
0 <
Ck
tk
≤ 1−
k−1∑
i=1
Ui(αi + βi)∏k−1
j=i (βjUj + 1)
. (6)
3 Classes of Applicable Schedulability Tests
We will present three classes of applicable schedulability
tests, which can allow automatic parameter derivations:
• Constant inflation: This class covers a wide range of
applications in which the workload of a higher-priority
task may have a constant inflation to quantify the addi-
tional workload in the analysis window.
• Bounded delayed service: This class covers a wide
range of applications in which the computation service
provided to the task system can be lower bounded by a
constant slope with a constant offset.
• Arrival jitter: This class covers a wide range of appli-
cations in which a higher-priority task may have arrival
jitter in the analysis window.
3.1 Constant Inflation
Suppose that the schedulability test is as follows:
∃0 < t ≤ Dk s.t. Ck +
∑
τi∈hp(τk)
σ
(⌈
t
Ti
⌉
Ci + bCi
)
≤ t,
(7)
where σ > 0 and b ≥ 0. We now classify the task set hp(τk)
into two subsets:
• hp1(τk) consists of the higher-priority tasks with peri-
ods smaller than Dk.
• hp2(τk) consists of the higher-priority tasks with peri-
ods greater than or equal to Dk.
Therefore, we can rewrite Eq. (7) to
∃0 < t ≤ Dk s.t. C′k+
∑
τi∈hp1(τk)
σ
(⌈
t
Ti
⌉
Ci + bCi
)
≤ t,
(8)
where C′k is defined as Ck +
∑
τi∈hp2(τk)
σ(1 + b)Ci.
Theorem 1. For Eq. (8), the k-point effective schedulability
test in Definition 1 is with the following settings:
• tk = Dk,
• for τi ∈ hp1(τk), ti =
(⌈
Dk
Ti
⌉
− 1
)
Ti = giTi,
• for τi ∈ hp1(τk), the parameter αi is σ(gi+b)gi with
0 < αi ≤ σ(1 + b), and
• for τi ∈ hp1(τk), the parameter βi is σgi with 0 < βi ≤
σ.
The tasks in hp1(τk) are indexed according to non-
decreasing ti defined above to satisfy Definition 1.
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Proof. Let ti be
(⌈
Dk
Ti
⌉
− 1
)
Ti = giTi, where gi is an
integer. By the definition of hp1(τk), we know that gi ≥ 1.
We index the tasks in hp1(τk) according to non-decreasing
ti. We assume that there are k − 1 tasks in hp(τk) for nota-
tional brevity.
Therefore, the left-hand side of Eq. (8) at time t = tj
upper bounded by
C
′
k +
k−1∑
i=1
σ
(⌈
tj
Ti
⌉
Ci + bCi
)
≤ C
′
k +
j−1∑
i=1
σ
(⌈
Dk
Ti
⌉
Ci + bCi
)
+
k−1∑
i=j
σ
(⌈
ti
Ti
⌉
Ci + bCi
)
= C′k +
j−1∑
i=1
σ ((gi + 1)Ci + bCi) +
k−1∑
i=j
σ (giCi + bCi)
= C′k +
k−1∑
i=1
σ (giCi + bCi) +
j−1∑
i=1
σ · Ci
=1 C
′
k +
k−1∑
i=1
σ(gi + b)
gi
tiUi +
j−1∑
i=1
σ
gi
tiUi, (9)
where the inequality comes from t1 ≤ t2 ≤ · · · ≤ tk = Dk
in our index rule, and =1 comes from the setting that Ci =
UiTi =
1
gi
tiUi. That is, the test in Eq. (8) can be safely
rewritten as
(∃tj |j = 1, 2, . . . , k), C
′
k+
k−1∑
i=1
αitiUi+
j−1∑
i=1
βitiUi ≤ t.
Therefore, we can conclude the compatibility of the test
with the k2U framework by setting αi = σ(gi+b)gi and βi =
σ
gi
. Due to the fact that gi ≥ 1, we also know that 0 < αi =
σ(1 + bgi ) ≤ σ(1 + b) and 0 < βi ≤ σ. This concludes the
proof.
We can now directly apply Lemmas 1, 2, and 3 for the
test in Eq. (8).
Corollary 1. For a schedulability test in Eq. (8), task τk is
schedulable if(
C′k
Dk
+ (1 + b)
) ∏
τi∈hp1(τk)
(σUi + 1) ≤ 2 + b, (10)
or if
σ
∑
τi∈hp1(τk)
Ui ≤ ln
(
2 + b
C′
k
Dk
+ 1 + b
)
(11)
Proof. This comes directly from Theorem 1 and Lemma 1
and Lemma 3.
3.1.1 Applications
This class of schedulability tests in Eq. (7) covers quite a lot
of cases in both uniprocessor and multiprocessor systems.
In uniprocessor systems:
• Constrained-deadline and implicit-deadline uniproces-
sor task scheduling [6, 8]: A simple schedulability test
for this case is to set σ = 1 and b = 0 in Eq. (7).
This is used to demonstrate the usefulness of the k2U
framework in [3].
• Uniprocessor non-preemptive scheduling [10]: This
is a known case in which Ck should be set to Ck +
maxτi∈lp(τk) Ci, σ = 1 and b = 0 in Eq. (7), where
lp(τk) is the set of the lower-priority tasks than task
τk. This is implicitly used in [10].
• Bursty-interference [7]: This is a known case in which
σ = 1 and b is set to a constant to reflect the bursty
interference for the first job in the analysis window in
Eq. (7). It is shown in [7] that this can be used to model
the schedulability analysis of deferrable servers and
self-suspending task systems (by settingCk toCk+Sk,
where Sk is the maximum self-suspending time of task
τk).
In multiprocessor systems with M processors and con-
strained deadline task sets:
• Multiprocessor global DM/RM scheduling for spo-
radic task systems: A simple schedulability test in this
case is to set σ = 1M and b = 1 in Eq. (7). This is used
to demonstrate the usefulness of the k2U framework
in [3].
• Multiprocessor global DM/RM scheduling for self-
suspending task systems and directed-acyclic-graph
(DAG) task structures: This is similar to the above case
for sporadic task systems in which σ = 1M and b = 1
by setting different equivalent values of Ck in Eq. (7).
For details, please refer to [3].
• Multiprocessor partitioned RM/DM scheduling for
sporadic task systems: Testing whether a task τk can
be feasibly assigned statically on a processor can be
done by setting σ = 1M and b = 0 in Eq. (7). This
is used in [1] for improving the speedup factors and
utilization-based schedulability tests.
3.2 Bounded Delay Services
We now discuss another class of schedulability tests by
considering bounded services. In the class of the schedula-
bility tests in Eq. (7), the right-hand side of the inequality
is always t. Here, in this subsection, we will change the
right-hand side of Eq. (7) to A(t), where A(t) is defined
to quantify the minimum service provided by the system in
any interval length t > 0 (after the normalization for the
schedulability test of task τk). We will consider the fol-
lowing schedulability test for verifying the schedulability
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of task τk:
∃0 < t ≤ Dk s.t. Ck+
∑
τi∈hp(τk)
σ
(⌈
t
Ti
⌉
Ci + bCi
)
≤ A(t),
(12)
where σ > 0 and b ≥ 0 are constants. We will specifically
consider two types of A(t):
• Segmented service curves: An example of such a case
is the time division multiple access (TDMA) arbitrary
policy [9, 12] to provide fixed time slots with σCslot
total amount of service in every TDMA cycle length
Tcycle. In this case, we consider that
A(t) = t−
⌈
t
Tcycle
⌉
· (Tcycle − σCslot). (13)
where Tcycle and Cslot are specified as constants. Note
that the setting of A(t) in Eq. (13) is an approximation
of the original TDMA service curve, to be discussed
later.
• Bounded delay service curves: The service provided
by the system is lower bounded by a constant slope γ
when t ≥ tdelay , where γ and tdelay are specified as
constants. Specifically, in this case,
A(t) = max{0, γ(t− tdelay)}. (14)
Figure 1 provides an example for the above two cases.
We will discuss how these two bounds in Eq. (13) and
Eq. (14) are related to TMDA and other hierarchical
scheduling policies.
3.2.1 Segmented service curve: A(t) in Eq. (13)
For Eq. (12), in which A(t) is defined in Eq. (13), the
schedulability test of task τk is as follows:
∃0 < t ≤ Dk s.t.
Ck +
∑
τi∈hp(τk)
σ
(⌈
t
Ti
⌉
Ci + bCi
)
≤ t−
⌈
t
Tcycle
⌉
· (Tcycle − σCslot) (15)
where σ > 0, b ≥ 0, Cslot, and Tslot are constants with
Tcycle − σCslot ≥ 0. The above test can be reorganized as
∃0 < t ≤ Dk s.t.
Ck + σ
(⌈
t
Tcycle
⌉
(
Tcycle
σ
− Cslot)
)
+
∑
τi∈hp(τk)
σ
(⌈
t
Ti
⌉
Ci + bCi
)
≤ t. (16)
The above test can be imagined as if there is a virtual
higher-priority task τvirtual with period Tcycle and exe-
cution time Tcycleσ − Cslot. In this formulation, the vir-
tual task τvirtual does not have any inflation. If Ck −
σ · b · (
Tcycle
σ − Cslot) > 0, we can further set C
′
k as
Ck − σ · b · (
Tcycle
σ − Cslot), and the schedulability test
of task τk becomes
∃0 < t ≤ Dk s.t.
C
′
k + σ
(⌈
t
Tcycle
⌉
· (
Tcycle
σ
− Cslot) + b(
Tcycle
σ
− Cslot)
)
+
∑
τi∈hp(τk)
σ
(⌈
t
Ti
⌉
Ci + bCi
)
≤ t. (17)
Therefore, we have reformulated the test to the same case
in Eq. (7) by adding a virtual higher-priority task τvirtual.
We can directly use Theorem 1 for this class of schedulabil-
ity tests.
3.2.2 Bounded delay service curve: A(t) in Eq. (14)
For Eq. (12), in which A(t) is defined in Eq. (14), the
schedulability test of task τk is as follows:
∃tdelay < t ≤ Dk s.t.
Ck +
∑
τi∈hp(τk)
σ
(⌈
t
Ti
⌉
Ci + bCi
)
≤ γ(t− tdelay), (18)
where σ > 0, b ≥ 0, γ > 0, and 0 < tdelay < Dk are
constants. This can be rewritten as
∃tdelay < t ≤ Dk s.t.
Ck + γtdelay
γ
+
∑
τi∈hp(τk)
σ
γ
(⌈
t
Ti
⌉
Ci + bCi
)
≤ t.
(19)
It is also clear that for any 0 < t ≤ tdelay , the above in-
equality never holds when Ck > 0. Therefore, we can
change the boundary condition from tdelay < t to 0 < t
safely. That is, we have
∃0 < t ≤ Dk s.t.
Ck + γtdelay
γ
+
∑
τi∈hp(τk)
σ
γ
(⌈
t
Ti
⌉
Ci + bCi
)
≤ t. (20)
With the above reformulation, the test is similar to that
in Eq. (7), where σ in Eq. (7) is defined as σγ , and Ck in
Eq. (7) is defined as Ck+γtdelayγ . Therefore, this case is now
reduced to the same case in Eq. (7). We can directly use
Theorem 1 for this class of schedulability tests.
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Figure 1: An example of delayed service curve: σ = 1, Cslot = 2, and Tcycle = 5, where γ = σCslotTcycle ≤ 1 and tdelay =
Tcycle − σCslot in Eq. (14).
3.2.3 Applications for TDMA
Suppose that the system provides a time division multiple
access (TDMA) policy to serve an implicit-deadline spo-
radic task system with a TDMA cycle Tcycle and a slot
length Cslot. The bandwidth of the TDMA is γ = CslotTcycle .
As shown in [11], the service provided by the TDMA pol-
icy in an interval length t is at least max{
⌊
t
Tcycle
⌋
Cslot, t−⌈
t
Tcycle
⌉
· (Tcycle − Cslot)}. The service curve can still be
lower-bounded by ignoring the term
⌊
t
Tcycle
⌋
Cslot, which
leads to t−
⌈
t
Tcycle
⌉
· (Tcycle −Cslot), as a segmented ser-
vice curve described in Eq. (13). Another way is to use
a linear approximation [12], as a bounded delay service
curve in Eq. (14), to quantify the lower bound on the ser-
vice provided by the TDMA. It can be imagined that the
service starts when tdelay = Tcycle − Cslot with utiliza-
tion γ = Tcycle/Cslot. Therefore, the service provided
by the TDMA in an interval length t is lower bounded by
max{0, t− tdelay + γ · (t− tdelay}.
These two different approximations and the original
TDMA service curve are all presented in Figure 1. By
adopting the segmented service curve, the schedulability
test for task τk can be described by Eq. (15) with σ = 1
and b = 0. By the result in Sec. 3.2.1, we can directly con-
clude that 0 < αi ≤ 1 and 0 < βi ≤ 1 for τi ∈ hp(τk)
under RM scheduling, and, hence, the schedulability test of
task τk if Tcycle < Tk is(
Tcycle − Cslot
Tcycle
+ 1
)
(Uk + 1)
∏
τi∈hp(τk)
(Ui + 1) ≤ 2
⇒
k∏
i=1
(Ui + 1) ≤
2
2− γ
. (21)
Therefore, if Tcycle < Tk, we can conclude that the utiliza-
tion bound is
∑k
i=1 Ui ≤ k((
2
2−γ )
1
k − 1). This bound is
identical to the result ln( 22−γ ) presented by Sha [9] when
k →∞.
If Tcycle ≥ Tk, the virtual task τvirtual created in Sec.
3.2.1 should be part of hp2(τk) defined in Sec. 3.1. There-
fore, the schedulability test of task τk if Tcycle ≥ Tk is
(Uk +
Tcycle − Cslot
Tk
+ 1)
∏
τi∈hp(τk)
(Ui + 1) ≤ 2
⇒
k−1∏
i=1
(Ui + 1) ≤
2
1 + Uk +
Tcycle
Tk
(1− γ)
. (22)
If Tcycle ≥ Tk when k, we can conclude that task τk is
schedulable under RM scheduling if
∑k−1
i=1 Ui ≤ ln(2) −
ln(1 + Uk +
Tcycle
Tk
(1 − γ)).
For the case with the bounded delay service curve, we
can use Eq. (18) with tdelay = Tcycle − Cslot, σ∗ = 1,
b = 0, and γ = Tcycle/Cslot. This results in the following
schedulability test by using Corollary 1 for RM scheduling
(
Ck + γtdelay
γTk
+ 1
) k−1∏
i=1
(
Ui
γ
+ 1
)
≤ 2. (23)
Therefore, if tdelayTk is negligible, i.e., the TDMA cycle is
extremely shorter than Tk, then, we can conclude a utiliza-
tion bound of γ ln 2, which dominates ln( 22−γ ). However, if
tdelay is very close to Tk, then the test in Eq. (21) is better.
Note that the above treatment can be easily extended to
handle deferrable servers, sporadic servers, polling servers,
and constrained-deadline task systems. Extending the anal-
ysis to multiprocessor systems is also possible if the schedu-
lability test can be written as Eq. (18).
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3.3 Arrival Jitter
Suppose that the schedulability test is as follows:
∃0 < t ≤ Dk s.t. Ck +
∑
τi∈hp(τk)
σ
(⌈
t+ δTi
Ti
⌉
Ci
)
≤ t,
(24)
where σ > 0 and δ ≥ 0. Note that if δ is an integer, then
this is a special case of Eq. (7). We will first focus on the
cases when δ is not an integer. We again classify the task
set hp(τk) into two subsets:
• hp2(τk) consists of the higher-priority tasks τi with⌈
Dk+δTi
Ti
⌉
equal to ⌈δ⌉.
• hp1(τk) is hp(τk) \ hp2(τk).
Therefore, we can rewrite Eq. (24) to
∃0 < t ≤ Dk s.t. C′k +
∑
τi∈hp1(τk)
σ
(⌈
t+ δTi
Ti
⌉
Ci
)
≤ t,
(25)
where C′k is defined as Ck +
∑
τi∈hp2(τk)
σ ⌈δ⌉Ci.
Theorem 2. For Eq. (25), the k-point effective schedulabil-
ity test in Definition 1 is with the following settings:
• tk = Dk,
• for τi ∈ hp1(τk), set gi =
⌊
Dk+δTi
Ti
⌋
,
• for τi ∈ hp1(τk), set ti =
(⌊
Dk+δTi
Ti
⌋
− δ
)
Ti =
(gi − δ)Ti,
• for τi ∈ hp1(τk), the parameter αi is σgigi−δ with 0 <
αi ≤
σ⌈δ⌉
⌈δ⌉−δ , and
• for τi ∈ hp1(τk), the parameter βi is σgi−δ with 0 <
βi ≤
σ
⌈δ⌉−δ .
The tasks in hp1(τk) are indexed according to non-
decreasing ti defined above to satisfy Definition 1.
Proof. By the definition of ti and hp1(τk), we know that gi
is an integer with gi > δ. By following the same procedure
in the proof of Theorem 1, the left-hand side in Eq. (25) at
time t = tj is upper bounded by whether
C
′
k +
k−1∑
i=1
σ
(⌈
tj + δTi
Ti
⌉
Ci
)
≤ C
′
k +
j−1∑
i=1
σ
(⌈
Dk + δTi
Ti
⌉
Ci
)
+
k−1∑
i=j
σ
(⌈
ti + δTi
Ti
⌉
Ci
)
≤ C
′
k +
j−1∑
i=1
σ(gi + 1)Ci +
k−1∑
i=j
σgiCi
= C′k +
k−1∑
i=1
σgiCi +
j−1∑
i=1
σCi
=1C
′
k +
k−1∑
i=1
σgi
gi − δ
tiUi +
j−1∑
i=1
σ
gi − δ
tiUi, (26)
where the last equality comes from the setting that Ci =
TiUi =
1
gi−δ
tiUi.
It is not difficult to see that 1gi−δ and
gi
gi−δ
are both de-
creasing functions with respect to gi if gi > δ. Therefore,
we know that 0 < αi ≤ σ⌈δ⌉⌈δ⌉−δ and 0 < βi ≤
σ
⌈δ⌉−δ since
gi is an integer. We therefore conclude the proof.
The above analysis may be improved by further annotat-
ing hp1(τk) to enforce gi > δ + 1 if ⌈δ⌉ is very close to
δ.
Corollary 2. Suppose that we classify the task set hp(τk)
into two subsets:
• hp2(τk) consists of the higher-priority tasks τi with⌈
Dk+δTi
Ti
⌉
less than or equal to ⌈δ⌉+ 1.
• hp1(τk) is hp(τk) \ hp2(τk).
Then, for each task τi ∈ hp1(τk), we have 0 < αi ≤
σ(⌈δ⌉+1)
⌈δ⌉+1−δ and 0 < βi ≤
σ
⌈δ⌉+1−δ for the schedula-
bility test in Eq. (25), where C′k is defined as Ck +∑
τi∈hp2(τk)
σ
⌈
Dk+δTi
Ti
⌉
Ci.
Proof. This is identical to the proof of Theorem 2 by using
the fact gi > δ + 1 for a task τi in hp1(τk) defined in this
corollary.
The quantification of the arrival jitter in Eq. (24) assumes
an upper bounded jitter δTi for each task τi ∈ hp(τk). In
many cases, the higher-priority tasks have independent jitter
terms. Putting the arrival jitter of task τi to δTi is sometimes
over pessimistic. For the rest of this section, suppose that
the schedulability test is as follows:
∃0 < t ≤ Dk s.t. Ck +
∑
τi∈hp(τk)
σ
(⌈
t+ Ji
Ti
⌉
Ci
)
≤ t,
(27)
where σ > 0 and Ji ≥ 0 for every τi ∈ hp(τk). We again
classify the task set hp(τk) into two subsets:
• hp2(τk) consists of the higher-priority tasks τi with⌈
Dk+Ji
Ti
⌉
equal to ⌈Ji/Ti⌉.
• hp1(τk) is hp(τk) \ hp2(τk).
Therefore, we can rewrite Eq. (27) to
∃0 < t ≤ Dk s.t. C′k +
∑
τi∈hp1(τk)
σ
(⌈
t+ Ji
Ti
⌉
Ci
)
≤ t,
(28)
where C′k is defined as Ck +
∑
τi∈hp2(τk)
σ ⌈Ji/Ti⌉Ci
Theorem 3. For each task τi in hp1(τk) in Eq. (28), the k-
point effective schedulability test in Definition 1 is with the
following settings:
• tk = Dk,
• for τi ∈ hp1(τk), set gi =
⌊
Dk+Ji
Ti
⌋
,
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• for τi ∈ hp1(τk), set ti =
⌊
Dk+Ji
Ti
⌋
Ti − Ji = giTi −
Ji,
• for τi ∈ hp1(τk), the parameter αi is σgigi−Ji/Ti , and
• for τi ∈ hp1(τk), the parameter βi is σgi−Ji/Ti .
The tasks in hp1(τk) are indexed according to non-
decreasing ti defined above to satisfy Definition 1.
Proof. The proof is identical to that of Theorem 2.
Applications: Arrival jitter is very common in task sys-
tems, especially when no critical instant theorem has been
established. Therefore, instead of exploring all the com-
binations of the arrival times of the higher-priority tasks,
quantifying the scheduling penalty with a jitter term is
a common approach. For example, in a self-suspending
constrained-deadline sporadic task system, we can quantify
the arrival jitter Ji of the higher-priority task τi ∈ hp(τk)
as Di −Ci by assuming that τi meets its deadline, e.g., [4].
Suppose that Si is the self-suspension time of a task τi. For
a self-suspending implicit-deadline task system under fixed-
priority scheduling, it is shown in [4] that the schedulability
test is to verify
∃0 < t ≤ Tk s.t. Ck+Sk+
∑
τi∈hp(τk)
(⌈
t+ Ti − Ci
Ti
⌉
Ci
)
≤ t.
(29)
That is, σ = 1 and Ji is Ti − Ci in Eq. (27). Therefore, we
can use Theorem 3 to construct a polynomial-time schedu-
lability test.
4 Conclusion
This report explains how to automatically derive the pa-
rameters needed in the k2U framework for several classes
of widely used schedulability tests. The procedure to derive
the parameters was not clear yet when we developed the
k2U framework in [3]. Therefore, the parameters in all the
examples in [3] were manually constructed. This automa-
tion procedure significantly empowers the k2U framework
to automatically handle a wide range of classes of real-time
execution platforms and task models, including uniproces-
sor scheduling, multiprocessor scheduling, self-suspending
task systems, real-time tasks with arrival jitter, services and
virtualizations with bounded delays, etc.
Moreover, we would also like to emphasize that the con-
structions of the coefficients in this report may not be the
best choices. We do not provide any optimality guaran-
tee of the resulting constructions. In fact, given an arbi-
trary schedulability test, there are many ways to define a
corresponding k-point effective schedulability test in Def-
inition 1. All the constructions in this report follow the
same design philosophy: We first identify the tasks that
can release at least one more job at time 0 < t < Dk in
the schedulability test and define the effective test point of
such a task at its last release before Dk. There may be
other more effective constructions for different schedulabil-
ity tests. These opportunities are not explored in this report.
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