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Résumé. Le modèle de blocs latents est une méthode non supervisée de classifi-
cation simultanée des n lignes et d colonnes d’une matrice basée sur un modèle
probabiliste de mélange. Pour estimer les paramètres de ce modèle, de nom-
breux algorithmes sont proposés donnant de bons résultats empiriquement mais
les résultats théoriques les confirmant restent encore rares. Dans cet exposé,
nous montrons que la structure particulière de ce modèle implique l’équivalence
asymptotique du rapport de vraisemblance observée avec celui de la vraisem-
blance complète sous certaines conditions de bornes sur les paramètres et pour
un régime asymptotique tel que log(d)/n et log(n)/d tendent vers 0 avec n et
d. Ce résultat permet en particulier de démontrer la normalité asymptotique de
l’estimateur du maximum de vraisemblance.
1 Introduction
Le modèle de blocs latents (ou LBM pour Latent Block Model) est une méthode non super-
visée de classification simultanée des lignes et des colonnes d’une matrice de données dont le
but est de mettre en évidence des blocs contrastés à partir d’un modèle probabiliste. Le LBM
fait partie des méthodes de coclustering dont l’intérêt croît ces derniers temps grâce à leurs
applications dans des domaines comme le marketing, la génétique ou encore les systèmes de
recommandation.
Pour estimer les classes, il existe un certain nombre d’algorithmes fréquentistes (Govaert
et Nadif, 2008; Keribin et al., 2015; Brault et Channarond, 2016) et bayésiens (Wyse et Friel,
2012; Wyse et al., 2014; Keribin et al., 2015) donnant de bons résultats empiriques. Toutefois,
en dehors de Brault et Channarond (2016) qui ont montré la consistance des estimations de
l’algorithme Largest Gaps, il n’existe pas de garanties théoriques sur la qualité des autres
algorithmes.
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Des résultats partiels existent toutefois : Mariadassou et Matias (2015) ont montré la conver-
gence de la loi conditionnelle des variables latentes pour des paramètres appartenant à un voisi-
nage des vrais paramètres. De plus, dans le cadre du Stochastic Block Model, cas particulier du
LBM où les matrices sont symétriques et les lignes et colonnes représentent les mêmes indivi-
dus, Bickel et al. (2013) ont montré la consistance et la normalité asymptotique de l’estimateur
du maximum de vraisemblance dans le cas de données binaires. Pour ce faire, ils ont montré
que la vraisemblance complète et la vraisemblance des observations ont des comportements
asymptotiques similaires.
Dans ce travail, nous étendons ces résultats au cas de la double asymptotique du LBM pour
des observations appartenant à la famille exponentielle avec un seul paramètre inconnu.
2 Modèle
Nous observons une matrice X = (xij) de n lignes et d colonnes et supposons que les
lignes sont partitionnées en g classes de lignes et les colonnes en m classes de colonnes. Le
modèle LBM suppose une structure en blocs de données obtenus par le produit cartésien d’une
partition des lignes par une partition des colonnes. Plus précisément,
— les labels des lignes zi, i = 1, . . . , n, sont indépendants des labels des colonnes wj ,
j = 1, . . . , d : p(z,w) = p(z)p(w) ;
— les labels des lignes sont i.i.d. : zi ∼M(1,π = (π1, . . . , πg)) ; de même, les labels des
colonnes sont i.i.d. : wj ∼ M(1,ρ = (ρ1, . . . , ρm)). π (resp. ρ) représente les poids
du mélange pour les lignes (resp. colonnes) ;
— conditionnellement aux blocs d’appartenance (z1, . . . , zn)× (w1, . . . ,wd), les obser-
vations Xij sont indépendantes, de lois appartenant à la même famille paramétrique de
densité ϕ, de paramètre ne dépendant que du bloc considéré :
Xij |(zikwj` = 1) ∼ ϕ(., αk`).
Ainsi, le paramètre est θ = (π,ρ,α) ∈ Θ et la log-vraisemblance des observations s’écrit
















où Z ×W est l’ensemble de toutes les affectations possibles de z et w.
Nous supposons que la densité ϕ appartient à une famille exponentielle régulière mise sous
forme canonique et de paramètre unidimensionnel α :
ϕ(x, α) = b(x) exp(αx− ψ(α)),
où α appartient à l’espace A, de telle sorte que ϕ(·, α) est bien définie pour tout α ∈ A. Les
propriétés classiques des familles exponentielles assurent que ψ est convexe, infiniment diffé-
rentiable sur Å, que (ψ′)−1 est bien défini sur ψ′(Å) et que E[Xα] = ψ′(α) et V[Xα] = ψ′′(α)
quand Xα ∼ ϕ(., α).
Nous posons également les hypothèses suivantes sur l’espace des paramètres :
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H1 : Il existe une constante positive c et un compact Cα tels que Cα ⊂ Å et
Θ ⊂ [c, 1− c]g × [c, 1− c]m × Cg×mα .
H2 : La fonction α 7→ ϕ(·, α) est injective.
H3 : Le vrai paramètre θ? = (π?,ρ?,α?) est dans l’intérieur de Θ.
H4 : α? ne contient ni deux lignes identiques, ni deux colonnes identiques.
Ces hypothèses sont classiques. L’hypothèse H1 permet de garantir que les poids du mélange
sont raisonnablement loin de 0 et 1 pour assurer l’existence de chaque groupe. Elle permet
également d’assurer que α n’est pas à la frontière de A et que ψ′ est lipschitzienne sur un voi-
sinage de Cα. Les hypothèses H2 à H4 sont nécessaires à l’identifiabilité du modèle. Comme
α est restreint à un sous-ensemble borné de A, la variance de Xα est bornée.
Les hypothèses posées sont en particulier vérifiées dans le cas des variables de Bernoulli,
de Poisson d’espérance bornée, et normales de variance connue et d’espérance bornée.
3 Résultat principal
Avant d’énoncer le résultat, nous définissons l’équivalence de deux paramètres.
Definition 3.1 (Équivalence) Deux paramètres θ et θ′ sont équivalents s’ils sont égaux à
permutations près, c’est à dire s’il existe deux permutations s et t telles que (αs,t, zs,wt) =
(α′, z′,w′). On note alors θ ∼ θ′.
Definition 3.2 (Symétrie) θ présente une symétrie s’il existe un couple de permutations (s, t) 6=
(Id, Id) telle que (πs,ρt,αs,t) = (π,ρ,α). L’ensemble de couples (s, t) pour lesquels θ pré-
sente une symétrie est noté Sym(θ) et son cardinal est noté # Sym(θ).
Sans symétrie de θ, (zs,wt) et (z,w) ont la même vraisemblance sous des paramètres
θ et θs,t différents, tandis qu’avec une symétrie pour (s, t), (zs,wt) et (z,w) ont la même
vraisemblance sous le même paramètre θ (= θs,t). En pratique, l’ensemble des paramètres
ayant des symétries est de mesure nulle.
Théorème 3.3 (Équivalence asymptotique) Sous les hypothèses H1 à H4 et pour un régime
tel que log(d)/n et log(n)/d tendent vers 0 avec n et d, les rapports de vraisemblance observée










(1 + oP (1)) + oP (1)
où la convergence oP est uniforme pour tout θ ∈ Θ.
La preuve repose sur l’étude du rapport de vraisemblance conditionnelle Fnd et du rapport de
vraisemblance profilé Λ̃(z,w)
Fnd(θ, z,w) = log
p(x|z,w;θ)
p(x|z?,w?;θ?)
; Λ̃(z,w) = max
θ
Fnd(θ, z,w),
et distingue les cas (peu probables) de labels (z,w) très éloignés de la vraie configuration
(z∗,w∗) de ceux qui en sont proches. Des inégalités de concentration sont établies en ap-
pliquant une inégalité de Bernstein à des variables non bornées de variance bornée (Massart,
2007).
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4 Conclusions et perspectives
Ce théorème permet de mettre en évidence les comportements similaires de la vraisem-
blance et de la vraisemblance complète. Ce résultat atypique et propre au modèle des blocs
latents est une conséquence de la double asymptotique du modèle et peut être obtenu sous une
condition faible de disproportionnalité entre les lignes et les colonnes.
À l’aide de ce théorème, nous pouvons notamment montrer la normalité asymptotique de
l’estimateur du maximum de vraisemblance et la consistance de l’estimateur variationnel.
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Summary
Latent Block Model (LBM) is a model-based method to cluster simultaneously the d
columns and n rows of a data matrix. Parameter estimation in LBM is a difficult and mul-
tifaceted problem. Although various estimation strategies have been proposed and are now
well understood empirically, theoretical guarantees about their asymptotic behaviour is rather
sparse. We show here that under some mild conditions on the parameter space, and in an
asymptotic regime where log(d)/n and log(n)/d go to 0 when n and d go to +∞, (1) the
maximum-likelihood estimate of the complete model (with known labels) is consistent and
(2) the log-likelihood ratios are equivalent under the complete and observed (with unknown
labels) models. This equivalence allows us to transfer the asymptotic consistency to the maxi-
mum likelihood estimate under the observed model.
