In this paper, we investigate an interesting and important stopping problem mixed with stochastic controls and a nonsmooth utility over a finite time horizon. The paper aims to develop new methodologies, which are significantly different from those of mixed dynamic optimal control and stopping problems in the existing literature, to figure out a manager's decision. We formulate our model to a free boundary problem of a fully nonlinear equation. By means of a dual transformation, however, we can convert the above problem to a new free boundary problem of a linear equation. Finally, using the corresponding inverse dual transformation, we apply the theoretical results established for the new free boundary problem to obtain the properties of the optimal strategy and the optimal stopping time to achieve a certain level for the original problem over a finite time investment horizon.
Introduction
Optimal stopping problems have important applications in many fields such as science, engineering, economics and, particularly, finance. The theory in this area has been well developed for stochastic dynamic systems over the past decades. In the field of financial investment, however, an investor frequently runs into investment decisions where investors stop investing in risky assets so as to maximize their expected utilities with respect to their wealth over options. In our model, the corresponding HJB equation of the problem is formulated into a variational inequality of a fully nonlinear equation. We make a dual transformation for the problem to obtain a new free boundary problem with a linear equation. Tackling this new free boundary problem, we characterize the properties of the free boundary and optimal strategy for the original problem.
The main innovations of this paper include that: Firstly, we rigorously prove the limit of the value function when t → T is the concave hull of the payoff function (but not the payoff function itself), i.e. where ϕ(x) is the concave hull of the payoff function g(x) (see Lemma 2.1). Secondly, since the obstacle ϕ(x) in variational inequality is not strictly concave (see Figure 2 .1), the equivalence between the dual problem (3.14) and the original problem (2.11) is not trivial.
However, we successfully proved it in Section 3. Thirdly, we show a new method to study the free boundary while the exercise region is not connected (see (4.8)-(4.10) and Lemma 4.2) so that we can shed light on the monotonicity and differentiability of the free boundaries (see The remainder of the paper is organized as follows. In Section 2, the mathematical formulation of the model is presented, and the corresponding HJB equation with certain boundary-terminal condition is posed. In particular, we show that the value function V (x, t)
is not continuous at t = T , i.e. lim t→T − V (x, t) = V (x, T ).
In Section 3, we make a dual transformation to convert the free boundary problem of a fully nonlinear PDE (2.11) to a new free boundary problem of a linear equation (3.14) . Section 4 devotes to the study for the free boundary of problem (3.14) in different cases of parameters.
In Section 5, using the corresponding inverse dual transformation, we construct the solution of the original problem (2.11) and to present the properties (including the monotonicity and differentiability) are its free boundaries under different cases which is classified in Section 4.
In Section 6 we present conclusions. 3 
Model Formulation

The manager's problem
The manager operates in a complete, arbitrage-free, continuous-time financial market consisting of a riskless asset with instantaneous interest rate r and n risky assets. The risky asset prices S i are governed by the stochastic differential equations
where the interest rate r, the excess appreciation rates µ i , and the volatility vectors σ i are constants, W is a standard n-dimensional Brownian motion. In addition, the covariance matrix σσ ′ is strongly nondegenerate.
A trading strategy for the manager is an n-dimensional process π t whose i-th component, where π i,t is the holding amount of the i-th risky asset in the portfolio at time t. An admissible trading strategy π t must be progressively measurable with respect to {F t } such that X t ≥ 0.
π i,t , where π 0,t is the amount invested in the money. Hence, the wealth X t evolves according to
the portfolio π t is a progressively measurable and square integrable process with constraint
The manager's dynamic problem is to choose an admissible trading strategy π t and a stopping time τ (t ≤ τ ≤ T ) to maximize his expected utility of the exercise wealth before or at the terminal time T :
where
and β is the discounted factor.
If X t = 0, in order to keep X s ≥ 0, the only choice of π s is 0 and thus
Which means the optimal stopping time τ is the present moment t. 
Discontinuity at the terminal time T
From the definition (2.2) we can see that
Since the portfolio π t is unrestricted, V (x, t) may be discontinuous at the terminal time T . Therefore, we should pay attention to V (x, T −) := lim t→T − V (x, t).
Lemma 2.1
The value function V defined in (2.2) is not continuous at the terminal time T and satisfies lim
is the concave hull of Fig 2. 1), here k and x satisfy
Thus, ζ t X t is a martingale. For any π ∈ A and stopping time τ (t ≤ τ ≤ T ), by Jensen's inequality, we have
We now come to prove
Indeed, owing to ϕ(x) is differentiable and for all x, y ≥ x,
there exits constant C > 0 such that for all x, y > 0,
Thus, for any π and stopping time t ≤ τ ≤ T ,
Using Hölder inequality, we obtain
Therefore, by (2.5) and (2.6),
Next, we further prove
For fix t < T , if x ≥ x 0 or x = 0, we can get
which implies that (2.7) holds true.
If 0 < x < x 0 , choose τ = T and choose π s such that
It is not hard to obtain
Note that
As a result,
Meanwhile, similar to (2.6), we have
Therefore,
Since the value function is not continuous at the ternimal time T , we introduce its corresponding HJB equation with the terminal condition V (x, T −) = ϕ(x), x > 0 in the next subsection.
The HJB equation
Applying the dynamic programming principle, we get the following HJB equation
Assume V x ≥ 0. Note that the Hamiltonian operator
Note that the gradient of π ′ σσ ′ π with respect to π is
Hence,
Applying V xx < 0, we have
Hence, we formulate our problem into the following variational inequality problem
We want to show this equation has a (unique) solution V (x, t) ∈ C 2,1 which satisfies (2.10). And a verification theorem will ensure this solution is just V defined in (??).
Dual Problem
Firstly, assume that
Later, we will prove the above results in Theorem 5.4.
Now define a dual transformation of V (x, t), for any t ∈ (0, T ) (see Pham [23] ),
then the optimal x to fix y > 0 satisfies
Define a transformation
Owing to (2.10) and (3.2), I(y, t) is continuously decreasing in y and lim
Define the dual transformation of ϕ(x) as
then the optimal x to fix y, which we denote by x ϕ (y), is
It follows from (3.6) and (2.3) that we get
for y > k.
and
It is obvious that
It follows from (3.5) that we have
Thus, for any y > 0, set x = I(y, t). If y ≤ V x (0, t), then
In the above case of y > V x (0, t), since V x (0, t) ≥ k (which we will prove in Theorem 5.5),
we have y > k as well as ψ(y) = 1 γ K γ . Combining (3.9) and (3.10) yields
By the definition of v and ψ, we have
On the other hand,
and by the variational inequality in (2.11),
V (I(y, t), t) > ϕ(I(y, t))
together with (3.9) yields
Combining the above equation with (3.11), (3.12) and (3.13), we obtain
(3.14)
Remark 3.1 The equation in (3.14) is degenerate on the boundary y = 0. According to Fichera's theorem (see Oleȋnik and Radkević [21] ), we must not put the boundary condition on y = 0.
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Now we find the solution of (3.14) which is under liner growth condition.
Theorem 4.1 Problem (3.14) has unique solution v(y, t) ∈ W 2,1
is the disk with center (k,T) and radius ε, A = max{
Proof: According to the results of existence and uniqueness of W 2,1 p solutions [17] , the solution of system (3.14) can be proved by a standard penalty method, furthermore, by Sobolev embedding theorem,
(see Friedman [9] ). Here, we omit the details. The first inequality in (4.1) follows from (3.14)
directly, we now prove the second inequality in (4.1).
Denote w(y, t) = A(e B(T −t) y γ γ−1 + 1).
Then
and w(y, t) ≥ w(y, T ) ≥ ψ(y). Using the comparison principle of variational inequality (see Friedman [9] ), we know that w is a super solution of (3.14).
Next we prove (4.2). Let v(y, t)
Hence, by the comparison principle, we have v ≥ v, i.e. v t ≤ 0.
Define εR y = {(y, t) ∈ Q y |v = ψ}, exercise region,
Note that k is the only discontinuity point of ψ ′ (y) and ψ ′′ (y). Now, we claim (k, t) could not be contained in εR y for all t ∈ (0, T ). Otherwise, if (k, t 0 ) ∈ εR y for some t 0 < T , then it belongs to the minimum points of v − ψ(y),
which implies v y does not continue at the point (k, t 0 ) so as to yields a contradiction to (4.5).
Here, we present the proof of (4.3) and (4.4). Recalling that
Thanks to v gets the minimum value in εR y , v y = ψ ′ ≤ 0 in εR y . Moreover, v y (y, T ) = ψ ′ ≤ 0. Taking the derivative for the following equation
with respect to y leads to
Note that v y = ψ ′ ≤ 0 on ∂(CR y ), where ∂(CR y ) is the boundary of CR y in the interior of Q y , using the maximum principle we obtain (4.3).
In addition, v ≥ ψ, together with v = ψ, v y = ψ ′ in εR y yields v yy = ψ ′′ ≥ 0 in εR y . It is not hard to prove that lim CRy∋y→∂(CRy)
v yy (y, t) ≥ 0.
and v yy (y, T ) = ψ ′′ ≥ 0. Taking the derivative for equation (4.6) with respect to y, we obtain
Using the maximum principle, we obtain
Define free boundaries h(t) = inf{y ∈ [0, k]|v(y, t) = ψ(y)}, 0 < t < T, (4.8)
Owing to ∂ t (v(y, t) − ψ(y)) = v t ≤ 0, functions h(t) and f (t) are decreasing in t and g(t) is increasing in t.
Substituting the first expression of (3.6) into the equation in (3.14) yields 11) and note that
Denote the right hand side of (4.11) by Ψ(y). It is not hard to see that
Lemma 4.2 The set εR y is expressed as
Proof: By the definitions of h(t), g(t) and f (t), we get εR y ⊂ {(y, t) ∈ Q y |h(t) ≤ y ≤ g(t)} ∪ {(y, t) ∈ Q y |y ≥ f (t)}. Now, we prove Ω := {(y, t) ∈ Q y |h(t) ≤ y ≤ g(t)} ⊂ εR y . (4.14)
Since {(h(t), t), (g(t), t)} ∩ Q y ⊂ εR y ∩ {y < k} ⊂ {Ψ ≥ 0} and {Ψ ≥ 0} is a connected region, we have Ω ⊂ {Ψ ≥ 0}.
Assume that (4.14) is false. Since CR y is an open set, there exists an open subset N such that N ⊂ Ω and ∂ p N ⊂ εR y , where ∂ p N is the parabolic boundary of N . Thus, 
Similar proof yields
Therefore, the desired result (4.13) holds.
Thanks to Lemma 4.2, h(t), g(t)
and f (t) are three free boundaries of (3.14).
Theorem 4.3
The free boundaries h(t), g(t) and f (t) ∈ C ∞ (0, T ) and have the following 
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Case III: β < a 2 2
. Proof: By the method of [9] , we could prove h(t), g(t), f (t) ∈ C ∞ (0, T ), we omit the details.
Here, we only prove the results in Case II, the remaining situations are similar. If
, then Ψ(k) < 0 implies y T < k. By (4.12) and {Ψ ≥ 0} = (0, y T ],
Now, we prove h(t) ≡ 0. Set N := {(y, t)|0 < y ≤ h(t), 0 < t < T }. It follows from (4.15) that we have v ≤ ψ in N . By the definition of h(t), N = ∅ as well as h(t) ≡ 0.
Here, we aim to prove f (T −) := lim
5 The solution and the free boundary of original problem (2.11)
Proof: Apply strong maximum principle,
together with
Proof: For any t ∈ (0, T ), it is not hard to see that lim 
3) is due to v y is continuously through the free boundary y = f (t).
Thanks to Lemma 5.1 and Lemma 5.2, we can define a transformation
and is decreasing to x. The case of x > x. Owing to the regularity of v y on t = T ,
Notice that ψ ′ (y) maps onto (−∞, − x) for 0 < y < k, and ψ ′′ (y) > 0, 0 < y < k, thus
The case of 0 ≤ x ≤ x. Due to (v y (·, t)) −1 (−x) is decreasing to x for all t ∈ (0, T ),
by the arbitrariness of y < k, we see that
Together with (5.8), Theorem 5.4 V is the strong solution of (2.11) and satisfies the following
Moreover, for all (x, t) ∈ Q x , thus
In addition
Here, we verify V is the strong solution of (2.11). Firstly,
so V meets the boundary and terminal conditions in (2.11).
Secondly, due to (5.14), (5.15) and (5.16),
Now, we prove that
Before that we first claim
And if v(y, t) = ψ(y) for y < k, then
Hence, (5.19) is true.
Combine with (5.19), the variational inequality in (3.14) and (5.17) yields
Therefore, V (x, t) satisfies the variational inequality in (2.11). So far, we have proved V (x, t)
is the strong solution of (2.11). Now, we discuss the free boundary of (2.11). Define εR x = { V = ϕ}, exercise region,
And
On the two free boundaries y = h(t) and y = g(t), v(y, t) = 1 − γ γ y On the other hand, by (5.14) and (5.4), V x (0, t) = J(0, t) = (v(·, t)) −1 (0) = f (t).
All this leads up to
Theorem 5.5 The two free boundaries of (2.11) satisfy H(t), G(t) ∈ C ∞ (0, T ) and H ′ (t) ≥ 0, G ′ (t) ≤ 0, V x (0, t) = f (t). Moreover, they have the following classification.
Case I: β ≥ 
Conclusions
In this paper we presented a new method to study the free boundaries while the exercise region is not connected (see (4.8)-(4.10) and Lemma 4.2) so that we can shed light on the behaviors of the free boundaries for a fully nonlinear variational inequality without any restrictions on parameters (see Figure 5.1-5.4.) . The financial meaning is that if at time t, investor's wealth x is located in CR x , then he should continue to invest; and if investor's wealth x is located in εR x , then he should stop to investing.
