Abstract. This paper is devoted to the study of reproducing kernel Hilbert spaces. We focus on multipliers of reproducing kernel Banach and Hilbert spaces. In particular we tried to extend this concept and prove some theorems.
Introduction
In functional analysis, a reproducing kernel Hilbert space (RKHS) is a Hilbert space associated with a kernel that reproduces every function in the space or, equivalently, where every evaluation functional is bounded. The reproducing kernel was first introduced in the 1907 work of Stanisaw Zaremba concerning boundary value problems for harmonic and biharmonic functions. James Mercer simultaneously examined functions which satisfy the reproducing property in the theory of integral equations. These spaces have wide applications, including complex analysis, harmonic analysis, and quantum mechanics. Reproducing kernel Hilbert spaces are particularly important in the field of statistical learning theory because of the celebrated Representer theorem which states that every function in an RKHS can be written as a linear combination of the kernel function evaluated at the training points. More details can be found in [1, 2, 3] .
Given a set X, if we equip the set of all functions from X to F, F (X, F) with the usual operations of addition, (f +g)(x) = f (x)+g(x), and scalar multiplication, (λ.f )(x) = λ.(f (x)), then F (X, F) is a vector space over F. Given a set X, we will say that H is a reproducing kernel Hilbert space(RKHS) on X over F, provided that:
(1) H is a vector subspace of F (X, F), (2) H is endowed with an inner product, ., . , making it into a Hilbert space, (3) for every y ∈ X, the linear evaluation functional, E y : H → F, defined by E y (f ) = f (y), is bounded. If H is a RKHS on X, then since every bounded linear functional is given by the inner product with a unique vector in H, we have that for every y ∈ X, there exists a unique vector, k y ∈ H, such that
The function k y is called the reproducing kernel for the point y. The 2-variable function defined by K(x, y) = k y (x) is called the reproducing kernel for H. Note that we have,
are RKHSs on X with reproducing kernels,
Given a multiplier, f ∈ M(H 1 , H 2 ), we let M f : H 1 → H 2 , denote the linear map, M f (h) = f h. Clearly, the set of multipliers, M(H 1 , H 2 ) is a vector space and the set of multipliers, M(H), is an algebra. In this case, There is a kernel function K : 4) and B = span{K(., x); x ∈ X} Definition 1.3. Let X be a set. We call a uniformly convex and uniformly Frechet differentiable RKBS on X an s.i.p. reproducing kernel Banach space (s.i.p.RKBS). 
(1.6) Suppose X be a set and B be a s.i.p. RKBS on X with K as its kernel. let B ♯ = span{K(x, .); x ∈ X} (1.7) We can define a new norm as follows
(1.8)
The norm . B ♯ is well-defined and point evaluation functionals are continuous on B ♯ if and only if point evaluation functionals are continuous on B.
Main Results
Theorem 2.1. Let X be a set and H) be a reproducing kernel Hilbert space on X. Then function π H :
Definition 2.2. Suppose X be a set and B be a s.i.p. RKBS on X. A function f : X → C is called a multiplier of B provided that f B = {f g : g ∈ B} ⊆ B. We let M(B) denote the set of multipliers of B.
Suppose M B be the set of multipliers of a s.i.p. RKBS. It is endowed with a semi inner product inherited of B. So it can be embedded in an inner product space. We denote H MB a Hilbert space spanned by M B . 
