Model selection in neural networks can be guided by statistical procedures, such as hypothesis tests, information criteria and cross validation. Taking a statistical perspective is especially important for nonparametric models like neural networks, because the reason for applying them is the lack of knowledge about an adequate functional form. Many researchers have developed model selection strategies for neural networks which are based on statistical concepts. In this paper, we focused on the model evaluation by implementing statistical significance test. We used Wald-test to evaluate the relevance of parameters in the networks for classification problem. Parameters with no significance influence on any of the network outputs have to be removed. In general, the results show that Wald-test work properly to determine significance of each weight from the selected model. An empirical study by using Iris data yields all parameters in the network are significance, except bias at the first output neuron.
INTRODUCTION
In the application of stopped training, the data set is split into a training and a validation set. If the model errors in the validation set begin to grow during the training process, the training algorithm is stopped.
In statistical terms, the method tries to make up the (1) O , and for all n sufficiently large,
The Wald statistic allows the simplest analysis, although it may or may not the easiest statistic to compute in a given situation. The motivation for the Wald statistic is that when the null hypothesis is correct significance of these estimators are presented at Table   1 .
Usually, neurons in NN are always full connectivity.
By using this Wald test, it is possible that there are weights which are not significance. Based on Table 1, all of the weights are significance except bias at the first output neuron. Therefore, the connection should be removed and the best model is not fully connected.
CONCLUSION
In general, neural networks are applied to problems where slight is known about the correct functional form. Empirically, Wald-test is also applicable for determining parameter significance of the selected neural networks 
