In this paper we study actions of locally compact quantum groups on von Neumann algebras and prove that every action has a canonical unitary implementation, paralleling Haagerup's classical result on the unitary implementation of a locally compact group action. This result is an important tool in the study of quantum groups in action. We will use it in this paper to study subfactors and inclusions of von Neumann algebras. When α is an action of the locally compact quantum group (M, ∆) on the von Neumann algebra N we can give necessary and sufficient conditions under which the inclusion N α ⊂ N ֒→ M α⋉ N is a basic construction. Here N α denotes the fixed point algebra and M α⋉ N is the crossed product. When α is an outer and integrable action on a factor N we prove that the inclusion N α ⊂ N is irreducible, of depth 2 and regular, giving a converse to the results of Enock and Nest, [7] and [8]. Finally we prove the equivalence of minimal and outer actions and we generalize the main theorem of Yamanouchi [33] : every integrable outer action with infinite fixed point algebra is a dual action.
Introduction
Building on the work of Kac & Vainerman [30] , Enock & Schwartz [6] , Baaj & Skandalis [1] , Woronowicz [32] and Van Daele [31] , a precise definition of a locally compact quantum group was recently introduced by the authors in [19] , see [18] and [20] for an overview. For an overview of the historical development of the theory we refer to [20] and the introduction of [19] . This theory provides a topological framework to study quantum groups and it unifies locally compact groups, compact quantum groups and Kac algebras.
Because classical groups are usually defined to act on a space it is very natural to make a quantum group act on a quantum space, which will be an algebra. In an algebraic framework the study of Hopf algebras acting on algebras has been very useful.
On the other hand, actions of locally compact groups on von Neumann algebras have always been an important topic in operator algebra theory, see e.g. [2] and [23] . In these works the importance of Haagerup's results on the canonical implementation of locally compact group actions and his results on the dual weight construction, cannot be overestimated. It is simply used all the time, without noticing it. See [10] and [11] .
Hence it seems natural to study more generally actions of locally compact quantum groups on von Neumann algebras and to try to develop the same machinery of canonical implementation and dual weight construction. This is what is done in the first half of this paper. We strongly believe that this will serve as an important tool in several applications of locally compact quantum groups. We already give some applications in the second half of this paper. Other applications are given by Kustermans in [17] . Both will be explained below.
The special case of Kac algebra actions has been studied by Enock and Schwartz in [4] and [5] . They obtained important results on crossed products, with the biduality theorem as a major achievement. But they never obtained a unitary implementation for an arbitrary action and also Haagerup's theory of dual weights on the crossed product could not be completely generalized. For instance, it remained an open problem whether the crossed product with a Kac algebra action on a von Neumann algebra is in standard position on its natural Hilbert space. It should be mentioned that in [1] also Baaj & Skandalis obtain a biduality theorem for crossed products with multiplicative unitaries.
A first attempt to obtain the unitary implementation of a Kac algebra action was made by J.-L. Sauvageot in [25] . Unfortunately his proof is wrong, and for this we refer to the discussion in the beginning of section 3.
So in this paper we will define actions of a locally compact quantum group on a von Neumann algebra and we will construct its unitary implementation. We will also give a construction for the dual weight on the crossed product and prove analogous results as those about group actions obtained by Haagerup in [10] and [11] . In particular we prove that the crossed product is in standard position on its natural Hilbert space and we identify the associated modular objects. Hence we do not only give a right proof for the results of Sauvageot, but also we prove new results on the dual weights which make them a workable and applicable tool, and we work in the more general setting of locally compact quantum groups.
In the second half of the paper we will give some applications of these results in the theory of subfactors and inclusions of von Neumann algebras. It has been proved by Enock and Nest in their beautiful papers [7] and [8] that every irreducible, depth 2 inclusion of factors satisfying the regularity condition, can be obtained as N α ⊂ N where α is an outer action of a locally compact quantum group on the factor N and N α is the fixed point algebra. We show in this paper that the action α is always integrable and that, conversely, for every outer and integrable action α on a factor N the inclusion N α ⊂ N is irreducible, of depth 2 and regular. So we obtain a converse to the results of Enock and Nest. The same result is stated for the special case of a dual Kac algebra action in [7, 11.14] , but not proved. While doing this, we study more generally the problem when the inclusion N α ⊂ N ֒→ M α ⋉ N is a basic construction, and here M α ⋉ N denotes the crossed product.
As a final application of our results we prove the equivalence of outerness and minimality of a locally compact quantum group action, under the integrability condition. We also generalize the main theorem of Yamanouchi [33] to actions of arbitrary locally compact quantum groups: when working on separable Hilbert spaces, we prove that every integrable outer action with infinite fixed point algebra is a dual action.
It should also be mentioned that our results on the unitary implementation of a locally compact quantum group action are already applied in a recent paper by Kustermans (see [17] ) in which he constructs induced corepresentations of locally compact quantum groups. Taking into account the importance of induced representations of locally compact groups, it is clear that the results of Kustermans serve as a major motivation for our work.
Acknowledgment : I would like to thank both J. Kustermans and L. Vainerman for their valuable advice, interesting and stimulating discussions and useful suggestions on this topic of locally compact quantum groups in action.
Definitions and notations
The whole of this paper will rely heavily on the modular theory of von Neumann algebras. Throughout the text we will not make efforts to give references to the original papers, but we will use [26] as a general reference.
When θ is a normal, semifinite and faithful (we say n.s.f.) weight on a von Neumann algebra N , one can make the so-called GNS-construction (K θ , π θ , Λ θ ), where K θ is a Hilbert space, π θ is a normal representation of N on K θ and Λ θ : N θ → K θ is a linear map satisfying π θ (x)Λ θ (y) = Λ θ (xy) for all x ∈ N and y ∈ N θ . Further Λ θ (N θ ) is dense in K θ . Here N θ is the left ideal in N defined by {x ∈ N | θ(xθ . When θ 1 and θ 2 are n.s.f. weights on N we denote with ([Dθ 1 : Dθ 2 ] t ) t∈R the Connes cocycle as defined in e.g. [26, 3.1] .
Often we will make use of operator valued weights. When N is a von Neumann algebra we denote with N + ext the extended positive part of N as introduced by Haagerup in [13] , see e.g. [26, 11.1] . For the notion of operator valued weights we refer to [13] or [26, 11.5] . We will denote with ·, · the composition of elements of N + ext and N + * . When T is an operator valued weight we denote with N T the left ideal of elements x such that T (x * x) is bounded.
All tensor products in this paper are either von Neumann algebra tensor products or tensor products of Hilbert spaces. This will always be clear from the context. We will use σ to denote the flip map on a tensor product A ⊗ B of von Neumann algebras and Σ to denote the flip map on a tensor product H ⊗ K of Hilbert spaces. When K is a Hilbert space and ξ ∈ K we denote with θ ξ the operator in B(C, K) given by θ(λ) = λξ for all λ ∈ C. When H is a Hilbert space and ξ, η ∈ H we denote with ω ξ,η the usual vector functional in B(H) * given by ω ξ,η (x) = xξ, η . We use ω ξ as a shorter notation for ω ξ,ξ . We will denote with D(T ) the domain of a (usually densily defined) map T .
Throughout this paper the pair (M, ∆) will denote a (von Neumann algebraic) locally compact quantum group. This means that
• M is a von Neumann algebra and ∆ : M → M ⊗ M is a normal and unital * -homomorphism satisfying coassociativity: (∆ ⊗ ι)∆ = (ι ⊗ ∆)∆.
• There exist n.s.f. weights ϕ and ψ on M such that -ϕ is left invariant in the sense that ϕ (ω ⊗ ι)∆(x) = ϕ(x)ω(1) for all x ∈ M + ϕ and ω ∈ M + * . -ψ is right invariant in the sense that ψ (ι ⊗ ω)∆(x) = ψ(x)ω(1) for all x ∈ M + ψ and ω ∈ M + * .
We refer to [19] , [21] and [18] for the theory of locally compact quantum groups in either the von Neumann algebra or C * -algebra language. It should be stressed that in [19] there is given a definition of a locally compact quantum group in the C * -algebra framework, and it is proven that one can associate with this a locally compact quantum group in the von Neumann algebra framework. In [21] the above definition of a von Neumann algebraic locally compact quantum group is given and it is shown how to associate with it a C * -algebraic locally compact quantum group.
One can then prove the existence of a σ-strong * closed map S on M , called the antipode, such that for all a, b ∈ N ϕ we have
Moreover, such elements (ι ⊗ ϕ) ∆(a * )(1 ⊗ b) span a σ-strong * core for S. Then there exists a unique one-parameter group (τ t ) t∈R of automorphisms of M and a unique * -anti-automorphism R of M such that
We call τ the scaling group of (M, ∆) and R the unitary antipode. One refers to the expression S = Rτ −i/2 as the polar decomposition of the antipode.
Next one can prove that ∆R = σ(R ⊗ R)∆, where σ denotes the flip map on M ⊗ M . One can also prove that the left and right invariant weights on (M, ∆) are unique up to a positive scalar. So ψ and ϕR are proportional and we can suppose from the beginning that ψ = ϕR. We denote with (σ t ) t∈R the modular group of ϕ. Then there exists a unique self-adjoint, strictly positive operator δ affiliated with M and satisfying σ t (δ) = ν t δ and ψ = ϕ δ , where ν > 0 is a real number. Formally this means that ψ(x) = ϕ(δ 1/2 xδ 1/2 ) and for an exact definition of ϕ δ we refer to [29, 1.5] . We call δ the modular element of (M, ∆). The number ν > 0 is called the scaling constant of (M, ∆).
Let us represent M on the GNS-space H of ϕ such that (H, ι, Λ) is a GNS-construction for ϕ. Let (H, ι, Γ) be the canonical GNS-construction for ψ = ϕ δ as defined in [19, 7.2] . Then one can define unitaries W and V in B(H ⊗ H) such that
Here Λ ⊗ Λ and Γ ⊗ Γ denote the canonical GNS-maps for the tensor product weights ϕ ⊗ ϕ and ψ ⊗ ψ. Then W and V are multiplicative unitaries, which means that they satisfy the pentagonal equation
Denoting with − the σ-strong * closure we have that
We will denote with J and ∇ the modular conjugation and modular operator of ϕ in the GNS-construction (H, ι, Λ).
Finally we describe how to define the dual locally compact quantum group (M ,∆). Define the von Neumann algebraM as follows, where again − denotes the σ-strong * closure.
Then one can define a comultiplication∆ onM bŷ
where Σ denotes the flip map on H ⊗ H. When ω ∈ M * we define λ(ω) = (ω ⊗ ι)(W ). Of course M * should be thought of as the L 1 -functions on the quantum group (M, ∆), and then λ is the left regular representation. We also define
Such a η ∈ H is necessarily uniquely determined and will be denoted with ξ(ω). Then there exists a unique n.s.f. weightφ onM with GNS-construction (H, ι,Λ) such that λ(I) ⊂ Nφ, λ(I) is a σ-strong * -norm core forΛ andΛ(λ(ω)) = ξ(ω) for all ω ∈ I.
Then (M ,∆) will be a locally compact quantum group, and having fixed the GNS-construction (H, ι,Λ) forφ we can now repeat the story about (M, ∆) and obtain (σ t ) t∈R ,δ,Ŵ ,V ,Ĵ and∇. For all kinds of formulas relating these objects we refer to [21] . We only mention that
Finally we denote with (M, ∆) op the opposite locally compact quantum group (M, ∆ op ) where
for all x ∈ M ′ and we call (M, ∆) ′ the commutant locally compact quantum group. Then one can prove that (M, ∆) opˆ= (M, ∆)ˆ′ and for this we refer to [21] .
Actions of locally compact quantum groups
In this section we define actions of locally compact quantum groups on von Neumann algebras and we construct an important tool: the canonical operator valued weight from the von Neumann algebra on which we act to the fixed point algebra, obtained by integrating out the action. A normal, injective and unital * -homomorphism α :
In this paper we will only work with left actions and so we drop the predicate left. When α is a right action, σα will be a left action of (M, ∆ op ) on N , where σ denotes the flip map from N ⊗ M to M ⊗ N and ∆ op denotes the opposite comultiplication. So it is not a real restriction to work only with left actions. It should be observed that in [4] and [5] they work with right actions.
It is clear that N α is a von Neumann subalgebra of N .
Recall that N 
By the right invariant version of [21, 3 .1] we get that
From this it follows that α(T α (x)) = 1 ⊗ T α (x). So we get that
So we get that T α is indeed an operator valued weight. Because both α and ψ ⊗ ι are faithful and normal, also T α is faithful and normal.
One should observe that the same result is stated and used in [5] for Kac algebra actions. Their proof contains a gap because they do not have an invariance formula like [21, 3.1] , which is indispensable. For Kac algebra actions this was repaired by Zsidó (see [34] , see also [26, 18.18 and 18.23] ). Also in the case of a group action this was a non-trivial problem (see [11] ). The simpler proof of Zsidó for this invariance formula only works in the Kac algebra setting, where the scaling group is trivial. I would like to thank prof. Enock for the discussion on this topic.
Definition 1.4. An action α of (M, ∆) on a von Neumann algebra N is called integrable when the operator valued weight T α defined in proposition 1.3 is semifinite.
We will now introduce the well known concept of cocycle equivalent actions (cfr. [4, I.6]).
It is clear that in this case the formula
Two actions α and β of (M, ∆) on N are called cocycle equivalent if there exists an α-cocycle U such that β is given by the formula above.
It is easy to see that U * is a β-cocycle when U is an α-cocycle and when β(x) = U α(x)U * for all x ∈ N .
2 Crossed products, the dual action and the duality theorem
In this section we fix an action α of a locally compact quantum group (M, ∆) on a von Neumann algebra N . We will define the crossed product M α ⋉ N in a similar way as in [4] . We will also state some classical theorems concerning crossed products, the biduality theorem being the major one, but we will omit proofs because they are completely analogous to the proofs of [4] and [5] . See also [9] , where the results of [4] and [5] are generalized to actions of Woronowicz algebras.
Definition 2.1. We define the crossed product of N with respect to the action α of (M, ∆) on N as the von Neumann subalgebra of B(H) ⊗ N generated by α(N ) andM ⊗ C. We denote this crossed product with M α ⋉ N . So we have
We will now define in the usual way the dual action, which will be an action of (M ,∆ op ) on M α ⋉ N .
Proposition 2.2. There exists a unique actionα of
Moreover when we denote withW the unitary (J ⊗ J)ΣW Σ(J ⊗ J) we havê
As we already mentioned, Enock and Schwartz deal with right actions in [4] and [5] . Hence they also give a slightly different definition for the crossed product, but in fact our definition agrees with theirs. When α is a right action of (M, ∆) on N they define
′′ . This is in accordance with our definition, because σα is a left action of (M,
So we have N ⋊ α M = σ(M σα ⋉ N ), which shows that both definitions in fact agree.
Let us introduce the following concept, which will be needed later on. See also [5, III.1].
Definition 2.3. Let ρ be a self-adjoint, strictly positive operator affiliated with M . Then a n.s.f. weight
for all x ∈ M + θ and ξ ∈ D(ρ 1/2 ).
We will always work with δ −1 -invariant weights, where δ is the modular element of the locally compact quantum group in action.
Then the following result can be proved as in [9, 2.9] . For the last statement of the next proposition observe that τ t (δ) = δ and so the self-adjoint operators δ and∇ commute strongly. Hence their product δ∇ is closable.
Denote with J θ and ∇ θ the modular conjugation and modular operator of θ. Then V θ satisfies
The following result is crucial (see [9, 2.8] ).
Proposition 2.5.
• Let α be an integrable action of (M, ∆) on N and denote with T α the operator valued weight defined in proposition 1.3 . Let µ be a n.s.f. weight on
• Every dual action is integrable.
With these results at hand one can copy the proofs of [5] to obtain the well known biduality theorem. Before we state this theorem we have to clarify some terminology. The dual actionα is an action of (M, ∆)ˆo p on M α ⋉ N . So we can make the double crossed productMα⋉ (M α ⋉ N ) in B(H ⊗ H) ⊗ N and on this double crossed product there is an actionα of (M, ∆)ˆo pˆop . Now (M, ∆)ˆo pˆop = (M, ∆) ′op and we can define an isomorphism of locally compact quantum groups
Theorem 2.6 (Biduality theorem).
We have B(H)
In particular
When we define
is isomorphic to the bidual actionα of (M, ∆)ˆo pˆop onMα⋉ (M α ⋉ N ) in the following way:
With the help of the biduality theorem Enock and Schwartz were able to prove the following crucial results, which remain true for actions of locally compact quantum groups.
Theorem 2.7. We have
3 The unitary implementation of a locally compact quantum group action
In this section we will define in a canonical way the unitary implementation of a locally compact quantum group action. This will be a unitary corepresentation of the quantum group, implementing the action and satisfying some other properties. A same kind of result was obtained for Kac algebra actions by Sauvageot in [25] , but the proof of the fact that the implementation is a corepresentation, is wrong. More precisely, Sauvageot's crucial lemma 4.1 is false. I would like to thank prof. Sauvageot for the discussions on this topic.
We will use a different technique to prove that the implementation is a corepresentation. In the same time we will obtain some interesting results concerning the dual weight on the crossed product M α ⋉ N given a weight on N . We will also settle a problem which was left open in [25] .
For integrable actions -and in particular for dual actions -we already obtained an implementation in proposition 2.4, as it was done by Enock and Schwartz. Nevertheless it is desirable to have an implementation without the integrability condition, first of all for reasons of elegance. But, more importantly, one will need this general implementation result in several applications. We refer to the introduction for a discussion.
Fix an action α of a locally compact quantum group (M, ∆) on a von Neumann algebra N . In definition 2.1 and proposition 2.2 we defined the crossed product M α ⋉ N and the dual actionα :
We already observed in proposition 2.5 thatα is integrable. So we can define the n.s.f.
For this, observe thatα is an action of (M ,∆ op ) and thatφ is the right invariant weight on (M ,∆ op ). By theorem 2.7 we know that (M α ⋉ N )α = α(N ). So T is an operator valued weight from M α ⋉ N to α(N ).
With this operator valued weight at hand, we can easily define the dual weights on M α ⋉ N . Nevertheless, to make dual weights a workable tool, we need a concrete GNS-construction for them. The structure of this section is then as follows. First we will restrict the dual weight to a weight for which we can give a GNS-construction (definition 3.4), then we use the restricted weight to obtain the unitary implementation for the action (definition 3.6 and proposition 3.7) and finally we prove that the restricted weight is in fact not a restriction, but equal to the original dual weight (proposition 3.10). For the rest of this section we fix a n.s.f. weight θ on N . One can prove easily the following lemma.
Lemma 3.2. For all a ∈ Nφ and x ∈ N we havẽ
Proof. We haveα
by invariance ofφ. So we may conclude that
Then the result of the lemma follows immediately.
From now on we will suppose that N acts on the GNS-space of the n.s.f. weight θ, such that (K, ι, Λ θ ) is a GNS-construction for θ. We will restrict the weightθ in the sense of proposition 7.4 of the appendix in order to obtain a concrete GNS-construction. Fix a GNS-construction (K 1 , π 1 , Λ 1 ) forθ. Because of the previous lemma we can define a unique isometry
for all a ∈ Nφ and x ∈ N θ .
Further we define
Because we have the isometry V at our disposal there is a well defined linear map
Because Λ 1 is σ-strong * -norm closed, we can closeΛ 0 for the σ-strong * -norm topology, and then we obtain a linear mapΛ :
In order to apply proposition 7.4, we need the following lemma.
2. For all z ∈ M α ⋉ N and y ∈ D we haveΛ(zy) = zΛ(y).
Proof. Choose ξ ∈ H and b ∈ T ϕ . Let (e i ) i∈I be an orthonormal basis for H.
Hence applying
in the σ-strong * topology.
Choose now y ∈ N θ . For every finite subset I 0 ⊂ I we have by proposition 7.1 that the element
where P I0 is the projection on span{e i | i ∈ I 0 }. So we get that the net (z I0 ) converges σ-strong * to the element
and the net (Λ(z I0 )) converges in norm to
Then we may conclude that z ∈ D and
Because the considered elements λ(ω ξ,Λ(b) ) form a σ-strong * -norm core forΛ we conclude that for every
It is easy to prove that for every a ∈M and z ∈ D we have (a ⊗ 1)z ∈ D andΛ (a ⊗ 1)z = (a ⊗ 1)Λ(z). From this follows the lemma.
We can now apply proposition 7.4.
Later on we will prove that in factθ 0 =θ. This question was left open in the Kac algebra case considered by Sauvageot. In applications the equalityθ 0 =θ is indispensable, e.g. proposition 5.7 cannot be proved without knowing the GNS-construction ofθ, which amounts to the equalityθ 0 =θ.
Let us fix some modular notations.
Definition 3.5. We denote withJ and∇ the modular conjugation and modular operator ofθ 0 in the GNS-construction (H ⊗ K, ι,Λ). We denote withσ the modular automorphism group ofθ 0 and we put
We denote with J θ and ∇ θ the modular conjugation and modular operator of θ in the GNS-construction (K, ι, Λ θ ), and with σ θ the modular automorphism group of θ.
With this notations at hand we will now define the unitary implementation of the action α. Of course this terminology will only be justified after the proofs of 3.7, 3.12 and 4.4.
is a unitary in B(H ⊗ K) and it is called the unitary implementation of α.
We will first prove the following result.
Proposition 3.7. We have the following formulas:
Before we can prove this proposition we need the following lemma.
Proof. Choose a ∈ Nφ and x ∈ N θ . Then xy ∈ N θ and hence (a
Because D 0 is a σ-strong * -norm core forΛ we may conclude that for every z ∈ Nθ
Then the lemma follows immediately.
Proof of proposition 3.7. Because σ 
Taking the adjoint we may replace −i/2 by i/2 in the formula above.
Let now y ∈ D(σ θ −i ). Then we have α(y) ∈ D(σ −i/2 ) and
. It now follows from the results of [13, 4.3 and 4.4] 
. Combining this with the formula above we get
By the density of such elements σ
From the definition of U follows immediately the final formula we had to prove.
Now we have gathered enough material to prove thatθ 0 =θ. For this we need the following lemma (cfr.
[
5, VI.4]).
Lemma 3.9. Let α be an action of (M, ∆) on N . Let θ 1 and θ 2 be two δ
Proof. Denote with M 2 the von Neumann algebra of 2 × 2-matrices over C. Denote with e ij the matrix units. Define
Then γ is an action of (M, ∆) on N ⊗ M 2 . Denote with θ the balanced weight on N ⊗ M 2 (see e.g. [26, 3.1] ) given by
It is immediately clear that θ is δ −1 -invariant for the action γ.
Let t ∈ R. Denote with µ t the automorphism of M defined by
So we get [Dθ
Now we can prove the following interesting result. It is important for technical reasons and we will need it in section 5. Proof. Recall that the dual actionα is an action of (M ,∆ op ) on M α ⋉ N . We claim that the weight θ 0 isδ-invariant. Observe thatδ −1 is the modular element of (M ,∆ op ) and that is the reason to havê δ-invariance rather thanδ −1 -invariance.
To prove our claim, choose a ∈ Nφ, x ∈ N θ , ξ ∈ D(δ 1/2 ) and η ∈ H. Then define
It follows from proposition 7.2 of the appendix that
So we may conclude that z ∈ Nθ
BecauseV is unitary we immediately get thatθ 0 isδ-invariant.
From proposition 2.5 it follows thatθ isδ-invariant. Then we conclude from lemma 3.9 that [Dθ 0 : Dθ] t ∈ (M α ⋉ N )α for all t ∈ R. So by theorem 2.7 we can take unitaries u t ∈ N such that [Dθ 0 : Dθ] t = α(u t ) for all t ∈ R. From the theory of operator valued weights we know that σθ t
we can take a (uniquely determined) n.s.f. weight ρ on N such that [Dρ : Dθ] t = u t for all t ∈ R. With ρ we can define the n.s.f. weightρ on M α ⋉ N in the sense of definition 3.1. Then it follows from the theory of operator valued weights that
for all t ∈ R. Soρ =θ 0 . Becauseθ 0 is a restriction ofθ we get thatρ is a restriction ofθ.
Becauseρ is a restriction ofθ we get that α(
Then it follows from lemma 3.2 that θ(x * x) = ρ(x * x). This means that ρ is a restriction of θ.
Further we have, using the theory of operator valued weights in the first equality and proposition 3.7 in the last one,
Because ρ is a restriction of θ we may conclude that ρ = θ and theñ θ =ρ =θ 0 .
We want to conclude this section with the proof of the fact that U ∈ M ⊗ B(K). First we state the following lemma, which is easily proved becauseΛ is the closure ofΛ 0 . Recall thatT =J∇ 1/2 .
Lemma 3.11. DefiningT =Ĵ∇ 1/2 , we have that the linear space
for all x, y ∈ N θ and η ∈ D(T ).
Proof. Let t ∈ R. Because∇ it implements the automorphism τ t on M we get that Ad∇ it will also leave M ′ invariant. So we can define the automorphism group (µ t ) on M by
So, for every a ∈ D(µ −i/2 ) we have JaJ∇
for all t ∈ R and a ∈ M . Here we used the formulaĴJ = ν i/4 JĴ stated in the beginning of the paper.
Hence we may conclude that JR(µ i/2 (a)
Because of the previous lemma we get
for all a ∈ D(µ i/2 ). By taking the adjoint we get
Denoting with γ t the automorphism Ad∇ it of B(H ⊗ K) we get that for every a ∈ D(µ −i ) we have JaJ ⊗ 1 ∈ D(γ i ) and γ i (JaJ ⊗ 1) = Jµ −i (a)J ⊗ 1. Then the results of [13, 4.3 and 4.4 ] allow us to conclude that γ t (JaJ ⊗ 1) = Jµ t (a)J ⊗ 1 for every t ∈ R and a ∈ M . This gives
for all a ∈ D(µ i/2 ). Combining this with equation 3.1 we get for every a ∈ D(µ i/2 )
for every a ∈ D(µ i/2 ), and hence for every a ∈ M . Rewriting this we get (JaJ ⊗ 1)U = U (JaJ ⊗ 1) for every a ∈ M . This gives U ∈ M ⊗ B(K).
Finally we want to prove that U is a unitary corepresentation of (M, ∆), namely (∆ ⊗ ι)(U ) = U 23 U 13 . This will be done in an indirect way in the next section. Nevertheless the results we use to prove that U is a corepresentation are interesting in themselves.
The unitary implementation is a corepresentation
The main aim of this section is to prove that the unitary implementation U is a corepresentation (theorem 4.4). On our way towards the proof of theorem 4.4 we will solve three problems which appear naturally in applications (see section 5 and [17] ). First we will see what happens when we choose a different weight θ on N , next we will show how U changes when the action α is deformed with an α-cocycle and finally we will show that in the presence of a δ −1 -invariant weight our implementation agrees with the one of Enock and Schwartz given by proposition 2.4.
In the proof of the first proposition we will make use of Connes' relative modular theory (see e.g. [26, 3.11,3.12 and 3.16] ). When θ i are n.s.f. weights on N with GNS-constructions (K i , π i , Λ i ) (i = 1, 2), we denote with J 2,1 the relative modular conjugation, which is a anti-unitary from H 1 to H 2 . Recall that J 1,2 = J * 2,1 . If we denote with J i the modular conjugation of the weight θ i we have J 2,1 J 1 = J 2 J 2,1 and we denote this unitary with u. Then u is the unique unitary from K 1 to K 2 which satisfies uπ 1 (x)u * = π 2 (x) for all x ∈ N and which maps the positive cone of K 1 (determined by the GNS-construction (K 1 , π 1 , Λ 1 )) onto the positive cone of K 2 . We will say that u intertwines the two standard representations of N .
Finally we introduce the one-parameter group σ 2,1 of isometries of N given by
for all x ∈ N and t ∈ R.
Then 1 ⊗ u is the unitary intertwining the two standard representations of M α ⋉ N . In particular
Proof. Let a ∈ Nφ and x ∈ N θ1 . Let y ∈ D(σ 2,1 −i/2 ). Then, by [26, 3.12] , xy * ∈ N θ2 and
Because the elements (a⊗1)α(x) span a core forΛ 1 and becauseΛ 2 is closed (both in the σ-strong * -norm topology), we have for all z ∈ Nθ
Denoting withJ 2,1 and (σ 2,1 t ) the relative modular apparatus of the weightsθ 2 andθ 1 , it follows from [26, 3.12 ] that α(y) ∈ D(σ 2,1 −i/2 ) and
−i/2 (y)). Combining this with the equation above we get
The last formula is valid for all y ∈ D(σ 2,1 −i/2 ). Because U 1 implements α we may then conclude that
is the unitary intertwining the two standard representations of M α ⋉ N . This proves the first claim of the proposition. In particular we get
This proves the proposition.
In the next proposition we will show how the unitary implementation of an action α changes when α is deformed with an α-cocycle. 
If θ is a n.s.f. weight on N with GNS-construction (K, ι, Λ θ ), the unitary implementations U α and U β of α and β obtained with θ satisfy
In particular U β is a corepresentation if and only if U α is a corepresentation.
So for every ξ, η ∈ H and with (e i ) i∈I an orthonormal basis of H we have, by applying ω ξ,η ⊗ ι ⊗ ι
in the σ-strong * topology. From this it follows that
is a well-defined * -homomorphism. By symmetry ρ will be surjective and hence it is a * -isomorphism.
Consider now the dual weightsθ α andθ β on M α ⋉ N and M β ⋉ N , with canonical GNS-constructions (H ⊗ K, ι,Λ α ) and (H ⊗ K, ι,Λ β ). Take ξ ∈ H, b ∈ T ϕ and x ∈ N θ . Then
in the σ-strong * topology. For every finite subset I 0 of I we define
By proposition 7.1 of the appendix we get that z I0 belongs to Nθ
where P I0 denotes the projection onto span{e
Then we see that z I0 → z σ-strong * and
So we get that z ∈ Nθ
Because the elements (λ(ω ξ,Λ(b) ) ⊗ 1)β(x) span a core forΛ β we have ρ(y) ∈ Nθ . But then it is clear thatJ β = VJ α V * and so
where
So, when U α is a corepresentation then U β is a corepresentation. By symmetry also the converse implication holds.
In proposition 2.4 we saw how to construct, with the methods of Enock and Schwartz, an implementation of an action α in the presence of a δ −1 -invariant weight. We will show now that this implementation coincides with the unitary implementation given in definition 3.6. 
for all ξ ∈ D(δ 1/2 ) and η ∈ H. Because the positive operators δ and∇ strongly commute, we can define the closure Q of the product δ∇. Denoting with χ U the characteristic function of a subset U ⊂ R we consider the following subspace of H.
So we may conclude that
for all η ∈ D 0 , x ∈ T θ and y ∈ N θ ∩ N * θ . BecauseT is closed we can conclude that η ⊗ Λ θ (y) ∈ D(T ) and
we get
We now claim that ( So we only have to prove our claim. For this choose x, y ∈ N θ and ξ ∈ D(T ). Then using proposition 2.4 we get
because Q it ⊗ ∇ it θ and V θ commute. Now observe that Q it andT commute, so that Q it ξ ∈ D(T ) and
From this immediately follows our claim, and then the proof of the proposition is complete.
With all these results at hand we can now prove the following theorem. Proof. Consider the bidual actionα of (M, ∆)ˆo pˆop onMα⋉ (M α ⋉ N ). Let θ be a n.s.f. weight on N and denote withθ the bidual weight onMα⋉ (M α ⋉ N ). It follows from proposition 2.5 thatθ is a JδJ-invariant weight for the actionα. With the notation of theorem 2.6 we define ρ =θ• Φ. Then ρ will be a n.s.f. and δ Represent N on the GNS-space of θ such that (K, and hence Σ 12 U µ Σ 12 = 1 ⊗ U . Because U µ is a corepresentation, also U will be a corepresentation.
Subfactors and inclusions of von Neumann algebras
It is well known that there is an important link between irreducible, depth 2 inclusions of factors and quantum groups. After a conjecture of Ocneanu the first result in this direction was proved by David in [3] , Longo in [22] and Szymanski in [27] . They were able to prove that every irreducible, depth 2 inclusion of II 1 -factors with finite index has the form N α ⊂ N , where N is a II 1 -factor and α is an action of a finite Kac algebra (i.e. a finite dimensional locally compact quantum group, or a finite dimensional Hopf * -algebra with positive invariant integral). The restriction on type and index has been removed by Enock and Nest in [7] and [8] . There does not appear a finite quantum group but an arbitrary locally compact quantum group.
The theory of Enock and Nest is quite technical, but the results are deep and beautiful. They are important in themselves and serve as a motivation for the concept of a locally compact quantum group.
Before we describe their result we have to explain a little bit the basic theory of infinite index inclusions of factors or von Neumann algebras. So, let us look at an inclusion N 0 ⊂ N 1 of von Neumann algebras. In this most general setting one can perform the well known basic construction of Jones. For this we have to choose a n.s.f. weight θ on N 1 and represent N 1 on the GNS-space of θ. Denote with J θ the modular conjugation of θ. Then we define
and this inclusion of three von Neumann algebras is called the basic construction. One can continue in the same way and represent N 2 on the GNS-space of some n.s.f. weight. Then we obtain the von Neumann algebra N 3 . Going on we get a tower of von Neumann algebras
which is called the Jones tower.
But there is more. In the theory of inclusions of II 1 -factors an important role is played by conditional expectations. In the more general theory being described now, this role will be taken over by operator valued weights. Before we can explain this, and also because we need it in the proof of theorem 5.3, we have to explain Connes' spatial modular theory. For this we refer to e.g. [26, §7] and [28, §III] .
Suppose that N is a von Neumann algebra acting on a Hilbert space K. Let ϕ be a n.s.f. weight on N and ψ a n.s.f. weight on N ′ . Let (K ψ , π ψ , Λ ψ ) be a GNS-construction for ψ. For every ξ ∈ K we define the densely defined operator R ψ (ξ) with domain Λ ψ (N ψ ) ⊂ K ψ and range in K by R ψ (ξ)Λ ψ (x) = xξ for all x ∈ N ψ . When ξ ∈ K we can define an operator Θ ψ (ξ) in the extended positive part of B(K) by
In fact Θ ψ (ξ) = R ψ (ξ)R ψ (ξ) * + ∞P where P is the projection onto the orthogonal complement of D(R ψ (ξ) * ). Then one can prove that Θ ψ (ξ) belongs to N + ext and it is possible to define a strictly positive, self-adjoint operator dϕ dψ on K such that
for all ξ ∈ K. Here we used the extension of the weight ϕ to the extended positive part of N . The operator dϕ dψ is called the spatial derivative of ϕ with respect to ψ.
So, let N 0 ⊂ N 1 be an inclusion of von Neumann algebras and T 1 a n.s.f. operator valued weight from N 1 to N 0 . Represent again N 1 on the GNS-space of a n.s.f. weight θ. Let N 0 ⊂ N 1 ⊂ N 2 be the basic construction. Then there exists a unique n.s.f. operator valued weight T 2 from N 2 to N 1 such that
for all n.s.f. weights µ on N 1 and ν on N 0 . Here we denote with η ′ the n.s.f. weight on either N
given by the formula η ′ (x) = η(J θ xJ θ ) for all positive x, whenever η is a n.s.f. weight on either N 0 or N 1 . The existence of T 2 follows from [26, 12.11] . One can continue in the same way and construct n.s.f. operator valued weights T i from N i to N i−1 anywhere in the Jones tower.
Next recall that an inclusion of von Neumann algebras N 0 ⊂ N 1 is said to be
Finally we describe the notion of regularity as it was introduced by Enock and Nest in [7, 11.12] . Let N 0 ⊂ N 1 be an inclusion of von Neumann algebras. Suppose that T 1 is a n.s.f. operator valued weight from N 1 to N 0 . Let N 0 ⊂ N 1 ⊂ N 2 ⊂ N 3 ⊂ · · · be the Jones tower and construct as above the operator valued weights T 2 from N 2 to N 1 and T 3 from N 3 to N 2 . Then T 1 is called regular when the restrictions of T 2 to N 2 ∩ N ′ 0 and of T 3 to N 3 ∩ N ′ 1 are both semifinite. Then we can give the main result of Enock and Nest. Recall that for a locally compact quantum group (M, ∆) we denoted with (M, ∆) ′ the commutant locally compact quantum group, as described in the introduction. 
The definition of an outer action is given in definition 5.5. Further we want to mention that in [8] it is proved that (M, ∆), together with invariant weights and antipode, is in fact a Woronowicz algebra. But it should be stressed that there is a small mistake in the proof that the Haar weight is invariant under the scaling group, so that in fact (M, ∆) is an arbitrary locally compact quantum group, possibly with scaling constant different from 1.
The main aim of this section is to clarify the conditions of Enock and Nest's theorem (in particular the regularity condition) and to prove a converse result: when α is an integrable and outer action of (M, ∆) on N , then the inclusion N α ⊂ N is irreducible, of depth 2 and the operator valued weight (ψ ⊗ ι)α from N to N α is regular. The same result is stated in [7, 11.14] for the special case of dual Kac algebra actions, but the proof is incomplete. The crucial point, our proposition 5.7 identifying two operator valued weights, is not proved in [7] . We also remark that it will follow from corollary 5.6 that the actions appearing in Enock and Nest's theorem are integrable. Further we refer to section 6 for the link between outer and minimal actions.
First of all we study the following problem. Let α be an action of (M, ∆) on N . Let N α ⊂ N ⊂ N 2 be the basic construction. When (M, ∆) is finite dimensional, it is known that N 2 is a quotient of the crossed product M α ⋉ N (a proof can be found in [14, 4.1.3], but the result was undoubtedly known before). More precisely, there exists a surjective * -homomorphism ρ from M α ⋉ N to N 2 sending α(x) to x for all x ∈ N . So, when M α ⋉ N is a factor, the inclusion C ⊗ N α ⊂ α(N ) ⊂ M α ⋉ N is the basic construction. More specifically, when N is a II 1 -factor and α is an outer action (or equivalently a free action) of a finite group G on N it is well known that the crossed product G α ⋉ N can be identified with (N ∪ {u t | t ∈ G})
′′ , where N is represented standardly and (u t ) t∈G is the canonical implementation of α. This can be found in e.g. [16] .
More generally we look at the following problem. Suppose that a locally compact group G acts on a von Neumann algebra N with action α. Then we can construct the crossed product G α ⋉ N as follows. We represent N on a Hilbert space K and define operators on
Then we define
. But, when we represent N standardly on K and denote with (u g ) g∈G the canonical unitary implementation of α, we can also define
Purely algebraicly one would expect to be able to define a * -homomorphism ρ : G α ⋉ N → N 2 satisfying ρ(α(x)) = x for all x ∈ N and ρ(λ g ) = u g for all g ∈ G. When the group G is finite, this can be done easily. In theorem 5.3 we will prove that the construction of such a ρ is possible if and only if the action is integrable, and this will be proved for arbitrary locally compact quantum group actions. To see the link with the group case, recall that now the role of the regular representation (λ g ) is taken over by λ(ω) = (ω ⊗ ι)(W ) for all ω ∈ M * . So we work in fact with the regular representation of the L 1 -functions.
Before we come to the proof of our main theorem 5.3 we characterize the basic construction 
Because U is a corepresentation the σ-strong * closure of {(ω ⊗ ι)(U ) | ω ∈ M * } is self-adjoint and then the result follows.
Then we prove the following result. • There exists a normal and surjective * -homomorphism ρ :
• The action α is integrable.
Proof of the first implication. Let us first suppose the first statement is valid. Because Ker ρ is a σ-strong * closed, two-sided ideal of M α ⋉ N we can take a central projection P ∈ M α ⋉ N such that Ker ρ = (M α ⋉ N )(1 − P ). Let ρ P be the restriction of ρ to (M α ⋉ N )P . Then ρ P is a * -isomorphism onto N 2 . When η is a n.s.f. weight on M α ⋉ N we have σ η t (P ) = P for all t ∈ R, because P is central. So the restriction η P of η to (M α ⋉ N )P is a n.s.f. weight and σ ηP t is the restriction of σ η t to (M α ⋉ N )P for all t ∈ R.
For every n.s.f. weight µ on N we define the n.s.f. weightμ on N 2 byμ = (μ) P • ρ −1 P . Hereμ denotes as before the dual weight on M α ⋉ N . For every x ∈ N we have
When µ and ν are both n.s.f. weights on N we have
for all t ∈ R. So, by [26, 12.7] , there exists a unique n.s.f. operator valued weight T 2 from N 2 to N such thatμ = µ • T 2 for all n.s.f. weights µ on N . So µ • T 2 • ρ P = (μ) P for all n.s.f. weights µ on N .
When ν is a n.s.f. weight on either N α or N we denote again with ν ′ the n.s.f. weight on either
for all positive x in either N α or N . By [26, 12.11] there exists a unique n.s.f. operator valued weight T 1 from N to N α such that
for all n.s.f. weights µ on N and ν on N α .
Choose now a n.s.f. weight θ 0 on N α . Put θ 1 = θ 0 • T 1 and θ 2 = θ 1 • T 2 . When we change the weight θ which was chosen on N in the beginning of the story, the tower N α ⊂ N ⊂ N 2 will be transformed into a unitarily equivalent tower. The unitary implementing this transformation is the unique unitary intertwining the two standard representations of N . This unitary also intertwines the two implementations of α by proposition 4.1. Hence also ρ can be transformed. So we may suppose that θ = θ 1 .
From equation 5.1 follows that
So we also have dθ
and as before we denote with (H ⊗ K, ι,Λ) the GNS-construction ofθ. For every x ∈ N θ2 we define Λ θ2 (x) =Λ(ρ −1 P (x)). Then Λ θ2 (x) ∈ L and it is easy to check that (L, ρ −1 P , Λ θ2 ) is a GNS-construction for θ 2 . Also observe that for all a ∈ Nφ and x ∈ N θ we have ρ(a ⊗ 1)x ∈ N θ2 and
Choose now a family (ξ i ) i∈I of vectors in K such that
We will compute the final expression. For this we choose ω ∈ I and x ∈ N θ . Recall that the subset I ⊂ M * was introduced in the introduction. Observe that
So we have
By continuity we get that
for all ω ∈ I, η ∈ K and z ∈ T θ . By proposition 7.3 of the appendix, it follows that
for all η ∈ K and z ∈ T θ . Fix an orthonormal basis (e j ) j∈J for K. Then we may conclude that
Combining this with equation 5.3 we get that
for all z ∈ T θ and i ∈ I. Summing over i we get
for all z ∈ T θ . Using equation 5.2 we get that
for all z ∈ T θ . Hence the normal faithful weight θ 0 • (ψ ⊗ ι)α is semifinite. From [26, 11.7] it follows that (ψ ⊗ ι)α is semifinite. So α is integrable.
Proof of the second implication. The second implication can be proved along the same lines as in the case of an Abelian group action, see [24] . So let us suppose that α is integrable. Choose a n.s.f. weight θ 0 on N α and put θ = θ 0 • (ψ ⊗ ι)α. Then θ is a n.s.f. weight on N . Represent N on the GNS-space K of θ such that (K, ι, Λ θ ) is a GNS-construction for θ. Choose a family of vectors (ξ i ) i∈I in K such that
Define L = i∈I H ⊗ K and let π be the I-fold direct sum of the identical representation ι of M α ⋉ N on H ⊗K. Recall that for any operator valued weight T we define N T as the left ideal of elements x for which T (x * x) is bounded. Also recall that we introduced the canonical GNS-construction (H, ι, Γ) for ψ in the introduction. When z ∈ N ψ⊗ι we define
Observe that V is well-defined:
Because N T ∩ N θ is a σ-strong * -norm core for Λ θ we get that Λ θ (N T ∩ N θ ) is dense in K. So V can be extended uniquely to an isometry from K to L.
We now want to prove that the range of V is invariant under π(M α ⋉ N ). So we first choose y ∈ N . Then for every x ∈ N T ∩ N θ we have
Next we will look at the invariance under π(M ⊗ C). Analogously as in proposition 7.2 of the appendix we have that for every x ∈ N ψ , ξ ∈ D(δ 1/2 ) and η ∈ H, (ω δ 1/2 ξ,η ⊗ ι)∆(x) ∈ N ψ and
Then it follows easily that for all z ∈ N ψ⊗ι we have
So for all ξ ∈ D(δ 1/2 ), η ∈ H and x ∈ N T ∩ N θ we have
by propositions 2.4 and 4.3. So the range of V is invariant under π(M α ⋉ N ). Then we can define a * -homomorphism
By the computations above we get that ρ(α(x)) = x for all x ∈ N and (ι ⊗ ρ)(W ⊗ 1) = U * . Then it follows from proposition 5.2 that ρ(M α ⋉ N ) = N 2 and so the theorem is proved.
One can also prove the following more general kind of result, where we do not specify what ρ should be.
Proposition 5.4. Let α be an action of (M, ∆) on N . Fix a n.s.f. weight θ on N and let N act on the GNS-space K of θ. Consider the inclusions
Then the following statements are equivalent.
• There exists a surjective
• The action α is cocycle-equivalent with an integrable action β satisfying
Proof of the first implication. Suppose the first statement is true. Because N is represented on the GNS-space of θ, there exists a unitary u on K such that ρ(α(x)) = uxu * for all x ∈ N and uJ θ = J θ u.
So we may suppose from the beginning that ρ(α(x)) = x for all x ∈ N . Define the unitary X ∈ M ⊗B(K) by
For every x ∈ N we have
So we get (ι ⊗ ρ)(W ⊗ 1)U ∈ M ⊗ N ′ and hence V ∈ M ⊗ N . In the next computation we denote again with L θ the * -anti-automorphism of B(K) given by L θ (x) = J θ x * J θ for all x ∈ B(K). Then we have
To conclude the proof of the first implication we have to show that β is integrable. For this we will use the previous theorem. From proposition 4.2 it follows that the unitary implementation U β of β is given by
From the proof of proposition 4.2 we also get that z → V * zV gives an isomorphism from
Thenρ is a surjective * -homomorphism onto
From this it follows that
By the previous theorem we get that β is integrable.
Proof of the second implication. Conversely suppose that the second statement is valid and take such an action β. Let V be an α-cocycle such that β(x) = V α(x)V * for all x ∈ N . It follows from the proof of proposition 4.2 that
is an isomorphism and Φ(α(x)) = β(x) for all x ∈ N . By the previous theorem we can find a surjective
Putting ρ =ρ • Φ and observing that N α = N β we get the first statement.
We do not know an example of a non-integrable action α which is cocycle-equivalent with an integrable action β satisfying N α = N β , but it seems to be natural that this kind of actions will exist. We will now specify a case in which it cannot exist. This should be compared with the example of a finite group acting outerly on a factor as described above.
Definition 5.5. An action α of a locally compact quantum group (M, ∆) on N is called outer when
Corollary 5.6. Let α be an outer action of (M, ∆) on N . Choose again a n.s.f. weight θ on N and represent N on the GNS-space of θ.
are isomorphic if and only if α is integrable.
Proof. When α is integrable, one can use theorem 5.3 and then observe that the * -homomorphism ρ is faithful because M α ⋉ N is a factor.
Next suppose that the inclusions stated above are isomorphic. By proposition 5.4 there exists an integrable action β which is cocycle equivalent with α and satisfies
. From our assumption and the fact that α is outer it follows that
So we can take u ∈ M such that V = u ⊗ 1. Because V is an α-cocycle we get that ∆(u) = u ⊗ u. By the unicity of right invariant weights on (M, ∆) there exists a number λ > 0 such that ψ(u * au) = λψ(a) for all a ∈ M + . Then we get that for all x ∈ N + we have (ψ ⊗ ι)α(x) = λ(ψ ⊗ ι)β(x). Because β is integrable it follows that α is integrable.
There exist outer actions which are not integrable: see 6.3. Combining the previous result with theorem 5.1 we get that all actions coming out of Enock and Nest's construction are integrable.
Next we turn towards the notion of a regular operator valued weight. Suppose α is an integrable action of (M, ∆) on N and suppose that the * -homomorphism ρ given by theorem 5.3 is faithful. This will of course be the case whenever M α ⋉ N is a factor, but also when α is a dual action or a semidual action. The latter follows from proposition 5.12. Then we can prove that the operator valued weight (ψ ⊗ ι)α from N to N α is regular. More precisely, we will do the following. By our assumption the basic construction
Let us denote with T 1 the operator valued weight (ψ ⊗ ι)α from N to N α . Then we can construct the operator valued weight T 2 from N 2 to N by modular theory and the basic construction, as described above. Through the isomorphism ρ the operator valued weight T 2 is transformed to an operator valued weight from M α ⋉ N to α(N ). In the next proposition we prove that this operator valued weight is equal to the canonical operator valued weight Proof. For clarity we stress that T 1 is the operator valued weight (ψ ⊗ ι)α from N to N α , that T 2 is obtained out of T 1 by modular theory and the basic construction, and it goes from N 2 to N . Finally T is the canonical operator valued weight (φ ⊗ ι ⊗ ι)α from M α ⋉ N to α(N ), giving the dual weights by the formulaθ = θ • α −1
• T for all n.s.f. weights θ on N . Choose a n.s.f. weight θ 0 on N α . Put θ = θ 0 • T 1 and let θ 2 =θ • ρ −1 . We will prove that θ 2 = θ • T 2 . As in the proof of theorem 5.3 we may suppose that N is represented on the GNS-space of θ such that (K, ι, Λ θ ) is a GNS-construction for θ. Let (H ⊗ K, ι,Λ) be the canonical GNS-construction forθ and put Λ θ2 =Λ • ρ −1 . We now make a kind of converse reasoning of the proof of theorem 5.3. Denote again with θ ′ 0 the n.s.f. weight on
So choose z ∈ T θ . Take a family of vectors (ξ i ) i∈I in K such that
for all i ∈ I. Fix i ∈ I. Then we conclude from the previous formula that
So, when (e j ) j∈J is an orthonormal basis for K we can define the element η ∈ H ⊗ K by
It is easy to check that for all µ ∈ K we have (ι ⊗ ω ξi,µ )((1 ⊗ J θ zJ θ )U ) ∈ N ϕ and
Using the notation I ⊂ M * introduced in the introduction, we get for all ω ∈ I and x ∈ N θ that
From this we get that
This means that
Summing over i we get our claim stated in equation 5.4. But now
, and so
for all z ∈ T θ . Next we claim that dθ ′ 0 dθ 2 and ∇ −1 θ commute strongly. Then we will be able to conclude
= ∇ θ , and so we will get
So we only have to prove our claim. Hence we want to prove that dθ ′ 0 dθ 2 and ∇ it θ commute for every t ∈ R. For this it is sufficient to prove that Ad ∇ it θ leaves both J θ N α J θ and N 2 invariant and
for all t ∈ R. When x ∈ N α we have
Then it is immediately clear that θ
Recall that we denoted with (σ t ) the modular group ofθ on M α ⋉ N . Then we have, for all
Finally, for all ω ∈ B(H) * we have by proposition 4.3 and 2.4 that
From the proof of proposition 4.3 it follows that ∇ it = Q it ⊗ ∇ it θ and so we see that
for all a ∈M and t ∈ R. Combining this with equation 5.5 we get that ∇ it θ ρ(z)∇ −it θ = ρ(σ t (z)) for all z ∈ M α ⋉ N and t ∈ R. Then we get immediately that θ 2 • Ad ∇ it θ = θ 2 for all t ∈ R. This proves our claim and ends the proof of the proposition. Proof. Using the notations introduced above we will identify the inclusions
Next observe that α(N ) = (M α ⋉ N )α. Applying the first part of the proof to the dual actionα, which is integrable and for which the * -homomorphism ρ is faithful by proposition 5.12, we get that the restriction of
As a final ingredient for the converse of Enock and Nest's theorem we look at depth 2 inclusions. The assumption of the following proposition may seem strange, but one can immediately look at the corollary for a more clear result. Proof. Choose a n.s.f. weight θ on N and letθ be the dual weight on M α ⋉ N . Represent N on the GNS-space of θ such that (K, ι, Λ θ ) is a GNS-construction for θ. Let (H ⊗ K, ι,Λ) be the canonical GNSconstruction forθ and denote withJ the modular conjugation ofθ. Then it follows from definition 3.6 that U =J(Ĵ ⊗ J θ ) is the unitary implementation of α. The basic construction from
To prove that N α ⊂ N has depth 2, we have to show that
is the basic construction. But it is immediately clear that the restriction of α to N ∩ (N α ) ′ is an action β of (M, ∆) on N ∩ (N α ) ′ . So by the first part of the proof it is sufficient to prove that
Now it follows from theorems 2.6 and 2.7 that
Although the following result is an immediate corollary of the previous one, we include it for completeness. The first statement is clear and the next two statements follow from the first, using proposition 5.12 for the last one.
Corollary 5.10. Let α be an action of (M, ∆) on N .
• If α is integrable and the * -homomorphism in theorem 5.3 is faithful, then the inclusion N α ⊂ N has depth 2.
• If α is integrable and M α ⋉ N is a factor, then the inclusion N α ⊂ N has depth 2.
• The inclusion α(N ) ⊂ M α ⋉ N has depth 2.
We now prove the announced result giving a converse to the theorem of Enock and Nest. Proof. Because M α ⋉ N is a factor the * -homomorphism ρ from theorem 5.3 is faithful. Then we apply corollary 5.8 to obtain the regularity of (ψ ⊗ ι)α and corollary 5.10 to get that N α ⊂ N has depth 2. It is clear that N α ⊂ N is irreducible, because
As a complement to theorem 5.3 we prove the following easy result. The terminology is taken from [23] . • Every dual action is semidual.
• Every semidual action is integrable and the * -homomorphism ρ from theorem 5.3 is faithful.
Proof. Let us first prove the first statement. Denote withα the dual action, which is an action of (M ,∆ op ) on M α ⋉ N . Becauseφ is the right Haar weight of (M ,∆ op ), the role of V is played by ΣŴ * Σ = W . So we have to find a unitary v ∈ B(H) ⊗ (M α ⋉ N ) satisfying (ι ⊗α)(v) = v 13 W * 12 . Then it is clear that we can take v = W * ⊗ 1 and soα is semidual.
To prove the second part suppose that v ∈ B(H) ⊗ N is unitary and (ι ⊗ α)(v) = v 13 V * 12 . Define the isomorphism Ψ :
Using the notation of theorem 2.6 we get that µ(Ψ(z)) = (ι ⊗ Ψ)γ(z) for all z ∈ B(H) ⊗ N . So the action µ of (M, ∆) on B(H) ⊗ N is isomorphic with the action γ, which is integrable because it is isomorphic with the bidual actionα. Hence µ is integrable, and so α is integrable.
Fix now a n.s.f. weight θ on N and represent N on the GNS-space of θ such that (K, ι, Λ θ ) is a GNSconstruction. Let N 2 = J θ (N α ) ′ J θ be the basic construction from N α ⊂ N and let ρ : M α ⋉ N → N 2 be the * -homomorphism from theorem 5.3. Then define w = (Ĵ ⊗ J θ )v(Ĵ ⊗ J θ ) and define
for all x ∈ N . Further we have (ι ⊗ α)(v) 
Hence we may conclude that η • ρ = ι and so ρ is faithful.
Minimal actions and outer actions
In definition 5.5 we already defined the notion of an outer action. In the literature one usually encounters the notion of outer action when dealing with discrete group actions and one encounters the notion of minimal action when dealing with compact group actions. In this section we will prove how both notions can be linked in a locally compact quantum group setting. We will also prove a generalization of the main theorem of Yamanouchi, [33] : when working on separable Hilbert spaces, we prove that every integrable outer action with infinite fixed point algebra is a dual action.
The following definition appears in [15, 4.3] when dealing with actions of compact Kac algebras.
We will prove the following result.
Proposition 6.2. Let α be an action of (M, ∆) on N .
• If α is minimal, then α is outer.
• If α is outer and integrable, then α is minimal.
′ and hence z ∈ B(H) ⊗ C by minimality. We now claim that for x ∈ B(H) we have
So we get (x ⊗ 1)V = V (x ⊗ 1). From this it follows that x ∈M . So we may conclude that z = x ⊗ 1, where x ∈M . Because z ∈ α(N ) ′ we get that (x ⊗ 1)α(y) = α(y)(x ⊗ 1) for all y ∈ N . By minimality we get x ∈ M ′ . But then x ∈ M ′ ∩M = C and so z ∈ C. Hence α is outer.
Let now α be outer and integrable. Choose a n.s.f. weight θ on N and represent N on the GNS-space of θ. Let J θ denote the modular conjugation of θ and let N 2 = J θ (N α ) ′ J θ be the basic construction from N α ⊂ N . Let ρ be the * -homomorphism given in theorem 5.3. Then ρ is faithful because M α ⋉ N is a factor. Because ρ is an isomorphism we get N 2 ∩ N ′ = C and so
WhenJ denotes the modular conjugation of the dual weightθ, we already observed in the proof of proposition 5.9 that B(H)⊗N =Jα(N ) ′J . Then the outerness of α implies that
Then we may conclude from the previous computation that
where we have used that
Then our claim follows and hence it is clear that
So α is minimal.
We will now give an example of an outer action which is not minimal. Proof. Let G be the free group with a countably infinite number of generators {a n | n ∈ Z}. It is well known that the free group factor N = L(G) is a II 1 -factor. Let β be the automorphism of G satisfying β(a n ) = a n+1 for all n ∈ Z. Let α be the automorphism of N satisfying α(λ g ) = λ β(g) for all g ∈ G.
Define the automorphism group (α n ) n∈Z in the usual way by α n = α n for all n ∈ Z. It is easy to verify that α is a free action and hence α is outer (see [16, We conclude this section with a generalization of the main theorem of Yamanouchi [33] . It is remarkable that the proof of our result is much more easy then Yamanouchi's proof. In [33] the following result is proved for minimal actions of compact Kac algebras, which are automatically integrable because the Haar weight is finite. Using matrix notation and referring to theorem 2.6 and 2.7, it is then clear that x ∈Ñ β if and only if x 11 ∈ B(H) ⊗ N α , x 22 ∈ M α ⋉ N and x 12 , x * 21 ∈ J . Choose a n.s.f. weight θ on N and represent N on the GNS-space of θ such that (K, ι, Λ θ ) is a GNSconstruction. Then we fix z ∈ N (ψ⊗ι)α and ξ ∈ H and we claim that the element x ∈ B(H ⊗ K) defined by x := (Γ ⊗ ι)α(z)(θ * ξ ⊗ 1) belongs to J * . Here we used the notation Γ ⊗ ι introduced in the proof of theorem 5.3. To prove our claim we observe that for all b ∈ N ψ , y ∈ N θ and η ∈ H Then it follows that x ∈ J * .
So we see that J = {0}. Because α is minimal we also have that α is outer by proposition 6.2. In particular M α ⋉ N is a factor. Also N α is a factor. Because J = {0} we then get immediately thatÑ β is a factor. Because M is supposed to be σ-finite, the Hilbert space H is separable. SoÑ β is σ-finite. Denoting with e ij the matrix units in M 2 (C) we see that the projections 1 ⊗ e 11 and 1 ⊗ e 22 both belong toÑ β . Because C⊗ N α ⊂ M α ⋉ N both projections are infinite. Hence they are equivalent in the σ-finite factorÑ β . Take w ∈Ñ β such that w * w = 1 ⊗ e 22 and ww * = 1 ⊗ e 11 . Then there exists a unitary v ∈ J such that w = v ⊗ e 12 . Now we can consider the isomorphism Ψ : B(H) ⊗ N → B(H) ⊗ N : Ψ(z) = v * zv.
It is easy to check that (ι⊗Ψ)µ(z) = γ(Ψ(z)) for all z ∈ B(H)⊗N . So the actions µ and γ are isomorphic. Because γ is isomorphic to the bidual actionα by theorem 2.6, we get that µ is a dual action. Because N α is properly infinite and because H is a separable Hilbert space we get that the action α on N is isomorphic with the action µ on B(H) ⊗ N . So α is a dual action.
Appendix
In this appendix we collect four technical results which do not have anything to do with actions. The first three results are general results on locally compact quantum groups and the last one deals with n.s.f. weights on a von Neumann algebra. We will use freely the notations introduced in the introduction. So we get the first statement. To prove the second one we define L = {a ∈ N ϕ | there exists ω ∈ M * such that ω(x) = ϕ(xa) for all x ∈ N * ϕ }.
It is clear that for a ∈ L such a ω ∈ M * is necessarily unique. We denote it with aϕ. Then for every a ∈ L we have λ(aϕ) ∈ Nφ andΛ(λ(aϕ)) = Λ(a). Define D 0 = {λ(aϕ) | a ∈ L}. We claim that D 0 is a σ-strong * -norm core forΛ.
Denote with D the domain of the σ-strong * -norm closure of the restriction ofΛ to D 0 .
Let a ∈ L and t ∈ R. Define b = τ t (a)δ −it . Then b ∈ N ϕ and for all x ∈ N * ϕ we have ϕ(xb) = ϕ(xτ t (a)δ −it ) = ν t ϕ(δ −it xτ t (a)) = ϕ(δ −it τ −t (x)a) = (aϕ)(δ −it τ −t (x)) = (ρ t (aϕ))(x)
where we used the notation of [19, 8.7] . So b ∈ L and bϕ = ρ t (aϕ). Hencê σ t (λ(aϕ)) = λ(ρ t (aϕ)) = λ(bϕ) ∈ D 0 .
So we get that D 0 is invariant underσ t . Then it is easy to conclude that D is invariant underσ t for all t ∈ R.
Let now ω ∈ M * and suppose that there exists a µ ∈ M * such that µ(x) = ω(S −1 (x)) for all x ∈ D(S −1 ). Let a ∈ L. Define b = (µ ⊗ ι)∆(a). Then b ∈ N ϕ and for all x ∈ N * ϕ we have ϕ(xb) = ϕ x(µ ⊗ ι)∆(a) = µ (ι ⊗ ϕ) (1 ⊗ x)∆(a) = ω (ι ⊗ ϕ) ∆(x)(1 ⊗ a) = ϕ (ω ⊗ ι)∆(x)a = (ω ⊗ aϕ)∆(x).
So we see that b ∈ L and bϕ = (ω ⊗ aϕ)∆. Then we may conclude that λ(ω)λ(aϕ) = λ(bϕ) ∈ D 0 .
Because such elements λ(ω) form a σ-strong * dense subset ofM it is easy to conclude that D is a left ideal inM .
Because D is a σ-strong * dense left ideal ofM , invariant underσ and because D ⊂ Nφ, we may conclude that D is a σ-strong * -norm core forΛ. But then D = Nφ and we have proven our claim.
Then it follows easily that also span{λ(abϕ) | a ∈ L, b ∈ T ϕ } is a σ-strong * -norm core forΛ. This last space equals span{λ(ω Λ(a),Λ(b) ) | a ∈ L, b ∈ T ϕ } and so the proposition is proven.
For completeness we also include the following easy result.
Proposition 7.2. Let (M, ∆) be a locally compact quantum group. For every a ∈ N ϕ , ξ ∈ D(δ 1/2 ) and η ∈ H we have (ι ⊗ ω ξ,η )∆(a) ∈ N ϕ and Λ (ι ⊗ ω ξ,η )∆(a) = (ι ⊗ ω δ 1/2 ξ,η )(V )Λ(a).
Proof. Let (e n ) be the sequence of operators defined in the proof of [19, 7.6] . Because ∆(δ) = δ ⊗ δ it is clear that (ι ⊗ ω ξ,η )∆(ae n ) δ −1/2 ⊂ (ι ⊗ ω δ 1/2 ξ,η )∆ a(δ −1/2 e n ) .
Because a(δ −1/2 e n ) ∈ N ψ we have (ι ⊗ ω δ 1/2 ξ,η )∆ a(δ −1/2 e n ) ∈ N ψ . We know that ϕ = ψ δ −1 , so that (ι ⊗ ω ξ,η )∆(ae n ) ∈ N ϕ and Λ (ι ⊗ ω ξ,η )∆(ae n ) = Γ (ι ⊗ ω δ 1/2 ξ,η )∆ a(δ −1/2 e n ) = (ι ⊗ ω δ 1/2 ξ,η )(V )Γ a(δ −1/2 e n ) = (ι ⊗ ω δ 1/2 ξ,η )(V )Λ(ae n ).
Because Λ is σ-strong * -norm closed, the conclusion follows.
We also need the following technical result.
Proposition 7.3. Let (M, ∆) be a locally compact quantum group and let x ∈ M . Suppose that there exists a vector η ∈ H such that ω(x * ) = ξ(ω), η for all ω ∈ I. Then x ∈ N ϕ and Λ(x) = η.
Proof. Let ω ∈ I and y ∈ T ϕ . Then we have for all a ∈ N ϕ that (ωy)(a * ) = ω (ay * ) * = ξ(ω), Λ(ay * ) = Jσ i/2 (y * )Jξ(ω), Λ(a) .
So we get that ωy ∈ I and ξ(ωy) = Jσ i/2 (y * )Jξ(ω). Take now a net (e α ) in T ϕ such that σ z (e α ) → 1 in the σ-strong * topology for all z ∈ C. Then we have for all ω ∈ I ξ(ω), Λ(xe α ) = ω(e * α x * ) = (ωe * α )(x * ) = ξ(ωe * α ), η = ξ(ω), Jσ i/2 (e α ) * Jη .
Hence Λ(xe α ) = Jσ i/2 (e α ) * Jη for all α. Because Λ is σ-strong * -norm closed we get x ∈ N ϕ and Λ(x) = η.
The following result is probably well known, but we could not find it in the literature. • K is a Hilbert space and Λ 0 : D → K is a linear map such that Λ 0 (D) is dense in K.
• π 0 is normal representation of N on K such that π 0 (x)Λ 0 (y) = Λ 0 (xy) for all x ∈ N and y ∈ D.
• V is an isometry from K to H such that V Λ 0 (x) = Λ(x) for all x ∈ D.
• Λ 0 is σ-strong * -norm closed.
Then there exists a unique n.s.f. weight µ on N such that N µ = D and (K, π 0 , Λ 0 ) is a GNS-construction for µ. In particular µ is a restriction of θ, which means that for every x ∈ M + µ we have x ∈ M + θ and µ(x) = θ(x).
Proof. Because V is an isometry, Λ 0 is injective. Define U = Λ 0 (D ∩ D * ). Then U is a dense subspace of K. We make U into a * -algebra by using Λ 0 and the * -algebra structure on D ∩ D * . We claim that U is a left Hilbert algebra. The only non-trivial point is to prove that the map Λ 0 (x) → Λ 0 (x * ) for x ∈ D ∩ D * is closable. But, suppose that (x n ) is a sequence in D ∩ D * such that Λ 0 (x n ) → 0 and Λ 0 (x * n ) → ξ ∈ K.
