When evaluating a heuristic for a combinatorial problem, randomly generated instances of the problem may not provide a thorough exploration of the heuristic's performance, and it may not be obvious what kinds of instances challenge or confound the heuristic. An evolutionary algorithm can search a space of problem instances for cases that are heuristically difficult. Evaluation in such an EA requires an exact algorithm for the problem, which limits the sizes of the instances that can be explored, but the EA's (small) results can reveal misleading patterns or structures that can be replicated in larger instances. As an example, a genetic algorithm searches for instances of the quadratic knapsack problem that are difficult for a straightforward greedy heuristic. The GA identifies such instances, which in turn reveal patterns that mislead the heuristic.
INTRODUCTION
It is common to test and compare heuristics for combinatorial problems on randomly generated problem instances. This strategy has intuitive appeal. Random instances are on average unbiased and representative of the problem space; a heuristic's performance on them should indicate its performance in general. However, random instances may not challenge the algorithm being tested, and we might want to pursue more difficult problem instances for several reasons: to determine a heuristic's worse-case behavior; to identify instance features that cause a heuristic to perform poorly; to compare heuristics on difficult instances; and to test algorithms, like neighborhood search and memetic algorithms, that incorporate other heuristics.
It is not always obvious what kinds of problem instances will mislead a particular heuristic. They will be characterized by heuristic results that fall far from their respective optima, but what features of those instances cause the heuristic to perform poorly?
Instances on which a heuristic returns poor results may reveal misleading structures and features, and evolutionary search may identify heuristically challenging instances. That is, an evolutionary algorithm can search for problem instances on which the results returned by the heuristic are far from the optimum values.
Evolutionary search has been used in testing to generate inputs that exercise the execution paths in software [1] [7] or the elements in circuits [4] . Here, however, we seek to generate instances of a combinatorial problem that are difficult for a heuristic. The goal is specific: to build instances that challenge a particular heuristic, not to build instances that are difficult in some larger or more general sense. Section 2 below outlines the strategy, and the following sections present an example: the application of that strategy to a greedy heuristic for the quadratic knapsack problem. Given 36 sets of problem parameters, the evolutionary search consistently identifies problem instances that mislead the heuristic. More generally, those instances reveal misleading structures in small instances that can be replicated for larger problem sizes.
EVOLVING HARD INSTANCES
Given a computationally difficult combinatorial problem and a heuristic for it, we seek to identify classes or structures of problem instances that challenge or confound the heuristic; that is, on which it performs poorly. In general, it will not be immediately apparent what such heuristically difficult instances might look like. We apply an evolutionary algorithm to search a space of problem instances for examples that the heuristic finds hard.
In such an EA, chromosomes represent instances of the target problem. A chromosome's fitness is the difference or ratio of the value of the heuristic solution for the instance the chromosome represents and the optimum value. If c is a chromosome, s(c) the instance it represents, and H(·) and OP T (·) the values returned by the heuristic and exact algorithms, respectively, for the problem, then the fitness f (c) of the chromosome will be
Whether the EA will seek to maximize or minimize f (·) depends on which function is chosen and whether the problem itself is one of maximization or minimization. In either case, it must be possible to compute an optimum solution to each candidate instance.
Problems of interest are in general NP-hard, so the requirement that every candidate instance be solved to optimality restricts the sizes of the instances that can be investigated. This will not, however, prevent the evolutionary search from finding instances that reveal features and structures that make them hard for the heuristic.
Crossover and mutation operators generate chromosomes that represent novel instances from existing chromosomes, and the representation and operators are implemented in a conventional evolutionary framework. The resulting algorithm searches a space of instances of the target combinatorial problem.
The following sections present an example of this process. The NP-hard quadratic knapsack problem is an extension of the well-known 0-1 knapsack problem. A simple greedy heuristic returns good results on randomly-generated instances of the problem. A genetic algorithm searches for problem instances that challenge and confound the greedy heuristic.
A PROBLEM
In the quadratic knapsack problem (QKP) [6, pp.349-351] , we are given a collection of n > 0 objects and a knapsack with positive capacity C. Each object i has positive weight wi and non-negative value vi, and each pair of objects i and j has non-negative joint (quadratic) value vij . The proportion of object values-individual and joint-that are not zero is the density of the problem instance. The goal is to place in the knapsack objects whose total weight does not exceed C and whose sum of individual and joint values is a maximum. Only when the knapsack contains both objects of a pair does that pair's joint value contribute to the total.
Formally, if binary variables x1, x2, . . . , xn indicate the inclusion (xi = 1) or exclusion (xi = 0) of each object, QKP seeks to assign values to these variables to maximize
while satisfying
QKP generalizes the well-known 0-1 knapsack problem, to which it collapses when all the quadratic values vij are zero, and it is NP-hard. Figure 1 : For an instance of the quadratic knapsack problem with n = 8 objects, the matrix of the objects' individual and joint values vij , the objects' weights wi, and the objects' efficiencies ei = ¡ 8 j=1 vij /wi. With knapsack capacity C = 60, the greedy heuristic places objects 7, 8, 3, and 1 in the knapsack, in that order, for total weight 59 and total value 24.
A GREEDY HEURISTIC
The usual greedy heuristic for the 0-1 knapsack problem scans the objects in decreasing order of the ratios of their values to their weights and includes in the knapsack all the objects whose inclusion does not violate the capacity constraint [6, In particular, let the efficiency ei of each object i in a QKP instance be the ratio of the sum of all the values associated with the object to the object's weight:
Scan the objects in decreasing order of their efficiencies and include in the knapsack all the objects that fit; that is, whose inclusion does not cause the sum of the included objects' weights to exceed the knapsack's capacity. The LEX heuristic concludes with a phase of local improvements based on exchanging objects and including additional objects if possible. That phase is not part of the present, purely greedy, heuristic. Figure 1 shows the matrix of object values vij , the objects' weights wi, and the objects' efficiencies ei for a QKP instance instance with n = 8 objects. Let its knapsack's capacity be C = 60. Scanning the objects in decreasing order of their efficiencies, include objects 7, 8, and 3, in that order. At this point, the weight of the objects in the knapsack is 12 + 14 + 15 = 41. Object 5 is next, but its weight is 25, which would increase the total weight of the objects in the knapsack beyond its capacity; object 5 is not included. Object 1 has weight 18, for total weight of 59; it is included, and all the remaining objects are excluded. The knapsack contains objects 7, 8, 3, and 1. Its total weight is 59 and the value of its contents is 5 + 9 + 10 = 24.
An Example

Tests on Random Instances
This heuristic was tested on twenty randomly-generated QKP instances, provided on-line by Billionnet and Soutif 1 , whose optimum solutions are known [2] . Ten of these instances consist of 100 objects and have density 25%; that is, 25% of their individual and quadratic values are non-zero. The remaining ten instances consist of 200 objects and have density 100%; all their values are non-zero. On the smaller instances, the heuristic found the optimum once and returned results that were on average within 2.9% of optimum. Its worst performance missed the instance's optimum by a little more than 11%. On the larger instances, it again found the optimum once. On average, its results were within 0.8% of optimum, and its worst result missed the corresponding optimum by about 3.1%.
A GENETIC ALGORITHM
The greedy heuristic's performance on randomly-generated instances suggests that such instances are not difficult for efficiency-based heuristics, that in general these instances do not contain patterns or arrangements of object weights and values that would mislead such algorithms. We undertake an evolutionary search for QKP instances that are difficult for the greedy heuristic.
In particular, we fix the following parameters of the space; that is, of the QKP instances among which we search: the number n of objects and their weights wi, the capacity C of the knapsack, the approximate density p of the instances, and the range [1, r] of the objects' values. We search the space of individual and quadratic object values-of symmetric matrices that conform to the parameters-for patterns of values on which the greedy heuristic performs poorly. 
Coding and Evaluation
QKP seeks object choices of maximum total value, and the GA seeks instances on which the heuristic performs poorly, so it will minimize fitness. When the heuristic identifies the optimum knapsack value, fitness is 1.0; if the heuristic returns a value of zero, fitness is 0.0. The optimum knapsack value of each candidate QKP instance is found with the branch-and-bound algorithm of Caprara, Pisinger, and Toth [3] , which they have implemented in C and made available on-line 2 . Their code was downloaded and incorporated into the fitness calculation.
Operators
A random chromosome with density approximately p is generated by scanning its matrix's upper triangle, including the diagonal. Each position is assigned zero with probability 1 − p. With probability p, it is assigned an integer chosen uniformly at random on the interval [1, r] , where r is the fixed maximum object value. The matrix's lower triangle is filled by copying the upper triangle. Crossover generates one offspring from two parent chromosomes. In each parent, it concatenates the (partial) rows formed of the diagonal and the upper triangle, then applies two-point crossover to the resulting strings. The sequence of values from this operation forms the offspring's diagonal and upper triangle; the offspring's lower triangle is filled by reflecting its upper triangle across the diagonal. Figure 2 illustrates crossover on two parents that represent QKP instances with n = 4 objects.
Mutation scans the upper triangle and diagonal of its one parent chromosome, changing each entry with a small probability that is a parameter of the operator. When a change occurs in the upper triangle, it is reflected in the lower triangle. These changes are designed to approximately preserve the density p of the instances. If a value is initially zero, it is replaced with a random value on [1, r] . If it is initially non-zero, it is assigned zero with probability 1 − p, and a random value on [1, r] with probability p.
Mutation slightly favors the introduction of non-zero values, thus an increase in the density of the represented QKP instance. This bias counteracts an overall tendency, described below, to evolve instances of lower density.
Structure
A generational genetic algorithm implements the coding of candidate QKP instances and its operators. The GA initializes its population with random chromosomes whose densities are approximately p, and selects chromosomes to be parents in k-tournaments with replacement. It generates each offspring chromosome via either crossover or mutation, never both, and it is 1-elitist; it preserves the one best chromosome-which represents the most heuristically difficult instance-of each generation unchanged into the next. It runs through a fixed number of generations.
Parameter Values
In addition to the parameters of the QKP instances among which the GA searches, there are the parameters of the GA itself. The usual trial-and-error settled on the following values for those parameters.
When searching for hard QKP instances with n objects, the GA's population contained n chromosomes. The size of its selection tournaments was three. The probability that crossover generated each offspring chromosome was 50%, the probability of mutation therefore also 50%. Within mutation, the probability that any one value (if on the diagonal) or pair of values (across the diagonal) was changed was 1%. The GA ran through 10n generations.
The GA was implemented in C and executed on a Pentium 4 processor with 1 Gbyte of memory running at 2.53 GHz under Red Hat Linux 9.0.
TESTS
The genetic algorithm just described seeks instances of the quadratic knapsack problem that are difficult for the greedy efficiency-based heuristic of Section 4. An instance of the problem the GA addresses is thus defined by the parameters listed in Section 5: the number n of objects, the approximate density p of the value matrix, the objects' weights, the capacity C of the knapsack, and the range [1, r] of the objects' values.
The GA was tested on 36 instances of this problem, defined by all the possible combinations of the following parameter values:
• n = 10, 20, and 30
• density = 25% and 75%
• objects' weights all equal (50), half assigned a small value (10) and half a large value (90), and linearly arranged.
• C = 0.3W and 0.6W , where
wi is the sum of the objects' weights.
The maximum object value r was set to 200 throughout.
The GA was run 30 independent times with each combination of QKP parameters. Table 1 summarizes the results of these trials. For each instance of the GA's search, the table lists the number of objects, the approximate density of the random QKP instances that form the GA's initial population, the assignment of the objects' weights, the sum of the objects' weights, and the knapsack's capacity. For the trials of the GA on each set of instance parameters, the table lists the average fitness of all the QKP instances in the GA's initial population over all the trials, the fitness of a best (that is, most difficult for the greedy heuristic) QKP instance identified in the trials, the density of this best instance, the mean fitness of the 30 trials' best results, and the standard deviation of those values.
DISCUSSION
The single most striking result is that the GA identifies QKP instances on which the greedy heuristic performs poorly. Each initial fitness in Table 1 is the average fitness of the GA's initial population over a set of 30 trials, thus a sample of size 30n of the greedy heuristic's performance on random QKP instances. The overall best and mean best fitnesses of the instances the GA identifies are always significantly less than the initial fitness, indicating that the heuristic performs significantly more poorly on the instances the GA discovers.
In particular, each initial fitness is always at least 0.75, often much nearer 1.0, while each best and mean fitness is less. In six cases, indicated by best fitnesses of 0.0, the GA discovers at least one matrix of object values that completely misleads the heuristic; the objects it chooses contribute nothing to the knapsack's value.
Effects of Instance Parameters
The GA's results vary with the parameters of the search. With some exceptions, it is more successful when the number of objects (thus the size of the search space) is smaller. This is the case, for example, in the trials with density 25%, two weights, and capacity equal to 60% of the sum of the weights. The average fitnesses of the GA's results are 0.4193, 0.5720, and 0.7342 for n = 10, 20, and 30, respectively. On the other hand, other sets of trials show no such relationship. When density = 25%, the weights are all the same, and C = 0.3W , the three sets of trials' average fitnesses are 0.0899, 0.0422, and 0.0655.
The difficulty of the QKP instances that the GA discovers is consistently influenced by the density of the initial population's chromosomes, the assignment of the objects' weights, and the knapsack's capacity. For example, the GA always finds more difficult QKP instances when the density is initially 25% than when it is 75%. The reason for this is clear: The GA has more success arranging non-zero values into patterns that mislead the greedy heuristic when the proportion of such values is small.
Similarly, when C = 0.3W , the results with uniform object weights are better than those with linearly arranged weights, which are in turn better than those with two distinct weights. No corresponding relationship holds when C = 0.6W . When the knapsack's capacity is larger, the number of objects it can hold increases, rendering the problem more difficult. In every case, the average fitness with the smaller capacity is less than with the larger capacity, often much less. Table 1 lists the densities of the most difficult instances discovered in each set of trials. Searches with smaller densities are easier, so we might expect these values to diminish from the initial densities. This does not occur when the initial density is 25%, though it does when that value is 75%. In the former case, the value matrices are sparse enough to be easily arranged into misleading patterns; in the latter, that task becomes easier if the number of non-zero entries is reduced, so the GA tends to preserve and propagate such instances. It is to counteract this movement that, as noted in Section 5.2, mutation tends slightly to increase an instance's density.
Overall, these results suggest that it is the arrangement of the non-zero values, more than the values themselves, that determines how misleading a QKP instance is for the greedy heuristic.
An Extreme Example
When the most advantageous parameters hold-density = 25%, uniform weights, C = 0.3W -the GA always finds at least one QKP instance with fitness 0.0; the heuristic returns a selection of objects that fill the knapsack but have Table 1 : Results of the trials of the genetic algorithm. For each search problem, the table lists the number n of objects, the approximate density of the GA's initial instances, the pattern and sum of the objects' weights, and the knapsack's capacity; for each set of 30 trials of the GA, it lists the average fitness of the initial populations, the fitness of the best QKP instance the GA discovered, the density of that instance, the mean of the 30 trials' best fitnesses, and the standard deviation of those values. Figure 3 shows such an instance, the best (most heuristically difficult) that the GA discovered with these search parameters for n = 10 objects. Figure 3 also shows the efficiencies of the instance's objects. All the objects have weight 50, so the efficiency of, for example, object 1 is (172 + 158 + 142)/50 = 9.44.
The knapsack's capacity is 0.3W = 150, so three objects can be placed in it. The greedy heuristic chooses the three objects with the highest efficiencies; the figure shows their indexes-1, 3, and 6-and their efficiencies in bold type. However, the individual values of these objects and their quadratic values with each other are all zero, so that is the resulting knapsack's total value.
The instance misleads the heuristic because its three objects with highest efficiencies have non-zero values only with lower-ranked objects. Among themselves, they have no nonzero values, either alone or together. It is easier to arrange a small number of non-zero values in such a pattern than a large number, as it is easier if the knapsack's capacity-thus, the number of objects it can hold-is less.
Upon seeing this example and why it is hard for the greedy heuristic, one might be tempted to say, "Of course; that's obvious," and in retrospect, it is. For me, the GA's results made the misleading patterns explicit and clear. More generally, analogous patterns may not be so evident with other heuristics or in other problems; an evolutionary mechanism may reveal them. The value matrix and efficiencies of a best-most difficult for the greedy heuristic-QKP instance discovered by the GA with n = 10 objects, initial density = 25%, weights all equal to 50, and capacity C = 150, so that the knapsack can hold exactly three objects. The entries in bold face indicate the three objects with the largest efficiencies, which the greedy heuristic will choose. However, the individual and quadratic values of these objects are all zero, so that is the resulting knapsack's total value.
Values
1 2 3 4 5 6 7 8 9 10 Efficiencies 1
Larger Instances
The example also suggests how to build misleading QKP instances of any size. Determine the number of objects the knapsack can hold, and choose objects to be included. In the value matrix, place zeros at the intersections of those objects' rows and columns. Choose large values for these objects' remaining entries, and smaller values for the other objects' entries, so that the chosen objects will have the higher efficiencies. Applied to such an instance, the greedy heuristic will choose the specified objects, but the knapsack's total value, as in the example, will be zero.
This investigation did not use the GA to identify larger misleading instances directly because the time the GA requires grows very rapidly with the number of objects. For example, the average times for one trial with density 25%, two weights, capacity equal to 30% of the weights' sum, and 10, 20, and 30 objects were approximately 1.4, 37.6, and 244.2 seconds, respectively. Most of the GA's time is spent evaluating chromosomes' fitnesses. Each evaluation executes the exact algorithm of Caprara, Pisinger, and Toth [3] , whose time grows exponentially with n. The GA, which evaluates 10n 2 chromosomes in each run, quickly becomes infeasible.
Improving the Heuristic
Finally, the patterns and structures within problem instances that mislead a heuristic can suggest how the heuristic might be modified or extended. Here, the greedy heuristic considers objects in decreasing order of their efficiencies, and it is confounded when the objects of highest efficiencies have and share only small values. This suggests, for example, recomputing the efficiencies of objects yet to be examined after each consideration of an object, to include only joint values with objects included in the knapsack and/or to exclude joint values with objects excluded from it. Also, one could implement the local search steps of Hammer and Rader's LEX [5] .
CONCLUSION
When testing heuristics for combinatorial problems, we may want to identify problem instances that are particularly challenging for the heuristics. An evolutionary algorithm can search a space of instances for those on which a heuristic performs poorly. The chromosomes of such an algorithm represent candidate problem instances, and a chromosome's fitness indicates the effectiveness of the heuristic on the instance it represents.
The quadratic knapsack problem extends the familiar 0-1 knapsack problem with joint values associated with pairs of objects; such a value accrues to the knapsack's total only if both objects are placed in the knapsack. A greedy heuristic for this problem examines objects in descending order of the ratios of the sums of all their associated values to their weights. On randomly generated instances, this heuristic performs well.
Given approximately fixed values for most of a QKP instance's parameters, a genetic algorithm searches a space of value matrices for arrangements of values that mislead the greedy heuristic. In tests with 36 sets of instance parameters, the GA consistently identified instances on which the heuristic's performance was poor. In several cases, it found instances for which the greedy heuristic chose objects with total value zero.
Examining the instances on which the heuristic performed most poorly revealed patterns of object values that mislead the heuristic; these patterns can be replicated in larger QKP instances. Obvious extensions of this investigation would consider other heuristics for the quadratic knapsack problem and heuristics for other problems of combinatorial optimization.
