JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org.
The model.
We shall use a counting process approach to the correlated frailty model. The model is a generalization of the shared frailty model presented by Nielsen, Gill, Andersen and S0rensen (1992) . In Section 2 we shall show that it is natural to impose at least some bound on the variance parameters in order to ensure consistency of the estimators. Note that the second requirement in l(d) implies that we can work with the supermums norm on the space of integrated hazard functions and also that T < 00. Condition 2(e) ensures that we can observe failures on the entire interval and therefore be able to estimate A on the entire interval. This is also assumed in Andersen and Gill's (1982) treatment of the standard Cox regression model (for m = 1 and 0 = 0* = 0). Condition 2(f) is of course necessary, since we otherwise cannot identify the correlation 00.1 between ZO and Zj. Note that we do not require that Yj(0) = 1 with probability 1 for all j; that is, the number of components in the group could be random. For example, in litters of mice the size of the different litters are not necessarily the same and could even be equal to 1. The number m should therefore be seen as the maximum number of components in the group. It is useful to think of the model as being constructed given the size of the group, S = s, and then letting S follow some distribution on {1,..., m} with P(S > 2) > 0.
There is another way of deriving the likelihood for (N, Y). This is to use the innovation theorem [Bremaud (1981)] to the observed history (Y). The (t)-intensity of N is given by replacing Z by its conditional expectation with respect to the history (YG_), that is,

Let
Condition 2(g) is to avoid colinearity among the covariates. Note that the second assumption in 2(g) is indeed necessary, otherwise the model is not identifiable. For 00 = 0, the components are independent and, as noted by Elbers and Ridder (1982) , the model without covariates is not identifiable. Therefore condition 2(h) is assumed.
We shall now argue that it is possible to extend the model for strictly negative 0, 0*. This allows for formal testing of whether the correlated frailty is appropriate, that is, if 0 = 0 or 0* = 0. For fixed 0, respectively 0*, we have Gill (1989) . He motivates the NPMLE by extending score functions for a class of one-dimensional submodels in as smooth a way as possible. In this way he gives an explanation why the NPMLE is asymptotically normal in cases where it is known in advance that the NPMLE is consistent. In practice, the smooth extension of the log-likelihood difference and the smooth extension of the score functions are the same. This way of proving the consistency was in principle also applied in Murphy (1994) gives us a convergent subsequence of An('). This is done in the first part of Theorem 1. Now we are finished if we can show that in the limit the inequality (5) is equal to the inequality (6). To derive the strong consistency we need to make sure that all the convergences take place on the same set of probability 1. If T were compact, a standard application of the uniform law of large numbers would give the result. In our case, however, T is not compact. Instead we use a version of the uniform law of large numbers which takes into account that the set of possible limit points is separable (Proposition 3 in Appendix A).
The proof of the following proposition is similar to the proof of NPMLE stays bounded, which is done in the proof of Theorem 1, and is therefore omitted [for details see Parner (1996a) This formula for the stochastic intensity holds also for 0, 0* negative. We shall show that from equality of the intensities we have equality of the extended expression of the survival functions in (14). The proof of this step does not depend on the correlated gamma-frailty model in any way and holds for general frailty models. The final step is to identify the parameters from the observed survival function.
In the following we consider the conditional distribution given the censoring times, cl,..., cm say, and the covariates. Suppose that all the failure times are larger than r. Summation over all the intensities gives PROOF. The proof will be for o fixed in a set of probability 1. The set is defined as a intersection of sets, each of probability 1, where the strong law of large numbers holds for some average. Hence in the proof we shall make sure that we only use the law of large numbers at most countably many times.
The first step is to show that {I n stays bounded, that is, lim supn An(r) < oo. If this is not the case, we can find a subsequence, {nk}, such that gn converges to some g = (0, 0*, P) and Ank(T) tends to infinity. We shall show that if this is the case, then the nonparametric log-likelihood difference asymptotically becomes negative. Let us for simplicity call this subsequence {n}. = -o + t(h6, fohAdAo) the function tE0{log LN'Y(/ot)} has a maximum at zero. Using that 0o is an interior point and that we can interchange expectation and differentiation, we derive S(0/o) = 0. Since q, asymptotically is an interior point, we similarly get Sj(n)(h) = 0 (asymptotically). In Theorem 1, q was shown to be consistent. This result has been stated in Gill (1989) and Murphy (1995) without proof. It is worth noting that in the proof of Theorem 3 we are not using any specific structure of the correlated frailty model. Therefore, the result should also hold for general transformation models where similar regularity conditions are fulfilled.
In the following, we let S(Gf)(h) denote the expectation of Sjl(f)(h). In general we should choose enough submodels such that the information operator becomes invertible. The submodels t -t tit makes it very easy to show that the NPMLE is efficient (with respect to the tangent space generated by the submodels t -> ft). Theorem 1 in van der Vaart (1995) gives that the NPMLE is a regular estimator sequence and it is proved in Theorem
Now consider condition (b). From above it follows that n {Sn(o)O) -S(Qo
PROOF. Using Proposition 3 in Appendix A, it is straightforward to show that An --> in probability in 1?(Hp) for all p. Therefore, with a probability going to 1, we can write (n as a sum of a continuously invertible operator and a compact operator. Further, n must be one-to-one with a probability going to 1: otherwise, using the linearity of (r we can find a bounded sequence 
