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Abstract
In mechanical and structural systems, resonance may cause large strains and stresses which can lead to the
failure of the system. Since it is often not possible to change the frequency content of the external load excitation,
the phenomenon can only be avoided by updating the design of the structure. In this paper, a design optimization
strategy based on the integration of the Component Mode Synthesis (CMS) method with numerical optimization
techniques is presented. For reasons of numerical efficiency, a Finite Element (FE) model is represented by a
surrogate model which is a function of the design parameters. The surrogate model is obtained in four steps:
First, the reduced FE models of the components are derived using the CMS method. Then the components are
assembled to obtain the entire structural response. Afterwards the dynamic behavior is determined for a number
of design parameter settings. Finally, the surrogate model representing the dynamic behavior is obtained. In this
research, the surrogate model is determined using the Backpropagation Neural Networks which is then optimized
using the Genetic Algorithms and Sequential Quadratic Programming method. The application of the introduced
techniques is demonstrated on a simple test problem.
1 Introduction
Modal analysis is utilized for testing structures in order to obtain an understanding of their dynamic and vibration
characteristics. One of the common vibration problems identified by modal analysis is the harmonic excitation at
one of the resonance frequencies of a structure by an external force. This may cause large strains and stresses
in a structure. These facts may lead to failure by fatigue. In most of the situations it is not possible to control
the frequency content of the external load excitation. Therefore, resonance conditions can only be avoided by
changing or modifying the design in order to keep the resonance frequencies away from the excitation frequency.
The solution strategies lie under the concept of design optimization which involves firstly the modeling of the problem
and then optimizing it. Modeling consists of: problem analysis, selection of the design variables, construction
of the analysis model of the problem (e.g. FE model), formulation of the objective function and decision of the
constraints. Optimization consists of: selection of any suitably chosen optimization algorithm and optimizing the
objective function under the defined constraints using this algorithm.
With modern numerical methods such as the Finite Element (FE) Method, it is possible to perform a comprehen-
sive modal analysis and investigate the effects of various parameters (e.g. thickness) on the eigenfrequencies of
the structure. On the other hand, especially for very complex and large structures (e.g. space shuttle), this can not
be carried out easily because of the lack of computer storage and long computation time. Therefore, Component
Mode Synthesis (CMS) technique has been utilized since 1960s for the modal analysis of complex structures. The
idea behind this technique is: dividing the structure into a number of substructures, obtaining the reduced order
FE models of each substructure and assemble them in order to obtain a reduced order FE model of the complete
structure. With CMS, design changes in the single substructure affect only the system matrices of that substruc-
ture; thus, additional computations are necessary only for that component. This property constitutes one of the
crucial basis of our design optimization strategy. Especially in very complex and large structures where the only
intention is to modify a single component, CMS reduces the computation time significantly. In this research, the
CMS technique based on Craig-Bampton method is utilized. However utilizing a CMS based model directly in the
numerical optimization scheme is still very time consuming. Therefore, simpler approximation of the CMS based
model (model of the model) is constructed which is called the surrogate model and employed in the optimization
stage. The surrogate model is obtained as follows: First, the reduced FE models of the components are derived
using the CMS method. Then the component that is going to be modified is assembled with the rest of the compo-
nents for a number of design parameter settings and the structures overall dynamic response is obtained for each
case. Finally, the surrogate model representing the relation between the parameter-response set is obtained. In
this research, the surrogate model is determined using the Backpropagation Neural Networks (NNs) and utilized
in the optimization scheme. The optimization scheme is based on the combination of two strategies, the Genetic
Algorithms (GAs) and the Sequential Quadratic Programming (SQP). The GA is used for estimating the possible
location of the global optimum and afterwards SQP is employed for finding the exact optimum.
This paper is built up as follows: In Section 2, the CMS technique based on Craig-Bampton method is mentioned
briefly. In Section 3 and 4, essential elements of the design optimization concept, namely NN surrogate models and
optimization topics are pointed out. Next, the design optimization strategy is introduced. Then,the introduced
strategy is demonstrated on a simple test problem and finally in Section 7 conclusions are given.
2 Component Mode Synthesis
In dealing with dynamic analysis of complex structures with many degrees of freedom (d.o.f.), CMS has proved to be
an efficient method. It is widely used because of its economic and executive properties. CMS involves breaking up a
large structure into several substructures, obtaining reduced order models of each component and assembling these
models in order to obtain the reduced structure model. All substructure calculations are independent from each
other, therefore design changes in one component has no effect on the system matrices of the other components.
CMS involves the following steps: Division of the structure into its components, decision of the utilized component
modes and the coupling of the component mode models. The classification in CMS techniques are based on the
selected dynamic and static component modes and the utilized methods for enforcing compatibility of substructures.
In this study only the accuracy of the lower modes of the assembled structure is sufficient, thus the CMS strategy
based on Craig-Bampton technique is preferred [5]. In this strategy two types of component modes are employed
which are fixed interface normal modes and constraint modes. The former modes are calculated by restraining
all d.o.f. at the interface and solving the usual undamped vibration problem. Only truncated set of these modes
are calculated and utilized in the component models. The latter modes are calculated by statically imposing a unit
displacement to the interface d.o.f. one by one while keeping the displacement of other interface d.o.f. zero and
the interior d.o.f. of the substructure force free. The compatibility of the neighboring substructures are ensured by
taking the interface node displacements equal.
3 Neural Network Surrogate Models
In most engineering problems, the numerical analyzes are based on Finite Element (FE) simulations. Investigation
of very complex structures using these simulations is very time consuming. Therefore, instead of employing these
simulations in applications (e.g. design optimization of products), a surrogate model can be used to represent the
FE model which is a function of the design parameters, of interest.
There are several methods for surrogate modeling. The Response Surface Methodology (RSM) and Kriging are
the most common ones [2, 14]. In these techniques the user needs to make some assumptions on the shape of the
response which may cause difficulties if the underlying behavior is unknown. Employing Neural Networks is also
an option for surrogate modeling [11]. There is no need to make any assumption for the shape of the response
because this is automatically done by the utilized transfer functions in the NN structure. The sigmoid functions
and the linear transfer functions are usually used in the hidden layer and the output layer, respectively, as transfer
functions. The nonlinearity of the NN caused by the number of the hidden layer neurons are prevented by the
regularization technique. In this sense, NNs are very practical tools especially when there is no information on the
complexity of the problem.
A two layer NN structure is illustrated in figure 1. As it is deduced from [13], a two layer NN having a nonlinear
transfer function with sufficient number of neurons in the hidden layer and a linear transfer function in the output
layer can be trained to approximate any function. This ability to approximate functions to any desired degree of
accuracy makes NNs an attractive tool for surrogate modeling.
A mathematical description of a two layer NN can be given as
x̂ = Ax+ b
x˜ = f(x̂)
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Figure 1: A two layer NN structure.
where x ∈ RNi×1, y ∈ RN2h×1 represent the input-target vectors (training set), x˜ ∈ RN1h×1 stands for the hidden layer
outputs (at the same time an input for the output layer) and Ni, N1h , N2h denote the number of input vector elements,
hidden layer neurons and output vector elements, respectively. The function f used in the hidden layer stands for
the set of nonlinear (sigmoid) transfer functions and allows the network to learn nonlinear and linear relationships
between the input-target pairs. The linear output layer lets the network produce values outside the range of sigmoid
functions. The number of the neurons utilized in the hidden layer has an effect on the complexity of the network and
allows NNs to figure out complicated underlying behaviors. A ∈ RN1h×Ni , B ∈ RN2h×N1h , b ∈ RN1h×1 and c ∈ RN2h×1
denotes the network parameters. The weights A, B have an effect on the slope of the network output and the bias
terms b, c shift the entire network output on the coordinate axis [11]. Therefore, NNs are very flexible tools for curve
fitting.
The working principle of NNs is the same as the Least Squares Method (LSM). NNs are provided with a set
of input-target pairs {p1, t1}, {p2, t2}, ..., {pQ, tQ} where pq is an input to the network and tq is the corresponding
target (input can be thickness and width, target can be one of the natural frequencies). The input pairs are applied
to the network, the obtained network outputs are compared to the target value and the network parameters (weights







T (tq − yq) (2)
where Q is the total number of input-target pairs and y is a function of network parameters. Equation (2) defines
an unconstrained optimization problem and can be solved using any appropriate iterative algorithm [16]. Most of
the traditional numerical algorithms need the knowledge of the gradient. Thus, for the solution of equation (2), the
partial derivatives of Fm with respect to the network parameters are required. Since Fm is an implicit function of
the hidden layer parameters, the chain rule of calculus is used to calculate the derivatives which proceeds from the
output layer through the hidden layer. The Backpropagation NNs takes its name from this property.
As mentioned early in this section, NNs complexity are determined by the number of neurons utilized in the
hidden layer. The increasing number of neurons leads to highly nonlinear NN structures which may cause overfitting.
Overfitting occurs when the error on the training set of the network is driven to a very small value and a new input-
target pair is introduced, the network becomes too poor to generalize the new situation. When there is no information
about the complexity of the underlying behavior, the efficient number of hidden layer neurons can not be estimated
beforehand. In order to prevent finding this number from trial and error, there are several developed techniques. In
this study regularization is utilized which ensures that the function computed by the network is no more curved than
necessary. This is achieved by modifying the error function Fm (see equation (2)) with a penalty term Fp where the
general function becomes
F = αFm + βFp. (3)
One possible form of the penalty term comes from the observation that an overfitted function with regions of large
curvature have large network parameters. Choosing the penalty term as the sum of squares of the network pa-
rameters is one option that is used in this study. Another challenge in equation (3) is the decision of the objective
function parameters α and β. Their relative size determines the training process. If α ≪ β, the training algorithm
will minimize the errors. If α≫ β, the training algorithm will reduce the size of the network parameters to produce a
smoother network response. The Bayesian regularization [15] is used for the calculation of these parameters and
the modified function (equation (3)) is solved by the Levenberg-Marquardt method. The algorithm defined in [9] is
utilized for this purpose.
4 Optimization with GAs and SQP
The Genetic Algorithm (GA) is a method for solving parameter optimization problems in the global sense by imitating
the principles of natural evolution. The GA generates a population of points in each iteration and the best point of
the population approaches an optimal solution which increases the possibility of finding the global optimum. During
its process, the GA does not require any derivative information of the objective function.
There are many ways to handle constraints in GAs [3]. The algorithm utilized in this study solves bound and
linear constraint optimization problems by generating feasible children, either by making random changes to a single
parent (mutation) or by combining the vector entries of a pair of parents (crossover). For the nonlinear constraints,
the Composite Lagrangian Barrier-Augmented Lagrangian (CLB-AL) algorithm of Conn et al. [4, 8], provides a
framework for the GAs’ nonlinear constraint solver. A subproblem is formulated by combining the objective function
with the nonlinear constraint functions. The GA minimizes a sequence of the subproblem. At the end of each
minimization, depending on the feasibility of the solution, subproblem parameters are updated in the outer iteration.
This results in a new subproblem formulation and minimization. These steps are repeated until the stopping criteria
is met . The stopping criterion is the same one as used for the GA without nonlinear constraints.
The strength of the GA is handling general classes of optimization problems that are not well suited for gradient
based optimization algorithms. The GA can process optimization problems which have discontinuous, nondifferen-
tiable, stochastic or highly nonlinear objective functions. Additionally, it is more likely to get a solution in the vicinity
of the global optimum. All these nice features come with a cost: the GA requires more function evaluations than the
gradient based algorithms. Furthermore, GAs only estimate the exact optimum, whereas gradient based methods
find it exactly. For specific optimization problems, with a good initial guess close to the global optimum, a gradient
based method will probably be much faster and more accurate than GAs. Since in this study the interested prob-
lems are very well suited to the concept of gradient based methods and considering the mentioned problem, the
GA approach is supported by the gradient based technique called Sequential Quadratic Programming (SQP).
In SQP, the nonlinear programming problem is attempted to solve with a sequence of quadratic programming
(QP) subproblems. At each major iteration, an approximation is made of the QP parameters which is then used
to generate a QP subproblem. Its solution is used to form a search direction and the next iteration point. The QP
parameters are updated based on this information and this iteration continues until convergence to an optimum
is attained. The construction of the QP subproblems are the same for all SQP strategies; they only differ by
the selection of the QP solver and the utilized merit function whose value defines a balance between the current
objective and constraint violations. In this study, the null space active set method of Gill et. al. [6] is used and
the merit function is selected as in [12]. The obtained optimum solution of SQP is initial point dependent, like in
all gradient based techniques. Based on the selected initial point, it is possible to be trapped in one of the local
optimum point.
Since it is not possible to find an initial estimate for many highly nonlinear problems leading to the global solution,
in the strategy first GA is used and then it is followed by SQP in order to increase the chance of finding the exact
global optimum.
5 Design Optimization Strategy
The design optimization starts with the modeling of the problem and then optimizing it. The followed strategy is
illustrated in figure 2.
In the modeling stage, first the problem analysis is done, which involves understanding what is happening in
the structure and investigating the effect of several structural parameters on the system’s response. Based on the
obtained knowledge, the design parameters are selected, the optimization problem is determined, the substructures
are selected and the FE based component models of each substructure are constructed.
Complex FE based models are not desired to be utilized directly in the optimization scheme because of their
long computation times. Therefore they are replaced by surrogate models which are functions of the selected design
parameters. In order to find these surrogates, sampling on the design set has to be done. In statistics another name
given to samples is experiments. The quality of the surrogate models changes with the number and the distribution
of the experiments. Since all our experiments are based on computer calculations and the results are deterministic,
generation of computer experiments are studied under the concept of design of computer experiments (DOCE).
Latin hypercube sampling is utilized in the research for this purpose, where the experimental design points are













Figure 2: Design optimization strategy.
utilized in the surrogate modeling still remains to be an issue. The effective number depends on the nonlinearity of
the behavior of interest. Since it is usually not possible to predict this behavior, the effective number of samples can
not be estimated beforehand. This drawback can be prevented by selecting a large amount of sampling points in
the design space. On the other hand, considering the fact that one FE analysis might take several hours, we are
not that flexible to increase that amount. Thus, for the initial training set this number is chosen as in [17], being 10
times the number of design parameters.
In [18] design optimization of complex structures involving many design parameters which are distributed overall
the structure are approached using the CMS technique in combination with NNs and GAs. In this study, the aim is to
perform a design optimization of complex structures, where design parameters are located only in a particular com-
ponent of the structure and the full structure modal response is required. The CMS method benefited the strategy
in the following way: First the component models of the structure are obtained based on the knowledge of the initial
design. Since all the design parameters are located in particular components of the structure, the reduced mass
and reduced stiffness matrices of the unmodified components are saved for later use. The modified components’
reduced mass and reduced stiffness matrices are calculated for each element of the DOCE set, coupled with the
saved matrices and the full system response is obtained for each DOCE set element. This approach prevents the
calculation of the full FE model for each design change and reduces the computation time significantly.
Once the training set is obtained, the surrogate model representing the relationship between the response and
the parameters are estimated using Backpropagation NNs. From now on the obtained model can be used either as
an objective function or as a constraint function in the constructed optimization problem. This step is the end of the
modeling stage.
In the optimization stage GAs and SQP is utilized together because of the reasons discussed in section (4) and
also illustrated very well in [1].
After the exact optimum point is found in the optimization stage, it is validated using the CMS based model. The
modified structures’ reduced mass and reduced stiffness matrices are calculated based on the obtained optimum
parameter set, assembled with the rest of the component matrices and the whole structure response is attained.
Then this result is compared with the obtained optimum response. If the error between the results are satisfactorily
small enough then the procedure is stopped, otherwise the training set is feeded with the CMS model result for
the optimum parameters and the procedure is iterated until the result is satisfactory. Since the surrogate model is
estimated based on a limited amount of data, the validation step guarantees that the NN estimation is good enough.
6 Demonstration of the Concepts
For the demonstration of the strategy presented in the previous section, the first natural frequency of a plate with
ribs (see figure 3) is minimized under the constraint of keeping the total mass constant. The plate is clamped at the
boundaries. All the design parameters are located in the second component.
Two test cases are investigated: for the first case 7 design parameters are considered. In the second test case,
the number of design parameters are increased to 8.
Case 1: The thickness and the width of Rib 1 and Rib 2, the thickness of Plate 1 and Plate2 and the distance
Component 1 Components Interface Component 2
Rib Plate
Figure 3: A plate with three ribs.
c between Rib 1 and Rib2 are the design parameters (see figure 4). The CMS based modal analysis is carried out
using the FE software ANSYS. The remaining parameters of the plate are the width of the plate, the thickness of
the fixed plate, the thickness and width of the fixed rib which are set to 0.3m, 0.005m, 0.05m, 0.05m, respectively.
The plate and the ribs are modeled using the Shell63 element which has both bending and membrane capabilities.
The element has six degrees of freedom at each node which are the translations and the rotations on the x,y,z
coordinates. The material properties are selected as: the Young’s modulus is 210 GPa, density is 7800 kg/m3 for
both plates and the ribs. In Component 1, the first 5 and in Component 2, the first 20 dynamic modes are taken
into account. The initial design parameters are selected as follows: the thickness and the width of Rib 1 and Rib
2 are 0.05m, the thickness of Plate 1 and Plate2 are 0.005m and the distance c between Rib 1 and Rib2 is 0.5m.
ANSYS is coupled with MATLAB and several functions of MATLABs’ NN and GA toolboxes are employed during the
optimization process.
L1 = 0.5m L2 = 1.5m







Figure 4: Design parameters and the fixed parameters for Case 1.
The optimization problem is defined as follows
min f1
sbj. to 0.01 ≤ Rib1 thickness ≤ 0.05
0.01 ≤ Rib2 thickness ≤ 0.05
0.01 ≤ Rib1 width ≤ 0.05
0.01 ≤ Rib2 width ≤ 0.05
0.001 ≤ Plate1 thickness ≤ 0.009
0.001 ≤ Plate2 thickness ≤ 0.009
0.2 ≤ c ≤ 1.3
Mass = 39.1950,
where f1 is the surrogate model representing the relationship between the design parameters and the first natural
frequency.
Based on the initial design parameters, the first natural frequency of the plate calculated using CMS method is
340.13 Hz. When this value is compared with the full models’ result (340.011 Hz.) a minor difference is recognized.
This is because the first bending mode is passing over the junction of two components which is illustrated in figure
5.
Figure 5: Initial design and the first bending mode.
The optimization process is started with 70 DOCE set. The number of the utilized hidden layer neurons in NN
structure is 25. As a consequence, the number of the NN parameters (which is 226) are more than the number of the
data points. Utilizing Bayesian Regularization with NN (see section 3) restricts the maximum allowable parameter
number in the modeling with the data number in order to prevent overfitting and ill-posedness. Therefore, even if
the number of the hidden layer neurons is large, there is no need to use a lot of data points. The only disadvantage
coming with employing lot of hidden layer neurons is the increase of computation time.
When the optimization strategy is completed, the number of the elements in the training set was 107. That
means, the iteration proceeds 37 times until the result of the strategy compromises with the ANSYS result (until
the relative error is smaller than 0.01). The first natural bending frequency is reduced from 340.13 Hz. to 73.9043
Hz. The optimum design parameters are as follows: the thickness of Rib 1 and Rib 2 are 0.05m, the width of Rib1
and Rib2 are 0.0477m, 0.0494m respectively. The thickness of Plate 1 is 0.009m and the thickness of Plate2 is
0.001m and finally the distance c between Rib 1 and Rib2 is 0.4893m. The ANSYS CMS and the full model lowest
frequencies are the same which is 74.1960 Hz. The first bending mode lies in the second component that explains
the matching results of the CMS and the full model. The optimum design and the first bending mode of the plate is
shown in figure 6.
Figure 6: Optimum design and the first bending mode for Case 1.
Case 2: In addition to the design parameters defined in Case 1, the thickness parameter of Plate 3 is added to
the design parameters set (see figure 7). The new optimization problem is as follows
L1 = 0.5m L2 = 1.5m
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Figure 7: Design parameters and the fixed parameters for Case 2.
min f1
sbj. to 0.01 ≤ Rib1 thickness ≤ 0.05
0.01 ≤ Rib2 thickness ≤ 0.05
0.01 ≤ Rib1 width ≤ 0.05
0.01 ≤ Rib2 width ≤ 0.05
0.001 ≤ Plate1 thickness ≤ 0.009
0.001 ≤ Plate2 thickness ≤ 0.009
0.001 ≤ Plate3 thickness ≤ 0.009
0.2 ≤ c ≤ 1.3
Mass = 39.1950.
The optimization process is started with 80 DOCE set. The number of utilized hidden layer neurons in NN
structure are 25.
The iterations in the strategy proceeded 6 times for this case. Therefore there are 86 elements in the last training
set. The first natural bending frequency is reduced from 340.13 Hz. to 68.7679 Hz. The optimum design parameters
are as follows: the thickness of Rib 1 and Rib 2 and the width of Rib1 and Rib2 are 0.05m, 0.0392m, 0.05m and
0.0366m, respectively. The thickness of Plate 1 is 0.009m, the thickness of Plate2 is 0.009m, the thickness of Plate3
is 0.001m and finally the distance c between Rib 1 and Rib2 is 0.2499m. The ANSYS CMS and the full model lowest
frequencies are the same which is 68.478 Hz. As in the previous case, the first bending mode lies in the second
component. In figure 8, the optimum design and the first bending mode of the plate is illustrated.
Figure 8: Optimum design and the first bending mode for Case 2.
In the first case; due to the total mass constraint and the fixed Plate 3 thickness, the first natural bending
frequency was reduced to 73.9043 Hz. and the first bending mode was lying on Plate 2. When the thickness
parameter of Plate 3 is added to the design parameters set, the first natural bending frequency is reduced until
68.7679 Hz. and the location of the first bending mode was detected on Plate3. The CMS results (location of
mode shapes and first eigenfrequencies) agree with the full FE analysis results. The initial design parameters,
optimum parameters obtained from Case 1 and Case 2 and the corresponding first natural bending frequencies are
summarized in Table 1.
Table 1: Initial design parameters and the results of the test cases.
Rib1 Rib2 Plate1 Plate2 Plate3 c f1
thck(m) width(m) thck(m) width(m) thck(m) thck(m) thck(m) NN(Hz.) CMS(Hz.)
Initial 0.05 0.05 0.05 0.05 0.005 0.005 0.005 0.5 - 340.13
Case1: 0.05 0.0477 0.05 0.0494 0.009 0.001 - 0.49 73.90 74.20
Case2: 0.05 0.05 0.0392 0.0366 0.009 0.009 0.001 0.25 68.77 68.48
7 Conclusion
A design optimization strategy based on the integration of the CMS method with the numerical optimization tech-
niques is introduced. FE based models are replaced by their NN surrogate models in the optimization process in
order to reduce the computation time. A simple test problem is used for the demonstration of the concepts.
The proposed strategy was shown to be performing well. Once the training data is gathered, one optimization
process takes only few minutes. On the other hand, it is not possible to demonstrate its computational efficiency
over simple problems. The utilized CMS technique is meant for the analysis of complex structures which might be
costly compared with the full FE analysis for small scale problems.
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