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ABSTRACT
The main design objectives of a high pressure compres-
sor are the aerodynamic efficiency and the operating range (e.g.
the surge margin). Those quantities are impacted by secondary
and leakage flows occurring in the blade passage such as cor-
ner separation or stall and tip leakage flows. The turbulence
modeling influences strongly the prediction of the overall per-
formances. The aims of the present study are (i) the validation
of the combination of the SAS approach with the DRSM turbu-
lence model by comparison to experimental data, especially to
laser measurements in the tip of a rotor of a high pressure com-
pressor and (ii) the discussion of the flow prediction improve-
ments with respect to turbulence approaches classically used in
CFD and industry: URANS simulations and standard SAS simu-
lation i.e. combined with SST turbulence model. The SAS results
are compared to experimental data and to URANS results (SST
and DRSM). Only the simulations with IGV wakes predict the
velocity fluctuations near tip gap, from the leading edge. Con-
cerning the time-averaged performances, the stagnation pressure
losses are slightly overestimated by SAS, especially with DRSM
model. This is due to an amplification of the hub corner separa-
tion. Moreover, the isentropic efficiency is very sensitive to the
SAS approach and to the turbulence model. The spectral anal-
ysis shows that the prediction of the amplitude and frequencies
of the power spectral density of static pressure is improved us-
ing the SAS approach instead of URANS one. The SAS approach
leads to PSD similar to ZDES, especially with the DRSM model.
Thus, the SAS-DRSM is able to well predict the tip leakage flow
with the fine mesh. Nevertheless, this approach amplifies the hub
corner separation leading to a strong underestimation of overall
performances.
NOMENCLATURE
BPF Blade Passing Frequency of the IGV for rotor 1
DRSM Differential Reynolds Stress Model
IGV Inlet Guide Vane
LDA Laser-Doppler-Anemometry
PSD Power Spectral Density
SAS Scale Adaptive Simulation
SST Shear Stress Transport
(U)RANS (Unsteady) Reynolds-averaged Navier Stokes
∆x+, ∆y+, ∆z+ Normalized wall cell dimensions
ZDES Zonal Detached Eddy Simulation
INTRODUCTION
The high pressure compressor design is mainly driven by
the search of the highest efficiency and the largest stable oper-
ating range for a given stagnation pressure ratio. These design
objectives are directly and strongly impacted by the secondary
flows such as the corner separation and the tip leakage vortex. As
shown by Herzig et al. [1], the interaction of the tip flow with the
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main flow, the boundary layer developing at the shroud and the
incoming wakes are responsible for penalizing losses. Accord-
ing to Bindon [2], the two main sources of losses relative to tip
clearance flow are the mixing and the gap shear, not the interac-
tion with endwall. He also conceptualized the flow within the gap
by hypothesizing that there are different kinds of channels with
and without separation bubbles within the gap. The axial position
of these different channels depends on the pressure distribution
along the chord, and thus the loading. With a stationnary end-
wall Kang and Hirsch [3] highligths a tip flow pattern involving
a tip leakage vortex, a secondary vortex and a tip separation vor-
tex. Mailach et al. [4] studied the interaction between incoming
wake and tip leakage flow. They highlighted the periodic varia-
tion of orientation and extension of tip clearance vortices. Suder
and Celestina [5] investigated the tip clearance flow at different
rotational speed highlighting the interaction with shock wave at
nominal speed and the appearance of a second vortex only at par-
tial speed.
The designers use more and more computational fluid dy-
namics (CFD) to design compressor as CFD offers a flexibility
to evaluate numerous design parameters with low cost. Nonethe-
less, CFD results depend significantly on the Navier-Stokes clo-
sure i.e. on the used turbulence model and the modeling tur-
bulence approach (RANS, DES, LES, DNS). Classically, the
RANS turbulence model is based on the Boussinesq hypothe-
sis by using a model with one or two transport equations such as
the Spalart-Allmaras [6] or the Menter SST [7] models. Borello
et al. [8] show that the turbulence is clearly anisotropic in the
vicinity of the tip gap and second moment closure (Differen-
tial Reynolds Stress Model) is able to capture this characteristic.
Several authors studied the tip leakage flow with high fidelity
methods. Using IDDES, Shi et al. [9] investigate the tip flow
interacting with shock wave resulting in a curved shock surface
and shock oscillations. Zonal Detached Eddy Simulation was
also performed by Rie´ra et al. [10, 11] to study the tip leakage
vortex and its interaction with incoming wakes and vortices. You
et al. [12] and Boudet et al. [13] performed Large Eddy Simula-
tion (LES) of a clearance flow. Nonetheless, the cost of LES is
still expensive.
The Scale Adaptive Simulation (SAS) approach is a way to
enhance traditional RANS model with low implementation ef-
fort. It can improve dramatically URANS computations espe-
cially when massive flow separation occurs, even for non refined
grids (obstacle in cross flow, airfoil beyond stall). A well-known
example is the jet in crossflow [14]. The classical turbulence
models (even Reynolds stress models) fail reproducing the dif-
fusion of the jet downstream, whereas the same models coupled
with the SAS approach reproduce perfectly the experiments, us-
ing classical RANS grids. The SAS approach was also used in
previous studies in turbomachinery framework. Wang and Yuan
[15] investigated the unsteady behavior of corner separation. Lu-
cius and Brenner [16] performed SAS computations on a pump
in partial load conditions. Both URANS and SAS approaches
are able to capture the rotating stall. Ravelli and Barigozzi [17]
showed that the SAS approach improves the prediction of vortex
shedding at the trailing edge and the film cooling effectiveness in
the framework of high pressure turbine nozzle guide vane with
trailing edge cutback film cooling.
The literature review shows that the combination of SAS ap-
proach with DRSM turbulence model is promising and has never
been assessed in the turmachinery framework, especially for the
tip leakage flow prediction. The present study aims at validat-
ing this combination by comparison to experimental data, espe-
cially to laser measurements in the tip. The second objective of
this paper is to highlight and discuss the improvement obtained
with this combination SAS-DRSM by comparison to turbulence
approaches classically used in CFD and industry: URANS sim-
ulations and standard SAS simulation i.e. combined with SST
turbulence model. After a short description of the experimen-
tal facility CREATE (high pressure compressor), the numerical
test bench is detailed and the turbulence models and approaches
are presented. Then the numerical results are validated at several
levels (from integral performances to spectral analysis according
to Sagaut and Deck [18]) by comparison to experimental data.
CREATE COMPRESSOR
Experimental facility
The studied configuration is the experimental compressor
CREATE [19] which is located at the Laboratory of Fluid Me-
chanics and Acoustics (LMFA) in Lyon, France. This axial com-
pressor from SAFRAN AIRCRAFT ENGINES comprises three
and a half stages presented in figure 1 and is representative of the
median stages of modern high pressure compressors. The num-
ber of stages was chosen to have a magnitude of the secondary
flow effects similar to a real compressor, and to be within the rig
torque power limitation. SAFRAN AIRCRAFT ENGINES and
the research team of LMFA have taken into account technologi-
cal constraints coming from the experimental part of the project,
very early in the compressor design. To have traversal probes be-
tween blade and vane rows, the axial gap was slightly increased
compared to current compressors, and an outer-case moving-
rings technology was implemented to perform probe measure-
ments in the circumferential direction at constant radius location.
The circumferential periodicity of the whole machine (obviously
2pi in the general case with primary blade numbers to avoid gen-
erating resonant waves) has been reduced to 2pi16 on the compres-
sor CREATE, choosing the number of blades of each rotor and
stator [inlet guide vane (IGV) included] as a multiple of 16. The
blade number for each row is detailed in table 1. Thus the analy-
sis of rotor-stator interaction does not require measurements over
a full annulus sector as a sector of only 22.5◦ ( 2pi16 ) should contain
all the spatial information useful to rotor-stator interaction anal-
ysis, at least for stabilized operating point.
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FIGURE 1. CREATE COMPRESSOR MERIDIAN VIEW
TABLE 1. BLADE NUMBER FOR THE ROWS
Row IGV R1 S1 R2 S2 R3 S3
Blade number 32 64 96 80 112 80 128
TABLE 2. CHARACTERISTICS AT DESIGN OPERATING POINT
Outer casing diameter 0.52 m
Rotating speed 11543 rpm
Mass flow 12.7 kg.s−1
Inlet Mach number at tip of R1 0.92
Some characteristics are summarized in table 2. Measure-
ments are carried out with both pneumatic and unsteady pressure
probes [19], which are located between the axial sections 25A
and 26A, visible in figure 1. The measurement of the overall
compressor performance was performed at several speeds, in-
cluding the stall line position. At several operating points (near
maximum efficiency, near choke and near surge), conventional
pressure, temperature, and angle probe traverses were performed
downstream of each blade and vane. The four-holes probes had
dual pressure and temperature sensors, together with two extra
static pressure sensors (mounted on each side of the probe) pro-
viding the flow angle when balanced. Thus the Mach number
and also the three velocity components can be computed. The
quantities measured with pneumatic probes are then averaged
circumferentially to obtain the radial profile and averaged cir-
cumferentially and radially to obtain the performances (pressure
ratio, efficiency). The same method is used in CFD.
Moreover, two-dimensional velocity measurements are
available through Laser-Doppler-Anemometry. Two pairs of
beams (l = 488 nm and l = 514.5 nm) are used for simultane-
ously measuring two velocity components which lead to the de-
termination of the axial and tangential velocity components. The
focal length of the front lens is 250 mm. A diameter of 76 m and
a length of around 0.9 mm characterize the measurement volume.
The pneumatic probe and LDA measurements are performed
downstream of each row, at mid-distance between rotor and sta-
tor. For the pneumatic probe, a system with rotating ring allows
the scanning at different azimuthal position over a 22.5◦ sector
and the measurements can be performed from 5% to 95% relative
height. For LDA, windows are not only placed downstream each
row with a size allowing measurements over the same azimuthal
sector but also in front of the rotor tip. The measurements were
triggered with the rotation frequency of the machine, in such a
way that the flowfield is described either inside a single-blade
passage, or within several blade passages covering the circum-
ferential periodicity of the whole machine. More details about
LDA measurements are given in [20, 21, 19].
CFD setup
Computational domain In the present study, only the
first rotor of the compressor (R1) is investigated at the nomi-
nal rotational speed and the nominal operating point. The inlet
boundary of the test bench is set to section 25A of the experimen-
tal test rig, located between the IGV and the R1. The reason is
that measurements are available on the experimental compressor
for different operating points at this section. Besides, the possi-
ble comparisons with experimental data at section 25A make the
numerical setup more reliable for the evaluation of the method.
The location of the outlet boundary is based on the hypothesis
that the outflow is axisymmetric, therefore, it must be far from
the trailing edge of the R1. Furthermore experimental measure-
ments are available at section 26A, so this section has to be inside
the computational domain for validation purposes. Nonetheless,
the mesh size is a key element in the domain definition. This is
why the outlet boundary of the computational domain is defined
at two axial chords downstream the R1.
Mesh and boundary conditions In this study, two
meshes are used. All grids are obtained with a multi block ap-
proach using an O4H topology. The rotor tip clearance is meshed
with an additional O-H block. The normalized wall cell dimen-
sion normal to the wall fulfils ∆y+ of the order of 1 in every zone.
The first grid is composed of one blade passage (1/64 of the com-
pressor) and can be considered as a fine mesh for URANS si-
mulation. This mesh is called ”M1” and consists in 4.3 million
points. The IGV wakes are not taken into account in the sim-
ulation: the inlet boundary conditions are based on the radial
profiles of stagnation pressure, stagnation enthalpy, velocity di-
rection and turbulent primitive variables obtained by azimuthal
average of the two-dimensional cartography used with the sec-
ond grid.
The second grid (called ”M2”) is the same used for Zonal
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FIGURE 2. Computational domain
Detached Eddy Simulation by Rie´ra et al. [10, 11]. The normal-
ized wall cell dimension ∆x+ and ∆z+ are detailed in [11]. Two
passages are simulated in order to fit the spatial periodicity of
the IGV. The whole grid comprises 88 million points in order
to model 1/32 of the compressor. The computational domain of
mesh M2 is shown in figure 2. For the first mesh, the boundaries
are located at the same location except the periodic boundaries
by rotation as only one blade passage is simulated. The mesh at
hub and blades walls is depicted in figure 3 with one point over
two in all mesh directions. The mesh density is clearly high near
leading and trailing edge but also in the blade passage in order
to capture the tip leakage vortex. In the real configuration, there
are two leakage flows at the hub. The first one is upstream of
the rotor and the second one is linked to the labyrinth seal under
the first stator. These two leakage flows and blade fillets are not
included in the computational domain as the massflow are very
small and the impact on tip leakage vortex is several order of
magnitude smaller than the IGV wakes and vortices.
In this configuration, the IGV effects are reproduced with
specific inlet boundary conditions based on 2D cartography re-
sulting from a previous IGV-R1 computation [11]. It consists in a
rotating distortion cartography, whose method was used for cen-
trifugal compressor by [22], based on a Fourier decomposition
with 60 harmonics of the two-dimensional map of the flow. The
IGV wakes and vortices are observed at the 25A section as shown
in figure 4 which depicts the axial velocity and the entropy vari-
ation fields. The convection of this secondary flows originating
from the IGV across the rotor passage is shown in figure 5. Only
FIGURE 5. Instantaneous entropy variation field at several axial sec-
tions, from 25A (foreground) to 26A sections (background) for the sim-
ulation M2-SAS-DRSM-wlin
the entropy variation is plotted as the absolute value of entropy is
always arbitrary. The entropy variation ∆s [J/kg/K] between the
current location and a reference state ()ref is defined by:
∆s =Cp ln
(
Ts
Tsref
)
− r ln
(
Ps
Psref
)
(1)
where the reference state is taken at the computational domain
inlet. The physical values for stagnation pressure, stagnation en-
thalpy, primitive turbulence quantities of the turbulence model,
and direction of the flow are given at each cell of the map. There-
fore, with this rotating boundary condition, the unsteady distor-
tion effects induced by the IGV are modeled in the simulation of
R1 flow.
For the outlet boundary condition, the static pressure is spec-
ified at the hub and then a simplified radial equilibrium law. All
simulations are based on the same static pressure value as in [11].
Finally, a classic rotation periodicity condition is set at the azi-
muthal boundaries and a no-slip adiabatic wall condition is ap-
plied at all wall surfaces.
Numerical methods The numerical simulations have
been performed using the elsA software [23], developed at ON-
ERA and co-owned by AIRBUS, SAFRAN and ONERA. This
software is based on a cell centered finite volume technique and
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(a) (b)
FIGURE 3. Computational domain and mesh over hub and blade walls (one point over two in all mesh directions)
structured multiblock meshes. The viscous fluxes are computed
with a second-order centered scheme. For efficiency, an implicit
time integration is employed to deal with the very small grid size
encountered near the wall.
As one of the aims of this study is to compare SAS approach
coupled with turbulence models to ZDES-SA method, the same
numerical parameters as Rie´ra et al. [11] are used. The compu-
tation is performed in the rotor frame of reference. The casing
wall is then moving regarding this relative frame. The spatial
discretization scheme for the inviscid fluxes [24] is based on the
third order accurate Advection Upstream Splitting Method for
low Mach numbers (AUSM+P), initially developed by Edwards
and Liou [25]. The numerical dissipation is proportional to the
local fluid velocity. A classic second order centred formulation
is used for the viscous fluxes. The time discretization scheme is
the second order accurate Gear scheme. At each time step, an ap-
proximate Newton method based on the LU factorization solves
the non-linear problem. The time step is set to 1.6 10−7s which
leads to a Courant-Friedrich-Levy number lower than 1 except
for the boundary layers. It corresponds to 1000 time steps per
IGV passing period. The use of 8 sub-iterations per time-step
is required to reach a decay superior to 1.5 orders of magnitude
for the residuals. This criterion is a compromise between pre-
cision and cost of the computation and takes into account the
small time step involved [26]. Moreover, as the physical time-
step is very small (CFL < 1 outside the boundary layer, CFL ≈
15 near the wall). Daude et al. [26] use a ratio of CFL/N equal to
2 where N is the sub-iteration number, to perform LES in order
to reduce CPU cost in comparison to an explicit time integration
scheme while the result quality is identical. In the present case,
the maximum CFL is equal to 15. Thus 8 sub-iterations ensure
the fully-converged solutions.
TURBULENCE MODELING
SST Menter k−ω model
The transport equations for the turbulent kinetic energy k
and for the turbulent specific dissipation rate ω are the following:
∂ρk
∂ t
+u j
∂ρk
∂x j
= Pk−β ?ρkω (2)
+
∂
∂xi
[
(µ+σkµt)
∂k
∂xi
]
∂ρω
∂ t
+u j
∂ω
∂x j
= γµtPk−βρω2
+
∂
∂xi
[
(µ+σωµt)
∂ω
∂xi
]
(3)
+ 2(1−F1)σω2 ρω
∂k
∂x j
∂ω
∂x j
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(a) lAxial velocity (b) Entropy variation
FIGURE 4. IGV wakes and vortices at section 25A (simulation M2-SAS-DRSM-wlin)
with the eddy viscosity µt = ρkω . The F1 function allows to switch
from the Wilcox k−ω model in the inner part of the boundary
layer (F1=1) to a pseudo k− ε model in the outer part (F1=0). It
reads:
F1 = tanhζ 4
ζ = min
[
max
( √
k
0,09ωd
;
500ν
ωd2
)
;
4σω2k
CDkωd2
]
(4)
CDkω = max
(
2σω2
1
ω
∂k
∂x j
∂ω
∂x j
;10−20
)
The constants of the model are a combination of the inner [k−ω
model (index 1)] and outer [ k− ε model (index 2)] models:
C = F1C1+(1−F1)C2 (5)
σk1 = 0.5 σω1 = 0.5 β1 = 0.075 (6)
σk2 = 0.5 σω2 = 0.856 β2 = 0.0828 (7)
The γ constant is defined by equation (8) which gives γ1 = 0.555
and γ2 = 0.664.
γ =
β
β ∗
− σωκ
2√
β ∗
κ = 0.41 β ∗ = 0.09 (8)
Wall condition on ω
The ω-scale behaves theoretically as 1d2 when approaching
a wall, which is hard to deal with from the numerical point of
view. Different wall conditions on ω can be specified at a wall
cell interface. Menter suggests to prescribe the ω wall value as
60ν
d21
where d1 is the wall distance to the first cell point. It is
a kind of quadratic extrapolation and can lead to great ω wall
values. A more robust way implemented in elsA code is to ex-
trapolate linearly the first cell ω value. Computations performed
on different cases showed no influence of these conditions on the
solution (friction coefficient, velocity profiles). Wilcox [27] in-
troduces the notion of slightly-rough surface and prescribes the
ω wall value as 40,000νks2 where the sand-grain roughness height ks
should be taken to ensure a reduced wall value ks+ below than
5. However this condition produces a small increase of the flat
plate friction coefficient of about 5%. Both conditions (linear
extrapolation and pseudo-roughness) were tested in the present
simulations.
DRSM model
The Differential Reynolds Stress Models transport seven
equations: six equations for the turbulent stresses and one equa-
tion for a turbulent scale (ε , ω , ...). On the contrary to standard
two-equation models, the DRSM features many physical behav-
iors of the turbulence: anisotropy, rotation, curvature, history ef-
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fects, strong shear. The model formally reads:
DRi j
Dt
= Pi j− εi j +Φi j +Di j +Ci j (9)
where Pi j is the production (no modelization), εi j the dissipation,
Φi j the pressure strain, Di j the diffusion and Ci j the rotation term
in case of a rotating relative frame (no modelization). Many dif-
ferent expressions exist for εi j, Φi j and Di j and are not detailed
here. In this paper the LRR/SSG-ω DRSM of Eisfeld et al.is
used (see [28] for more details). It is based on a blending of the
LRR and SSG redistribution terms, a classical isotropic dissipa-
tion term, a simple or generalized gradient diffusion term and the
BSL Menter ω-scale transport equation (without SST correction
on the eddy viscosity).
SAS model
Standard model The Scale Adaptive Simulation (SAS)
approach of Menter [29,30,31] can be considered of an improved
URANS model which mimics the behavior of hybrid RANS/LES
methods: when the flow is attached, the standard RANS solution
is obtained; when the flow is separated, an extra term in the scale
equation becomes active and reduces the eddy viscosity, which
allows capturing large turbulent eddies and resolve part of the
turbulence spectrum.
The standard SAS approach of Menter associated to the SST
k−ω model is here presented. The k transport equation is the
same as before. The ω transport equation is slightly modified
with the addition of a QSAS term on the right side (source term).
This term is responsible for the decrease of the eddy viscosity
in case of occurrence of flow instabilities. It has the following
expression:
∂ρω
∂ t
+u j
∂ω
∂x j
= γµtPk +QSAS−βρω2
+
∂
∂xi
[
(µ+σωµt)
∂ω
∂xi
]
(10)
+ 2(1−F1)σω2 ρω
∂k
∂x j
∂ω
∂x j
The QSAS term, which is responsible for the decrease of eddy
viscosity in case of flow instabilities, has the following expres-
sion:
QSAS = max
[
ρζ2κS2
(
L
LvK
)2
(11)
− C 2ρk
σΦ
max
(
1
k2
∂k
∂x j
∂k
∂x j
,
1
ω2
∂ω
∂x j
∂ω
∂x j
)
,0
]
with the following constants: ζ2 = 3.51, σΦ = 23 and C = 2.
In the QSAS expression, L is the length scale deduced from
the turbulent scales transported by the model L = k
3
2
ε =
√
k
C
1
4
µ ω
.
LvK is a 3D generalization of the von Ka´rma´n length scale
expression coming from the boundary layer and defined by
LvK = κS||∆U || where S is the second invariant of the strain rate
tensor: S =
√
2Si jSi j and the denominator is the norm of the
Laplacian of the velocity vector: ||∆U ||=
√
∂ 2Ui
∂x j2
∂ 2Ui
∂x j2
.
Small scales limiter To limit the classical phenomenon
of energy accumulation at small turbulent scales, Menter et al.
introduce lower bounds on the von Ka´rma´n length scale, which
are function of the cell size ∆:
LvK new = max
(
LvK,LminvK
)
(12)
There can be of two types:
å Smagorinsky limiter with CS = 0.11 and ∆ = 3
√
ΩCV where
ΩCV is the cell volumne.
LminvK =CS
√√√√ ζ2κ(
β
Cµ
)
− γ
∆ (13)
å WALE-LES limiter of Nicoud and Ducros [32], with
CW = 0.4, SW = 1√2
(
4Sdi jS
d
i j
) 3
2
S5+
(
4Sdi jS
d
i j
) 5
4
and Sdi j = SikSk j+ΩikΩk j−
1
3δi j (SmnSmn−ΩmnΩmn).
LminvK =CW
√√√√ ζ2κ(
β
Cµ
)
− γ
− SW
S
∆ (14)
αL correction It can be shown that in the original SAS
expression of Menter, the von Ka´rma´n length scale goes to infin-
ity in the center of a 2D mixing layer. This implies that the QSAS
term is zero in a region close to the mixing layer center. This
unwanted feature prevents or causes delay to the development of
mixing layer instabilities (Kelvin-Helmholtz). A correction was
introduced by Benyoucef et al. [33] to limit the upper bound of
the von Ka´rma´n length scale:
L˜vK = min(LvK,F1LvK+[1−F1]αL) (15)
where L is the large turbulent length scale, α is equal to 2.5, F1
is the Menter’s k−ω model blending function. The blending
7
is present here to prevent this new expression to be active in the
inner boundary layer and ensure a RANS behavior in the attached
boundary layer.
Extension to DRSM models
As mentioned before, the SAS approach can be generalized
to any RANS turbulence model. It was thus extended to the
DRSM-ω models already implemented in elsA code. The imple-
mentation is thus straightforward as only the QSAS term is added
to the ω-scale transport equation. Using DRSM-SAS approach
ensures that both the modelized and the resolved part of the tur-
bulence are well captured, on the contrary to SAS-SST approach
where the modelized part of turbulence is isotropic. Moreover
the DRSM are more sensible to flow instabilities than standard
eddy viscosity models, which ensures a better development of
the scale resolving mode when coupled to the SAS approach.
The DRSM-SAS was successfully used on a heated square cylin-
der in a crossflow as shown by Didorally et al. [34]. It exhibits
very close behavior to ZDES simulations in terms of turbulence
spectrum, or mean and rms velocity and temperature profiles.
Turbulence model summary
The present study aims at evaluating the SAS approach
coupled with two different RANS turbulence models (SST and
DRSM). For the SST model, two meshes are used and for the
finest grid, the IGV wakes can be taken into account through the
inlet boundary condition (the rotating cartography). Thus, the
number of simulations is significant. The name of simulation is
normalized according to the different options used. The table 3
summaries the simulations performed in this study.
RESULTS
Unsteady flow in blade passage
The instantaneous entropy variation field at four axial loca-
tions (22.3% x/c, 31% x/c, 46% x/c and 96% x/c) for all simu-
lations is depicted in figure 6. In figure 6(n), there is not only
the tip leakage vortex but also the IGV tip vortex which can be
observed at 22.3%, 31% and 46% x/c planes. The analysis of
the entropy variation field shows that the switch from URANS
to SAS approach with both SST and DRSM turbulence model, is
responsible for a decrease of losses near the casing. The vortices
seem to be more numerous but also more coherent, especially
with the DRSM model. The effect of SAS is not visible at the
leading edge as flow topology is very similar between URANS
and SAS. However, significant discrepancies are observed from
46% x/c. This is partly due the tip leakage vortex dissipation
across the weak shock as shown by Rie´ra et al. [11]. It should be
noticed that the rebound effect linked to the induced tip vortex is
better captured with SAS approach, especially with DRSM tur-
bulence model. Moreover, secondary vortices can be observed
with these approaches, in particular in the vicinity of the trailing
edge while all URANS-SST simulations are unable to capture
them. The only discrepancy between M1-URANS-SST-wlin and
M1-URANS-DRSM-wlin on one hand, between M1-SAS-SST-
wlin and M1-SAS-DRSM-wlin on the other hand, is the use of
the DRSM turbulence model instead of the SST one. It should
be noticed that the suffix ”-wlin” refers to the linear extrapola-
tion for the ω value at the wall. Without this suffix, the pseudo
roughness condition is used. Since the generation of the tip leak-
age vortex due to pressure difference between pressure and suc-
tion sides leads to a shear layer at the blade tip, there is a dis-
crepency between DRSM and SST models. The roll-up is quite
different and less stable with DRSM. At 31% x/c, the tip leakage
vortex is less spread. After the weak shock located just down-
stream the last mentioned plane, the dissipation is very different
between the two RANS turbulence models. The tip leakage vor-
tex is still coherent with DRSM. With SAS approach, the dif-
ferences are more significant as the shear layer is more unsta-
ble leading to a more fluctuating vortex. The dissipation reduc-
tion and the fluctuating tip vortex lead to decreased losses (both
area and levels). The comparison between M1-URANS-SST and
M1-URANS-SST-wlin shows that the ω value at the wall based
on linear extrapolation leads to a small reduction of entropy i.e.
of losses in the tip region. The high loss area linked to the tip
leakage vortex has both smaller level and extent. With SAS ap-
proach, this is also observed, except in the last plane where the
losses are higher with linear extrapolation. This is due to a com-
bination of boundary condition and turbulent viscosity destruc-
tion with SAS. The comparison of mesh M1 and M2 shows that,
for URANS, the mesh density has quite no significant effect on
entropy generation. For SAS, some discrepancies appear from
the 46% x/c plane, especially in the tip shear layer. The ampli-
tudes of the ω value effect and of mesh size are at least one order
of magnitude smaller than the other modeling parameters. The
comparison between all DRSM results obtained on both M1 and
M2 meshes shows that the mesh has quite no effect on URANS
predictions while the entropy field predicted by SAS approach is
reduced with the finest mesh, especially in the tip leakage vor-
tex core and in the vicinity of the casing. The combination of
the DRSM model with the SAS approach allows the generation
of a consequent content of fluctuations near the tip without any
strong dissipation of the tip leakage vortex. Far from the IGV
wakes, the tip leakage vortex is very similar for URANS and
SAS approaches at plane 22.3% x/c and 31% x/c even if the re-
bound effect is slightly differently predicted. At plane 91% x/c,
the SAS simulation highlights a second vortex at mid-passage
which is not observed as well without IGV wakes and vortices.
Moreover, in this plane, the entropy level is smaller meaning that
the losses are smaller with incoming wakes and vortices. Fig-
ures 6(i) and 6(j) depict the instant where there is no significant
interaction between the tip leakage vortex and the IGV wakes
and vortices. An another instant is depicted in figures 6(m) and
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(a) M1-URANS-SST (b) M1-SAS-SST (c) M1-URANS-SST-wlin (d) M1-SAS-SST-wlin
(e) M2-URANS-SST (f) M2-SAS-SST (g) M1-URANS-DRSM-wlin (h) M1-SAS-DRSM-wlin
(i) M2-URANS-SST-wake
(t =
(
n+ 14
)
T with T the IGV BPF)
(j) M2-SAS-SST-wake
(t =
(
n+ 14
)
T with T the IGV BPF)
(k) M2-URANS-DRSM-wlin (l) M2-SAS-DRSM-wlin
(m) M2-URANS-SST-wake
(t = (n+1)T with T the IGV BPF)
(n) M2-SAS-SST-wake
(t = (n+1)T with T the IGV BPF)
FIGURE 6. INSTANTANEOUS ENTROPY VARIATION FIELD AT 22.3% X/C, 31% X/C, 46% X/C AND 96% X/C PLANES (FROM TOP TO
BOTTOM).
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TABLE 3. SUMMARY OF SIMULATIONS
Name Mesh SST vs. DRSM URANS vs. SAS ωwall IGV wakes
M1-URANS-SST M1 SST URANS pseudo roughness 8
M1-SAS-SST M1 SST SAS pseudo roughness 8
M1-URANS-SST-wlin M1 SST URANS linear extrapolation 8
M1-SAS-SST-wlin M1 SST SAS linear extrapolation 8
M1-URANS-DRSM-wlin M1 DRSM URANS linear extrapolation 8
M1-SAS-DRSM-wlin M1 DRSM SAS linear extrapolation 8
M2-URANS-SST M2 SST URANS pseudo roughness 8
M2-SAS-SST M2 SST SAS pseudo roughness 8
M2-URANS-SST-wake M2 SST URANS pseudo roughness 3
M2-SAS-SST-wake M2 SST SAS pseudo roughness 3
M2-URANS-DRSM-wlin M2 DRSM URANS linear extrapolation 8
M2-SAS-DRSM-wlin M2 DRSM SAS linear extrapolation 8
6(n) in order to highlight this interaction, especially at the 46%
x/c plane. This significantly impacts the tip leakage vortex topol-
ogy, especially with SAS approach. As previously observed by
Rie´ra et al. [11], this interaction is responsible for the tip leakage
vortex flutter leading to the breakdown of the tip leakage vortex
into small coherent structures. This interaction modifies also the
loss area (radial and azimuthal extents, loss level). Losses are
reduced thanks to the interaction with IGV wakes and vortices.
Time-averaged flow in blade passage
Figure 7 and 9 compare the experimental data to numerical
results in terms of axial and circumferential velocities and stan-
dard deviations of these quantities in two axial locations. The
first one is located at 21.7% chord and 98% of relative height
(h/H) while the second one matches the 26A plane where com-
pressor performances are measured. The radial location of the
second plane is chosen in order to highlight the presence of tip
leakage vortex. In each figure, the different numerical results
highlight the influence of grid density (meshes ”M1” vs. ”M2”),
of ω value at the wall (ωwall, ’roughness’ vs. ’linear extrapola-
tion’), of RANS turbulence model (’SST’ vs. ’DRSM’), of SAS
model (’URANS’ vs. ’SAS’) and of IGV wake and tip vortices.
In the first plane (21.7% chord), the mesh size, the value of
ωwall and RANS turbulence model have no significant effect as
no velocity fluctuations are observed. These fluctuations can be
seen as root mean square value of velocity components. It should
be noticed that the SAS modeling generates small fluctuations.
This is still better than URANS modeling. Nonetheless, this
FIGURE 8. TIME-AVERAGED AXIAL MOMENTUM UP-
STREAM OF THE COMPRESSOR ROTOR.
is far from being satisfactory. The comparison to experimental
data shows that the IGV wakes and vortices must be included in
CFD setup in order to sufficiently generate fluctuations. These
fluctuations are consequently due to the periodic perturbations
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(a) Axial velocity (b) Circumferential velocity
(c) Standard deviation of axial velocity (d) Standard deviation of circumferential velocity
FIGURE 7. TIME-AVERAGED VELOCITY FIELD NEAR THE CASING AT 21.7% CHORD AND 98% h/H.
of the tip leakage vortices by the IGV tip vortex. The SAS model
increases the velocity fluctuations by comparison to URANS re-
sults. It should be noticed that the combination of SAS approach
and DRSM model on mesh M2 produces some fluctuations near
the suction side. Nevertheless, these fluctuations are clearly
insufficient to recover the experimantal data. Despite the fact
that circumferential velocity fluctuations are well captured, the
axial velocity fluctuations are underpredicted by simulations.
Thus, this seems that some axial perturbations are not taken into
account in the simulations. A part of the underprediction can be
due to the absence of the downstream stator row.
In terms of time-average of velocity components, the agree-
ment with experimental data is quite good, especially for the cir-
cumferential velocity. A deficit of axial velocity is not well cap-
tured. This discrepancy can be explained by the average used to
compute the time-averaged data. Numerically, as the simulation
is performed in the rotor frame, a simple time average is per-
formed. Experimentally, in order to be in the same relative posi-
tion to the rotor while the LDA measurements are performed in
absolute frame, the phase average is also used. This phase aver-
age implies that the IGV wakes and vortices are not azimuthally
averaged. On the contrary, as the time-average of numerical re-
sults is performed on 20 IGV periods, the IGV wakes and vor-
tices can not be directly observed. Only the influence on the
velocity field around the rotor blade can be captured.
Time-averaged flow downstream of the rotor
The axial and circumferential velocities and standard devi-
ations of these quantities in plane 26A (performance measure-
ments plane) are plotted in figure 9.
The profile of the circumferential velocity is well predicted
by all simulations in terms of location and width of the rotor
wake. A small discrepancy is observed on the amplitude of the
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(a) Axial velocity (b) Circumferential velocity
(c) Standard deviation of axial velocity (d) Standard deviation of circumferential velocity
FIGURE 9. TIME-AVERAGED VELOCITY FIELD NEAR THE CASING AT 26A PLANE.
peak within the wake which is over-predicted by CFD. There are
two exceptions. The first one concerns the URANS-DRSM, for
both M1 and M2 meshes, which does not predict the good shape
of the velocity profile as the peak is not well located and gradi-
ents are not similar to the experimental profile. Indeed, experi-
mentally, the gradient is stronger at the smallest azimuthal edge
of the peak (around 5◦-5.5◦) than at the other edge (around 5.5◦-
7◦). The opposite behavior is observed for URANS-DRSM sim-
ulations, despite the discrepancy is reduced with the finest mesh
M2. The SAS-DRSM with mesh M1 is the second exception.
Despite the fact that the shape of the velocity profile is well cap-
tured, the peak level is under-predicted by this simulation. On
the mesh M2, the circumferential velocity profile is quite well
captured by SAS-DRSM as the wake is only a little bit thinner
than the experimental profile.
The experimental profile of axial velocity is similar to the
circumferential velocity except that there is a deficit of axial ve-
locity within the wake instead of an increase of azimuthal veloc-
ity. As for the other velocity component, the shape of the axial
velocity profile is well predicted outside and within the wake.
The velocity deficit is well located by simulations. Nonetheless,
the width of the peak relative to the velocity deficit is under-
predicted by CFD. As for the the circumferential velocity, for
both meshes, the URANS-DRSM fails correctly predicting the
shape of the axial velocity profile (location of the peak and gra-
dients) while SAS-DRSM underestimates the velocity deficit. It
can be noticed that the finest mesh M2 leads to a thinner wake,
especially with the SAS approach. The comparison between
the resultats obtained with both meshes (URANS-SST and SAS-
SST) shows that there is a very small impact on the velocity pro-
file. On the contrary, the velocity shape is significantly sensitive
to the presence of IGV wake and vortices in the simulation as the
width is reduced with these rotating secondary flows at the inlet.
The rms value of circumferential velocity represented by the
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standard deviation of this quantity is not well predicted in terms
of level by any simulation. With the first mesh ”M1”, some fluc-
tuations are captured only if the SAS model is used, especially
with the DRSM turbulence model. For these simulations, the
location of the peak is well reproduced. A similar behavior is
obtained with SAS-SST or SAS-DRSM and the second mesh
”M2”. Nonetheless, the width of the peak is too small. The
inclusion of IGV wakes and vortices allows the prediction of a
wider peak. All URANS simulations fail predicting the shape of
standard deviation profile. With the second mesh ”M2” and IGV
vortices, the URANS-SST-wake is able to capture some fluctu-
ations. However, the shape of the profile is far from being well
reproduced.
The standard deviation of axial velocity is shown in fig-
ure 9(c). The experimental profile is characterized by a double
peak in the rotor wake at 5.25◦ and 6.25◦. This double peak shape
is well captured by all SAS simulations (SST or DRSM mod-
els). It should be noticed that the simulation M2-SAS-DRSM
predicts a second peak too close to the first one. This is linked
to the thinner wake as observed on axial velocity. Despite the
good agreement in double peak locations, the fluctuation level
and the double peak width are not well predicted. This can be
due to the absence of the interaction of the first rotor and the first
stator located downstream as the computational domain includes
only the rotor and IGV wakes are taken into account through the
inlet boundary condition. Except with the mesh ”M2” and the
IGV vortices, all URANS simulations fail correctly predicting
the axial velocity fluctuations.
Time-averaged performances
The overall performances of the first rotor, computed be-
tween the experimental planes 25A (upstream of the rotor as
shown in figure 1) and 26A (downstream) are plotted in figure 10.
These figures depict the evolution of stagnation pressure ratio
(figure 10(a)) and isentropic efficiency (figure 10(b)) against the
massflow. In the present study, only the nominal point is com-
puted. Three nominal isospeeds predicted by RANS simulations
are also plotted in order to show the trend of the evolution of
stagnation pressure ratio and isentropic efficiency with respect
to massflow. The main discrepancy of stagnation pressure ratio
between experimental data and numerical results is due to the
choice of the operating point. The static pressure specified at the
hub was set in order to have the best agreement with the exper-
imental axial momentum, especially in the tip region as shown
in figure 8. This outlet boundary condition allows a consistent
comparison to experimental data near the tip, especially for LDA
measurements. Considering the evolution ot the stagnation pres-
sure ratio against massflow, the definition of the operating point
seems to be responsible for an error about 0.75% for the stagna-
tion pressure ratio and 1% for the massflow.
Except the SAS-DRSM simulation, all computations pre-
dict the stagnation pressure with an error less than 1%. With
another operating point and the trend given by RANS-SST iso-
speed, this discrepancy could be reduced up to 0.5% for both
stagnation pressure ratio and massflow. The mesh density has a
small impact on performances as stagnation pressure ratio and
massflow obtained by M1-URANS-SST and M2-URANS-SST
are very similar. The mesh effect is quite identical for SAS-SST
model. For DRSM computations, the mesh has a small influence
with URANS approach, mainly on massflow (reduction with the
finest mesh). The combination with SAS is much more sensitive
to the mesh density. With the finest mesh, the stagnation pressure
ratio is significantly reduced and a discrepancy close to 2.5% is
observed on this ratio (2% for the first mesh M1). The value of
ω at the wall has a significant impact on performances as stag-
nation pressure ratio is higher with the linear extrapolation, for
both URANS and SAS approaches. On the finest mesh ”M2”,
the influence of the IGV wakes and vortices is not similar be-
tween URANS and SAS. For URANS, the stagnation pressure is
decreased while there is an increase for SAS model. It should be
noticed that the trend observed with SAS is similar to those of
Zonal Detached Eddy Simulation as shown by Rie´ra et al. [10].
The main discrepancy between experimental data and numeri-
cal results is obtained with SAS-DRSM approach for the mesh
”M2”. The stagnation pressure ratio is significantly underpre-
dicted for both meshes with SAS-DRSM. This can be due to an
overestimation of separation and blockage, especially near the
hub corner.
The isentropic efficiency is depicted in figure 10(b). As only
the first rotor of the 3.5 stage compressor is simulated, there is
no experimental data. Thus this is not possible to highlight the
wrong prediction of an approach. Nevertheless, the comparison
between all numerical results shows that there is a significant
sensitivity of the isentropic efficiency to the following parame-
ters:
å turbulence modeling as SAS approaches predict smaller
isentropic efficiency than URANS up to 0.75 point for SST
model (M2-URANS-SST-wake vs. M2-SAS-SST-wake)
and 1.5 points for DRSM model (M2-URANS-DRSM-wlin
vs. M2-SAS-DRSM-wlin). Moreover the RANS turbulence
model (DRSM vs. SST) influences the prediction of isen-
tropic efficiency with a difference about 0.5 point for both
URANS and SAS approaches on mesh M1.
å ω value at wall as the linear extrapolation from the first
cell center leads to an isentropic efficiency increased by 0.3
point. This effect is compensated by the effect of RANS
model between results on mesh M2 with URANS approach
(M2-URANS-SST vs M2-URANS-DRSM-wlin). On con-
trary, with SAS approach, the compensation is not sufficient
and the combination with DRSM model leads to a decrease
of 1 point of efficiency (M2-SAS-SST vs M2-SAS-DRSM-
wlin).
å the IGV wakes and vortices, especially for SAS approach
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(a) Stagnation pressure ratio (b) Isentropic efficiency
FIGURE 10. TIME-AVERAGED OVERALL PERFORMANCES OF THE COMPRESSOR ROTOR.
coupled with SST model, with a difference of 0.5 point (M2-
SAS-SST vs. M2-SAS-SST-wake). The URANS approach
is less sensitive to the incoming wakes and vortices as the
difference is only of 0.2 point.
å mesh density at least for URANS simulations with a
discrepancy of 0.2 point. The mesh effect is amplified with
DRSM model and SAS approach (0.75 point).
In the experimental plane 26A, the time-averaged numerical
data are azimuthally averaged in order to obtain the radial profile
of some quantities. In figure 11 are depicted the radial profiles of
absolute deviation angle, of absolute stagnation pressure and of
absolute stagnation temperature.
The comparison between experimental and numerical data
shows that there is a good agreement for the absolute deviation
angle, except near the hub and near the casing. The discrepancy
between all numerical results is about 1◦ which is the order of
magnitude of experimental uncertainty. Near the hub, similar
levels are obtained by all simulations. The discrepancy with ex-
perimental data can be due to both (i) a misprediction of the hub
corner flow as a small hub corner separation is predicted leading
to a decrease of the absolute deviation angle and (ii) the leak-
age flow generated by the gap between fixed and rotating wall
at the hub [35]. At the casing, the discrepancy of prediction of
tip leakage flow, especially the vortices, leads to a significant
difference in terms of level and radial gradient. The highest dis-
crepancy concerns the M1-SAS-DRSM-wlin simulation with an
underestimation about 4◦. The analysis of the different modeling
parameters (mesh density, ω value at the wall, RANS modeling,
SAS modeling and IGV wakes) shows that:
å the value of ω at the wall has no influence on absolute devi-
ation angle.
å the mesh refinement does not modify significantly the radial
profile of this angle.
å the IGV wakes and vortices impact significantly the predic-
tion of the tip leakage flow. It should be noticed that the
gradient near the casing is well captured with URANS ap-
proach.
å the use of DRSM model instead of SST modifies strongly
the radial profile, especially when combined with the SAS
approach especially in the vicinity of the tip leakage flow.
The radial profile of absolute stagnation pressure in plane
26A is shown in figure 11(b). As the absolute deviation angle, the
agreement with experimental data is globally good for all compu-
tations except the M1-SAS-DRSM-wlin and M2-SAS-DRSM-
wlin ones. With this turbulence modeling, the absolute stag-
nation pressure is significantly underpredicted along the whole
span, with the highest discrepancy between 15% and 60% of the
vane height (h/H). Thus the underestimation of stagnation pres-
sure ratio (figure 10(a)) is not only due to an amplified hub cor-
ner separation but also to an amplified stagnation pressure loss
outside the influence area of endwall. This underprediction is
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(a) Absolute deviation angle (b) Absolute stagnation pressure
(c) Absolute stagnation temperature
FIGURE 11. TIME-AVERAGED RADIAL PROFILES IN 26A PLANE.
increased with the finest mesh M2. The comparison between
all other simulations shows that the main discrepancy is due to
the choice between SAS and URANS approaches. The effects
of mesh density and ω value at the wall are smaller than the
switch from URANS to SAS approach i.e. two families of nu-
merical results are obtained: SAS on one hand, URANS one the
other hand. For each family, the discrepancy between the predic-
tions is smaller than the difference between the two experimental
data sets (pneumatic probes vs. time-averaged unsteady probes).
With the DRSM model, the stagnation pressure within the tip
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leakage flow is significantly overpredicted (close to the 85% rel-
ative height), especially with the mesh M2. It should be noticed
that the underprediction of the stagnation pressure near the hub
is due to the absence of the leakage flow itself due to the axial
gap between rotating and fixed endwall. The analysis of the ra-
dial profile between 80% and 90% h/H shows that the IGV wakes
impact significantly the prediction of stagnation pressure as the
gradient prediction is better when these wakes are taken into ac-
count through the inlet boundary condition.
Figure 11(c) depicts the radial profile of absolute stagnation
temperature. The agreement with experimental data is good as
the maximum discrepancy is about 0.9%. The comparison be-
tween all numerical results shows that the SAS approach modi-
fies strongly the profile near the casing, with a discrepancy of
0.75%. The modification of the radial profile shape is one of the
explanation of the difference in terms of isentropic efficiency.
The other variants of flow modeling (mesh density, turbulence
modeling) have a very small impact on stagnation temperature
prediction. For these secondary influence parameters, the high-
est effect is obtained with DRSM model which predicts a smaller
stagnation temperature.
Spectral analysis
In the following, all power spectral densities (PSD) are
computed with the Welch method [36] using an overlap of 50%
and at least 10 Hann windows with a linear mean for each. The
PSD of the static pressure signal recorded at the casing in plane
26A is plotted in figure 12. All simulations are depicted and the
two signals obtained by Rie´ra et al. [11] are also added as refer-
ences (”M2-URANS-SA-wake” and ”M2-ZDES-SA-wake”, the
last one being obtained with Zonal Detached Eddy Simulation
based on Spalart-Allmaras turbulence model (noted SA) [6]).
First of all, the frequency resolution is 2000 Hz for the numerical
data set arising from a temporal range of 20 IGV periods (even
if the IGV is not taken into account in the simulation). The
experimental data (frequency of 2 Hz) is resampled in order to
have the same resolution frequency as numerical results and to
perform consistent comparison as explained in [11].
For the first mesh, as there is no rotor-stator interaction (no
IGV wake and absence of first stator in computational domain),
no specific frequency is observed. The only exceptions are
M1-URANS-SST and M1-URANS-SST-wlin for which there
is quite no fluctuations as the PSD is very close to zero and
a specific frequency and its harmonics arises from the PSD.
This frequency is clearly articifial and has no physical meaning.
Switching to DRSM turbulence model, the fluctuations of static
pressure increases leading to a higher PSD on the whole fre-
quency range. For both SST and DRSM turbulence models, the
ω value at the wall has no significant impact on PSD, especially
with SAS approach. Switching from URANS to SAS approach,
for both SST and DRSM turbulence models, the fluctuations
amplitude are increased up to 2.5 orders of magnitude (for
URANS approach). Nonetheless, the PSD is still far from the
experimental data.
Considering all PSD obtained with the second mesh ”M2”,
three main effects are highlighted:
å the IGV wakes. Without any IGV wakes and vortices, the
blade passing frequency of IGV (BPF) and its harmonics
cannot be captured. There is only a broadband spectral con-
tent with a discrepancy of 5 orders of magntitude. With the
IGV wakes and vortices specified at the inlet boundary con-
dition, the fluctuations are higher leading to a higher PSD,
especially at the lowest frequencies. Moreover, the BPF and
harmonics can be observed. Despite the good agreement for
the first three harmonics of the PBF, the cutoff frequency
arises too early. It should be noticed that SST and SA turbu-
lence models lead to similar PSDs (URANS approach). In
terms of physical mechanisms, the IGV tip vortex is respon-
sible for the flutter of the rotor tip leakage vortex. Due to
the fact that the rotor blade count is twice the IGV one, the
flutter appears at a specific frequency linked to BPF. In com-
pressor with prime numbers, this frequency is not directly
linked to the compressor rotational speed but to rotor-stator
interaction (Tyler-Sofrin mode).
å the URANS vs. SAS approach. Switching from URANS
to SAS approach, the PSD level without IGV is increased
and the broadband spectral content is closer to experimen-
tal data. With IGV wakes, the broadband spectral content is
also amplified and the BPF and some of its harmonics are
captured. It should be noticed that the switch from URANS
to SAS approach delays the frequency where the numerical
results become far from experimental data and the PSD gra-
dient is not captured.
å the switch from SST to DRSM turbulence model increases
the broadband spectral content on the whole frequency
range, by three orders of magnitude. With SAS approach,
the PSD is close to the result of the reference PSD obtained
by Rie´ra et al. [11]. Nevertheless the BPF and its harmonics
are not captured by M2-SAS-DRSM-wlin simulation as the
IGV wakes are not taken into account in the simulation.
The comparison to the reference PSD obtained by Rie´ra
et al. [11] shows that the SAS approach improves certainly the
prediction of static pressure PSD by comparison to URANS
method, especially at low and medium frequencies where the
SAS is very close to ZDES. With SST turbulence model and
with the IGV wakes, a good agreement is obtained up to the fifth
harmonics of IGV BPF (third hamonics for URANS approach).
This can be explained by the cutoff effect of modeled eddy vis-
cosity on high frequencies. With the DRSM turbulence model,
the agreement is even better at high frequency range. A better
agreement should be expected with the IGV wakes at the compu-
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(a) All meshes, without IGV wakes
(b) Only mesh M2, wake effect and comparison to ZDES-SA [11]
FIGURE 12. POWER SPECTRAL DENSITY OF STATIC PRESSURE IN PLANE 26A AND AT CASING.
tational domain inlet. The comparison of the two meshes shows
that with the first mesh, the SAS-DRSM technique is able to cap-
ture the same PSD as the second mesh up to the ninth harmonics
(on the same mesh, the discrepancy between ZDES and SAS-
DRSM arises at the 20th harmonics) while the first mesh is ten
times smaller (4.3 million points vs 44 million points per blade
passage). This means also that the PSD prediction could be im-
proved by using a more elaborated RANS model (DRSM) in the
ZDES framework [37, 38].
CONCLUSION
The prediction of secondary flows (corner separation and tip
leakage flow) and of the compressor performances (compression
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ratio, efficiency, operating range) is influenced by the turbulence
modeling. The aims of the present study are (i) the validation of
the combination of the SAS approach with the DRSM turbulence
model by comparison to experimental data, especially to laser
measurements in the tip of a rotor of a high pressure compressor
and (ii) the discussion of the flow prediction improvements with
respect to turbulence approaches classically used in CFD and
industry: URANS simulations and standard SAS simulation
i.e. combined with SST turbulence model. On one side, the
SAS approach can be viewed as an improved URANS one as
the turbulent viscosity is reduced allowing the appearance of
instability, especially in shear layer. For this reason, one mesh
adapted to RANS simulation is used. On another side, this
approach acts with the same idea of Detached Eddy Simulation:
the reduction of eddy viscosity in detached flow region. Thus
a second mesh adapted to Zonal Detached Eddy Simulation
was used, allowing to highlight the mesh effect on URANS
and SAS approaches. The RANS turbulence model plays also
a significant role in URANS prediction. Thus two turbulence
models are assessed both with URANS and SAS simulations:
k−ω SST model and a DRSM-SSG/LRR-ω model.
The analysis of entropy field and the comparison to ex-
perimental data (LDA measurements, performances) show
that the tip leakage vortex predicted by SAS and/or DRSM
is significantly different from URANS-SST simulation. The
vortex dissipation through the weak shock is strongly reduced.
The tip leakage vortex is still observed in the vicinity of the
trailing edge. Only the simulations with IGV wakes predict
the velocity fluctuations near tip gap, from the leading edge.
Except the combination SAS with DRSM model and with the
first mesh, all simulations are able to capture the time-average
velocity in the vicinity of the tip. The prediction of SAS-DRSM
is clearly improved by using a fine mesh. Concerning the
time-averaged performances, the stagnation pressure losses are
slightly overestimated by SAS. This is due to an amplification
of the hub corner separation. The combination with DRSM
model increases the pressure stagnation losses. Moreover, the
isentropic efficiency is very sensitive to the SAS approach
and to the turbulence model. The spectral analysis shows that
the prediction of the amplitude and frequencies of the power
spectral density of static pressure is improved using the SAS
approach instead of URANS one, especially with the DRSM
turbulence model. The SAS approach leads to PSD similar to
ZDES, especially with the DRSM model. Thus, the SAS-DRSM
is able to well predict the tip leakage flow with the fine mesh.
Nevertheless, this approach amplifies the hub corner separation
leading to a strong underestimation of overall performances.
Future work will concern the simulation of SAS-DRSM
with incoming wakes and further analysis at design point, es-
pecially in the flow field and at near surge point in order to
better understand the effect of turbulence modeling. Moreover,
the comparison between SAS and ZDES will be pursued. The
present configuration is quite simple with one rotor subjected to
incoming wakes and vortices. The next step is to extend the
present study to real rotor-stator interactions by including the
downstream rows in the computational domain. Then, techno-
logical effects such as axial gap (and seal teeth), fillets will be
added to the computational domain.
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