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Abstract. We introduce and motivate the study of numerical dependencies which are a generaliz- 
ation of functional dependencies. We prove that there does not exist a finite set of sound and 
complete inference rules for numerical dependencies in contrast to the case of  functional dependen- 
cies. We also prove that nontrivial numerical dependencies which are not functional dependencies 
cannot be expressed by Horn formulas in first-order logic, and show some applications of numerical 
dependencies. 
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1. Introduction 
The purpose of this paper is to introduce the notion of numerical dependency, 
which is a type of database constraint not previously discussed in the literature, 
and to show that there does not exist a finite set of sound and complete inference 
rules for numerical dependencies. The meaning of a numerical dependency is that 
in a relation, with an element of a particular attribute or set of attributes, one can 
associate up to k elements (for some constant k) of another attribute or set of 
attributes. In particular, a functional dependency is a special case with k = 1. 
The outline of this paper is as follows. In Section 2 we shall give some basic 
definitions and motivate the study of numerical dependencies by giving some 
examples. In Section 3 we shall indicate some sound rules for implications of 
numerical dependencies. We shall prove our main theorem in Section 4. Then, in 
Section 5, we shall prove that nontrivial numerical dependencies which are not 
functional dependencies cannot be expressed by Horn formulas of first-order logic. 
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In Section 6 we shall discuss some applications of numerical dependencies to 
database design, constraint checking, and query evaluation. Finally, Section 7 
contains a summary of the paper. 
In the database literature there are a number of results, both positive and negative, 
for the existence of a finite set of sound and complete inference rules for classes of 
dependencies. Positive results are known for functional dependencies, functional 
and multivalued dependencies [19], template dependencies [16], and algebraic 
dependencies [20]. Negative results have been shown for embedded multivalued 
dependencies [17], transitive dependencies [ 15], functional and inclusion dependen- 
cies [1], and functional and sort-set dependencies [6]. We note that if the notion 
of rules is expanded to allow rules that introduce new attributes, then there is a 
finite set of sound and complete inference rules for functional and inclusion depen- 
dencies [13]. However, we do not deal with such expanded types of rules and use 
the characterization presented in [ 1] to prove our result. 
2. Definit ions and motivation 
In this section we introduce some definitions and conventions. We also motivate 
the consideration of numerical dependencies as database constraints. We generally 
follow [19] for standard atabase terminology. 
A relation R is any (not necessarily finite) subset of the Cartesian product of one 
or more domains, that is, R ___ D1 ×- • • × D,. We think of a relation as a table where 
each row is a tuple and each column corresponds to a component. Each column of 
a table has a name called an attribute. Since each column is identified by an attribute, 
we often ignore the order of the columns. We assume that a table does not have 
two equal attributes and that the domains for different attributes are pairwise disjoint, 
infinite sets. The domains may be assigned when the relation is formed. To avoid 
subscripts, we use the same symbols, a, b, c in different columns to stand for the 
elements of a row of a table. Thus an "a" in one column is not the same as an "a" 
in another column. 
A relation scheme is a set of attributes. We write U for the relation scheme of R; 
we use A, B, C for individual attributes and X, Y, Z for sets of attributes. So, when 
we deal with R, if we refer to an attribute, say .4, or a set of attributes, say X, then 
A ~ U and X ~ U. We omit the set notation for a set of attributes; thus we write 
AB instead of {A, B} for instance. Given a row r of a table R and a set of attributes 
X, we denote by r [X]  the subrow of r which contains the values for those columns 
whose names are members of X, that is, ~rx (r). 
A k-dependency D = (U : )  X---> k Y is a constraint on a relation scheme U. A table 
R satisfies this constraint if for any set of k + 1 rows, r l , . . . ,  rk+~, of R, if r~[X] =.  • • = 
rk+t[X], then there must be /, j, 1 ~< i < j  ~ k + 1, such that ri[ Y] = rj[ Y]. We write 
]D] = k if D is a k-dependency. A functional dependency is a special case of a 
k-dependency with k = 1. We write X---~ Y for X---~ t Y. A numerical dependency is 
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a k-dependency for some k ~> 1. Thus, numerical dependencies include functional 
dependencies. Numerical dependencies are also a generalization of cardinality 
constraints which are discussed in [4, 9, 10]. The cardinality constraints in these 
papers may be viewed as numerical dependencies of the form ¢t "-">kx. 
We use D and G for single dependencies, and D and G for (usually finite) sets 
of dependencies. We write D ~ D if D logically implies D, that is, if every table in 
which (every element of) D holds, D holds also. A rule (of inference) for dependen- 
cies has the form: From {D1,. . . ,  D,} infer Dn+l. We say that D~, . . . ,  D, form the 
hypotheses and D,÷I is the conclusion. The hypotheses may be the empty set. We 
associate with every rule a set of attribute sets, which is the set of those (nonempty) 
attribute sets which appear in at least one Di for 1 <~ i <~ n + 1. Whenever we apply 
a rule or give a counterexample table to a rule, we need a function f, the attribute 
mapping function, which maps each element in the set of attribute sets of the rule 
to a set of attributes for the application or in the table. 
A proof of D from D by a set of rules F is a finite sequence of dependencies: 
(G1, . . . ,  G,,,), where GIn=D, and for each i, l<~i<~m, either Gi~D or G~ is the 
conclusion of a rule in F whose hypotheses are contained in {G~,.. . ,  G~_~}. The 
length of a proof is the number of elements in the sequence. For a set of rules F 
we write D ~-FD (F  is omitted if understood) if there is a proof of D from D using 
F. A rule Q (respectively a set F) is sound if D ~-oD (respectively D ~-FD) implies 
D ~ D. A sound rule has minimal hypotheses if no hypothesis can be omitted without 
losing soundness. 
Now we explain our motivation for the study of numerical dependencies. Various 
database dependencies have been discovered in the past as researchers have tried 
to identify semantic onstraints on databases. Our original example for numerical 
dependencies i  the relation scheme FAMILY(CHILD,PARENT). It is reasonable to 
make the assumption that at most two parent names can be associated with the 
name of a child in such a relation. This is clearly a semantic onstraint and one 
that can be enforced relatively easily. Yet we cannot express this constraint using 
the standard atabase dependencies. But we can express it as the numerical depen- 
dency FAMILY:CHILD ._>2 PARENT. Our reason for introducing numerical dependen- 
cies is to allow database designers to include numerical dependencies, where 
appropriate, as constraints in the design of a database. 
Once a new type of dependency is introduced, it becomes worthwhile to investigate 
the logical implications of such dependencies. For example, if we define a relation 
scheme GENERATION(CHILD,PARENT, GRANDPARENT) and if we are given GENER- 
ATION:CHILD--->2PARENT;PARENT-->2GRANDPARENT, then we can logically con- 
clude GENERATION:CHILD-->4GRANDPARENT. It is particularly convenient o 
investigate the logical implications of a class of dependencies if a finite set of sound 
and complete rules can be defined for them. The main result of our paper is that 
no such set exists for numerical dependencies. 
We end this section by giving more examples of numerical dependencies. Let 
SCHEDULE(STUDENT,COURSE,LOCATION,TIME) be a relation scheme. Each row in 
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a SCHEDULE table contains the name of a student, a title of a course taken by the 
student as well as the weekly location and time for the course taken. If a student 
is allowed to take at most six courses and if a course meets at most five times a 
week, we obtain the numerical dependencies SCHEDULE:STUDENT--~6CoURSE; 
COURSE--~5LOCATION,TIME. Next, let BANK(CHECKNO,AMOUNT, MONTH) be a 
relation scheme for a type of checking account which allows at most three checks 
to be written a month. The constraints are BANK:MONTH--*3CHECKNO; 
CHECKNo--~AMOUNT. Basically, numerical dependencies occur when there is a 
numerical limit on how many elements of one type can be associated with an element 
of another type in the rows of a table. 
3. Sound rules for numerical dependencies 
In this section we shall prove some results concerning sound rules for numerical 
dependencies and give examples of such rules. 
Although, as we shall show later, some important properties of functional depen- 
dencies do not carry over to numerical dependencies, there are some useful properties 
of functional dependencies that are true for numerical dependencies in general. We 
now state two such facts which we will use later in proofs without explicit reference. 
Informally, the first fact states that there is no problem about embedded numerical 
dependencies; while the second fact states that any numerical dependency which 
is true in a table is also true in any subtable (with the same attributes). 
Fact 3.1. If D is a set of numerical dependencies, D is a numerical dependency, 
and U is the set of  all attributes occurring in D and D, then, for each V such that 
U_  V, we have D ~ D for relations over U iff D ~ D for relations over V. 
Fact 3.2. If D is a numerical dependency, R is a table, S ~ R, and D holds in R, 
then D also holds in S. 
Since rules are applied individually, a set of rules is sound if and only if all of 
the rules are sound. If a rule 
Q: from {D1, . . . ,  D.} infer D.+I 
is not sound, then there must be a table for which the hypotheses, D1, . . . ,  D, all 
hold, but the conclusion, D,+I, does not hold. Similarly, if D ~ D, then, by definition, 
there must be a table for which (each element of) D holds but D does not hold. 
In both cases, we call such a table a counterexample table. 
We note here that our definition of implication is unrestricted implication, that 
is, the relations may be infinite. Finite implication is implication restricted to finite 
relations only. It is noted in [1] that finite and unrestricted implication are the same 
for inclusion dependencies, but not for functional and inclusion dependencies. We 
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can see that finite and unrestricted implication are the same for numerical dependen- 
cies as follows. Suppose that D ~ D and let I DI -- k. It suffices to show that there is 
always a finite counterexample table. But if the counterexample table R is infinite, 
then there must be a subtable S of R which has k + 1 rows for which D does not 
hold. By Fact 3.2, S is such a finite counterexample table. In Lemma 3.3 we will 
refine this result to also limit the number of columns of a counterexample table. 
Now consider the proposed rule 
QI: from {x--~ 2 Y, x- - .2z}  infer X --->3 YZ. 
This rule is not sound and in Fig. l(a) we give a counterexample table for it. The 
set of attribute sets for Q1 is {X, Y, Z} and the attribute mapping function for the 
table is f (X )= A~A2, f (Y)=A2A3,  f (Z )= A4AsA6. Note that, in a sense, this 
counterexample is bigger than it needs to be. It has six rows but only four are 
needed to show that X--~ 3 YZ does not hold. Also, it has six columns, while the 
number of attribute sets in Q1 is only three. Our first result shows how to shrink 
such a counterexample table. 
Lemma 3.3. Suppose that the rule 
Q: from {D1, . . . ,  D,,} infer D~+I 
is not sound (or {DI , . . . ,  D,,}~ D,,+a). Let {Xjl 1 <~j<<- m} be the set of attribute sets 
of Q and suppose that ID.+d = k. Then there is a counterexample table containing m 
columns and k + 1 rows. 
ProoL We show how to transform (if necessary) a counterexample table, which 
must exist by definition, to one with m columns and k + 1 rows. If T contains more 
than k + 1 rows, then, as explained above, there must be a subtable T' of T with 
k + 1 rows which is also a counterexample table. If T' does not contain m columns, 
let f(Xj)  = Y~, 1 <~j ~< m, where f is the attribute mapping function. Construct a table 
n 
T" as follows. The attributes are B1, • • •, B,, with dom(Bj) = ~Yj(I-[i~l dom(Ai)). For 
each row r' in T', add a row r" to T" where r"[Bj] = r'[ Yj], 1 <~j<~ m. Since the 
elements in Bj may themselves be tuples, we can then apply a 1-1 function to rename 
them to b/s. By our construction, Db . . . , /9 ,  still hold in T" and D,+~ does not 
hold in T". Hence, T" is the required counterexample table. [] 
We continue with the example Q1 and the counterexample table T given in Fig. 
l(a). In this ease Fig. l(b) shows the table T' with four rows. 7" is given in Fig. 
l(c). We rename the tuples to obtain the counterexample table of Fig. l(d). 
Corollary 3.4. Suppose that D~ D and ID[=k. Let D '={DID~D and IDl<~k}. 
Then D'~ D. 
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A1 A2 A3 A4 As A6 
a 1 a l  a I a l  a I a l  
a I a l  a 2 a l  a l  a l  
a I a l  a l  a 2 a2 a2 
a I a l  a 2 a 2 a 2 a2 
a l  a2 a 1 a l  a l  a 2 
a2 a l  al  a2 a2 al  
(a) 
BI B2 B3 
A 1 A 2 A3 A 4 A s A 6 
a l  a I a l  a l  a l  a 1 
a l  a l  a2 a l  al  a 1 
fl I d 1 fl I a2 a 2 a 2 
a l  a l  a 2 a 2 a2 a2 
(b) 
(al, al) (al, al) (al, al, al) 
(al, a,) (a,,a2) (at, a,,al) 
(al, al) (al, al) (a2, a2, a2) 
(al, al) (a .  a2) (a2, a2, a2) 
Bt B2 B3 
b I bt bl 
b I b 2 b! 
bl bl b2 
bl b2 b2 
(c) (d) 
Fig. 1. Tables for the proof of Lcmma 3.3. 
Proof. We show the contrapositive. If D'~D, then, by Lemma 3.3, there is a 
counterexample table T with k + 1 tuples such that every element of D' holds in T 
but D does not hold in T. Since every D with [D] > k must hold in T, every element 
of D holds in T. Hence, D ~ D. [] 
In the next section we shall show that there does not exist a finite, sound and 
complete set of rules for numerical dependencies. We start by restricting our attention 
to 1- and 2-dependencies, and introducing a set of rules, R1-R4, for them. Here we 
observe that each of our rules can be thought of as a set of rules since they deal 
with arbitrary sets of attributes. This matter is discussed in [ 1 ]. We also note that 
these rules can be readily extended to numerical dependencies in general. 
RI: Infer 
R2(a): from 
R2(b): from 
R3(a): from 
R3(b): from 
R3(c): from 
R4: from 
XY--> X. 
{X---> Y} infer XZ--> YZ. 
{X--* 2 Y} infer XZ--> 2 YZ. 
{X--> Y, Y - .Z )  infer X-->Z. 
{X-* Y, Y--->2 Z} infer X-->2 Z. 
{X---> 2 Y, Y- .Z}  infer X-->2Z. 
{X-* Y} infer X---> 2 Y. 
Lemma 3.5. The rules R1-R4 are sound. 
Proof. R1, R2(a), and R3(a) are rules of functional dependencies. They are 
equivalent to the Armstrong rules and their soundness is proved in [19]. The 
soundness of the other rules can be proved similarly. [] 
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We now state several other useful rules that follow from R1-R4. 
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Corollary 3.6. The following rules are sound. 
-Composition (a): from {X-*Z}  infer XY-*Z .  
- Composition (b): from {X-*2Z} infer Xy-*2Z. 
- Decomposition (a): from {X-*  YZ} infer X-*  Y. 
- Decomposition (b) from {X-*  2 YZ} infer X--* 2 Y. 
Proof. These rules are obtained by using R1 and R3. Soundness follows from 
Lemma 3.5. [] 
Next we give an infinite set of sound rules, R5m (for m > 1) which, as we will 
show, cannot be subsumed by a finite set of sound and complete rules for 1- and 
2-dependencies. 
R5,.: from{X-*:Y~ll  <~i<~3m-2} 
u{Y~Y~2...  Y~m-"~Z[l <-il <i2< " " "<im<-3m-2} infer X-*2Z. 
We note that R5~ is R3(c). We write out R52. 
R52: from {X--~2 Y,, X--~2 y2, x-*2 y3, x--*2 y4, Y~ Y2--'~ Z, Y, Y3----~ Z, 
Y~Y4-*Z, Y2Y3-*Z, Y2Y4-*Z, Y3Y4---~Z} infer X-*2Z. 
We end this section by showing the soundness and minimality of these rules. 
Theorem 3.7. Each rule R5m is sound and has minimal hypotheses. 
Proof. Suppose that, for some m, R5m is not sound. Then, by the proof of Lemma 
3.3, there is a counterexample table with 3 m columns, A, B~,.. . ,  B3m_2, C, represent- 
ing X, Y~,. . . ,  Yam-2, Z respectively, and three tuples. For this table {A-* 2 Bi[ 1 <~ i <~ 
3 m -2} w { Bil, • • •, Bim-* C[1 <~ il < i2 <.  • • < im <~ 3 m -2} hold, but A--~2C does 
not hold. We represent this table in Fig. 2(a) (using the convention that identically 
named elements in different columns stand for distinct elements). The blanks for 
the Bi-columns of the second and third rows must be filled in by actual entries. By 
the hypotheses A-*2Bs each blank must become either a or b. Suppose that there 
are k columns of the second row which have a's in them. Since by the hypotheses 
Bil"'" Bim--*C there cannot be two rows with m identical B~-values, k<~ m-1 .  
Without loss of generality we can assume that the columns B~,.. . ,  Bk have a's in 
the second row and that the columns Bk+h...,  B3m-2 have b's in the second row. 
We now consider the entries of the third row in the columns Bk+~,..., B3,~-2. Given 
that the first row has all a's in these columns, at most m - 1 of these entries can be 
a's; and given that the second row has all b's in these columns, at most m-  1 of 
these entries can be b's. But since k<~ m - 1, there are at least 2m - 1 columns under 
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A B 1 Bm-t Bm B2m-2 B2m_l B3m_ 3 B3m_ 2 C 
a a a a a a a a a 
a b 
a c 
(a) 
A B 1 B,,,_l Bm B2m_ 2 B2m_ 1 B3m_ 3 B3m_ 2 C 
a a a a a a a a a 
a a a b b b b b b 
a b b a a b b c 
(b) 
A BI B,._ 1 B,. B2m_ 2 B2ra_ 1 B3r~_ 3 B3m_ 2 C 
a a a a a a ,a a a 
a a a b b b b b b 
a b b a a b b c c 
(c) 
A B 1 Bin_ 1 B,. B2m_ 2 B2m_ 1 B3m_ 3 B3m_ 2 C 
a a a a a a a a a 
a a a b b b b b b 
a b b a a b b b c 
(d) 
Fig. 2. Tables for the proof of Theorem 3.7. 
consideration. We can fill in the table with the largest number of entries if k = m - 1. 
Without loss of generality, we place a's in columns Bin, • • •, B2,,-2 and b's in columns 
B2m-~,..., Ba,,-3. We show the table obtained this way in Fig. 2(b). There is no 
way to choose an element for the third row of B3m_ 2 without violating the hypotheses. 
This shows that no counterexample table exists for R5m. Therefore, R5m is sound. 
We must still show that the hypotheses for R5,~ are minimal. First, suppose that 
X-->2Y~ is superfluous for some i, say i=3m-2 .  Let R5'm be the rule obtained 
from R5m by omitting X---, 2 Y3m-2  from the hypotheses. The table given in Fig. 
2(c), obtained from Fig. 2(b) by replacing the blank by a c, is a counterexample 
table for R5'm. NOW, suppose that Y~ . . .  Y~,,---~Z is superfluous forsome sequence 
of i's say il  =2m -1 , . . . ,  im =3m-2.  Let R5"m bethe rule obtained from~ R5m by 
omitting Y2m-~ . . .  Y3m-2--' Z from the hypotheses, The table given in-Fig. 2(d), 
obtained from .Fig. 2(b) by replacing the blank by a b, is a eounterexample table 
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for RS"m. We have chosen our examples, X--->2y3m_2 and Y2m-~ . . .  Y3m-2 "-'~Z 
because they are straightforward to illustrate with Fig. 2(b). To show that X---> 2 Y~ 
is not superfluous for i # 3 m - 2, simply interchange the entries for columns Bi and 
B3m-2 in Fig. 2(c). Similarly, to show that Y~. . .  Y~m--+Z is not superfluous for 
another sequence of i's, interchange the entries of columns Bi~ and B2m_l,. . .  , Bim 
and B3m-2. Hence, if any hypothesis is omitted from RSm, the resulting rule is not 
sound. [] 
4. The incompleteness result 
We prove our main theorem concerning the nonexistence of a finite set of sound 
and complete rules for numerical dependencies. Our strategy is to prove the result 
first for the class of 1- and 2-dependencies and then to extend the result o numerical 
dependencies in general. 
Given a class C of dependencies, a set of rules F is said to be complete (for C) 
if for every Dc_ C and De C, D~D implies D~FD. To prove our result we use a 
theorem from [1]. It deals in a general way with the existence of a sound and 
complete set of rules for a set of sentences. In order to state this result we need to 
give some additional terminology. In the following we assume that D is a set of 
sentences over a relation scheme S (typically, D is a set of dependencies over S), 
the sentences considered are always in D and the definitions are with respect o a 
fixed S and D. A k-ary complete axiomatization is a sound and complete set of rules 
all of which have at most k hypotheses. We say that D~ is closed under implication 
if, for every D2___ D~, D2~ D~ implies D~ ~ D~. We say that D~ is closed under k-ary 
implication if, for every D3 ~ DI, ID3[ ~< k and D3~D 1 implies D1 e D1. 
Theorem 4.1 (Casanova, Fagin, and Papadimitriou [1]). There is a k-ary complete 
axiomatization for D iff, whenever D~ ~ D is closed under k-ary implication, then Dt 
is closed under implication. 
Theorem 4.2. There is no finite set of sound and complete rules for 1 - and 2-dependencies. 
ProoL We show that for any constant k there is a scheme S such that the set of 1- 
and 2-dependencies on S does not have a k-ary complete axiomatization. So, given 
k, choose S to contain attributes for an application of R5k: A, B~,. . . ,  B3k-2, C. We 
shall be dealing with the set of 1- and 2-dependencies on S and will analyze their 
structure by dividing them into groups. The following observation will help in 
eliminating many dependencies from consideration: If C is any set of numerical 
dependencies, ; then, for any X, Y, Z, if Z c_X, then C~X~kY i f f  C~x-~kzY .  
Because of this result, since we deal with implications of numerical dependencies 
in our c!assification, ~ it suffices to consider numerical dependencies X-~ k y, where 
X c~ Y = ~. Fora  dependency D we write: l(D) and r(D) for the left-hand side and 
fight-hand side o f  D. resvectivelv. 
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Let D be the set of all 1- and 2-dependencies on S (where I(D) n r(D) = 0). We 
write G for the hypotheses ofR5k with A, B~, C substituted for X, Y~, Z, respectively. 
Set D~ = {D ~ D[ G~ D}-{A->2C}. By Theorem 3.7, since G _ D~ and A->2C ~ D~, 
D~ is not closed under implication. The rest of the proof consists of showing that 
D~ is closed under k-ary implication since then the result follows from Theorem 4.1. 
In order to analyze the structure of D we classify them into twelve groups G~- G~2 
such that D = (,.j12ffi~ G1. We will show that the first five groups comprise the dependen- 
cies which are in D~. We describe ach group separately. Any element(s) in paren- 
theses is (are) optional. If the same optional element appears on both sides it is 
understood that it can be on one side only for any D. Also, if all the elements are 
optional on one side, then, for any D in that group, at least one optional element 
must appear. All the subscripts mentioned in these rules are assumed to be distinct. 
We start by listing the descriptions of G1-Gs. After the descriptions we indicate 
why the elements in these five groups are in D~. 
G~: {(A)B~B~p-~ C for k<-p<3k-2}.  
G2: {B,1... B~p->2C for k<~p <~ 3k-2}. 
G3" {AB~.. .  B~-->2C for 1 ~<p ~< 3k-2}. 
G4: {AB~I ... Bip-, 2 B~(3k-2)C for k- l  ~p<~3k-3}. 
Gs: {A(Bi~... B~p)(C)->2B~(3k_2) for 1 <~p <~ 3k-  3}. 
Since A-'>2Bi E D1 for each i, 1 <~ i <~ 3k-  2, by the composition rule we obtain 
G4-- D1. From the group of functional dependencies in the hypotheses, by composi- 
tion we obtain G1 c_ D1. Now, applying R4 we find that G2 ~ D~. We obtain G3 c_ D~ 
by rule R5k and composition. Finally, G5 ~ _ D~ is obtained from the hypotheses 
5 using R1 and R3. So, [,-~i=~ G~_ D~. 
Next we show that Dlc_[..~siffi I G1. That is, we show that, for every 1- or 2- 
dependency D on S (where I(D) c~ r(D) ~ 0), if D~ I,_J~_t Gi, then D~ D~. For this 
5 purpose we classify the dependencies which are not in [ J  ~= 1G~ into seven groups, 
G6-G~2. We now give the descriptions of these groups. 
Gr: the functional dependencies not in G~. 
G7: {( B i ,  . . . B ip ) (  C ) ->2A(B j l  . . . B jm) (  C)  
for 1~p~<3k-2,  l <~m<~3k-2, p+ m<~3k-2}. 
Gs: {B,~ ... B,p->2C(Bj, . . . Bj,,,) 
for l~<p<~ k - l ,  l<~m<~3k-3,p+m<~3k-2}. 
G9: {(A)(B,1... Bjm(C) 
for 1 <<.p<<.3k-4, 2m ~<3k-2, p+m<~3k-2}. 
Glo: {(B,~... B,p)(C)~2Bj~... Bjm(C) 
for 1<~p<~3k-3, l~m<~3k-2 ,p+m<~3k-2} .  
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A Bl . . . . . .  B3k_ 2 C 
a a . . . . . . .  a a 
b a . . . . . .  a a 
c a . . . . . .  a a 
(a) 
A B 1 Bk-! B k B3k_ 2 C 
a a a a a a 
b a a b b b 
c a a c c c 
(b) 
A B 1 B3k_ 4 B3k_ 3 B3k_ 2 C 
a a a a a a 
a a a a b a 
a a a b a a 
(c) 
A B t B3k_ 3 B3k_ 2 C 
a a a a a 
b a a b a 
c a a c a 
(d) 
A B t Bk-2  Bk_ 1 B k . . . .  B3k_ 2 C 
a a a a a . . . .  a a 
a a a a b . . . .  b b 
a a a b a . . . .  a a 
(e) 
A B 1 B 2 B k Bk+ l B3k_ 2 C 
a a a a a a a 
a b b b b b b 
~i a b a b a b c c c 
(0 
F ig .  3. Tab les  fo r  the  proo f  o f  Theorem 4.2. (a)  1"7. (b )  Ts. (c)  T 9. (d )  Tlo. (e)  T11. ( f)  T. 
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G~: {(A)(B,~... B~p)-->2Bj~ .. . BjmC 
for l~<p~< k -2 ,  l<~m<~3k-2, p+m<~3k-2} .  
G12: {A-*2C} •
By the definition of D~, if D ~ G~2, then D ~ D~. Assume now that D s [.-f,~=6 G~. 
If D is a functional dependency, then, by Corollary 3.4, we need to consider only 
the functional dependencies in G. If D ~ G6, then D cannot be deduced from the 
functional dependencies in G by the Armstrong rules which are complete. Hence, 
if D ~ G6, then D ~ D~. To show that D ~ D~ for Gi, 7 ~< i ~< 11, we pick a representative 
element Di of Gi with l(D~) containing as much as possible and r(D~) containing 
as little as possible such that if D~ ~ D~, then, by Corollary 3.6, no element of G, 
can be in D1. We show that 0~ ~ D~ by constructing a counterexample table T~ such 
that (every element of) G holds in T, but D~ does not hold in T~. We pick 
07 = B1. . .  B3k-2C->2A, 1:)8 = B1. . .  Bk-I->2C, D 9 = ABI . . .  Bak_4C->2B3k_3B3k_2, 
O10 = 81- . .  B3k-2, Dll = AB1. . .  8k-2"->Elk_l C. The corresponding tables T~ can be 
found in Fig. 3(a)-(e). 
We complete the proof by showing that if D E ~_ D 1 and ID2[ ~< k, then 92[~ A->2C. 
We do this by taking an arbitrary such D 2 and constructing a counterexample table 
T for which D E holds but A->2C does not hold. D2 contains at most k elements of 
Gs. We may assume that these are {A-~2BiI 1 <~ i <~ k} since every element D of G5 
is implied by one of the form A-->2Bi for some i, 1~<i~<3k-2. T is given in Fig. 
4 {A-->EBill<~i<~k}holdin T, while A->~C does 3(f). Since all elements of [.-Ji=~ Gi 
not hold in T, the proof is complete. [] 
We obtain two results before extending Theorem 4.2 to numerical dependencies. 
Lemma 4.3. Suppose that the rule 
Q: from {01, . . . ,  Dn} infer Dn+l 
is a sound rule for numerical dependencies which has minimal hypotheses. I f ]Di[ =Pi 
for each i, 1 <~ i <~ n + 1, then p~ <<- P,+I for each i, 1 <~ i <~ n. 
Proof. We show the contrapositive. Since Q is sound, {D~,..., Dn}~Dn+~. If, for 
some/, 1 <~ i <~ n, p, > pn+~, then, by Corollary 3.4, {D1, . . . ,  Di-1, Di+l , . . . ,  D,}~D,+~ 
and hence, Q does not have minimal hypotheses. [] 
Corollary 4.4. Suppose that F is a set of sound rules, all with minimal hypotheses, for 
numerical dependencies. Let D~-FD. Then there is a proof of Dr--pD: (G1, . . . ,  Gin) 
such that for all i, A 1 <~ i < j <~ m, ]G,I IGjl. 
:Proof. Let (G~,.. . ,  G'~) be a proof of D from D using F. It follows from Lemma 
4.3 that if G~ isa hypothesis needed to apply a rule whose conclusion is G~ then 
I G[I H IG~I. Hence, it is possible to reorder the proof in such a Way that (G1, • •., Gin) 
is a proof with the required properties. [] 
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Theorem 4.5. There is no .finite set of  sound and complete rules for numerical depen- 
dencies. 
Proof. If there were a finite set of sound and complete rules for numerical dependen- 
cies, then there would be such a set all of whose members have minimal hypotheses, 
say F. Let F' be the set of all those rules in F whose conclusion is a 1- or 
2-dependency. Now suppose that D is a set of 1- and 2-dependencies, D is a 1- or 
2-dependency, and D~D.  By the completeness of F, D ~-F D. By Corollary 4.4 there 
is a proof of D from D using F which contains only 1- and 2-dependencies. But 
then D~-FD.  This would imply that F' is complete for 1- and 2-dependencies, 
contradicting Theorem 4.2. [] 
5. Relationship with Horn formulas of first-order logic 
We show that nontrivial numerical dependencies which are not functional depen- 
dencies cannot be expressed by Horn formulas. 
It is known that most database dependencies can be expressed by formulas in 
first-order logic. It is easy to see that the numerical dependency R:X  ~ky can  be 
expressed by the formula 
It is also known that the standard types of dependencies, including functional 
dependencies, are expressible by Horn formulas [5, 7]. A Horn formula is one whose 
matrix is a disjunction of atomic and negated atomic formulas with at most one 
(positive) atomic formula. We assume that formulas are written in prenex conjunctive 
normal form; then the matrix is the part of the formula that follows the quantifiers 
[18]. Note that the formula given above for R:x~ky  is not Horn. 
Theorem 5.1. A numerical dependency is expressible by a Horn formula of  first-order 
logic i f  and only if k = 1 or Y -  X = O. 
Proof. It suffices to show that R:X  ~ky  is not expressible by a Horn formula if 
k ~ 1 and Y -  X ~ 0. We use the fact that Horn formulas are closed under direct 
product [18, pp. 94-95]. This means that if the dependency D holds in tables T1 
and 7"2 and if D is  expressible by a Horn formula, . then D must hold in T~®T2. 
Let X = A~ . . .  A~, Y = B~ . . . B,,, and Z = U-  X - Y = C1. . . C,. Let 7"1 be the table 
in Fig. 4(a) and T2 the table in Fig. 4(b). X _~k Y.holds both in T~ and T2. However, 
x-*kY  does riot hold in T i®T2 which is given in, Fig. 4(c). [] 
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Al Al BI Bm Cl C. 
tl a a I a I a a 
a a a k a k a a 
(a) 
A1 A 1 B I . B,. C l C. 
b b b I b t b 
k rows 
b b b k b k b 
(b) 
A1 Al B1 B~ Cl C~ 
b [ k rows 
J b 
(a, b) (a, b) (al, bl) (al, bl) (a, b) (a, b) 
(a, b) (a, b) (al, b2) (al, b2) (a, b) (a, b) 
(a, b) (a, b) (ak, bk) (ak, bk) (a, b) (a, b) 
, k 2 rows  
(c) 
Fig. 4. Tables for the proof of Theorem 5.1. (a) T 1. (b) T 2. (c) 7"1® T 2. 
6. Applications of numerical dependencies 
We end this paper by considering database design, constraint checking, and query 
evaluation in the presence of numerical dependencies. 
We start by considering database design. Database normalization deals with the 
process of designing a good database scheme based on semantic onstraints. In 
particular, extraneous functional and multivalued ependencies are usually elimi- 
nated to obtain fourth-normal form. In the case of functional and multivalued 
dependencies, normalization i volves the decomposition of a relation scheme into 
several relation schemes by taking subsets of the set of attributes. For numerical 
dependencies (which are not functional dependencies) such a (vertical) decomposi- 
tion does not lead to a normal form. 
In some cases it is possible to do a horizontal decomposition obtaining several 
relation schemes from one relation scheme. For example, the FAMILY relation 
scheme may be horizontally decomposed into two relation schemes, 
FAMILYI(CHILD,FATHER) and FAMILY2(CHILD,MOTHER) with the functional 
dependencies FAMILY1 : CHILD-~ FATHER, FAMILY2 : CHILD ~ MOTHER. However, 
there may not always be a natural way to do a horizontal decomposition. Thus, in 
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the BANK example we can horizontally decompose BANK(CHECKNO,AMOUNT, 
MONTH) into the three relation schemes BANKI(FIRsTCH~cKNo,AMOUNT, 
MONTH), BANK2(SECONDCHECKNO,AMOUNT, MONTH), and BANK3(THIRD- 
CHECKNO,AMOUNT, MONTH) with the functional dependencies 
BANK1 : MONTH --> FIRSTCHECKNO; FIRSTCHECKNO-> AMOUNT, 
BANK2 : MONTH-" SECONDCHECKNO; SECONDCHECKNO -> AMOUNT, 
BANK3 : MONTH ~ THIRDCHECKNO; THIRDCHECKNO ~ AMOUNT. 
In general, it is possible to do a horizontal decomposition for any numerical 
dependency R : X -~ k y by (possibly arbitrarily) ordering the subrows r[ Y] for each 
r[X]. 
Next we consider constraint checking. Suppose that we are given a numerical 
dependency R : X ~ k y and a table T for R. We can determine if X ~ k y holds in 
T by searching (the XY-components of) the table. Using first-order logic, we can 
take the union of the set of atomic formulas representing the tuples of T and the 
inequalities for distinct constants as well as the formulas for X ...~ky. This set is 
inconsistent if and only if X ~ k y does not hold in T. Hence, we can use a theorem 
prover to test the integrity constraint. An inconsistency would be the result of 
resolving the formula for the k-dependency with unit clauses. It is therefore sufficient 
to use a unit resolution theorem prover [3] even though the formula for the 
k-dependency may not be Horn. Basically, using such a theorem prover is equivalent 
to searching the table. 
Note that if a database is updated, a deletion cannot falsify a numerical depen- 
dency, but an insertion can do so. In [14], a general method is presented which can 
be used to check if a database instance satisfies an integrity constraint after an 
update, assuming that it did so before the update. This method (in most cases) 
yields a simplified form of the integrity constraint that is easier to check than the 
original one. In our case, let us assume that the constraint is the numerical depen- 
dency R:X-.->kY and expressed as a formula at the beginning of the section. Now 
suppose that we insert a new row r into R with r[X] = a, r[ Y] = b, and r[Z] = c. 
The simplified form of the formula is built by applying certain substitutions (using 
the inserted tuple) and simplifications to the integrity constraint. In this case we 
obtain the formula 
Vyl . . .VykVZl .  • • VZk [ (  V -R(a ,  yi, zi) v b=yi 
i==1 i l l  
v( v 
l~rn<n~k 
Essentially this formula states that, in addition to the new row, either there are less 
than k rows with X-value a or, for any k such rows, either two Y-values are 
identical or one equals b. 
Finally, we consider numerical dependencies in semantic query evaluation for 
deductive databases. Here we fol lowthe work presented in [2] where 'residues' are 
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associated with the axioms which define predicates based on integrity constraints. 
These residues can then be used to simplify the evaluation of some queries. (Actually, 
this method can also be useful for nondeductive databases.) We give an example 
to illustrate this concept. Let the axiom be 
R(x, y) & R(x, y')-> V(x, y, y'), 
and let the integrity constraint be R : X __>2 y, that is, 
R(x, Yl) & R(x, Y2) & R(x, Y3) -> Yl = Y2 v Y2 = Y3 V Yl = Y3- 
In this case the residue turns out to be 
R(x,  Y3) -> Y = Y' V y' = Y3 V y = Y3, 
which means that whenever both V(x, y, y') and R(x, Y3) are true, then two of 
Y, Y', Y3 must be equal. In particular, if the query is {(y, y')[ V(a, y, y')}, where a is 
a constant and we have the answers (b, b), (b, b'), (b', b), (b', b'), then there cannot 
be any more answers and the search may stop. 
The termination problem refers to the detection of the point when all the solutions 
have been found; this problem may be particularly difficult in the presence of 
recursive axioms [12]. Numerical dependencies may be helpful even in the presence 
of recursive axioms to" obtain a termination condition. We give a simple example. 
Let StmPART(X, Y) be a relation whose intended meaning is that X is a subpart 
of Y. Suppose now that we have a recursive axiom 
SUBPART(U, V) & SUBPART(t~, W) -"> SUBPART(U, W) 
concerning SUBPART in addition to other information such as the existence of 
specific tuples in SUBPART. Let one integrity constraint be the numerical dependency 
on SOBPART meaning that every part can have at most three subparts, namely 
SUBPART: y~3X. Now consider the query {x[SuBPART(X, a)} for some constant 
a. If at some point during the evaluation we have three answers, then the search 
can be terminated (see also [11], where the evaluation of queries with a known 
maximal number of solutions is considered). 
7. Summary 
We have shown in this paper that numerical dependencies naturally occur in 
some databases as integrity constraints. We proved that there does not exist a finite 
set of sound and complete rules for numerical dependencies, even if we restrict our 
attention to 1- and 2-dependencies only. We also demonstrated that nontrivial 
nonfunctional numerical dependencies are not expressible by Horn formulas in 
first-order logic. Finally, we gave applications of numerical dependencies todatabase 
design, constraint checking, and query evaluation. 
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