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Abstract 
The goal of this paper is to propose observer-based 
controllers, either in state-space form or in polyno- 
mial representation, for fractional differential sys- 
tems. As for linear differential systems of integer 
order, polynomial representation will allow us to  
take advantage of the Youla parametrization in or- 
der to  asymptotically reject some perturbations. 
This will be illustrated on a worked-out example. 
to  asymptotically reject some perturbations. The 
polynomial representation can be compared to  the 
module theoretic framework using operational cal- 
culus, developped in PJ]. In the last part, we illus- 
trate our results on the case study of a mechanical 
system made of an oscillator with both classical 
fluid damping of order one and frictious damping 
of order one-half. 
1 Observer-based controllers for fractional 
differential systeims in state-space form 
Introduction 
The fractional differential systems we consider 
have previously been defined in [I, 2, 31 where the 
stability question was solved both from an alge- 
braic and an analytic point of view. Moreover 
controllability and observability notions for such 
systems, given in state-space form or in polyno- 
mial representation, were defined in [4, 31. 
Making use of these controllability and observabil- 
ity properties, we are able to  build state-feedback 
controllers, asymptotic observers and more gener- 
ally observer-based controllers to  solve regulation 
or tracking problems. 
The paper is organized as follows: the first part 
presents the theory of observer-based controllers 
for fractional differential systems in state-space 
form, which was announced in [5]. The second 
part is devoted to observer-based controllers for 
fractional differential systems in polynomial rep- 
resentation, and takes advantage of the Youla- 
Jabr-Bongiorno parametrization [6, 7, 81 in order 
In this section, we recall useful criteria for struc- 
tural properties of fractional differential systems 
such as stability, controllability and observability. 
We then apply them to  the design of static state 
feedback controllers, the design of asymptotic ob- 
servers and the synthesis of observer-based con- 
trollers. 
1.1 Some structural results 
We recall some structural results on the system: 
where 0 < cv < 1, U E Wm is the control, x E W" is 
the state, and y E Rp is the observation. Moreover 
d"x is the smooth derivative of order cr of x (see 
[l, lo]), which proves to  be at least continuous if 
x has a locally integrable first derivative: 
where r denotes the u.sual Euler Gamma function. 
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Let us recall the following important properties, a 
detailed proof of which can be found in [a, 41 for 
example: 
0 System (1) is asymptotically stable iff 
I arg(spec A) I > a7r/2, 
(in this case the asymptotics of the state 
displays a so-called ultra-slow behaviour: it 
goes like t-CY as t tends to  infinity, which 
is much slower than any exponential decay, 
and very typical for fractional differential 
systems). 
A 
0 System (1) is controllable iff C = 
[B AB 
(in this case, an explicit formula can be given 
for the control; a fractional definition of the 
controllability Gramian is therefore being 
used). 
An-'B] has rank n, 
r c i  
I c:A 1 0 System (1) is observable iff 0 i? 
1CAn-' j 
has rank n, 
(in this case, an explicit formula can be given 
for the initial state recovery; a fractional def- 
inition of the observability Gramian is there- 
fore being used). 
1.2 Static state feedback controller 
The aim is t o  change the dynamics of the sys- 
tem (l), or equivalently t o  place the spectrum of 
A - B K ;  in other words we want to stabilize sys- 
tem (1) with a control law U = -K z + r .  We have 
the following result: 
Theorem 1. System (1) is  stabilizable by  static 
state feedback i$ the uncontrollable modes of A are 
asymptotically stable. 
The proof can be established as in the usual integer 
order case, since it involves algebraic properties of 
the pair (A ,  B )  only. 
Remark 1.1. In particular if (A ,  B )  is control- 
lable, the spectrum of A - BK can be assigned 
anywhere in the complex region of asymptotic sta- 
bility I arg(a)l > an/2. 
1.3 Asymptotic observer 
The aim is t o  build a fractional differential system, 
the state i of which asymptotically converges t o  
x, with the following dynamics: 
d"P = A i  + BU - L ( 6 - 9 )  
y = ci 
Theorem 2. System (1) is  detectable by  an 
asymptotic observer ig the unobservable modes of 
A are asymptotically stable. 
The proof can be established as in the usual integer 
order case, since i t  involves algebraic properties of 
the pair (C, A)  only. 
Remark 1.2. In particular if (C, A) is observable, 
the spectrum of A - LC (i.e. the  matrix of dy- 
namics of the state error P - x) can be assigned 
anywhere in the complex region of asymptotic sta- 
bility I arg(a)/  > an/2. 
1.4 Observer-based controller 
Now replacing z by its estimate i in the control 
law, i.e. taking U = -K P+r, leads t o  an observer- 
based controller for which we can formulate the 
following separation principle: 
Theorem 3. An observer-based controller can be 
synthesized for system (1) i$ the non asymptoti- 
cally stable modes of A are both controllable and 
observable. 
The proof is straightforward when expressing the 
global system in the appropriate basis, namely: 
[ -  x 1 - [A-oBK -BK 1 
x - x  A - L C  d" 
+ [:] 
Y = [c O ] [ . z  5 - - 2  ] 
2 - 2  x l  
Hence the global dynamics is determined by 
spec(A - B K )  U spec(A - LC) 
which is nothing but the classical separation prin- 
ciple. 
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2 Observer-based controllers for fractional 
differential systems in polynomial 
representat ion 
In the multivariable case, when the poles of A - 
BK and A-LC are placed from an observer-based 
controller synthesis (see section 1.4), some degrees 
of freedom are left : nd = n(m + p - 2). 
As for classical linear differential systems of inte- 
ger order these degrees of freedom will be used to 
place some zeros in the closed-loop transfer func- 
tions from perturbations t o  outputs, called regula- 
tion zeros, in order to asymptotically reject some 
perturbations. 
The Youla-Jabr-Bongiorno parametrization of the 
controller turns out t o  be very appropriate for this 
task and is easily obtained from a polynomial rep- 
resentation of the fractional differential system. 
2.1 Notion of zeros 
A transfer function of the input/output relation of 
a scalar system (1) is 
with 
a 
O = S  
The zeros of the system are the complex roots of 
.(a) = 0. 
For example, when Q! = 1/2, a zero iocated at 
o = 0 enables t o  asymptotically reject Yl(t) = 
l t>o the Heaviside unit step; a double zero lo- 
cated a t  o = 0 also enables t o  asymptotically re- 
ject Y3/2(t) c( &; a triple zero at o = 0 also 
enables t o  asymptotically reject Y2(t) = t+ the 
unit slope, and so forth. 
To prove this, we use the input U ( s )  = s-O, 
compute the corresponding output Y ( s )  and use 
the final value theorem for a stable system 
limt++w y(t) = lim,,o+ s Y ( s )  with sY(s )  = 
a"l-P)n(a)/d(a). 
2.2 Some structural properties 
A fractional differential input/output relation can 
be written in a polynomial representation of the 
following form: 
Y = w 5  (2) 
where 5 E Rfi is the partial state (see for example 
[ll, 81). Let us  recall that:  
System (2) is BIB0 (bounded input- 
bounded output) iff 'do, I arg(o)l < a7r/2, 
d e t P ( o )  # 0 when the triplet (P,Q,R) is 
minimal; otherwise, the criterium applies to 
the minimum dlegree polynomial d(o)  of the 
denominator of the irreducible form of the 
transfer matrix R(a) P-' (a)& (a). 
System (2) is controllable iff P and Q are 
left coprime; 
in this case, system (2) is equivalent to a 
canonical polynomial controller form: 
(3) 
Pc@) Sc = U 
Y = R c ( o ) S c  
System (2) is 'observable iff P and R are 
right coprime; 
in this case, system (2) is equivalent to a 
canonical polyinomial observer form: 
Therefore if (2) is supposed to be minimal, then 
the following Bezout identity holds: 
Po(o)E0(a) +Q o ( ~ ) F o ( ~ )  = 1 
Po (a) &(a) = Qo (,)pc (0) 
( 5 )  
(6) 
and the following identity is true: 
2.3 Youla parametrization of the controller 
This Youla parametrization, which will be pre- 
sented now, has been used in [7] t o  stabilize a dou- 
ble inverted pendulum with asymptotic rejection 
of some perturbations. 
Since we want t o  asymptotically reject some per- 
turbations, let us consider the perturbed polyno- 
mial representation: 
Po(,) Y = Q o ( 0 )  U +  Q w ( 0 )  w (7) 
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where w E Rd is a disturbance vector which di- 
rectly acts on the dynamics. 
We also consider an error measurement vector v E 
RP which directly acts on the output y; after some 
tedious computations (see [8, section 8.7.1) the 
general perturbed polynomial representation takes 
the following controller form: 
pc(a) Cc = U + Fo(a)Qw(a) w (8) 
Y = % ( a )  Ec + EO(a)Qw(a) w + v (9) 
where E, and F, are given by (5). Th' is represen- 
tation is well adapted t o  the computation of the 
closed-loop transfer functions, the feedback law 
being expressed directly from the partial state E,. 
More precisely we consider the most general linear, 
rational and causal control law of the form: 
where r is some reference signal. For the control 
law to be causal, P and 0 are such that:  
F(o)-'Q(a) is strictly proper (11) 
Let us denote 
A(a) = PP, + QR, (12) 
an arbitrary m x m polynomial matrix; A will be 
chosen such tha t  the roots of its determinant are 
the closed-loop poles. We can take for example 
those of A - BK and A - LC obtained from a 
classical observer-based controller design (see sec- 
tion 1.4). 
Moreover P,  and R, being right coprime, there 
exists Po, Qo such that  
POP, +&OR, = A (13) 
Then, for a prescribed A, the general solution of 
(12) is obtained from a particular solution given 
by (13), as follows: 
(14) 
P = Po + AQo 
Q = QQ - AP, 
making use of (6). In (14), A is a free polynomial 
matrix, which can suitably be chosen in order to 
place some regulation zeros, the poles remaining 
unchanged. 
2.4 Transfer matrix of perturbations to 
outputs 
We are now interested in the real output g = y - 
v .  Replacing in (10) the controller form (8)-(9) 
and using ( l a ) ,  we obtain the different transfer 
functions: 
Q = Trg r + Twg w + Tvg v 
with 
3 A worked-out example 
We now illustrate our results with the case study 
of a mechanical system composed of an oscillator 
with both classical fluid damping of order one and 
frictious damping of order one-half: 
f + a i  + pd% + yz = U (18) 
The measured outputs y are position z and speed 
2, which can be physically measured, contrarily to 
d1I2z. 
Remark 3.1. For technical reasons, namely regu- 
larity conditions (see [5 ] ) ,  it will be assumed that  
d1 /2z (0 )  = 0 and d 1 / 2 i ( 0 )  = 0. 
3.1 State-space form of the system 
In this system a = 1/2, the state 2 = 
[z d1l2z i d1 /2 i ] '  has dimension n = 4,  the 
input U is a scalar m = 1 and the outputs y = 
[z  il'have dimension p = 2. 
The matrices of the state-space form (1) 
1 0 0  
A =  [ i  y ]  B =  
-7 -p --cy 0 
%re: 
0 "I 1
The open-loop system is assumed t o  be unstable, 
in the sense that  there exists U E spec(A) such 
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that  I arg(a)l 5 n/4 and a4+aa2+/3a+y = 0. The 
triplet (A ,  B, C) is clearly minimal, thus permit- 
ting the construction of any observer-based con- 
troller with appropriate pole placement, as pre- 
sented in section 1.4. 
Let us point out tha t  the number of degrees of 
freedom left to place some regulation zeros is nd = 
n(m + p - 2) = 4. We will present the polynomial 
representations of this system in section 3.2 and 
compute Youla parametrization of the controller 
in section 3.3 in order to place some regulation 
zeros in section 3.4. 
3.2 Polynomial representations of the sys- 
tem 
The canonical polynomial observer form (4) is eas- 
ily obtained from (18) with: 
The canonical polynomial controller form (3) is 
given by: 
e, = z P, = a4+aa2+pa+7 and R,  = 
We will denote P 1  = 1 and P 2  = a2 the compo- 
nents of R,. 
b21 
It can be easily checked that  (6) holds, and that  
the solution of the Bezout identity (5) is given by: 
- - 
E,= I '1 and F, = [a2 + (Y 13 -1 0 
The error on the dynamics is supposed t o  act as a 
perturbation on the control U, therefore we choose 
Qw = Q,, in (7); there is also a measurement error 
on the output y as in (9). 
3.3 Youla parametrization of the controller 
Let us parameterize the controller t o  point out the 
nd = 4 degrees of freedom. 
The closed-loop polynomial A(a)  being fixed, we 
have t o  find the expression (10) of the controller, 
more precisely we have to find polynomials P and 
Q = [ql q 2 ]  such that:  
P(,>PC(,) + q l ( a ) P l ( a )  + q 2 ( 4 P 2 ( 4  = A ( 4  
(19) 
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3.3.1 General solution: if Po, qy, qi are 
a particular solution, we have: 
(Po - P)PC = ((71 - 4 ? ) P 1 +  ( q 2  - q 3 P 2  
(20) 
Moreover, P 1  and P2 being coprime, there exists 
polynomials rl and 19 allowing the following de- 
composition for P,: 
r 1 P 1  -t r 2 P 2  = -P, (21) 
A solution is for example: 
rl = -Pa - y and r 2  = -a2 - a, 
Multiplying (21) by P - Po, we obtain: 
(P - PIP, = ( P  -- P o ) q  ( P  - P 0 ) r 2  ~2 
(22) 
Equations (20) and (22) are Bezout relations with 
respective solutions q1 - qy, q 2  - 420 on the one 
hand and ( P  - p ) , r l ,  ( p  - P ) r 2  on the other 
hand; consequently there exists polynomials I (  a) 
and k(a) such that: 
P = P0+1 (23) 
4 1  = 4 Y f h  + k P 2  (24) 
4 2  = 4; + l r 2  - kP1 (25) 
which is the general parametrization referred to in 
(14). 
3.3.2 Particular solution: we now seek 
a particular solution of 
A = + 4 y P 1  + q i P 2  (26) 
We apply the division algorithm A = POPc + ro 
with d0ro < d0Pc = 4; then a unique solution of 
ro = q1)/31 + q!$2 must be found, involving: 
do& < do,& = 2 (27) 
do& < d"P1 = 0 (28) 
which yields do& 5 1 and c& = 0. 
Now let us perform a careful analysis on the de- 
grees of the polynomials. Let ii = d o n ,  then from 
(23 ) - (25 )  we get: 
d"q1 = max(1, dol + 1, d"k + 2 )  
d0q2 = max(d"Z + 2, d'k) 
d"P = m a x ( d " p ,  dol) = max(n - 4, dol )  
Considering strict causality condition (11), which 
writes here d”P > dOql and d ” P  > d”q2, some 
computations lead to: 
n - 4  > d01+2 (29) 
a - 4  > d ” k + 2  (30) 
Note that  when n = 8 as in our example, we find 
dol 5 1 and dok _< 1, which gives exactly 4 degrees 
of freedom, as expected. 
3.4 Placement of regulation zeros 
From (16)-(17) the transfer functions from the per- 
turbations to the outputs are: 
In order to asymptotically reject a step pertur- 
bation w on y1 = z ,  we can choose 1 such that  
p(0) = 0. On y2 = i a slope will be naturally 
rejected (see section 2.1). 
Moreover if we want to  asymptotically reject a per- 
turbation w of the form ,& on y1 = 2, we could 
take 1 such tha t  P(0) = 0 and P’(0) = 0. In this 
case, a perturbation w = t;l2 would be asymptot- 
ically rejected on y2 = 2. 
The same kind of analysis can be performed for 
the perturbation v2 on z and i by using the two 
remaining degrees of freedom left by k ( a )  .
From (24) we can see that  no choice of k would 
allow to asymptotically reject a step perturbation 
V I  on z ,  since d0P2 = 2. 
Remark 3.2. Anyway it can be noticed from (19) 
that  the choice P(0)  = 0, qI(0)  = 0 and qz(0) = 0 
is impossible, otherwise it would lead t o  the exis- 
tence of an unstable closed-loop pole 0 = 0. 
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