In this research, usual Sturm-Liouville problems are extended for symmetric functions so that the corresponding solutions preserve the orthogonality property. Two basic examples as special samples of a generalized Sturm-Liouville problem are then introduced. The first example generalizes the associated Legendre functions having extensive applications in physics and engineering and the second example introduces a generic differential equation with various sub-cases having orthogonal solutions. For instance, this generic equation possesses a symmetric differential equation containing a basic solution of symmetric orthogonal polynomials.
Introduction
Let us start our discussion with the boundary value problem k(x)y n (x) + (λ n ρ(x) − q(x))y n (x) = 0; k(x) > 0, ρ(x) > 0,
defined on an open interval, say (a, b), which has the boundary conditions α 1 y n (a) + β 1 y n (a) = 0, α 2 y n (b) + β 2 y n (b) = 0,
where α 1 , α 2 and β 1 , β 2 are given constants and k(x), k (x), q(x) and ρ(x) are to be assumed continuous for x ∈ [a, b].
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In general, this problem is called a regular Sturm-Liouville problem. Also, if one of the boundary points a or b is singular (i.e. k(a) = 0 or k(b) = 0), the problem is called a singular Sturm-Liouville problem.
Suppose y n (x) and y m (x) are two sequences of the solutions (eigenfunctions) of equation (1) . According to Sturm-Liouville theory [1, 2] , they are orthogonal with respect to the weight function ρ(x) on (a, b) under the given conditions (2) and we have 
Many important special functions in theoretical and mathematical physics are the solutions of a regular (or singular) Sturm-Liouville problem that satisfy the orthogonality condition (3) . For instance, one can point to the associated Legendre functions [1] , Bessel functions [1, 2] , Fourier trigonometric sequences [3] , ultraspherical functions [4, 5] , Hermite functions [4, 5] and so on. Fortunately, most of these functions have the symmetry property, namely y n (−x) = (−1) n y n (x), and have found important applications in physics and engineering, see e.g. [1, 2] for more details. Therefore, if we can here generalize the mentioned examples symmetrically and preserve their orthogonality property, it seems that we will be able to find some new applications in physics and engineering that logically extend the previous applications. In this article, by doing this task, we introduce some generalized classical symmetric orthogonal functions and obtain their orthogonality properties.
A symmetric generalization of Sturm-Liouville problems
Without loss of generality, let y = n (x) be a sequence of symmetric functions that satisfies the following differential equation
where A(x), B(x), C(x), D(x) and E(x) are arbitrary functions and {λ n } is a sequence of constants. Clearly choosing E(x) = 0 in equation (4) is equivalent to the usual Sturm-Liouville equation (1) . Since n (x) is a symmetric sequence, by substituting the property n (−x) = (−1) n n (x) in equation (4), one can conclude that the functions A(x), C(x), D(x) and E(x) are even while B(x) must be an odd function. We will frequently use this note in the paper.
To prove the orthogonality property of n (x), first both sides of equation (4) should be multiplied by the positive function
in order to convert it in the form of a self-adjoint equation. Note that R(x) in relation (5) is an even function, because B(x) is odd and A(x) is even. Therefore, the self-adjoint form of equation (4) becomes
Since A(x) R(x) is an even function, the orthogonality interval corresponding to equation (6) should be considered symmetrically, say [−θ, θ]. Hence, by assuming that A(x) R(x) vanishes at x = θ and applying the Sturm-Liouville theorem on equation (6) we have
Obviously the left-hand side of equality (7) is zero. So, to prove the orthogonality property, it is enough to show that the expression
is always equal to zero for every m, n ∈ Z + . For this purpose, in general four cases should be considered for m and n:
a) If both m and n are even (or odd), then F (n, m) = 0, because we have F (2i, 2j) = F (2i + 1, 2j + 1) = 0. b) If one of the two mentioned values is odd and the other one is even (or conversely) then
But in relation (9) , E(x), R(x) and 2i (x) are even functions and 2j +1 (x) is odd. So, the integrand of (9) is an odd function and consequently F (2i, 2j + 1) = 0. This result similarly holds for the case n = 2i + 1 and m = 2j , i.e. F (2i + 1, 2j) = 0. By noting these themes, the main theorem of the paper can be expressed as follows:
The symmetric sequence n (x) = (−1) n n (−x), as a specific solution of differential equation (4) , satisfies the orthogonality relation
where
denotes the corresponding weight function and is a positive (for C(x) > 0) and even function on
Here is a good position to present some practical examples that generalize the well-known symmetric orthogonal functions and preserve their orthogonality property. Sections 3 and 4 introduce two basic examples in this regard.
A symmetric generalization of the associated Legendre functions
The associated Legendre functions satisfy the differential equation
where μ n are eigenvalues and υ is a constant parameter [3, 1] . These functions play a key role in the potential theory. In general, there are three types of solution for equation (12) depending on different values of μ n and υ: i) If μ n = (n + α)(n + α + 1) and υ = α 2 ; n ∈ Z + , α > −1 are considered in equation (12) then the corresponding solution is indicated by
where P (α,α) n (x), known as ultraspherical polynomials, is a special case of Jacobi polynomials [4, 5] 
for α = β. In this way, solution (13) satisfies the orthogonality relation
ii) If μ n = n(n + 1) and υ = m 2 ; m, n ∈ Z + then equation (12) has a solution as
in which P n (x) = P (0,0) n (x) denotes the Legendre polynomials [2] . Moreover, according to [1] , solution (16) satisfies the orthogonality relation
iii) Finally if μ n = n(n + 1) and υ = α 2 ; −1 < α < 1 are selected in equation (12), the related solution takes the form
and satisfies the relation
Now, to extend the associated Legendre functions, it is sufficient in the main equation (4) to choose
and then apply the theorem 1 to establish the orthogonality property on the same interval [−1, 1]. To do this, let n (x) = Q n (x; υ, E(x)) be a known solution of differential equation
According to theorem 1, we have
provided that the arbitrary function E(x) is even. Evidently various options can be selected for E(x), which are directly related to the orthogonal sequence Q n (x; υ, E(x)). For example, choosing the even function E(x) = 0 gives one of the three cases of usual associated Legendre functions, stated previously. A further special example is when E(x) = E(−x) = −2/x 2 . This case is introduced and studied in section 4, part (a) in more detail. The sequence Q n (x; υ, E(x)) (as a known solution of equation (21)) is now orthogonal under the predetermined condition E(−x) = E(x). Hence, it can be applied in the theory of the expansion of functions, as many boundary value problems of mathematical physics are solved by using the expansion of functions in terms of the eigenfunctions of a Sturm-Liouville problem. So, if we assume
then according to property (22), the unknown coefficients q n are found as
A generic differential equation and its orthogonal solutions
In this section, by using the main differential equation (4) and theorem 1, we are going to introduce a fundamental class of symmetric orthogonal functions that generates almost all known symmetric sequences of orthogonal polynomials. Thus, let us start with a second-order differential equation, which is introduced in ref. [6] , as
It is clear that equation (25) is a special sub-case of equation (4) for 
and λ n = −n (r + (n − 1)p). According to [6] , the polynomial solution of equation (25) is as
where neither both values q and s nor both values p and r can vanish together. From the solution (27) one can conclude that the leading coefficient of polynomials is
Therefore, for instance, the monic polynomials of (27) for n = 0, 1, . . . , 5 are respectivelȳ
Moreover, in [6] we showed that the monic polynomials
satisfy the recurrence relation
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On the other hand, since the form of recurrence relation (31) is explicitly known, the Favard theorem [4] can here be employed to design a generic orthogonality relation for the monic polynomials (30) as follows
is the related weight function. Note that according to relations (5) Here we should add that the weight function (34), as an analogue of Pearson distributions family [2, 5] , can be investigated from a statistical point of view. This function satisfies a first-order differential equation of the form
After the introduction of this section, we can now introduce a generic differential equation and investigate its orthogonal solutions. Without loss of generality, let us consider the following differential equation
in which a, b, c, d, λ and β are real numbers and {α n } is a sequence of constants. First it is clear that equation (36) is a special case of the main equation (4) for
But, our main aim of defining equation (36) is to find some conditions under which the general solution of the foresaid equation satisfies the conditions of theorem 1. For this purpose, we should reconsider equation (25) and suppose that x = t λ/2 . By substituting 
Here, for convenience, let us assume in equation (39) that
Hence, the equation is transformed to the same equation as (36) with parameters
and has the general solution
Now, the necessary conditions for the solution of the equation corresponding to (41) in order to satisfy the conditions of theorem 1 are respectively that:
i) The general solution (42) must be symmetric.
ii) The coefficients of equation (36) must alternatively be even and odd.
Consequently we should have
Under these conditions, many options can be selected for λ. For instance, if λ = 2/3 in relation to (42), then the differential equation
has a general solution as
which is symmetric and satisfies the conditions of theorem 1. Therefore, it has a corresponding weight function as
Moreover, substituting x = t 1/3 into relation (29) gives the orthogonality property of this sequence of symmetric orthogonal functions as
Note that the right-hand side of (47) can be computed by referring to (32). But there are generally four special sub-classes of polynomials (27) (and consequently the main sequence (42) for λ = 2) that are orthogonal with respect to four special sub-solutions of equation (35). The main properties of these sub-classes are respectively summarized in the following sections (a), (b), (c) and (d).
a) First subclass: generalized Ultraspherical polynomials (GUP)
These polynomials were first studied by Chihara [4] . He obtained their main properties by applying a direct relation between them and Jacobi orthogonal polynomials. To study GUP individually we refer the readers to [7] [8] [9] .
By replacing the characteristic vector
in the main sequence (42), the explicit form of the monic GUP is revealed as
These polynomials correspond to the weight function
and satisfy the orthogonality relation
From relation (52), one can deduce that the constraints on the parameters u and v are respectively u + 1/2 > 0, (−1) 2u = 1 and v + 1 > 0. Note that B (u, v) in this relation denotes the Beta integral [2] and (u) denotes the gamma function [1] . Finally the polynomials GUP satisfies the differential equation
which is evidently a special case of the generic differential equation (36) for the initial vector (48) and parameters (41). But, as we reminded in section 3, there is a special case for E(x) in equation (21) that can be derived from equation (53). To generate this special case, first we should define the following sequence
If this sequence is replaced into equation (53), after some calculations we get
By comparing equation (55) with (21) one can conclude that the sequence
is a general solution of equation (24) for μ n = (n + b + 1)(n + b + 2), υ = b 2 and E(x) = −2/x 2 . Consequently, substituting these values into orthogonality (22) and noting the relation (51) yields
b) Second subclass: generalized Hermite polynomials GHP differential equation is a special case of the generic equation (36) for λ = 2, p = 0, q = 1, r = −2 and s = 2 u so that we have
According to relations (27) and (28), the explicit form of the monic GHP is as
that corresponds to the weight function
Thus, substituting the relations (59) and (60) in (33) when θ = ∞ yields
It is clear that the orthogonality (61) is valid when u + 1/2 > 0 and (−1) 2 u = 1. To study GHP individually see [4, 9, 5] .
c) Third subclass: a finite class of symmetric orthogonal polynomials on (−∞, ∞)
There are two finite classes of symmetric orthogonal polynomials that are particular sub-cases of functions (42) and can be considered as two independent generalized Sturm-Liouville problems. Usually finite orthogonal polynomials are less known in the theory of special functions. To study this kind of polynomials see e.g. [10] . The first sequence of finite symmetric orthogonal polynomials can be defined by the initial vector
which results the differential equation
This equation is evidently a special case of the generic equation (36) and therefore has an explicit polynomial solution as
According to theorem 1, if the equation (63) is written in self-adjoint form, the following term must vanish on (−∞, ∞), i.e. we should have
in which
denotes the corresponding weight function. On the other hand, since n (x) is a polynomial of degree n, we have
Therefore, from relation (65) it is concluded that the condition
must always be satisfied. This leads to the following corollary.
COROLLARY The finite polynomial set {S n (p, q, r, s ; x)} n=N n=0 for p = 1, q = 1, r = −2 u − 2 v + 2 and s = −2 u is orthogonal with respect to the weight function
The above corollary and using Favard theorem yield the orthogonality relation 
Weight function:
Orthogonality relation:
if and only if N = max{m, n} ≤ u − 1/2.
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As observed, each of polynomial classes of sections (a), (b), (c) and (d) were particular sub-cases of a symmetric generalized Sturm-Liouville problem. However, since all weight functions of presented polynomials were even functions, the condition (−1) 2 u = 1 is always necessary. Hence, we can also consider the mentioned weights respectively as |x| 2 u (1 − x 2 ) v , |x| 2 u e −x 2 , |x| −2 u (1 + x 2 ) −v and |x| −2 u e −1/x 2 .
Conclusion
In this paper, we proved that the usual Sturm-Liouville problem with the boundary condition α 3 y(θ) + β 3 y (θ ) = 0 ; −θ < x < θ, provided that the solution of latter differential equation has the symmetry property y n (−x) = (−1) n y n (x). Then, we presented two basic examples to show the advantage of extending Sturm-Liouville problems for symmetric functions. Finally note that the extension of Sturm-Liouville problems for discrete variables is also possible.
