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Elman（1991）と Rohde and Plaut (1999) の再検証 
 
Re-Examining Elman (1991) and Rohde and Plaut (1999)  







Elman (1991), using his Elman Net, showed that in order to 
complete the task of learning relative pronouns it is necessary to 
grade input based on the ratio of complex sentences to simple 
sentences. However, Rohde and Plaut (1999) argued that such a 
graded input is not necessary with semantic constraints. This study 
re-examines Elman’s claim that graded input is necessary if semantic 
factors are eliminated and grading is not based on the ratio of 
complex sentences to simple sentences, but rather on the complexity 
of sentence structure. In Study I, the Elman Net was used, and it 
failed to complete the task both with and without graded input. Thus, 
Study II used a modified Elman Net with ACC monitoring function 
(Ishizaki & Nakamura, 2019, 2020), which still failed to complete the 
task both with and without graded input. Finally, in Study III, a 
modified Elman Net with DLPFC monitoring function was used, and 
it completed the task with graded input; however, it still failed to 
complete the task without graded input.   
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1.2 Elman (1991) 
コネクショニズムでのシミュレーションのためにコンピュータ上に構
築される神経細胞のネットワークは，提示する課題によってタイプが異
















前に入力された信号が A であれば AB，A’であれば A’ B というように隠
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れ層において区別できるようになる（Figure 1 を参照）。 
 
 
Figure 1. エルマンネットの構造 































まず，第 1 段階では，関係詞節を含まない単文のみ 10,000 文をネット
ワークに学習させた。第 2 段階では，10,000 文のうちの 1/4 が関係詞節
を含む複文，残りの 3/4 を単文とした。続く第 3 段階では，単文と複文
の割合がちょうど半々になるようにし，第 4 段階では，3/4 が関係詞節
を含む複文，1/4 を単文とした。それぞれの段階が 5 回繰り返され，各
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いない。Elman（1991）と Rohde and Plaut（1999）のどちらにおいて


























下のように 6 ビットでコード化する（Table 1 を参照）。 
 
Table 1. コード変換表 
記号（品詞） コード 
S （主語） 1 0 0 0 0 0 
Vi（自動詞） 0 1 0 0 0 0 
Vt（他動詞） 0 0 1 0 0 0 
O（目的語） 0 0 0 1 0 0 
R（関係詞） 0 0 0 0 1 0 




ミュレーションを行う。この tlearn は，Windows や Mac といった汎用
性の高い OS上で動作し，操作方法についても Plunkett & Elman (1997) 
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ついては Figure 2 を参照） 
 
 








とに入力信号ファイルを作成する（Table 2 を参照）。 
第 1 段階では①と②の 2 種類の単文がトレーニングの対象となるが， 
①の文を表すには 3 つの記号（S と Vi と.）が使われているので 3 回の
信号提示（sweep という）が必要となる。この 3 sweeps が 1 セットと
なる。②の文については 4 つの記号（S と Vt と O と.）が使われている
ので，4 sweeps が 1 セットとなる。そのため，第 1 段階の入力信号ファ
イルでは①（3 sweeps）と②（4 sweeps）それぞれに対し 10 セットず
つ（計 70 sweeps）を用意する。第 2 段階では，第 1 段階の 2 種類の単
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れの文を 10 セットずつ（計 270 sweeps）で入力信号ファイルを用意す
る。第 3 段階の入力信号ファイルでは，第 2 段階までの 5 種に，主節の
主語に関係詞節が付く複文（全 6 種）を追加し，それぞれの文を 10 セ
ットずつ（計 640 sweeps）用意する。第 4 段階では，第 3 段階までの
11 種に，主節の主語と目的語の両方に関係詞節が付く複文（全 9 種）を
追加し，それぞれの文を 10 セットずつ（計 1,480 sweeps）用意する。
作成した入力信号ファイルでは，これらのセットがランダムに配置され








について 15,000 回のトレーニングを行う。sweeps に換算すると，第 1
段階では 105,000 sweeps になる。第 2 段階では，トレーニング実行の
際のオプション設定（Training Options）で，第 1 段階終了時点でのユ
ニット間の結合強度を呼び出し，そこを起点として新たに第 2 段階の入
力信号ファイルでトレーニング（405,000 sweeps）を行うことで段階的
な学習を模擬する。続く第 3 段階では，第 2 段階終了時点（延べ 510,000 
sweeps）での結合強度を呼び出し，そこを起点として新たに第 3 段階の
入力信号ファイルでトレーニング（960,000 sweeps）を行い，第 4 段階




































ある。例えば，S の後に Vt や R が出力された場合，教師信号が Vi であ
ったとしても，Vt や R でも文法的には正しいため，正解とみなすこと
ができる。但し，S の後に O やピリオドが出力された場合は，文法的に
正しくないため不正解となる。 
                                                  
2 実際のテスティングでは，検証用ファイルを 2 周走らせた結果について分析を行
う。これは，ネットワークが課題を認識するための助走として１周走らせた後，２
周目の出力を見ることで，より課題に則した結果を得るためである。 
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2 段階までは学習を達成できたが，第 3 段階で 1 か所誤りが出て，続く
第 4 段階では 8 か所で誤りが確認された。全体で見ると 9 か所で誤りが
確認された。また，シミュレーションⅡについても学習を達成すること















& Green (2008) によると，バイリンガルが 1 つの言語で話そうとする
場合，もう 1 つの言語を使おうとする衝動を ACC（anterior cingulate 
cortex，前帯状皮質）が抑制していること，またその当該言語をいつど
のように使うのかという意志決定を絶えず行っていることが明らかにな












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ACC を想定した機能を，実験Ⅰで構築した tlearn 上のネットワークに
組み込むことにした。設定ファイル上の修正としては，隠れ層のユニッ
ト数を 10 から倍の 20 に増やし，前半の 10 ユニットは文脈層とは関連
付けず，後半の 10 ユニットのみを文脈層と関連付けた。このことによ
って，文脈層から独立した前半の 10 ユニットの隠れ層が ACC の役割を















いては，第 1 段階では学習を達成できたが，第 2 段階で 1 か所，第 3 段






















いては，第 1 段階では学習を達成できたが，第 2 段階で 1 か所，第 3 段






























































































































































































































































































































































































































































































































































































































































































































































































































































5.1 DLPFC を想定した修正エルマンネット 
石﨑（2011）によると，感覚的処理を経た後，注意を向けられた情報
に対して行われるのが高次の認知的処理で，そのモニターの役割を担っ
ているのが DLPFC（dorsolateral prefrontal cortex，背外側前頭前野）
である。今回の課題のような非常に複雑な文構造の処理については，
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の項目の設定については Figure 8 を参照）。 
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