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ABSTRACT

The ever-increasing availability of large-scale and high-dimensional data offers unprecedented opportunities for data-driven studies across widely differing domains ranging from marketing and
web mining, to bioinformatics and space exploration. Yet, it also poses formidable challenges in
face of storing, organizing and analyzing such data. Often though, high-dimensional data tend to
lie close to some low-dimensional structures. Aside from substantial computational and storage
conservations, discovering such structures also contributes to improved learning and inference performance. A majority of existing work assume linear data models which fail to effectively capture
the complex patterns of real-world problems. Non-linear models on the other hand typically hinge
upon local neighborhood regions, unable to fully understand the global geometry. Furthermore,
the problem of high-dimensional contamination is notably harder for non-linear manifolds due to
their more complex patterns.
This doctoral dissertation studies the manifold learning scheme, where we explore the low-dimensional
non-linear structures hidden in high-dimensional data in the presence of various types of data
contamination such as outliers, gross corruptions, missing entries, noise, etc. We tackle various
problems in this vein including nonlinear outlier detection, manifold clustering, and representative
selection from manifolds, addressing the important shortcomings of the existing methods.
We first develop a remarkably simple, yet powerful outlier identification method for manifold data.
A novel measure is introduced to distinguish inliers from outliers and theoretical guarantees are
provided for effective segregation. This framework is further adapted for manifold clustering. Our
method captures a global understanding of the underlying structure, and outperforms the state-ofthe-art on numerous and structured outliers, noise components, and intersecting manifolds.
Next, we study the problem of representative selection from large-scale high-dimensional data.
iii

Existing techniques share important limitations which motivate us to develop two different approaches to this problem. In both settings, we consider the non-linear structures of the underlying
data and multiple key criteria for the representative subset including descriptiveness and conciseness. However, the two models differ in the data contamination types, with the first one tackling
the presence of outlying points, and the second one considering the gross corruptions. The different nature of these contamination types gives rise to two fundamentally different problem formulations. Aside from convex optimization programs involved in each problem enjoying unique
solutions, we develop two novel scalable implementations which bring about substantial speedups.
The first algorithm is built upon an adaptive refinement scheme of a randomized sketch, while the
second algorithm exploits explicit feature mapping and special structures of the involved matrices. Theoretical analyses provide geometrical characterization of the chosen representatives, enabling insightful interpretations of the proposed methods. Furthermore, we establish probabilistic
guarantees for the employed approximations, laying the groundwork for high quality of the employed approximations. Both sampling schemes outperform the state-of-the-art, experimented on
challenging generative Deep Learning frameworks, as well as a variety of down-stream problems
including classification, clustering, graph community detection, and outlier detection.
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CHAPTER 1: INTRODUCTION

Thanks to the growing availability of large-scale data, Artificial Intelligence and Machine Learning
are edging their ways into our lives. The data often comes in high dimensions; from high-resolution
images consisting of billions of pixels, to web documents and gene expression data with thousands
of features. Notwithstanding an unprecedented development in memory technology and increase
in computing power, the prevailing data deluge continues to outstrip the storage and computation
limits of existing algorithms. Aside from heavy computational and storage requirements, the high
dimensionality of the data adversely affects the performance of learning and inference algorithms
as a result of “curse of dimensionality”. Due to this phenomenon, the number of data points needed
to undertake a sound analysis grows exponentially fast with the dimension of the ambient space.
Furthermore, contaminations such as outliers, gross corruptions, and adversarial perturbations become notably harder to be detected, as they can get easily obscured by the noise effect of high
dimensions.
However, real high-dimensional data are not often distributed uniformly in the ambient space,
instead their probability mass tends to concentrate near regions that have a much smaller dimensionality than the original ambient space. This can be mainly traced back to the data generation
systems or measurement processes, which have only a few degrees of freedom. As an example,
face images of a person from varying viewpoints can be characterized by a few degrees of freedom
associated to the motion parameters of the camera. Discovering such low-dimensional structures
not only substantially saves on the computational cost and memory requirements of the algorithms,
but also contributes to their improved learning and inference performance, as a result of better understanding of the underlying patterns and alleviating the curse of dimensionality. The human brain
confronts the same problem in perception; our nervous system consists of 30000 auditory nerve
fibers and 106 optic nerve fibers, and has to extract small number of perceptually relevant features

1

in our day-to-day life. Various methods have been developed in this realm. A vast majority assume
the data to lie on a (union of) low-dimensional subspace(s) [2, 23, 113, 143, 162]. Nonetheless, in
many practical cases, the data does not follow such linear structures, and the previous methods
cannot properly capture the true underlying structures of the data. To address this issue, manifold
structures have been extensively used in a plethora of machine learning and data analysis tasks
which have given rise to Manifold Learning (ML) techniques [32, 47, 70, 100, 107, 156, 173, 184].
Most of these techniques hinge upon approximation manifolds by a union of lower-dimensional
locally linear patches. Despite their considerable success, these methods rely on local views of
the underlying structure, and consequently, are often challenged with real-life problems such as
handling highly non-linear behavior and data contamination [20, 21, 62, 91, 149, 167]. Moreover,
inability to capture a global understanding of the underlying geometry negatively impacts any attempts to manipulate the problem in the sample space, e.g. the representative selection task.
To address these shortcomings, this dissertation develops novel tools to analyze large amounts
of high-dimensional data that lies on manifold structures in the presence of various types of data
corruptions such as outliers, gross corruptions, missing entries, noise, etc. Building upon this
paradigm, we tackle multiple fundamental problems outlined in the next sections, including robust
manifold learning and outlier detection, manifold clustering, representative selection from manifolds, sketch-based community detection, and sampling from grossly corrupted high-dimensional
data. Our ability to handle such complex structures with scalable implementations will have substantial impact on algorithm development in numerous timely applications where such data prevails
in this era of data deluge, including computer vision, bioinformatics, social networks, etc. The theoretical tools developed in this dissertation will enable us to analyze new problems which was not
possible using the existing tools that largely focused on linear data structures.

2

1.1

Robust Manifold Learning and Outlier Identification

The ability to identify outlier data is a critical task in analyzing data with various applications such
as computer vision, medical diagnosis, and banking [3, 5, 77, 175]. As mentioned before, detecting
outlying elements in high dimensions is more challenging because of the curse of dimensionality. Moreover, high computational and storage costs discourage one from conducting data analysis
in the original representation space. From another point of view, classical dimension reduction
techniques are notoriously sensitive to outliers – in the sense that a few outliers can potentially
cause considerable deviation of the learned model from the true one [103, 129]. Therefore, there
is considerable need for outlier detection methods specifically tailored for high-dimensional data.
Among techniques designed for high-dimensional outlier detection, most build upon linear data
models which limits their applicability to real data and hinders them from effective identification of outliers. ML techniques tackle the non-linearity issue by employing manifold topological
structures, along with non-linear extensions of robust Principal Component Analysis (PCA) that
transform the data into a feature space, where it can be linearly modeled. Independent of the
linear/non-linear model for data, most of the existing methods cannot tolerate a large number of
outliers, since they either build upon the sparsity assumption for outliers, or incorporate local information [38, 201]. Others cannot handle noise contaminations, or dependent/structured outliers
often associated with rare patterns or events of interest in data [161,173]. Moreover, a vast majority
of the existing methods are computationally expensive, as they require a large number of iterations
with high complexity, which limits their scalability to high-dimensional settings [38,102,198,201].
Motivated by these important shortcomings, we propose an effective and simple method for outlier
identification in manifold-governed data types in Chapter 2. Introducing a novel notion of conformity for data points, our approach dubbed Global Conformity Pursuit (GCP) identifies the outliers
by their low overall resemblance to the rest of the data. The global view of the underlying structure
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afforded by this notion enables our method to effectively outperform the existing approaches under
challenging scenarios and various outlier types. Furthermore, the computation of this measure is
remarkably simple and only involves a matrix evaluation. The efficacy of the introduced measure
is proved by theoretical analysis, as well as experimental results on both synthetic and real data.
In summary, GCP is the first manifold learning approach that makes the following advantages
simultaneously:

• We introduce a novel global measure capable of handling non-linearity in the data model.
• GCP enjoys theoretical performance guarantees.
• The involved algorithm is remarkably simple and non-iterative.
• The proposed approach tolerates a large number of random outliers, structured and dependent outliers, and noise components.

1.2

Manifold Clustering

Given a collection of data points lying on multiple manifolds, the goal of clustering is to separate the data according to their underlying manifolds and has bearing on many applications such
as motion segmentations in computer vision, compressive sensing in speech processing, and sensor localization in wireless networks [187, 196]. In addition to the direct purpose of grouping
the data into similar groups, clustering can be used as a fundamental preprocessing tool for many
important tasks such as learning, recognition and inference. As an example, having the points
clustered, one can learn a better characterization of each manifold, or effectively reduce the dimension of data coming from different manifolds separately. The existing work can be roughly
categorized into three categories: subspace clustering approaches (algebraic, statistical, and spectral methods) [33,178,204], adaptation of linear subspace clustering algorithms to a non-linear set4

ting [86,133,134,203] and manifold learning techniques [44,158,174]. Built upon the assumption
that manifolds are well separated and densely sampled, most existing algorithms construct a nearest neighbor similarity graph and assign connected components of the graph to a cluster [7,59,67].
Aside from extreme sensitivity of these method to the neighborhood size, this assumption is often
violated in real datasets. Others require prior knowledge of manifold structures that are often not
available. Also, dimension reduction-based methods fail to successfully cluster the data when a
structure preserving embedding does not exist. Lastly, a majority of algorithms are computationally expensive, as they require a large number of iterations with intensive operations, which limits
their scalability.
Inspired by the superior performance of the proposed measure in separating inliers from outliers in
Chapter 2, we adapt our method to tackle the clustering problem with multiple manifold structures
in Chapter 3. In this successive approach dubbed Manifold Clustering based on Conformity Index
(MCC), we identify points belonging to a single manifold at a time by their higher conformity
indices. In contrast to the usual convention of constructing neighborhood structures for handling
the non-linearity, we employ the Reproducing Kernel Hilbert spaces to effectively calculate our
measure such that it can capture the manifold structure. The global view of the underlying manifold
geometry coupled with its extremely simple algorithm makes MCC superior to the other state-ofthe-art methods. MCC advances the state-of-the-art research in manifold clustering on several
fronts summarized below.

• The clustering is carried out based on a novel measure, gaugeing the overall conformity of
each point to different manifolds.
• A global view of the manifolds components is gained, which in turn affords remarkable
performance in challenging settings of close/intersecting manifolds, sparsely sampled points,
and clusters with the same intrinsic dimensions.
5

• It involved an efficient algorithm by avoiding iterative neighborhood construction.
• The theoretical analysis guarantees effective separation of clusters under mild conditions.

1.3

Representative Selection from Manifolds

Intractable problems caused by the high-dimensional large-scale datasets can be tackled in two
independent directions: feature space, and sample space. With regard to dimensionality, there has
been enormous progress in devising solutions for the analysis and visualization of high-dimensional
data through low-dimensional embedding methods, e.g., Principal Component Analysis, Isomap,
feature selection and dictionary learning algorithms, and embedding techniques via random projections [135, 168, 215, 217]. Another line of research focuses on extracting knowledge from a sheer
volume of data by tapping into the sample space while keeping the dimension intact. Selecting
representative samples aims at reducing the problem size by sub-sampling the data points independently of the dimension, while minimizing the information loss. Substantial computational and
storage conservations are premised on performing the expensive tasks of learning and inference on
reduced sketches in lieu of the full-scale data. Summaries afforded by informative representatives
can also facilitate insightful interpretations of big data and complex systems. Data sketching has
bearing on many applications, including natural language processing [191], recommender systems,
computer vision and pattern recognition [137,200], medicine [105], and marketing [76], and social
networks and graph analysis [78, 108, 163]. One can broadly categorize the existing literature on
subset selection into linear algebraic approaches, diversity-based and clustering-based methods.
Linear algebraic methods typically found their models on the low-rankness of the data collection
and attempt to span the original column space [24, 40, 45, 119]. Diversity-based approaches, on
the other hand, focus mainly on information novelty [18, 46, 87, 145]. Alternatively, the clusteringbased approaches typically use similarity relationship among data points and identify the repre6

sentative as the centroids of the clusters. Despite notable progress in this topic, existing sampling
techniques fall short of drawing representatives that satisfy different aspects of a desirable representative subset. Inability to model non-linearity fundamentally deteriorates the efficacy of most
methods. Many approaches end up choosing uninformative or redundant subsets as a result of
single-criterion formulations and the involved algorithms are often computationally too expensive.
Lastly, while there exist numerous methods that are robust to data perturbations under linear models, no principled approach is known to date to handle such perturbations such as outliers and gross
corruptions in the presence of non-linear data structures.
To address the aforementioned drawbacks, we undertake two studies addressing those limitations
with robustness focus on outlier components in Chapter 4 and gross corruptions in Chapter 6.
Assuming an underlying low-dimensional manifold pattern for the data, in Chapter 4 we model
this problem through a similarity-based multi-criteria approach considering key elements essential
for a good representative subset. Our proposed method, dubbed MOSAIC, builds upon an obtained
representation of the data relations, which encodes the involvement of each data point in preserving the underlying structure of the manifold. Through the formulated optimization program, we
promote descriptiveness of the chosen samples, while penalizing the redundancy among them. We
equip our method with a last procedure that also leverages the structural information of the obtained encoding to introduce a novel identification measure for outliers. The last element offers
a remarkably powerful stand-alone outlier detection technique that outperforms the state-of-theart. The superiority of our method is confirmed by its outstanding performance in an extensive
set of experiments on a variety of down-stream machine learning problems such as classification,
clustering, and outlier detection. Furthermore, a randomized scalable implementation is proposed
which brings about substantial speedups. MOSAIC also enjoys theoretical analyses that characterize the identified representatives and the proposed methodology based on geometric functional
analysis. The proposed approach is then adopted to tackle the graph community detection prob7

lem via a sketch-based scheme in Chapter 5, where substantial speedups and improved accuracies
are achieved through our sampling method on challenging graph-structured models. The primary
contributions of MOSAIC are listed below.

• It models the non-linear behavior of the data through a newly proposed quadratic formulation
and the use of generic similarity information.
• We consider a three-pronged approach considering “descriptiveness”, “conciseness”, and
“robustness to outliers”, all enabled by an obtained encoding of the data relationship.
• MOSAIC is remarkably robust to various outlier types including large number of unstructured outliers, and heavily structured outliers.
• The outlier rejection procedure offers a powerful stand-alone outlier detection technique
from manifolds.
• Afforded by theoretical analyses, we provide insightful interpretations of our methodology,
and characterize the identified representatives geometrically.
• We develop a scalable implementation of our algorithm based on an adaptive refinement
scheme of a randomized sketch, which considerably reduces the computational complexity.

In Chapter 6, we study the representative selection problem from grossly corrupted manifolds for
the first time in the literature. We carry the same perspective as our previous sampling scheme,
considering non-liner behavior for the data, and multiple criteria for the representative subset. The
different nature of gross corruptions though, gives rise to a fundamentally different problem formulation. We employ the Reproducing Kernel Hilbert Space (RKHS) theory to develop a secondary
feature space, and formulate the problem as a regularized reconstruction in the transformed space.
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However, to account for the corruption elements, we propose to obtain an explicit embedding approximating that of the desired space. Our novel data selection method, dubbed MoSSaRT, lends
itself to a convex formulation with an efficient parallelizable algorithm, which coupled with our
randomized matrix structures gives rise to a highly scalable implementation. Theoretical analysis
guarantees probabilistic convergence of the approximate function to the desired objective function
and reveal insightful geometrical characterization of the chosen representatives. As our final contribution, we demonstrate the effectiveness of the proposed approach using both synthetic and real
data in a broad range of supervised and unsupervised applications, including classification, clustering and face pose generation using Generative Adversarial Networks (GANs). The key advantages
of the proposed method in Chapter 6 can be outlined as follows.

• For the first time we formalize the problem of representative selection from non-linear manifolds in presence of gross sparse corruptions in a principled and mathematically rigorous
framework.
• Our approach is tailored to non-linear manifold structures through a kernel-based setting.
• A newly formulated convex optimization is proposed which accounts for the reconstruction
power of the samples and their introduced novelty to the subset, while negating the effect of
gross corruptions.
• A randomized explicit feature mapping scheme is integrated to facilitate the desired robustness.
• We establish key theoretical results affording guarantees on the quality of the approximation
induced by random feature maps and a characterization of the sampled representative set.
• We develop a highly scalable and parallelizable ADMM-based algorithm that exhibits nearly
linear complexity in the data size by leveraging the special structures of the approximate
9

features.

Finally, we summarize the conclusions of this work and potential future directions in Chapter 7,
and end this chapter by the notational conventions adopted throughout this manuscript.

1.4

Notation

The sets R and N denote the sets of real and natural numbers, respectively. Let Nk , {1, . . . , k}
for any k ∈ N. Vectors and matrices are denoted in boldface lower-case and upper-case letters,
respectively. k·k denotes a norm of a metric space, while ·T denotes vector/matrix transposition of
its argument. Vectors are assumed to be column vectors. For a vector a, kak p stands for its ` p -norm,
and a(i) denotes its ith element. For a matrix A, ai , ai j denote its ith column and (i, j)th element,
respectively. Also, kAkF denotes its Frobenius norm, and kAk1,p stands for its group Lasso norm
defined as kAk1,p = ∑i kai k p . diag(·) returns a diagonal matrix with the diagonal entries of its
matrix argument. A3 = [A1 A2 ] stands for the concatenation matrix. In addition, the unit `2 -norm
sphere in Rd is denoted by Sd−1 . Finally, the conformity of two unit-length vectors v1 , v2 is defined
as an arbitrary inner product hv1 , v2 i. Vector 1N ∈ RN will denote the all-ones column vector with
N elements. Matrix IN ∈ RN×N will denote an identity matrix. Moreover,L {·} will denote the
ordinary graph Laplacian operator; if A ∈ RN×N is a symmetric, weighted adjacency matrix of a
given graph, then L {A} , diag {A1N } − A. Lastly, for a set S , |S | denotes its cardinality.
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CHAPTER 2: ROBUST MANIFOLD LEARNING VIA CONFORMITY
PURSUIT

This chapter presents an effective and simple method, termed Global Conformity Pursuit (GCP),
for robust manifold learning. Data points lying on a union of low-dimensional non-linear manifolds
are expected to be highly conforming. On the other hand, outliers do not typically adhere to lowdimensional structures or otherwise do not exist in large numbers. Hence, they can be identified by
their low overall resemblance to the rest of the data. Our kernel-based setting allows us to capture
the underlying non-linear structure of the manifold data, while avoiding the construction of local
neighborhood regions which typically causes extreme sensitivity to noise and outliers. Aside from
its significantly simple structure – involving only a matrix evaluation and multiplication – GCP is
the first manifold learning approach that is simultaneously non-iterative and capable of tolerating a
large number of outliers, dependent outliers and noise components. Theoretical analysis guarantees
a large gap between conformity values of inliers and outliers. Experimental results showcase
potential uses of the proposed framework on benchmark datasets.

2.1

Introduction

Recent technological advances and access to an ever-increasing amount of data offer a tremendous
opportunity for data-driven studies. However, the high-dimensional nature of real-world data has
been problematic from computational and practical points of view. Aside from these costs, robustness to contaminations such as outliers or adversarial manipulation of data points continue to
be one of the main challenges of this area, since detecting outliers in high-dimensional settings
is notably harder, as outliers can get more easily obscured due to the so-called curse of dimensionality. Standard tools such as Principal Component Analysis (PCA) have been instrumental
11

in reducing dimensionality by finding linear projections of high-dimensional data along the directions where the data is most spread out to minimize information loss. These techniques are
widely applicable in a broad range of data analysis problems, including problems in computer
vision, image processing, machine learning and bioinformatics. Despite their notable impact on
exploratory data analysis and multivariate analyses, standard dimensionality reduction techniques
used for pre-processing the data, are notoriously sensitive to outliers. For example, in PCA, the
identified subspace can deviate significantly from the true underlying subspace due to a single
influential outlier [103, 122, 129, 197, 208].
Among many techniques developed for outlier detection, only some are customized for highdimensional data. This can be traced back to the fact that a majority of these approaches are
proximity-based, which employ pairwise distances among the points or their densities. Nonetheless, owing to the high dimensionality of the data and the resulting sparsity in the large ambient
space, the notion of proximity becomes rather equivocal. Various methods were developed to address this issue, most of which hinge upon a linear model, i.e., data points are assumed to lie on a
(union of) low-dimensional subspace(s) [2, 83, 92, 125, 143]. In many practical cases, however, the
data does not follow such linear structures, and the previous methods cannot properly capture the
true underlying structures of the data and/or fail to effectively identify the outliers. ML techniques
tackle the non-linearity issue by employing manifold topological structures, along with non-linear
extensions of robust PCA that transform the data into a feature space, where it can be linearly
modeled.
Manifold structures have been extensively used in a plethora of machine learning and data analysis tasks which have given rise to ML techniques [32, 47, 70, 100, 107, 173, 184]. Most of these
techniques approximate manifolds by a union of lower-dimensional locally linear patches, and
then employ linear approaches. Despite their considerable success, these methods are often challenged with real-life problems such as handling highly non-linear behavior, noise and outlier pres12

ence [20, 21, 62, 91, 149, 167]. Robustness to these components is a critical issue in data analysis
with bearing on a variety of applications such as finance, medicine, fraud and intrusion detection [3, 5, 77, 175].
Independent of the linear/non-linear model for data, most of the existing methods cannot tolerate a large number of outliers, since they either build upon the sparsity assumption for outliers,
or incorporate local information [38, 201]. Others cannot handle noise contaminations, or dependent/structured outliers often associated with rare patterns or events of interest in data [161, 173].
Moreover, a vast majority of the existing methods are computationally expensive, as they require a
large number of iterations with high complexity, which limits their scalability to high-dimensional
settings [38, 102, 198, 201]. Some linear models address some of the issues above, but as mentioned before they fail when applied to non-linear data, and would not be of interest in this paper [81, 143, 173]. As will be clear in the sequel, the work in [143] can be considered as a special
case of the proposed method, where it only applies to the linear setting of our model formulation,
and the results from the linear case will be included in our analysis.
Motivated by these limitations, we present a novel robust ML scheme, dubbed GCP, to capture
the underlying manifold structure and detect the outlying data points in high-dimensional data.
We adopt the common assumption that the inliers are samples from a union of low-dimensional
non-linear manifolds that are embedded in a higher-dimensional ambient space, and might be
contaminated by noise. Furthermore, inliers are surrounded with outlying samples, which do not
lie entirely on any of these manifolds, and are uniformly sampled from the representation space.
Our proposed approach transforms the input data into a possibly higher-dimensional RKHS, where
the non-linear relationships among the features can be more easily handled. Then, we build our
algorithm upon the notion of GC, such that inliers are hypothesized to be highly conforming with
each other, while the outlying points are identified by their low overall resemblance to the rest of
the data. Compared to the other state-of-the-art non-linear methods, GCP is capable of tolerating a
13

substantial number of outliers, involves a remarkably simple non-iterative algorithm, and is robust
to noise and dependent outliers. The findings of this study are partially published in [153, 154].

2.2

Literature Review

Existing work on outlier detection for high-dimensional data can be broadly categorized into two
main categories, linear subspace and non-linear models. In linear models, the inliers are assumed
to lie on low-dimensional subspaces or planes, while the outliers can be arbitrarily scattered in
the ambient space. Variants of robust PCA methods contain the bulk of such approaches (see
e.g., [23, 90, 143, 209]). As mentioned before, rising from complicated behavior of the data in
practical problems, these models fail to correctly model the real-world data where the underlying
structure follows a complex non-linear pattern and cannot be linearly characterized.
Approaches developed to address the non-linearity issue of this problem constitute of ML techniques and non-linear extensions of robust PCA methods. The former techniques typically found
their models on the fact that each point of a d-dimensional manifold has a small neighborhood
homeomorphic to the Euclidean space of the same dimension. This leads these methods to consider local vicinities of the data and treat them as linear subspaces. Since these algorithms typically
involve an iterative scheme processing the local neighborhoods of all data points, they are generally computationally expensive. In [201], full Singular Value Decomposition (SVD) is computed
for all the constructed neighborhoods, then the (d + 1)th largest singular value is used to determine
the neighborhoods that contain outliers. The model is based on the assumption that most neighborhoods only contain inliers, wherefore it cannot handle a large number of outliers. Similarly,
in [38] for each k-nearest-neighbor set, the likelihood of being an inlier/outlier is measured via a
contextual distance-based reliability score. A second criterion is taken into account on the basis
of few membership of points in different neighborhood sets. These two criteria are aggregated
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aiming to account for both local and global structures of the manifold. In [26], gaps in pairwise
distances of data points in local neighborhoods are tested to detect the outliers. Alternatively, robust PCA-based approaches attempt to adapt the classical models to capture the non-linearity of
the data, usually through a kernel-based setting. Consequently, they inherit the shortcomings of
their linear counterparts, such as complex iterations, or being limited to a small number of outliers.
While some of these approaches primarily seek to adjust the representation rules of the data points
in the lower-dimensional space (see e.g., [35, 127, 186]), others focus on identification of the outlying points. The authors in [115] present an iterative approach, where after building the Kernel
PCA model, the points with the highest values of reconstruction error are deemed as outliers and
removed from the training set at each iteration. In [93], the authors propose to use the `1 -norm
to measure the variances, since it is less sensitive than the `2 -norm to outliers with large feature
values. The method involves an iterative algorithm, extracting the first kernel principal component
of the data points at each iteration. A threshold-based criterion is verified, which involves a scaled
version of the variance of the principal components of a given sample. The result of the algorithm
is heavily dependent on the value of the threshold, and how to choose a suitable value for it has
remained unexplored in the paper. The problem is NP-hard in general and a geometric interpretation is employed to solve the optimization problem. The high computational complexity of the
algorithm results in long runtime for high-dimensional data.

2.3

Proposed Method

In this section, we present the Global Conformity Pursuit (GCP) algorithm, a robust ML scheme,
and shed some light on its key characteristics. Our approach proposes a solution for a non-linear
extension of the standard robust PCA problem. In the classical Robust PCA setting, the data
is considered to be decomposed into inliers forming a low-rank plane and some outliers that do
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not adhere to the subspace structure, and are typically assumed to be sparse. However, in many
real-world scenarios, inliers may not form a low-dimensional subspace, but lie near a union of lowdimensional nonlinear manifolds; also outliers may not be necessarily sparse, or may exhibit some
underlying structures, albeit weaker and different from those of inliers. Therefore, we assume
inliers are sampled from a low-dimensional non-linear manifold (or a union of them), and are
surrounded by outliers that do not follow those patterns. Formally, our adopted data model is as
follows:
Data Model 1. Consider a sample of n data points given as a matrix X ∈ Rm×n , with data points
{xi }i∈Nn as its columns. We adopt a column-wise model in which the data can be written as
X = L + C = [A B] T, where A ∈ Rm×n1 represents the inliers, B ∈ Rm×n2 stands for the collection
of outlying points, and T is an arbitrary permutation matrix. We assume that columns of A lie
on a union of l non-linear low-dimensional Riemannian manifolds, {Mi }i∈Nl of intrinsic dimensions {di }i∈Nl , and columns of B do not lie on any of these manifolds, and are drawn uniformly
at random from Rm for unstructured outlier model. Later in Section 4.7.6.3, we will relax this
assumption to model the structured outliers, where the points may exhibit liner dependence or
statistical correlations with each other.

Underlying GCP is the concept of Global Conformity (GC), which gives a measure of similarity of
a single point to the rest of the data. The inliers lying on a union of low-dimensional manifolds are
expected to follow an implicit pattern and thus exhibit large values of GC, whereas outlying points
tend to bear weak resemblance to the rest of the data, resulting in lower GC. The reason lies in the
fact that outlying points are either generally distributed arbitrarily in the large ambient space (even
if they abound), or exist in small numbers even if they exhibit a certain structure. To effectively
capture the non-linear behavior of the data, we propose to map the data into a possibly higherdimensional feature space, where the inliers can be easily distinguished from the outlying points
based on conformity values in the transformed domain. More specifically, let H be a RKHS, with
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feature mapping φ : Rm → H , reproducing kernel k, and inner product h·, ·iH , such that for all
x, x0 ∈ Rm , hφ (x), φ (x0 )iH = k(x, x0 ). In order to obtain the conformity of the transformed data
points in this feature space, we first normalize the mapped images, so that each has unit length in
that space. The reason is that the inner product of two points can be large, just because the magnitudes of the points are large, although they may lie at very different angles, and vice versa. Define
i
h
the normalized images of the all data points as φ̃ (X) , kφφ(x(x1)k) kφφ(x(x2)k) . . . kφφ(x(xnn)k) . Then, the
1

2

2

2

2

normalized kernel matrix evaluation of all pairwise data points can be written as

K̃ , φ̃ (X), φ̃ (X)

H

=

√ k(xi ,x j )
k(xi ,xi )k(x j ,x j )


.

(2.1)

Having this kernel matrix is equivalent to having access to the Gram matrix of the transformed
data points. Thus, one can easily compute the GC between images as in step 2 of Algorithm 3.
Specifically, for a given sample xi , its GC is calculated as the ` p -norm of the ith column of the normalized kernel matrix. This quantity serves as our detection measure of outliers i.e., the samples
whose GC values are less than a pre-determined threshold γ, are identified as outliers. Note that for
calculation of the column norms of the normalized matrix, we only need to calculate the column
√
√
norms of K̂ = diag(1./. K)K, where ./ and . stand for element-wise division and square root.
Algorithm 1 Global Conformity Pursuit Algorithm
Input: Training data X ∈ Rm×n , kernel function k,
p ∈ {1, 2}, threshold γ
Output: Outlier Data Indices index = [ ]
1: Normalized Kernel
√ Matrix Evaluation of Data:
K̂ = diag(1./. K)K
2: Global Conformity Calculation:
2.1:
2.2:

Set the diagonals of K̂ to zero,
k̂i p ∀i ∈ Nn
c(i) = √ 1
k(xi ,xi )

Outlier Identification:
if c(i) < γ, the ith sample is an outlier
index = [index, i]
4: return index

3:
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2.4

Advantages

Utilizing the GC as a measure to distinguish between outliers and inliers enables us to capture a
global structure of the data, rather than a local one, which is the case for most outlier detection
methods for both linear subspaces and manifold structures. This global view, in turn, equips our
method with powerful properties, which offers significant advantages over other existing methods.
As depicted in Algorithm 3, GCP involves a couple of matrix multiplications and a kernel matrix
evaluation, leading to a computational complexity of O(mn2 ). GCP is significantly faster than most
robust kernel PCA algorithms, which usually require a large number of iterations each with high
complexity, and ML techniques, usually involving neighborhood sets. Moreover, most algorithms
impose restrictive assumptions on the outlying data which limits their usefulness to a specific class
of outliers. For example, some assume sparse outlier models making them only handle a small
number of outliers, while others are vulnerable to linearly dependent or highly similar outliers. In
contrast, GCP can handle a substantial number of outliers, even when the ratio of the outliers to
inliers n2 /n1  1. Furthermore, we are also able to identify dependent outliers as a global measure
of GC is employed, whereby the effect of dependent points can be suppressed.

2.5

Theoretical Analysis

The following theorem establishes sufficient conditions for the expected value of the GC corresponding to inliers to be greater than that of the outliers. For conciseness, we limit this analysis
to a single manifold, however, generalization to a union of manifolds is straightforward. We first
introduce a suitable kernel function inspired by the ML assumption and the wide-spread use of
Gaussian kernels. The proof of the main results are provided in a supplementary document.
Definition 1. The Truncated Gaussian kernel of two input samples x, x0 , with spread parameter σ
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is defined as
kt

(x, x0 ) =


0 2


exp −kx−x k2

kx − x0 k2 ≤ 3σ



0

otherwise

σ2

(2.2)

Lemma 1. kt in Equation (2.2) is a valid Positive Definite (pd) kernel, i.e., the evaluated kernel
matrix at an arbitrary nonempty input set yields a positive semidefinite matrix.

Proof. For the introduced kernel to be a pd one, it suffices to show that the obtained kernel matrix
evaluated at any arbitrary non-empty set of data points is a positive semi-definite matrix. We’ll
use the product rule for constructing a pd kernel, i.e., if k1 and k2 are pd kernels, then k3 (x1 , x2 ) =
k1 (x1 , x2 )k2 (x1 , x2 ) is a pd kernel. One can factorize the Truncated Gaussian kernel kt in terms of
the following two kernels
− kx − x0 k22
k1 (x, x ) , exp
,
σ2



1 kx − x0 k2 ≤ 3σ
0
k2 (x, x ) ,
,


0 otherwise
0

where σ is the spread parameter. The kernel k1 is easily recognized as the Gaussian kernel. Hence,
we are left to show that k2 is a pd kernel. Let X ∈ Rm be an arbitrary input set. For k2 to be
pd, ∑ni=1 ∑nj=1 ci c j k2 (xi , x j ) ≥ 0 should hold ∀n ∈ N, x1 , . . . , xn ∈ X , c1 , . . . , cn ∈ R. Let N be the
set of indices for data points which are in the 3σ neighborhood of each other i.e., N , {(i, j) :
xi − x j

2

≤ 3σ }. Then,
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n

n

∑ ∑ cic j k2(xi, x j ) = ∑∑ cic j k2(xi, x j )

i=1 j=1

(i, j)∈N

!2
=

∑∑ cic j =
(i, j)∈N

ci

∑

≥0

(2.3)

i:(i, j)∈N

Theorem 1. Suppose Data Model 2 holds, i.e.the matrix X ∈ Rm×n consisting of n data points
can be written as X = [A B] T, where A ∈ Rm×n1 represents the inliers, B ∈ Rm×n2 stands for the
collection of outlying points, and T is an arbitrary permutation matrix. Without loss of generality
assume that T is equal to the identity matrix such that the ith column of the data matrix is an inlier,
and the n1 + jth column is an outlier. Let M be a d-dimensional manifold, over which the inliers
are distributed uniformly. Also, let Vi and Vo be the volume of the ambient spaces enclosing the
inliers and outliers, respectively, and assume n2 > n1 . Using the Truncated Gaussian kernel, with
spread parameter σ such that 3σ < 1, and p = 1, if
n2 − 1
Vo



1 − e−1 + (e−1 − e−4 )2m + (e−4 )3m
(m/2)!



n1 − 1
√
<
Vi (σ π)m−d



e−1 − e−4 + (e−4 )2d
(d/2)!


,

(2.4)

then,
E[c(i)] > E[c(n1 + j)] .

(2.5)

Proof. The ith and (n1 + j)th elements of the Global Conformity vector c, corresponding to the ith
inlier and jth outlier with the `1 -norm can be written as
1
c(i) = p
k̂i
k(xi , xi )

n1

=
1

n1

c(n1 + j) = ∑ k(b j , ai ) +
i=1

∑

n2

j=1, j6=i
n2

∑

i=1,i6= j
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k(ai , a j ) + ∑ k(ai , b j )

k(b j , bi ) .

j=1

For i 6= j, with a fixed a j we have
Z

E[k(ai , a j )] =
ai

M

1
k(ai , a j )pa (ai )dM =
Vi

Z

k(ai , a j )dM

(2.6)

M

where pa (ai ) denotes the probability distribution of an inlier (uniform in our case), and the integral
with dM represents the Lebesgue integral. A piece-wise linear lower bound of the kernel can be
written as
m
kt (ai , a j ) ≥ e−1 [ Bσm (a j ) ∩ M ] + e−4 [ (B2σ
(a j ) \ Bσm (a j )) ∩ M ]

(2.7)

where Brm denotes the m-dimensional hyper-ball of radius r, and \, [ ·]] stand for set difference and
Iverson bracket, respectively. The σ parameter is chosen small enough so that the manifold can be
locally approximated by the Euclidean space homeomorphic to M in the 3σ neighborhood. For a
given point x on M , this space is the tangent space of the manifold at x, denoted Tx (M ). Then,
the hyper-balls up to radius 3σ on the manifold lie on the tangent space, and the integral of (2.7)
can be equivalently written as a Riemannian integral on Tx (M ). Hence, the integral in (2.6) can
be lower bounded by
Z

k(ai , a j )dM ≥ (e−1 − e−4 )VBσd + e−4VBd
2σ
|
{z
}
M

(2.8)

LB,

where VBrd denotes the volume of the hyper-ball. Then,
 
1
LB
E[k(ai , a j )] = E[E[k(ai , a j )|a j ] ≥
Vi
a j ai


=⇒ E[c(i)] ≥


n1 − 1
LB + n2 E[k(ai , b j )]
Vi
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(2.9)

(2.10)

Similarly, kt (bi , b j ) can be upper bounded by
m
m
m
1[[Bσm (b j )]] + e−1 [B2σ
(b j ) \ Bσm (b j )]] + e−4 [B3σ
(b j ) \ B2σ
(b j )]]

(2.11)

Similar to (2.8) and (2.9), for outliers we have
Z
M

−4
m +e
m
k(bi , b j )dM ≤ (1 − e−1 )VBσm + (e−1 − e−4 )VB2σ
VB3σ
|
{z
}
UB,


E[k(bi , b j )] ≤


=⇒ E[c(n1 + j)] ≤


1
UB
Vo


n2 − 1
UB + n1 E[k(ai , b j )] .
Vo

(2.12)

(2.13)

Thus, if condition of Theorem 1 is satisfied, then

E[c(i)] > E[c(n1 + j)] .

(2.14)

Corollary 1. Suppose that the data assumptions of Theorem 1 hold. Additionally, let the inliers and
outliers take up an ambient space of unit balls in Rd and Rm , respectively. When n1 , n2 , m, d  1,
the bound of (2.5) holds if
n2
(2σ )d
<
n1 (3σ )m

(2.15)

Remark 1. We have bounded the kernel with a piece-wise linear function with 3 steps. To tighten
the bounds further, one can increase this number to s, and update σ accordingly, s.t. sσ < 1. Then,
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the asymptotic behavior would be
(sσ )d−m
n2 ((s − 1)σ )d
<
=
n1
ρ(sσ )m
ρ

(2.16)

Accordingly, if m >> d, the inliers would enjoy larger coherence values even for much larger n2 /n1
ratios. Pushing sσ to smaller values also increase the produced gap. Note that if one increases the
threshold for Truncated Gaussian (and uses a larger s accordingly), the analysis will converge to
those of Gaussian kernel.
Corollary 2. Consider the special case of outliers lying uniformly on Sm−1 and inliers lying uniformly on Sd−1 , which itself lies on Sm−1 . (see Fig. 2.1 for an illustration.). Applying Theorem 1
to this case yields the simpler criterion of (2.17) for (2.5) to hold.
σ d−m (e−1 − e−4 (2d − 1))
n2 − 1  m 
<
n1 − 1
d 1 − e−1 + (e−1 − e−4 )2m + e−4 3m

(2.17)

As a numeric example, given the setting σ = 0.05, d = 4, m = 8, the obtained bound is
n2
< 1700 =⇒ E[c(i)] > E[c(n1 + j)] ,
n1

(2.18)

Figure 2.1: Illustration of inliers and outliers lying on two spheres Sd−1 and Sm−1 , the special case
of Corollary 2. The blue sphere represents the ambient space, where the outliers live, and the red
circle indicates the inliers’ underlying manifold.
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underscoring the ability of GCP to tolerate a substantial number of outliers through generating
larger GC values for inliers, even when the data is predominantly outliers.
Corollary 3. Under the assumptions of Theorem 1, (2.20) holds, if for any ρ > 1,
n2 − 1
Vo



3m
(m/2)!


<

n1 − 1
√
ρ Vi (σ π)m−d



2d
(d/2)!



E[c(i)]
n2
> min ρ,
.
E[c(n1 + j)]
n1


(2.19)

(2.20)

Corollary 3 generalizes Theorem 1 to guarantee a ratio > 1 between the expected values of the GC
of inliers and outliers.
In what follows, we present similar analysis from previous studies [143] which correspond to the
simplification of our model to the linear case, where the inliers (columns of A) are assumed to
lie in an r-dimensional subspace U , the column space of L, and the outliers (columns of B) do
not lie entirely in U , and live in the m-dimensional ambient space. As before, the features are
normalized, which results in the normalized data points, hence the data will be drawn uniformly
form the intersection of Sm−1 and U . We can address this scenario simply by setting the kernel
function to te linear kernel, i.e. the gram matrix of the data will be assigned to the kernel matrix.
Then, the following equivalents of the developed results can be shown for sufficient conditions in
linear settings.
Lemma 2. Suppose the linear assumption holds, the ith column is an inlier and the (n1 + j)th
column is an outlier. If
n
√1
r

r

2
−
π

r

4r2
m

!

5 n2
> √ +
4 m
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r

2
,
πr

(2.21)

then
E kci k1 > 2 E kcn1 + j k1

Proof. The ith column of G without its ith element can be expressed as

[aTi A−i aTi B]T .

(2.22)

kgi k1 = kaTi A−i k1 + kaTi Bk1 .

(2.23)

Thus,

If i 6= k, then
r
E|aTi ak | = E|uT ak | ≥

2
,
πr

(2.24)

where u is a fixed vector in U with unit `2 -norm. The last inequality follows from [102]. By
Assumption 1, U is a random subspace and ai is a random direction in U . Accordingly, the
distribution of ai is the same as the distribution of a vector drawn uniformly at random from Sm−1 .
Thus, similar to (2.24)
r
E|aTi bk | ≥

2
.
πm

(2.25)

Replacing (2.24) and (2.25) in (2.23),
r
Ekgi k1 ≥ (n1 − 1)

2
+ n2
πr
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r

2
.
πm

(2.26)

The (n1 + j)th column of G without its (n1 + j)th element can be expressed as
[bTj A bTj B− j ]T .

Define U as an orthonormal basis for U . Thus,
E|bTj ak | ≤ EkbTj Uk2 .

(2.27)

It is not hard to show that

EkbTj Uk22 =

r
.
m

(2.28)

Since f (y) = y2 is a convex function, by Jensen’s inequality

EkbTj Uk2

r
≤

r
.
m

(2.29)

Similarly, for j 6= k,
r
E|bTj bk | ≤

1
.
m

(2.30)

Therefore, according to (2.29) and (2.30)
r
Ekgn1 + j k1 ≤ n1

r
r
1
+ (n2 − 1)
.
m
m

Thus, if (2.21) is satisfied, Ekci k1 > 2Ekcn1 + j k1 .
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(2.31)

Lemma 3. Suppose assumptions of Lemma 2 holds. If
2r2
n2 1
n1
(1 −
)> +
r
m
m r

(2.32)

then
E kci k22 > 2 E kcn1 + j k22 .

Proof. If the ith column is an inlier, then for gi , the ith column of the gram matrix, we have
kgi k22 = kaTi A−i k22 + kaTi Bk22 .

(2.33)

Since the inliers are distributed uniformly at random within U ,
EkaTi A−i k22 =

n1 − 1
.
r

(2.34)

The subspace U is a random subspace and ai is a random direction within U . Thus,
EkaTi Bk22 =

n2
.
m

(2.35)

Replacing in (2.33),

Ekgi k22 =

n1 − 1 n2
+ .
r
m

(2.36)

Similarly,

kgn1 + j k22 = kbTj Ak22 + kbTj B− j k22 .
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(2.37)

Since U is a random r-dimensional subspace,
r n1
m

(2.38)

r n1 n2 − 1
+
.
m
m

(2.39)

E kbTj Ak22 ≤

Accordingly,

E kgn1 + j k22 ≤

Therefore, if (2.32) is satisfied, E kci k22 > 2 E kcn1 + j k22 .

2.6

Experiments

Next, we investigate the key aspects of GCP to better understand the methodology of this approach.
In the first experiments, we study the robustness of the proposed method to a large number of
outliers, where the common sparsity-based assumption of many algorithms tears down. Second
experiment probes how our approach handles dependent outliers. Next, we extend our data model
to address the noise presence in the data, and conduct experiments when the data is simultaneously
contaminated with outliers and noise components. The performance of our method is compared
to state-of-the-art outlier detection algorithms for manifold structures, including Outlier Detection
in the frame of Dimensionality Reduction (ODDR) [201], Outlier Detection for Robust Manifold
Learning (ODRML) [38], and L1 -norm Kernel PCA (L1 -KPCA), under two ratios of n2 /n1 =
{1, 10}. In all experiments, either the Truncated Gaussian kernel in Definition 1, a Gaussian kernel,
k(x, x0 ) = exp

−kx−x0 k22
,
2σ 2

with spread parameter σ , or a polynomial kernel, k(x, x0 ) = (xT x0 )d , with

zero offset and degree d is utilized. The used kernels and their parameters are noted in the results.
For artificial data, we set the parameters manually based on the observed gap between the GC
values of inliers and outliers. For real data, we adopt the standard procedure of setting the Gaussian
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parameter to the average of the variance of the data matrix in each dimension and its multiples of
{0.1, 0.5, 1, 2, 10}, and pick the one with the highest F1 score (to be defined). In all the plots, the
maximum element of c is scaled to 1.

2.7

Datasets

The experiments are carried out on both artificial and real benchmark manifold datasets. Two
artificial datasets, Sphere and SwissRoll, are both m = 15-dimensional data which contain inliers
from manifold structures with low intrinsic dimension (d = 2). An outlier matrix is constructed by
uniformly sampling n2 points from Rm , and is concatenated to the datasets.
The SwissRoll dataset is obtained by uniform sampling of φ ∈ [0, 4π] of an arithmetic spiral surface
whose cross-section for any height is given by the parametric equation [x1 , x2 ] = [φ cos φ , φ sin φ ].
We have chosen 3 equally-distant different heights, and for each, 50 training points are sampled.
A visualization of this dataset with more sampled data points is shown in Fig. 4.2a.
The Sphere dataset consists of 100 training points sampled from a unit sphere with parametric
equations [x1 , x2 , x3 ] = [cos θ sin φ , sin θ sin φ , cos φ ]. The sampling is uniform on the two parameters φ and θ . Sphere is not topologically flat as SwissRoll and is considered a closed manifold.

The publicly available Frey Face dataset [52] is 560-dimensional, consisting of about 2000 grayscale face images of a person, taken from sequential frames of a small video. Each 20 × 28 image
represents different facial expressions from different angles. Instead of random points in the ambient space, we construct the outliers with random natural images downloaded from the Internet
resized and converted to gray-scale in order to have a more challenging type of outliers. Note that
due to the known structures for natural image statistics [84], they can be considered as structured
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(a)

(b)

Figure 2.2: Visualization of original training datasets.

outliers. However, their underlying structure is expected to be weaker than that of a person’s facial
images. Hence, we limit the n2 /n1 ratio to be less than 2.

2.8

Large Number of Outliers

Most existing robust (kernel) PCA algorithms can only bear a small ratio of outliers to inliers.
GCP, however, tolerates a substantial number of outliers. An example is illustrated in Fig. 2.3 .

Figure 2.3: GC values in Sphere for a large number of outliers, different ratios of outliers to inliers.

We also guarantee a large ratio between the expected GC values of inliers and outliers in our
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theoretical analysis. To show this, the specific example of Corollary 2 is considered in Fig. 2.4
to compare the lower bound for

E[c(i)]
E[c(n1 + j)]

obtained from analysis, and their actual values from

simulation. One can observe that our method can easily distinguish between inliers and outliers,

Simulation
Analysis

Figure 2.4: Comparison of the lower bound of Corollary 2 vs. simulation results.

even with a large ratio of n2 /n1 = 60, since it outputs a large gap between their GC values. Also,
the simulation results are bounded from below by the calculated lower bound in (2.20), validating
the theoretical results.

2.9

Dependent Outliers

Given the adopted global view of inliers and outliers based on GC values computed in relation
to the entire dataset, GCP is capable of identifying outliers even if they are linearly dependent
with few other data points. Dependent outliers, although highly coherent with each other, still
exhibit weak total resemblance with the rest of the data. Fig. 2.5 shows how GCP behaves if
we have repeated outliers in columns 401 and 450, and n2 /n1 = 10. Expectedly, the dependent
columns gain higher conformity values than other outliers, but still considerably smaller than those
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of inliers, so the method can correctly identify them as outliers. Here, the `1 -norm outperforms
the `2 -norm, because of the more graceful amplification of the elements of the kernel matrix with
larger absolute magnitudes.

Figure 2.5: GC values in SwissRoll with dependent outliers for p = 1 (left), and p = 2 (right)

2.10

Robustness to Noise

In presence of additive noise, Data Model 2 can be updated as, X = [A B] T + E, where E denotes
the noise component. The parameter τ ,

kEkF
kAkF

is defined as a measure of the strength level of the

noise. For illustration, we examine the Sphere dataset, with n2 /n1 = 10, and contaminated with
random normal noise of τ = 1. Fig. 2.6 shows our model tolerates a very low signal to noise ratio,
by clearly separating inliers and outliers with a considerable gap in the GC values. The two figures
correspond to different choices of kernels.
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Figure 2.6: GC values in the Sphere dataset in presence of additive noise with τ = 1 (left: Gaussian
kernel, right: Polynomial kernel).

2.11

Performance

We compare the performance of GCP with state-of-the-art outlier detection algorithms for manifold
structures on real data, including ODDR [201], ODRML [38], and L1 -KPCA [93]. The parameter
settings were chosen as suggested by the authors. More specifically, in ODDR, the initial number
of neighbors was set to 3, and the estimated dimensionality of the manifold was detected as d,ˆ using
the proposed algorithm. Then, the final number of neighbors was set to k = dˆ + 2, as suggested.
For ODRML, the suggested values of k = 15, and e = 0.1 are utilized. Finally for L1 -KPCA, as
there was no discussion on how to choose the threshold c, we have tried different values of this
parameter from the set {0.01, 0.02, . . . , 0.10} to choose one that yields the best results. Motivated
by our results, we set the threshold γ = 0.1, which can be fine-tuned to further improve the results.
A well-known evaluation measure F1 score =

2
1/P+1/R

is used, where the Precision P denotes the

fraction of true positives among the declared positives, and the Recall R is the fraction of true
identified positives over the actual number of positive points. This comparison on conducted on
both artificial data with large number of unstructured outliers (SwissRoll), and real data with natural
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image outliers as statistically correlated, hence, structured outliers (Frey Face dataset). The results
are averaged over 10 different runs. Our experiments showed that all algorithms except GCP miss
a large percentage of the outliers when the number of outlying points is large. This results in high
precision, but low recall values, which is reflected in lower F1 scores in Fig. 2.7a. By adding noise
to the data or introducing linearly dependent outliers, the performances of the compared methods
further degrade. We do not include these foreseeable results for brevity purposes.

Table 2.1: Performance Comparison of different algorithms for SwissRoll dataset with large number of random outliers. The top and bottom sub-rows correspond to the results under the settings
of n2 /n1 = {1, 10}.
XXX
XXX Method
XXX
Metric
XXX

Recall
Precision
F1 score
Run time

n2 /n1 = 10
n2 /n1 = 1
n2 /n1 = 10
n2 /n1 = 1
n2 /n1 = 10
n2 /n1 = 1
n2 /n1 = 10
n2 /n1 = 1

GCP

ODDR

ODRML

L1 -KPCA

1
1
0.98
0.94
0.99
0.97
3.18
0.14

0.31
0.90
1
1
0.47
0.954
4.13
0.31

0.44
0.62
0.98
0.89
0.61
0.73
5.05
0.90

0.64
0.84
0.89
0.68
0.75
0.75
5.40
0.22
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Figure 2.7: Performance and Running time comparison of different algorithms for Frey Face
dataset, for different ratios of structured outliers to inliers.
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CHAPTER 3: MANIFOLD CLUSTERING BASED ON CONFORMITY
INDEX

This chapter presents MCC, a remarkably fast and powerful manifold clustering approach. The
proposed method identifies points belonging to a cluster by examining a novel quantity which
measures the level of congruence of the points to a manifold structure. Despite the usual convention
of constructing neighborhood structures for handling the non-linearity, we employ the Reproducing
Kernel Hilbert spaces to effectively define and calculate our measure such that it can capture the
manifold structure effectively. The global view of the underlying manifold geometry coupled with
its extremely simple algorithm makes MCC superior to the other state-of-the-art methods. Gained
advantages are confirmed by experimental results on both synthetic and real data.

3.1

Introduction

The availability of unprecedented amounts of unannotated data has spurred significant interest in
clustering approaches. In many real-world clustering problems, high-dimensional data is often
attributed to some structures of lower dimensions. The applications span from motion segmentations in vision to compressive sensing in speech processing and sensor localization in wireless
networks [187, 196].
A vast majority of developed methods have assumed linear models for the low-dimensional structures, giving rise to the extensive literature of linear subspace techniques such as low-rank approximation, robust PCA approaches, and subspace clustering [23, 44, 113, 206]. Existing work on
subspace clustering can be viewed as three categories of algebraic algorithms, statistical methods,
and spectral clustering-based methods, with the last one gaining increasing popularity [33, 82, 171,
178, 204]. Despite these methods’ considerable progress in this direction, in practice the data is
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less likely to follow a linear model and often exhibits non-linear relations [133]. For example, in
the well-known motion segmentation example, the affine camera assumption is violated due to the
distortions from camera angle, perspective and lighting conditions, which in turn, imposes a nonlinear manifold structure for the trajectories, rather than the classically assumed subspaces [86]. In
this case, subspace clustering approaches are not applicable, as they cannot effectively model the
underlying structures.
To circumvent this issue, manifold learning approaches are developed which seek to recognize
the non-linear structure of the data. In manifold learning, the data is assumed to follow one or
more low-dimensional non-linear manifold structures, and the goal is to either explicitly define an
embedding of the data points preserving some properties of the original representation, or exploit
the assumption implicitly to undertake the machine learning problems directly such as manifold
clustering. For clustering data coming from a union of manifolds, the existing work can be roughly
categorized into two categories: adaptation of linear subspace clustering algorithms to a non-linear
setting and manifold learning techniques which will be further explained in Section 3.2.
The developed methods in this realm, suffer from one or more of the following shortcomings
which motivates the work of this chapter. They either fail when the manifold components are
close/intersecting, or require densely sample points and a large gap between clusters. Others
require prior knowledge of manifold structures that are often not available. Also, dimension
reduction-based method fail to successfully cluster the data when a structure preserving embedding
does not exist. Moreover, a vast majority of the existing methods are computationally expensive,
as they require a large number of iterations with intensive operations, which limits their applicability to high-dimensional and large-scale settings. Lastly, they mostly hinge upon extracting
local information from manifolds to treat them as approximately linear/affine vicinities. While the
construction of such neighborhood regions are computationally expensive, this avoids them from
capturing a global structures of the underlying patterns, which in turn, results in their degraded
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performance.

3.1.1

Contributions

In this chapter we aim at addressing the aforementioned limitations. We propose a novel successive approach dubbed Manifold Clustering based on Conformity Index (MCC), which is capable
of clustering manifold structures very fast and effectively. A novel quantity named CI is introduced
which provides the backbone of the proposed method. For each data point, this quantity measures
its level of congruence to different manifold structures present in the data. Since the points coming from a manifold are expected to be more congruent to that specific pattern, they can be easily
identified and assigned to that cluster by their high CIs at each step. We exploit the mathematically well-established RKHS theory to define our measure such that it effectively captures the
non-linear underlying patterns, and also calculate it efficiently. In a sharp contrast to the existing
methods which are formulated as complex optimization programs based on local information, our
algorithm only involves a remarkably simple matrix evaluation step based on the introduced measure that effectively takes the global geometry of the manifold structures into account. The offered
advantages lead to superior performance of MCC for both synthetic and real-world experiments.
This material is partially published in [155].

3.2

Literature Review

Existing work on manifold clustering can be categorized into two categories: non-linear extensions
of linear subspace clustering algorithms and manifold learning methods. In [133, 134] the authors
extend the Sparse Subspace Clustering (SSC) method [44] for nonlinear data using the kernel trick.
For Symmetric pd matrices, [203] proposes to use a log-Euclidean kernel. In [86], a low-rank
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structure is enforced for the kernel of [133] to learn a low-rank and self-expressive representation
of the data simultaneously.
Manifold learning methods, on the other hand, mostly construct local neighborhood graphs, and
identify clusters as different connected components in the graph using spectral clustering approaches. Embedding-based methods are adapted to cluster the data before dimensionality reduction [9, 59, 136, 192]. For these methods to be effective, the size of the neighborhood sets need
to be small enough such that it does not include points from other manifolds and large enough such
that it can capture the local structure of the manifolds. Hence, they are only effective if the multiple
manifolds are well separated and densely sampled. The authors in [58, 124] exploit the dimension
information of the manifold components and assume that different clusters correspond to different
intrinsic dimensions. Besides considerable difficulty of dimension estimation, the assumption is
violated in many realistic settings. In an effort to alleviate the neighborhood size sensitivity, [43]
aims to obtain a weighted sparse representation to find the neighbors an their connecting weights
simultaneously. In [42], non-linear clustering is tackled by an exemplar-based approach for two
separate source and target sets. Given an arbitrary dissimilarity matrix, the problem is formulated
as a structured regularized minimization of a surrogate reconstruction error, yielding sub-optimal
results for actual criterion. Knowing the manifold structure a priori, in [158] the authors propose
an iterative scheme, through which a geodesic measure is minimized, while maximizing a rank
revealing QR factorization-based diversity score. A graph-based K-means algorithm is proposed
in [174], which replaces Euclidean distances with geodesic distances to account for the intrinsic
characteristics of the manifold. The centroid update is modified as the mean of the points of a
cluster w.r.t. graph distance, and assign the members to clusters based on a tired random walk
model.
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3.3

Proposed Method

In this section, we present the MCC method for non-linear manifold clustering. We assume the
data matrix D ∈ Rd×n is composed of n points in Rd from a group of m low-dimensional non-linear
manifold structures {µi }m
i=1 , each forming a cluster.
The goal is then to identify the membership assignment of each point to one of these clusters.
Note that since the low-dimensional structures are not restricted to linear subspaces, the data matrix may not necessarily exhibit a low-rank structure. However, given the low-dimensionality of
the underlying manifolds, one can still expect the information contained in the data matrix to be
more compact than a generic high-dimensional matrix. Therefore, the data model can be viewed
as a generalization of the traditional subspace clustering frameworks. The ability of the generalized model to capture more complex structures and patterns makes it more suitable for practical
applications and real-world scenarios.
Built upon this data model, we propose a successive approach for clustering the data points from
different manifolds. Our approach identifies the samples belonging to a single cluster first, and
then repeats the same process for the remaining data points, till all the samples are assigned to
a cluster. Key to our approach is the introduction of a novel measure of resemblance between
the data points to properly reflect the underlying manifold structure of the data model considered.
Since it is generally challenging to model the complex patterns underlying manifold data in their
original domain [112, 133, 156], we seek a meaningful representation through a suitable transformation. To effectively capture the non-linear behavior of the data, we define our measure as an
implicit function of the desired transformation, which we assume is in the form of a feature mapping associated with a RKHS H . In other words, we implicitly consider a non-linear mapping
function φ : Rd → H , where the prospect is that in the transformed domain the data points can be
more easily separated into distinguishable clusters. Leveraging a rich mathematical background
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developed for RKHS, our method has no explicit requirements on the desired transformation or the
manifold structure.
Definition 2. We define the CI of a data point di as

CI(di ) =

1
kφ (di )kH

n

hφ (di ), φ (d j )iH
.
φ (d j ) H
j=1

∑

(3.1)

j6=i

Per (3.1), CI depends only on the secondary space H . As we will show later, this quantity can be
effectively calculated without explicit knowledge of the transformation.
The quantity CI measures the degree to which a data point is congruent with a manifold structure.
As mentioned above, we successively identify the cluster assignment of the points, i.e., at each
step the algorithm implicitly chooses one of the existing manifolds as the dominant one, and then
examines how consistent each point is with that manifold structure through its CI. Note that the
choice of a dominant manifold at each step is not explicitly required in our algorithm, and is just
inherently undertaken through each step. Points from a given manifold are supposed to be more
congruent with this manifold compared to other points, and hence, can be identified as members of
a cluster if their CI values are large enough. After this step, the identified points are removed from
the collection, we measure the CI for the remaining points, and the process is repeated. In order to
calculate CI, we employ the Moore-Aronszajn theory, which states that for any pd kernel k on an
input space H , there exists a separable Hilbert space for which k is a reproducing kernel [8]. The
reproducing property is said to be satisfied for a pair of kernel k and Hilbert space H if
f (x) = h f , ki, ∀ f ∈ H , x ∈ X .
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By definition of a reproducing kernel, one can obtain

hφ (di ), φ (d j )iH = k(di , d j )

Using this property, our introduced measure can be translated into
1
CI(di ) = p
k(di , di )

n

k(di , d j )

∑ pk(d , d )

j=1
j6=i

j

j

which circumvents the need for designing the transformation explicitly. Using this representation
of the CI, one can easily calculate the congruence level of all the points to an underlying manifold
structure by just choosing a pd kernel. While avoiding the burden of embedding calculations, our
method gains an extended applicability to both numerical and non-numerical data using kernels
available for various data types such as graphs and documents.
Pairwise evaluations of the kernel function normalized to have unit diagonals yield a matrix that
can be viewed as the Gram matrix of the transformed data points, which have been normalized
to all be unit-length. The column norms of this matrix yield a vector containing all the CI values
corresponding to all the samples in the dataset. Then a threshold condition is examined for each
sample, determining if it belongs to the manifold of interest at that particular step or not. The
points identified are assigned to a cluster and removed from the set, and the process repeats for
the remaining samples. The steps of this algorithm are summarized in Algorithm 3. Algorithm 3
reveals the remarkably simple structure of our algorithm. Unlike most clustering algorithms that
involve iterative optimization programs or heavy computations such as Singular Value Decomposition for each neighborhood set, our algorithm only consists of a kernel matrix evaluation as
its computationally dominant step. Therefore, it is an algorithm of significantly low-complexity,
which offers the advantage of high scalability compared to the other existing methods.
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Algorithm 2 MCC Algorithm
Input: Data matrix D ∈ Rd×n , number of clusters m, kernel function k, threshold θ ∈ [0, 1]
Output: Cluster Assignments of points cl ∈ Rn
1: Initialize the set D to contain all the columns of D.
2: for j = 1 : m − 1 do
3:
Evaluation of CI for all data points in D:
|D| k(di ,d j )
CI(di ) = √ 1
∑ j=1 √k(d ,d ) , di ∈ D
k(di ,di )

4:
5:

6:
7:
8:

j6=i

j

j

Scale the CIs to 1:
CI(di ) = CI(di )/ max(CI) , di ∈ D
Membership Assignment:
if CI(di ) > θ , point di is assigned to cluster j
cl(i) = j
Remove di from D.
end for
cl(i) = m , di ∈ D
return cl
3.4

Experiments

In this section, we evaluate the performance of our method through multiple synthetic and real
experiments. Besides illustrating how our proposed measure is effective in clustering different
manifold structures, we also compare the performance of MCC to the state-of-the-art manifold
clustering algorithms. For the kernel choices in all kernel-based methods including ours we use
the two generic kernels of Gaussian with parameter σ and Polynomial with degrees {2, 3}. For the
σ parameter, the variance of the data is calculated first and then we choose the best result from its
multiples of {0.1, 1, 2, 5}.

3.4.1

Experiments with Synthetic Data

We generate several multi-manifold datasets and assess the performance of our method in clustering the data. The datasets consist of multiple low-dimensional benchmark manifold structures
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that are embedded in a 30-dimensional space, and then concatenated to form a union of manifolds. The constituent manifold components include Trefoil Knot, Arithmetic Spiral, 2-Sphere
and SwissRoll structures as shown in Fig. 4.2. We label the clustered data by concatenating the
names of the manifold structures they comprise, for example, Sphere-SwissRoll is constructed
from the concatenation of the embedded manifolds Sphere and SwissRoll.

Fig. 3.2 shows the

CI values for two 2-cluster datasets of Knot-SwissRoll and Knot-Sphere in the first row, and the
4-cluster dataset of Knot-Sphere-Spiral-SwissRoll. The figures reveal that large CIs correspond
to the points belonging to a single manifold structure, and this is our method’s distinguishing
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(a) Trefoil Knot

(b) Spiral

(c) SwissRoll

(d) Sphere

Figure 3.1: Visualization of manifold structures embedded in different datasets.
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measure for assigning cluster memberships to the samples. In Fig. 3.2a and Fig. 3.2b, the values
are grouped in two sets of 100 points. In these two figures, the first and second chunks of the
data (corresponding to samples from Knot and Sphere manifolds, respectively) show larger relative values, which are assigned to the first cluster. Then, the remaining points are associated with
the second cluster. Similarly, in Fig. 3.2c, the second chunk of 100 points, which correspond to
the sample from the Sphere manifold, have higher CIs, resulting in their assignment to the first
cluster. After these points are removed, in the second step, CI values are re-calculated for the remaining points, and the same process is undertaken for assigning a part of the data to the second
cluster, and so on. Next, we compare the performance of our method with other techniques developed for manifold clustering, including Sparse Manifold Clustering and Embedding (SMCE) [43],
Manifold K-Means (MKM) [174], Dissimilarity-based Sparse Subset Selection (DS3) [42], and
Kernel Sparse Subspace Clustering (KSSC) [133]. The parameters for all methods were chosen as
suggested by their authors, and the average result for 50 runs are reported in Table 3.1. The best
results are denoted by bold-faced numbers. The proposed method considerably outperforms all the
other algorithms. More specifically, MCC achieves the best results in 6 out of 7 datasets, and for
the Sphere-SwissRoll dataset it performs very close to SMCE.
Table 3.1: Comparison of Clustering Error for different algorithms for various synthetic datasets.
PP

PP Method
PP
PP
Data
P
Knot-Sphere
Knot-Spiral
Knot-SwissRoll
Sphere-SwissRoll
Sphere-Spiral
Knot-Sphere-Spiral
Knot-Sphere-Spiral-SwissRoll

MCC

DS3

MKM

SMCE

KSSC

0.000
0.145
0.255
0.280
0.230
0.310
0.250

0.740
0.860
0.695
0.380
0.710
0.474
0.375

0.500
0.495
0.492
0.465
0.500
0.659
0.746

0.125
0.145
0.325
0.235
0.280
0.520
0.390

0.295
0.326
0.390
0.360
0.295
0.462
0.457
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(a) Knot-SwissRoll

(b) Knot-Sphere

(c) Knot-Sphere-Spiral-SwissRoll

Figure 3.2: CI values for different datasets in a single step of our algorithm. A manifold is chosen
implicitly, and points belonging to that manifold exhibit higher CI values which are used to assign
them to a cluster.
3.4.2

Experiments with Real Data

To further examine the effectiveness of the proposed method under more practical settings, we
apply our technique to real-world data that pose several additional challenges, including cluster imbalance and data corruption. The performance of our method is compared to other related
46

(a) Ionosphere

(b) Iris

Figure 3.3: CI values for real data in the first step of our algorithm. One can see a distinguishable
pattern for points belonging to a cluster versus others. Data points belonging to a cluster are
identified by their high CI values.
techniques. In addition to the methods considered in Section 3.4.1, we also include two generic
clustering algorithms (SSC and Kmedoids) for their broad applicability in our comparisons. We
consider three benchmark datasets from the UCI repository [106]. The Ionosphere dataset contains 34-dimensional radar signals from phased-array high-frequency antennas [159] that are used
to categorize the structure of the ionosphere into 4 different categories. Moreover, the Iris dataset
is a 3-cluster dataset, where each class corresponds to a type of an Iris plant. The features are measuring of different attributes of plants. Lastly, the Lenses dataset consists of 24 samples of patients’
characteristics in R4 for fitting contact lenses. The data is classified into 3 different categories who
need hard, soft, and no contact lenses. We first visualize the CI values for the Ionosphere and Iris
datasets in Fig. 3.3. One can see easily observe the relative trend of CIs for points from different
clusters. Additionally, Fig. 3.4 shows the clustering error obtained from each method for these
three datasets.
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Figure 3.4: Average Clustering Error of different methods for real data.
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Figure 3.5: Average running time of different methods for different number of data points.
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CHAPTER 4: MULTI-CRITERIA REPRESENTATIVE SELECTION
FROM NON-LINEAR MANIFOLDS

The problem of representative selection amounts to sampling few informative exemplars from
large datasets. Existing approaches to data selection often fall short of simultaneously handling
non-linear data structures, sampling concise and non-redundant subsets, rejecting outliers, and
yielding interpretable outcomes. This chapter presents a novel representative selection approach,
dubbed MOSAIC, for drawing descriptive sketches of arbitrary manifold structures. Resting upon
a novel quadratic formulation, MOSAIC advances a multi-criteria selection approach that maximizes the global representation power of the sampled subset, ensures novelty of the samples by
minimizing redundancy, and rejects disruptive information by effectively detecting outliers. Theoretical analyses shed light on geometrical characterization of the obtained sketch and reveal that the
sampled representatives maximize a well-defined notion of data coverage in a transformed space.
In addition, we present a highly scalable randomized implementation of the proposed algorithm
shown to bring about substantial speedups. MOSAIC’s superiority in achieving the desired characteristics of a representative subset all at once while exhibiting remarkable robustness to various
outlier types is demonstrated via extensive experiments conducted on both real and synthetic data
with comparisons to state-of-the-art algorithms.

4.1

Introduction

Notwithstanding an unprecedented development in memory technology and increase in computing
power, the prevailing data deluge continues to outstrip the storage and computation limits of existing algorithms. Contemporary machine learning algorithms have to perform the aspired tasks of
data inference given a sheer volume of high-dimensional data. Also, the emergence of The Inter49

net of Things (IoT) and pervasive computing has propelled non-traditional computing paradigms
in which machine learning algorithms have to run locally on tiny resource-constrained devices with
minimal data exchange with the cloud [72]. This spurred much interest in dimensionality reduction, feature selection [183,199,212,213] and representation learning approaches such as Principal
Component Analysis [135], Dictionary Learning and Autoencoders [170, 214], which broadly aim
to reduce the size or redefine the coordinates of the feature space.
An alternative focus of recent research has been on data sketching via sampling data representatives/exemplars [36, 42, 69, 89, 119, 174]. Our contribution is in the same vein and entails selecting few data points out of the original collection that are simultaneously representative and
concise thereby reducing the problem size. Substantial computational and storage conservations
are premised on performing the expensive tasks of learning and inference on reduced sketches in
lieu of the full-scale data. Summaries afforded by informative representatives can also facilitate
insightful interpretations of big data and complex systems. Moreover, working with a small subset
alleviates the need for burdensome tasks of data annotation by human resources, and befits the
aforementioned edge machine learning paradigms. Data sketching has bearing on many applications, including natural language processing [191], recommender systems, computer vision and
pattern recognition [137, 200], medicine [105], and marketing [76], and social networks and graph
analysis [78, 108, 152, 163, 188, 189].
Brute force search over all possible subsets of a dataset, however, is NP-hard, hence intractable
for big data. The problem is more challenging in the presence of outliers that prevail much of
today’s data, since the selection mechanism has to effectively reject outliers while selecting the
most informative data exemplars. While there have been noteworthy efforts to develop efficient and
robust techniques to tackle this problem, this chapter is motivated by several important limitations
of existing approaches, such as inability to handle non-linear data, sensitivity to outliers, lack of
interpretability, and choosing uninformative or redundant subsets as a result of single-criterion
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formulations. The findings of this study are partially published in [150].
One recurring issue is that many existing algorithms are unable to handle non-linear data structures. This is primarily since they often rest upon the presumption that the data lies on (or near)
some low-rank linear subspaces, which may not hold in practice. In order to eliminate the restriction on the allowable data structures, few methods tackle the sampling problem with a ML
approach. These methods either adopt graph-based distances as approximate measures of geodesic
distances, replacing the Euclidean distance in the conventional linear approaches, or approximate
local neighborhood sets of manifolds by linear subspaces and then apply the linear models to those
sets. Consequently, they inherit the deficiency of the original methods, and incorporate local information, which diminishes their ability to capture a global view of the underlying structure. We
propose an approach which enables representative sampling from data adhering to non-linear manifold structures by a different means. We obtain a concise encoding of the global manifold structure
that underpins a multi-criteria paradigm through a novel convex formulation.
Another limitation is the inability of many of the existing methods to successfully reject outliers in
the selected subsets of representatives. Although some incorporate outlier identification strategies,
it remains a challenge to yield sets devoid of outliers. This issue becomes more prominent in
high-dimensional settings where the outliers are more easily concealed due to the so-called curse
of dimensionality. Robustness to outliers is naturally enabled in our approach through a sparsity
measure of the obtained encoding, which gauges the conformity of a data point to the entire data
collection.
Also, an important concern is the lack of interpretability in the sense of being able to explain
the choice of specific data points as data representatives by many of the existing algorithms (e.g.,
algebraic approaches) – this has become more momentous in recent years considering the attention
accorded to interpretable/explainable machine learning. Here, we provide an analysis rooted in
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geometric functional analysis, which gives insight into the characteristics of the representative set.
Lastly, many techniques approach the problem taking only a single criterion into account which
limits their efficacy in practice. Clustering-based methods, for instance, build upon group-forming
patterns and disregard the underlying structure of the data, whereas the diversity-driven ones focus
solely on maximal diversity of the subset rather than its representativeness. As a result, the selected
subsets based on such algorithms are not always descriptive summaries of the whole set.

4.1.1

Contributions

In this chapter, we make four main contributions. First, motivated by the aforementioned limitations, we develop a novel method for robust sampling of representatives from high-dimensional
data, which effectively captures non-linear behavior of data lying on manifold structures. Our
proposed method, dubbed MOSAIC, builds upon an obtained representation of the data relations,
which encodes the involvement of each data point in preserving the underlying structure of the
manifold. This encoding is obtained from the solution of a newly formulated quadratic program,
which not only yields a global optimum independent of the initialization, but also is equipped with
a computationally efficient parallelizable algorithm.
As our second contribution, we introduce a three-pronged approach derived from this concise
encoding, which considers a comprehensive set of features essential for a representative subset,
namely descriptiveness, conciseness, and robustness. The first criterion ensures that the sampled
subset is sufficiently informative to be able to represent the whole dataset with as much fidelity as
possible, while the second one minimizes the potential redundancy among the selected samples,
such that each carry novel and diverse information. These two conditions yield a minimalistic
set of descriptive samples, maximizing the amount of information per chosen sample. Lastly, to
avoid misinformation, the sampled representatives should not contain outlying data points, which
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is satisfied by our third criterion. This multi-criteria approach uniquely enables our model to
offer summaries enjoying a comprehensive set of key aspects essential for a representative subset
simultaneously. Accordingly, our method surpasses the single-criterion approaches which fall short
of considering these pivotal aspects inclusively, and end up with reduced sets which either are not
descriptive enough, contain redundant samples, or are contaminated with outliers.
Our third contribution lies in deriving a theoretical characterization of the representatives identified
by MOSAIC with an insightful geometric interpretation. In a nutshell, the representatives selected
by MOSAIC correspond to the vertices of the convex hull of the dataset in a transformed space, and
are shown to maximize a well-defined notion of coverage for the whole data set (See Theorems 5
and 3). The analysis leverages a profound connection to the theory of Reproducing Hilbert Spaces
established in Section 4.5, which affords an insightful re-interpretation of our methodology.
As our fourth contribution, we develop a scalable implementation of the algorithm proposed, which
brings about substantial speedup enabling the processing of large datasets. Representative selection
is only applied to a sketch of the data that is adaptively augmented through an iterative refinement
procedure to successively incorporate underrepresented data points.
We remark that the proposed method offers a stand-alone outlier detection technique for highdimensional data. Indeed, the procedure effectively yields a two-way decomposition of the data,
generalizing the low-rank plus sparse matrix decomposition principle [23] to a comprehensive
paradigm capable of simultaneously dealing with linear/non-linear settings and non-sparse outlier
models. To the best of our knowledge, MOSAIC is the first manifold learning approach that
addresses all the aforementioned shortcomings at once. It demonstrates considerable superiority
compared to state-of-the-art methods through a variety of experiments including classification and
clustering tasks, tolerating random and structured outliers, and algorithm running time.
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4.2

Literature Review

Existing foundational work on subset selection for high-dimensional big data can be broadly categorized into three main categories: linear algebraic approaches, diversity-based and clusteringbased methods.
Linear algebraic methods typically found their models on the low-rankness of the data collection.
RRQR algorithms [24, 60, 69] aim to find a permutation matrix that, when multiplied by the data
matrix, reveals the best conditioned sub-matrix as its first columns. Others have focused on choosing some columns/rows of the data matrix that can best span the column space of the original
dataset. A variety of randomized techniques have been developed along this line [37, 119, 172]. In
an effort to span the original column space, these methods are challenged to reveal the underlying
spatial structure of the data. The work in [40] tackles the problem via a sparse dictionary-learning
based approach. The authors in [182] diversify these chosen samples by employing multiple regularization terms. Others attempt to tackle various aspects of the problem, such as a greedy algorithm for matrices with missing entries [10], or an `1 /`∞ optimization for non-negative matrices [45]. Intuitively, these approaches seek to find a low-rank approximation of the data matrix to
recover its column space with as much fidelity as possible. Hence, they are not designed to capture
non-linear data structures. It is worth mentioning that related literature on low-rank representation
primarily seeks the lowest rank representation that can represent the data samples as linear combinations of the bases elements in a given dictionary [110, 128]. While the low-rank assumption
is popular for dictionary learning, subspace clustering and outlier detection approaches, it does
not directly yield a representation through which one can infer representativeness of few actual
data points. As will be explained in Section 4.3.2.1, we incorporate a row-sparsity constraint that
naturally enables our method to locate the most representative samples.
An alternative approach focuses on the diversity of the selected samples [46, 98]. In [61], su54

pervised video summarization is studied on a similar basis. For data streams, [190] maximizes
a sub-modular function using knapsack constraints over sliding windows. While these methods
enrich the information novelty of the chosen subset, they often fall short of drawing sketches with
enough representation power to describe the whole collection.
Clustering-based methods, on the other hand, take the group-forming behavior of the data into consideration and identify the representatives as the prototypes of the clusters. Kmedoids employs an
iterative scheme to find K representatives as the centroids of the clusters [89]. Similarly, Affinity
Propagation finds a data center for each cluster using a message passing algorithm [54], but does
not require the number of clusters a priori. In [42], finding exemplars for two separate source and
target sets is formulated linearly based on their dissimilarities. A similar formulation is considered
in [210], where more diversity is promoted with a different regularization. In [211], the program
involves the same group-forming structure, but the dissimilarities are inferred from a low-rank representation based on [40]. A graph-based K-means algorithm is proposed in [174], which replaces
Euclidean distances with geodesic distances. Similarly, given that the manifold structure is known
a priori, the authors in [158] propose an iterative scheme, through which the geodesic distance between the elements of the selected exemplars and the points in their corresponding Voronoi cell is
minimized, while maximizing a RRQR factorization-based diversity measure. In [131], the authors
tackle the sampling and re-meshing of manifolds based on spectral analysis. Using the LaplaceBeltrami operator on the manifold, they introduce a new quantity measuring the effect of a single
point on the manifold by approximating the spectrum of this operator via a heat kernel. As with
many manifold learning techniques, it involves an iterative scheme processing the local neighborhoods of all data points, leading to inferior performance caused by local views of the developed
model. Some approaches in this group suffer from high dependence on the initialization of the
algorithm, while others impose restrictive conditions on pairwise information, obtain sub-optimal
solutions, or require a priori knowledge of the manifold structure. Also, intensive computational
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requirements of these iterative algorithms limit their applicability in practice.
Common among all aforementioned methods is their inability to deal effectively with the presence
of outliers, even ones that incorporate outlier identification strategies.

4.3

Proposed Method

In this section, we first define the problem of interest, and then, present the MOSAIC method in
Section 4.3.2, which affords a simple yet powerful approach for robust sampling of representatives
from non-linear manifolds.

4.3.1

Problem Description

As mentioned earlier, this chapter aims at solving the representative selection problem under a generalized setting that overcomes the existing limitations. The major issue with linear models stems
from their restrictive assumptions on the underlying data structures. Inspired by many real-world
scenarios, we consider the case where the data does not necessarily behave in a linear fashion,
rather it can also belong to some low-dimensional non-linear manifolds. Formally, our adopted
data model is as follows.
Data Model 2. Consider a sample of n data points given as a matrix X ∈ Rm×n , with data points
{xi }i∈Nn as its columns. In presence of outliers, we adopt a column-wise model in which the data
can be written as X = L + O = [A B] T, where A ∈ Rm×n1 represents the inliers, B ∈ Rm×n2 stands
for the collection of outlying points, and T is an arbitrary permutation matrix. We assume that the
columns of A lie on a union of low-dimensional manifolds. The low-dimensional structures could
be either linear subspaces or non-linear manifolds. In contrast, the columns of B do not lie on any
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of these manifolds, and are drawn uniformly at random1 from Rm .

Given the data model above, our goal is to select some samples collected in S0 , that best represent
the whole dataset S , such that |S0 |  |S |. We propose to take a collective set of criteria that are
simultaneously necessary for S0 to be a good representative subset. For this, we aim at identifying
a reduced subset that achieves representativeness, conciseness, and robustness to outliers, all at
once. Representativeness refers to the ability of a sample in describing/reconstructing the other
points of the dataset; conciseness minimizes the potential redundancy in the identified subset, such
that each point carries novel information, and robustness avoids disruptive information that may
contaminate the data, i.e., S0 ∩ O = 0,
/ where O stands for the set of outliers.

4.3.2

Method

We will first establish our informative encoding of the data relations in §4.3.2.1, using which the
method is capable of satisfying the three aforementioned criteria in §4.3.2.2 - §4.3.2.4. Later, a
profound connection of our formulation with kernel methods is established in §4.5, which gives a
different perspective on our methodology, and facilitates theoretical analysis in §4.6.

4.3.2.1

Representation Power Encoding

Consider we are given a matrix of pairwise similarities K ∈ Rn×n for the whole collection. The
similarities reveal how much a data point tells about all the other points of the set. A highly relevant
measure is reflected by the notion of mutual information in information theory [34], which quantifies the amount of information obtained about one random variable by observing another one.
1 An

extended outlier model is studied in Section 4.7.4, where the outliers might exhibit linearly or statistically
dependent structures.
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Inspired by this notion, we require the similarity matrix to be symmetric, but relax the positivity
constraint for each element to the psd assumption on the matrix K for a more inclusive condition.
Similarity measures widely used in statistics and machine learning, such as cosine similarity, Euclidean inner product, and all pd kernel functions, satisfy these properties. Given this matrix, we
aim at obtaining a representation matrix R ∈ Rn×n that encodes the representation power of each
sample for describing others in the collection. Elements in a single row of this matrix, r j , correspond to the participation level of the jth sample in representing the other data points. To achieve
an optimal encoding, an optimization program is designed, in which we reward the representation
power of the points capable of describing many others in the set, while penalizing the similarity
among the chosen representatives. These criteria are realized through a linear and a quadratic term,
respectively, as

max trace 2KR − RT KR ,
R

(4.1)

where we double the linear term to account for the symmetric forms obtained from the quadratic
expansion. In order to reach a reduced subset of representatives, R is desired to be row-sparse. To
this end, we transform our formulation to minimizing a cost function, coupled with a structured
regularizer for row-sparsity:

min
R


λ
trace RT KR − 2KR + kRT k1,p
2

(4.2)

where λ is an optimization parameter, and p ∈ {1, 2} determines the ` p -norm by which the rows
of R are penalized. This regularization automatically avoids the trivial solution R = In . Framing the representation coefficients in a non-linear manner, along with the arbitrary psd similarity
matrix aims at capturing the intricate behavior of underlying manifolds. While modeling this complex relation, the designed program is a well-defined convex problem, which makes the method
independent of initialization. The optimal solution R∗ of this optimization problem is the desired
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encoding that carries the required structural information of the dataset underlying our ability to
satisfy the three desired criteria for a representative set as described next.

4.3.2.2

Locating Representative Samples

The non-zero rows of R∗ identify the points that best describe the whole collection, hence are better representatives. Conversely, the ones whose corresponding rows are zero do not participate in
representing the dataset efficiently, and hence, can be discarded from the subset. Additionally, each
row reveals the influence level of the selected samples in representing the set; the ones corresponding to higher row-norms can be deemed as more influential ones, as it indicates more involvement
of the corresponding sample in the reconstruction of the dataset. Their degree of involvement
produces an influence-based ranking for the samples, which can be utilized to choose a limited
number of samples, and also will be instrumental in choosing diverse representatives as described
in the following.

4.3.2.3

Ensuring Conciseness by Novelty-based Pruning

Aside from the representativeness of the sampled subset, the efficacy of the sampling techniques
are highly impacted by the novelty of information carried by the chosen samples. Once more,
inspired by information-theoretic metrics, we reason about this dissimilarity in terms of a metric
called shared information distance, which can be defined as H(x) + H(y) − 2MI(x|y), where H(·)
and MI(x|y) denote the entropy of a variable and mutual information of x given y, respectively [34].
As the name implies, this metric gauges the amount of information lost and gained by moving
from one point to another, and has been effectively used in comparison of different clusterings
of a dataset [6, 123]. To ensure novelty, we exploit the influence ranking of the selected samples
along with the shared information distance among the chosen points. Mimicking this distance, we
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calculate the dissimilarity between two given samples xi , x j as

d(xi , x j ) = kii + k j j − 2ki j .

This quantity provides us with a methodical way of inferring dissimilarities from the available similarity information. Samples containing unoriginal information can be pruned according to their
level of influence, such that between each pair of points, only the most influential one survives.
Note that by removing the less influential samples that do not convey original information w.r.t.
some other members of the chosen subset, we obtain a concise set that keeps the reconstruction intact by a proper modification of the coefficients in the representation matrix. Hence, this procedure
ensures diversity in the selected subset at no extra cost, while maintaining the representativeness.

4.3.2.4

Outlier Identification and Robust Sampling

To effectively cope with outlier contamination in practical applications, this section explicates how
we identify various types of outlying data points present in the data as a final procedure to advance
robustness of the proposed sampling method to outliers. To this end, we leverage the fact that
outliers typically exhibit low total coherence with the rest of the data. We exploit the richness of
the obtained encoding to link the coherence of points to their ability to represent the collection. In
other words, each inlier is anticipated to be representable by a few other inliers, while outliers are
unlikely to follow this pattern, by being reconstructed mainly by themselves. Consequently, two
groups of points are indicated by the non-zero rows of the optimal encoding: the influential inliers
(which actively contribute to the reconstruction of others), and the outliers (that often cannot be
represented by the rest of the samples rather than themselves). Accordingly, we introduce a novel
identification measure that can be cogently inferred from the sparsity of the rows of the optimal
representation matrix. For a given sample x j with a non-zero representation vector, we measure its
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likelihood to be an outlier as its Outlier Probability (OP) defined below.
∗j

OP(x j ) ,

kr k1
n − kr
∗ jk

∞

n−1

(4.3)

where r∗ j denotes the jth row of the optimal representation matrix. This quantity measures the
involvement of a given sample in representing the other points of a dataset by its sparseness.
Higher OP values reflect the accumulation of the non-zero elements of the representation vector, suggesting higher probabilities for the sample to be an outlier. In contrast, inliers participating
in the representation of many other inliers give rise to representation vectors with more evenly
distributed elements, resulting in lower OP values. This component can be integrated into the developed sampling method to reject the selected outliers out of sampled representatives, and also
can be employed to detect outliers of a high-dimensional manifold-structured data autonomously,
as studied in the next chapter.

4.4

Proposed Algorithm

Generic solvers for convex problems such as CVX [65, 66] are known not to scale well with the
problem size as they exhibit cubic or higher order complexities. To alleviate this problem, we
develop an ADMM-based algorithm [17], which reduces the computational costs and also enables
parallel implementation of this program. The scaled augmented Lagrangian of this objective function can be written as
∆, R, Q) =
Lρ (∆


λ
∆ − 2K∆
∆ + kRT k1,p + ρ/2k∆
∆ − R + Qk2F
trace ∆ T K∆
2

(4.4)

where ∆ ∈ Rn×n is an auxiliary variable, ρ > 0 is the penalty parameter, and Q ∈ Rn×n is the scaled
Lagrange dual variable. Minimizing this function w.r.t. each variable gives rise to the update rules
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summarized in Algorithm 3, where the subscript inside the parenthesis is the iteration indicator,
and the convergence conditions are derived according to [17]. More specifically, these conditions
include primal and dual feasibility, for which we define corresponding residuals calculated as follows,

t+1
Ut+1
− Rt+1 ,
1 =∆

Zt+1 = ρ(Rt+1 − Rt ) .

Both primal and dual residuals need to be smaller than corresponding feasibility tolerances for the
algorithm to terminate. Using an absolute and relative criterion, one can choose these tolerances
as

∆t kF , kRt kF }
ε pri = nε abs + ε rel max{k∆

(4.5)

ε dual = nε abs + ε rel ρkQt kF .

(4.6)

The stopping criterion is satisfied when all these conditions are met. In other words, the following
condition needs to be true for the algorithm to stop,

kU1t kF ≤ ε pri ∧ kZt k2 ≤ ε dual .
In all our experiments, these parameters are set to ε abs = 10−5 , ε rel = 10−4 .
The optimal value of the representation matrix R∗ would have some non-zero rows, identifying the
best representatives of the collection. Then, as illustrated in Algorithm 7, the sampling process is
followed by the two last steps for diversity-based pruning and outlier rejection, respectively.
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Algorithm 3 ADMM Algorithm for solving problem (5.1)
Input: Kernel Matrix K ∈ Rn×n ,
p ∈ {1, 2}, Optimization parameters λ , ρ.
Output: Optimal Coefficient matrix R∗
1: Initialization: Set all optimization variables to zero, converged = False.
2: while not converged do
3:
G = λ K + ρIn
∆(t+1) = G−1 (λ K + ρ(R(t) − Q(t) ))
4:


1/ρ
i
5:
r(t+1) = 1 − (δ +q )i
(δ
+ q(t) )i
k (t+1) (t) k2 + (t+1)
6:
Q(t+1) = Q(t) + ∆ (t+1) − R(t+1)
7: end while
8: return R∗ = Rk

Algorithm 4 Proposed Sampling Method from Manifolds
Input: kernel matrix K, inputs of Algorithm 3.
Output: Sampled Representative Indices I
1: Obtain R∗ via Algorithm
3 as

2:
3:
4:
5:

arg minR λ2 trace RT KR − 2KR + kRT k1,p

I = j| r∗ j 2 6= 0
Keep only novel sample indices in I acc. to Section 4.3.2.3
Remove Outlier indices from I acc. to Section 4.3.2.4
return I
4.4.1

Scalable Implementation

In this section, we present a randomized scheme which yields a scalable implementation of the
proposed method for large-scale data, reducing the complexity to O(r1.373 dr/Pe), where r << n is
a parameter of this procedure. To this end, we initially sample a few r random points of the original
data uniformly, and apply our representative selection approach to the resulting subset. In order to
compensate for possible information loss due to random sampling, we devise an incremental refinement procedure to add back r̂ maximally unrepresented data points to the random subset. More
specifically, let Sc ∈ Rn×r denote the random sampling matrix, whose columns are zero except for
one element of 1 indicating the index of the sampled point. Then, Xc = XSc ∈ Rm×r corresponds
to the matrix of randomly sampled columns, and our objective function can be modified as (4.7),
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where Kc = KSc ∈ Rn×r and Ks = STc KSc ∈ Rr×r .

λ
trace RTc Ks Rc − 2Kc Rc + kRTc k1,p
2

(4.7)

The updates of the ADMM algorithm can be adapted accordingly, yielding a scalable algorithm
with stunning speedups. Then, an incremental refinement procedure is used to ensure enough
columns are sampled by monitoring our objective function, which characterizes how far we are
from optimally representing the dataset. More precisely, the misrepresentation cost for the jth
sample is
e j = k(x j , x j ) − 2k(x j , Xc )r∗j + r∗j T k(Xc , Xc )r∗j .

(4.8)

Samples corresponding to high values of error have not been represented by the chosen ones satisfactorily, and hence, are added to the subset Xc . This procedure is repeated for a few iterations
to ensure high representability. The corresponding algorithm can be found in Algorithm 5. All
the variables with the subscript c correspond to their original variables with adapted size; e.g.,
∆ c ∈ Rn×r .

4.5

Discussion

Bearing in mind the positive-definiteness of the similarity matrix, elements of K can be pairwise evaluations of a pd kernel k over all data points. This encourages us to explore the relation of our formulation to kernel methods. Consider the associated RKHS H with this kernel, the feature mapping function φ : Rm → H , and inner product h·, ·iH , such that for all
x, x0 ∈ Rm , hφ (x), φ (x0 )iH = k(x, x0 ). One can re-express our problem in (5.1) as minimizing
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Algorithm 5 Proposed Scalable Randomized Algorithm for Sampling from Manifolds
Input: Number of initial random samples r << n, number of added samples adaptively r̂ << r,
number of iterations I, inputs of Algorithm 7.
Output: Sampled Representative Indices I
1: Initialization: Set all optimization variables to zero
2: Generate a zero matrix of size n × r, except for one element of 1 in each column, at random
rows: Sc .
3: for i = 1 : I do
4:
Form Ks = STc KSc ∈ Rr×r . // ADMM Updates
5:
while not converged do
6:
∆ c (t+1) = (λ Ks + ρIc )−1 (λ KTc + ρ(Rc (t) − Qc (t) ))


1/ρ
i
(δ
+ qc (t) )i
7:
rc (t+1) = 1 −
k(δc (t+1) +qc (t) )i k2 + c (t+1)
8:
Qc (t+1) = Qc (t) + ∆ c (t+1) − Rc (t+1)
9:
end while
10:
R∗c = Rkc // ADMM Ends
11:
Perform steps (2-4) of Algorithm 7.
12:
for j ∈ Nn do
13:
e j = k(x j , x j ) − 2k(x j , Xc )r∗j + r∗j T k(Xc , Xc )r∗j // Calculate the Misrepresentation Errors
14:
end for
15:
Find r̂ highest errors and add the corresponding samples back to Xc .
16: end for
17: return I
the following function over R:

Fp,λ (K, R) ,


λ
trace RT KR − 2KR + K + kRT k1,p
2

(4.9)

Then, a closer look into the first term of this objective function reveals its equivalence to kφ (X) −
φ (X)Rk2F , where the function φ has been applied to all columns of X in an element-wise fashion
to yield a matrix of the form φ (X) , [φ (x1 ) φ (x2 ) . . . φ (xn )]. This delineation affords a profound
insight into the significance of our formulation by relating our objective to the reconstruction error
of the collection in the transformed domain H . In particular, this characterization asserts that
our optimization is equivalent to mapping the data points into a specific secondary space, and
reconstructing the collection by a self-expressive property. Through the regularization, all points of
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the collection are to be reconstructed by a few of them, serving as representative samples. Then, the
second step of our method can also be viewed as pruning the chosen samples based on the distance
metric induced from the inner product on H . In other words, we keep the representative samples
that are distant from other chosen points in the transformed domain to ensure diversity. Also, the
misrepresentation error introduced in Equation (4.8) can be obtained from the squared columnnorms of the reconstruction error matrix in the transformed domain as E = φ (X) − φ (X)Rc ; the
columns of E would be close to zero if the corresponding transformed samples can be reconstructed
satisfactorily. Hence, the unrepresented samples are indicated by the high-norm columns. Through
this connection, one can interpret that the transformation facilitates capturing the complicated data
patterns through simpler (possibly linear) relations in the transformed space H , which in turn
results in sampling better data points as representatives, and higher accuracy in identifying outliers.
This keen re-characterization links our methodology to some other literature that has utilized the
self-expressive property including matrix factorization and dictionary learning [15, 120] and subspace clustering [44, 111]. Although sharing this inherent element, all these methods tackle altogether different problems. In [44, 111] the goal is to cluster the data coming from different
subspaces, through using different norms for the coefficient with sparse or low-rank feature, and
cannot be used to locate representatives. On the other hand, obtaining compact dictionaries and
similar patches of an image are targeted in [15, 120]. Dictionaries are not required to match any
of the actual data points (such as eigenvectors of a data matrix, which are generally difficult to
interpret in terms of the underlying data), but rather to give rise to desirable representations w.r.t.
overcomplete bases. It is of notable mention that we equip our method with original theoretical
analysis that provides illuminating insight into our methodology as well as characterization of the
chosen samples (See Section 4.6).
Note that if the problem has a feasible representative subset, the matrix φ (X) is implied to be inherently low-rank. Consequently, there are potentially multiple representation matrices which result
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in precisely zero reconstruction error, and the choice of regularizer rules one of those potential
candidates as the optimal solution of the program. This attribute provides the backbone for the
theoretical analysis conducted in §4.6. For the experiments, where the data may be contaminated
with noise, the low-rankness of φ (X), and in turn perfect reconstruction, are not required.
Moreover, it is worth mentioning that our model can be further extended to capture relations from
affine subspaces in the transformed space by adding the RT 1 = 1 constraint to the program minimizing (4.9), and the updates can be easily adapted. Without loss of generality, we normalize the
i
h
φ (x2 )
φ (xn )
1)
.
.
.
,
transformed data points to have unit length vectors as φ̃ (X) , kφφ(x(x)k
kφ (x )k
kφ (xn )k
H

1

2

H

H

and use the corresponding normalized kernel matrix evaluation of all pairwise data points as follows in our method:

K̃ , φ̃ (X), φ̃ (X)

4.6

H

=

√ k(xi ,x j )
k(xi ,xi )k(x j ,x j )


.

(4.10)

Theoretical Analysis

In this section, we present the theoretical analysis, mainly built upon geometric functional analysis.
First, we characterize the geometry of the identified representatives. More specifically, we show
in Theorem 5 that under `1 regularization and precise reconstruction, our selected samples are
the vertices of the convex hull containing the whole dataset in the transformed space. Since the
vertices of a convex body can reproduce all the other points of the set, and cannot be described
by convex combinations of others, sampling these vertices as representatives meets our intuition.
Doing so, one can restore all the information of the dataset via few selected critical samples. Next,
we introduce a new geometric notion, called coverage of a subset, which quantifies the ability of a
subset to represent the whole set. We further illustrate in Theorem 3 that our methodology selects
representatives in accordance with this notion, such that our objective function guages how well
the collection of data is covered by the sampled representatives. These characterizations facilitate
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insightful interpretations of the proposed approach that give more perspective on the functionality
of our method.
As stated before, due to the inherent low-rankness of φ (X), there always exist feasible solutions
where the reconstruction error is precisely zero in the noise-free case. Thus, the most interesting
case to analyze is to enforce this error to be zero by setting λ = ∞. As such, depending on p
values, the regularization term affects the optimal solution by choosing one of multiple matrices
that produce zero residual. For brevity, we denote the transformed images of a data point and
the dataset by yi = φ (xi ) and Y = φ (X), respectively. Given a set S of points {s j }, let the
symmetrized convex hull of its elements be denoted by P(S ). Also, the set of all transformed
samples is denoted by Y . Moreover, let the positive ray of a vector v be~v = {tv : t > 0}.
Theorem 2. The representatives sampled by minimizing F1,∞ (K, R) correspond to the vertices
of the convex hull of the transformed dataset, P(Y ). Specifically, this optimization program is
equivalent to finding the faces of the polytope P(Y ) that pass through the positive rays of samples
of the dataset, {~
y j , ∀y j ∈ Y }. The non-zero rows of the optimal solution R∗ correspond to the
extreme points of these faces, i.e., vertices of this convex hull.

Proof. First, consider the following definitions. Let P be a short-hand notation for P(Y ), which
defines a symmetric convex body as Conv(±y1 , ±y2 , . . . , ±yn ). Furthermore, given this convex
hull, its polar set is defined as
P o = {v ∈ H : hy j , vi ≤ 1, ∀y j ∈ P} .
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(4.11)

Note the following relations hold for our objective function.

λ
trace K − 2KR + RT KR + kRT k1,1
2
λ
= kY − YRk2F + kRT k1,1
2
n
λ
= ∑ ky j − Yr j k22 + kr j k1 .
j=1 2

F1,λ (K, R) =

(4.12)
(4.13)

Then, minimization of our objective function can be decomposed into minimizing each summand
separately, since the optimization variables are separable. Thus,
λ
min F1,λ (K, R) ≡ min ky j − Yr j k22 + kr j k1 , ∀ j ∈ Nn
rj 2
R
{z
}
|

(4.14)

f1,λ (y j ,r j ),

Therefore, studying our objective function reduces to characterizing the optimization of f1,λ (y j , r j ).
When the reconstruction constraint is fully enforced, the dual can be obtained as the following linear program

max hyj , vi

v∈H

s.t. kYT vk∞ ≤ 1 .

(4.15)

It is not hard to show that the constraint in (6.15) can be equivalently expressed as v belonging to
the polar set of the convex hull. Hence, we re-express each of the original optimization problems
in (4.14) as in (6.16), since their optimal value is guaranteed to be equal due to the strong duality
in linear programming.
max hy j , vi .

v∈P o

(4.16)

The solution of the transformed problem is straightforward to obtain based on linear programming
techniques [57, 116]. Let’s call the face of the convex hull passing through the positive ray of y j ,
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the closest face to y j . The maximum value of the linear program is attained on the extreme point,
which fronts onto the closest face of y j (z̃ in our example of Fig. 4.1). The indices with non-zero
entries correspond to the extreme points of this face. Now notice that this holds for all columns of
the coefficient matrix, leading to identification of vertices of the convex hull, and hence, concluding
the proof.

In other words, if we enforce the reconstruction constraint to be fully satisfied, and minimize the `1 norms of the rows of the representation matrix, we sample the vertices of the convex hull containing
the whole dataset in the transformed space. Vertices of a convex body can be considered as the
most critical points, since they cannot be reconstructed by convex combination of any other points
in the set, while being capable of reconstructing all the others. Hence, by sampling these vertices
as representatives, one can intuitively restore all the information of the dataset in an efficient way.
Remark 2. Implied by Theorem 5, membership to the convex hull of the transformed inliers is
the property that our model utilizes to segregate outliers from inliers. In other words, under our
suitable transformation, outliers do not belong to the inliers’ convex hull; hence, when added to the
data, each outlier becomes a new vertex of the convex hull of the new set, and causes the model to
engender a corresponding non-zero row in the optimal coefficient matrix. This justifies why outliers should be included among the points that associate to non-zero coefficient rows. In addition,
since inliers belong to their original convex hull, they can all be effectively reconstructed by the
vertices of the inliers’ convex hull, and outliers would not be actively involved in representing the
inliers, thus engendering a non-zero, yet sparse residual error encodings for outliers.
Corollary 4. The optimal solution for minimization of F1,∞ (K, R) over R is of the form


Iv R̃
R∗ = 
T
0 0

where v is the number of vertices of the convex hull P(Y ), R̃ is a non-zero sub-matrix.
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(4.17)

Proof. Since the chosen representatives are the vertices of the symmetrized convex hull of the
images, one can express every other point inside the convex hull as a linear combination of these
vertices, which results in the coefficient sub-matrix R̃. On the other hand, each vertex can only
be written as its own coordinates by a coefficient of 1, which gives rise to the Iv sub-matrix in
Equation (6.17).
Theorem 3. Define the notion of coverage of a set of points in S by a subset S¯ ⊆ S as
∑s j ∈S len(~s j ∩ P(S¯)) = ∑s j ∈S kŝ j kH , where ŝ j is the intersection point of the sample s j and
the convex hull of the collection P(S ), and len(.) is the length of the corresponding line segment. Minimizing our objective function F1,∞ (K, R) is equivalent to maximizing the coverage of
the whole collection Y by our sampled representatives Y¯ .

Proof. First, consider the definition of the norm of an element y j w.r.t. a symmetric convex body
ky j kP = inf{t > 0 : y j /t ∈ P}

(4.18)

This norm is also referred to as Minkowski functional, which defines a norm in the space spanned
by P, and P is its unit ball. We will refer to this norm w.r.t. the convex hull of a set and its polar
as convex hull-norm and polar set-norm, respectively. Note that, the length of the positive ray of a
given sample y j inside a convex hull P(Y ) is

1
ky j kP(Y ) .

Consider the sampling procedure based

on a combinatorial search over all possible subsets of Y that minimizes our objective function.
Let us call the subset under consideration Y¯ , and the corresponding matrix Ȳ, with elements of
the set as its columns, and the coefficient matrix R̄, with a number of rows equal to the size of the
set. Then, the aforementioned procedure can be summarized as
λ
X ∗ = arg min min kY − ȲR̄k2F + kR̄T k1,1
R̄ |2
Y¯
{z
}
Gλ (Ȳ,R̄),
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(4.19)

We first show that our objective function is equivalent to that of (4.19) in Lemma 4. Then, the
optimal value of the coefficient matrix in minimizing Gλ (Ȳ, R̄) is characterized in Lemma 5, and
finally, its equivalence with the statement of the theorem is established.
Lemma 4. Minimizing the objective function F1,λ (K, R) is equivalent to

min min Gλ (Ȳ, R̄)
Y¯

(4.20)

R̄

in the sense that they both attain the same function value at their optimal point.

Proof. First note that both functions F and G are convex, and hence have global minima. Then,
using the representation of F shown in (4.12), one can observe that Fλ (Y, R∗ ) ≤ Gλ (Ȳ∗ , R̄∗ ), where
the superscript * indicates the optimal values. The reason is that R can be anything including R̄∗
padded by zero rows, wherever the corresponding sample is not in Ȳ∗ . Conversely, in minimization
of (4.20), since Ȳ can take any sub-matrices of the data matrix, and when it gets equal to Y, G is
identical to F, and hence, taking the min results in Gλ (Ȳ∗ , R̄∗ ) ≤ Fλ (Y, R∗ ). Thus, the optimal
function values must be the same.
Lemma 5. The optimal value of G∞ (Ȳ, R̄), when minimized over the coefficient matrix R̄, is equal
to ∑nj=1 ky j kP(Y¯ ) , i.e.

n

min G∞ (Ȳ, R̄) =
R̄

∑ ky j kP(Y¯ ) .

j=1

Proof. For simplicity, let P̄ and P̄ o denote the convex hull of the points in Y¯ and its polar set,
respectively. For a given vertex of the polar set, consider the point of intersection of its positive
ray and the unit ball. One can easily obtain that the convex hull-norm and polar set-norm of this
point are reciprocals. More specifically, let z̃,~z denote a vertex on the polar set, and its positive
ray. Also, let z, ẑ stand for the intersection of~z with the unit ball, and the convex hull, respectively.
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Then,
kzkP̄ o =

1
kzkP̄

(4.21)

follows from the fact that z̃, as an extreme point of the polar set, will attain the maximum inner
product of 1 with ẑ. The reason lies in the fact that ẑ is along z̃, and at the same time, on the
boundary of P̄. Therefore, a system of linear equations yields ẑ as the average point of those
vertices of P̄, corresponding to its face intersecting with the ray ~z – closest face to z̃. Then it
follows that not only hẑ, z̃i = 1, but also ẑ is orthogonal to that closest face. Now, for a given y j on
the unit ball such that its closest face of P̄ is the closest face to z̃, one can show:

hy j , z̃i = hy j ,

1
cos θ
z
i = kzkP̄ hy j , zi =
ky j kH kzkH cos θ =
kzkP̄ o
kẑkH
kẑkH

(4.22)

where θ is the angle between two vectors y j and z. The identities follow from the solution to the
linear program, the definition of polar set-norm, Equation (4.21), the convex hull-norm, and the
unit length of the vectors y j , z, respectively.
By construction, ẑ is also orthogonal to the closest face to y j . Considering the intersection of ~y j
with this face as ŷ j , the Pythagorean theorem implies:
kẑk2H + kẑ − ŷ j k2H = kŷ j k2H ⇒ kẑk2H = hŷ j , ẑi

(4.23)

Incorporating the fact that ẑ has angle θ with y j , and substituting (4.23) into (4.22) yield

hy j , z̃i =

hŷ j , ẑi
1
= ky j kP̄
kẑkH kŷ j kH kẑkH

(4.24)

Now, observe that Gλ (Ȳ, R̄) can be decomposed into a set of independent minimizations over
columns of the coefficient matrix. Each summand is of the form (4.12), and hence can be similarly

73

transformed to a linear program shown in (6.16), where the maximization is over P̄ o . Hence,

n

min G∞ (Ȳ, R̄) =
R̄

∑

n

minr¯j kr¯j k1 =

j=1

∑

n

max hy j , vi =

j=1 v∈P̄

o

∑ ky j kP(Y¯ )

j=1

s.t. y j = Ȳr¯j
where the last equality is obtained from (4.24), and this completes the proof.

Hence, (4.20) can be re-written as minY¯ ∑nj=1 ky j kP(Y¯ ) . Since the problem is separable in terms
of y j , one can equivalently minimize each summand as:

min ky j kP(Y¯ ) = max
Y¯

Y¯

1
y j ∩ P(Y¯ )) ∀y j ∈ Y
= max kyˆj kH = max len(~
ky j kP(Y¯ )
Y¯
Y¯

(4.25)

where len(~
y j ∩ P(Y¯ )) stands for the length of intersection of the convex hull and the positive ray
of y j . Equation (4.25) asserts that our method maximizes the intersection of the convex hull of the
sampled representatives with the positive rays of all the data points in the transformed domain.

Geometrically, our objective function measures how well the collection of data is covered by the
sampled representatives. This is illustrated in Fig. 4.1, where the sampled representative set is
Y¯ = {y1 , . . . , y4 } shown in blue points, the blue polytope represents their symmetrized convex
hull, and y j is an arbitrary point of the collection in the transformed space. Our proposed method
maximizes the length of the line segments shown in red for each point of the data collection, which
intuitively translates to maximizing the data points under coverage of the sampled representatives,
for the whole dataset. Poorer representations result in higher values of the objective function,
which implies that many of the data points cannot be covered by the chosen samples.
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Figure 4.1: Illustration of the coverage concept of the proposed solution in Theorem 3. Our method
implicitly chooses the subset P̄, that maximizes the length of the line segments shown in red for
each point in the collection, which corresponds to l j , len(~
y j ∩ P̄) = kyˆj kH .

4.7

Experiments

In what follows, we present illustrating experiments to assess the key characteristics of our method.
We also conduct extensive comparisons between our method and related state-of-the-art algorithms
designed to handle manifold data including Kmedoids [89], SMRS [40], DS3 [42], SSM [131], Mkmeans [174], Sipl [210], SSDS [182], and Prose [211]. All the parameter settings were chosen
as suggested by the authors. R1.C6. More specifically, for the DS3, and Sipl models, we set
λm = 1/2 maxi6=l kdi − dl k, where di is the ith column of the pairwise distance matrix, and choose
their λ parameter from the set αλm , α ∈ [0.011, 0.5], which obtains the best result. For SSDS
and Prose methods, the regularization parameters l, s were chosen from the set {1, . . . , 10}, and
the λ parameter was chosen as in DS3. For SSM, ε = 0.5, and the neighborhood size r is set
to 2.5σ , the Gaussian parameter. For M-kmeans, the number of neighbors is set to N = 5 and
their σ parameter is chosen from the set αr, α ∈ [0.01r, 100r], with equally-distant logarithmic
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grids, where r is the mean distance from each sample to its N neighbors. Also, for all random
initializations/data generation procedures, we report the average results over 50 runs. The data
is randomly split to training (70%), validation (10%), and testing sets (20%). For the similarity
matrices, we adopt the widely-used measures, including the pseudo-inverse of the Laplacian matrix
for graph-structured data, and Gaussian and polynomial similarity functions (with degrees 2, 3) for
vectorial data. The spread parameter of the Gaussian function is chosen from {0.5, 1, 2} multiples
of the average variance of the data matrix in each dimension. The best parameter is chosen over
the validation set. Also, r and r̂ in the scalable implementation are set to 30, and 5, respectively.
Also, for the optimization parameter λ , following the procedure in prior work, we calculate the
maximum value of the row-norms of the similarity matrix as rmax and choose between α/rmax ,
where α ∈ {1, 10}.
The first set of experiments aim to showcase the qualitative performance of our method for sampling out of clustered data. In the second set of experiments, various sampling algorithms are
applied to different datasets, and then we conduct numerical comparisons among different approaches for several classification tasks using the obtained representatives for both synthetic and
real data. Furthermore, robustness of our sampling method to different types of outliers including
random, repetitive, and structured outliers is examined in Sec. 4.7.4. The efficiency of the developed optimization algorithms are analyzed through comparison of running times with a generic
convex solver as well as other methods. Lastly, additional experiments are included in Sec. 4.7.6,
comparing the performance of the outlier detection technique with related methods.

4.7.1

Datasets

The experiments are carried out on both synthetic and real benchmark manifold datasets. Sphere,
SwissRoll and Trefoil Knots, are m = 30-dimensional data and contain inliers from manifold struc-
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Figure 4.2: Embedded manifolds in the synthetic datasets.

tures with low intrinsic dimension (d = 2, 2, 1, respectively), as shown in Fig. 4.2. Sphere contains an embedded spherical manifold consisting of 100 points sampled from a unit sphere with
parametric equations [x1 , x2 , x3 ] = [cos θ sin φ , sin θ sin φ , cos φ ]. The sampling is uniform on the
two parameters φ and θ . Similarly, the embedded manifold of SwissRoll dataset is generated
through uniform sampling of φ ∈ [0, 4π] of an arithmetic spiral surface. Cross-sections of fixed
heights are given by the parametric equation [x1 , x2 ] = [φ cos φ , φ sin φ ]. We use three different
heights for this dataset, obtaining 150 points on the manifold. These two datasets are then shifted
and concatenated to form a 2-class dataset of Sphere-SwissRoll. Lastly, each knot embedded
in the Trefoil Knots dataset can be seen as a knotted loop which is a result of joining the two
loose ends of a common overhand knot. The curve can be described by the parametric equation
[x1 , x2 , x3 ] = [sin θ + 2 sin 2θ , cos θ − 2 cos 2θ , − sin 3θ ], and we generate the data by uniform sampling of the θ parameter, resulting in 200 points on the knots. The points on the manifolds are
then transformed into the higher ambient space using zero padding and a subsequent application
of a random rotation matrix. Lastly, we construct a graph-structured data following the Stochastic
Block Model [29], which consists of n = 500 nodes partitioned into 3 clusters of sizes [50, 50, 400].
Any two nodes within a cluster are connected with probability 0.6, and nodes belonging to different
clusters are connected with probability 0.01.
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We also use multiple real-world datasets. The Extended Yale Database [56] consists of face images
of 38 human subjects. Different illuminations produce 64 images per person. We resize the images
to 32 × 32. Multiple Features is another high-dimensional real dataset from the UCI repository
[106], consisting of 2000 data points each containing 649 features of handwritten digits covering
different characterizations of the digits. Moreover, the Frey Face is a publicly available 560dimensional dataset (see https://cs.nyu.edu/roweis/data.html), which consists of 2000 grayscale
face images of a person taken from the frames of a short video. Images are 20 × 28, representing
diverse facial expressions taken from different angles. Lastly, the MSRA-B [185] is a widely used
object detection/segmentation dataset, which provides salient object annotations for 5000 RGB
images of size 300 × 400.
In presence of random outlying points, an outlier matrix of n2 uniformly sampled points from Rm
is concatenated to the datasets. Structured outliers are constructed as explained in Section 4.7.4.

4.7.2

Sampling from Clustered Data

To illustrate how our method samples representatives in a fair manner from clustered datasets, we
showcase two real-world examples of Face sampling and graph community detection. First, we
consider the Extended Yale Database to sample from a randomly chosen subset of 5 persons, using
the Gaussian similarity function. The result in Fig. 4.3 reveals that we sample an almost equal
number of samples out of each cluster. Sampled representatives induce the interesting observation
that, each row of the figure seems to exhibit a particular pattern for each subject. More specifically,
the middle row corresponds to the face images of these subjects under normal lighting, while the
top and bottom row correspond to the images with illuminations from right, and left hand-side,
respectively. One can interpret that our method attempts to capture different aspects of the face
images by focusing on different angles to gain a global perception of the face characteristics of
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each subject. As a result, our method samples representatives with different emphasis of right,
straight, and left side of the faces, from top to bottom.
Second, we consider the problem of community detection in a graph using sampled graph sketches.
Given the connectivities among nodes, the goal is to identify communities/clusters of nodes within
which connections are more dense. Here, our idea is to cluster a sub-sample of the full graph
identified by MOSAIC, and then infer the clustering assignments of the remaining nodes, aiming

Figure 4.3: Sampling from 5 random subjects of Extended Yale. The representatives are chosen
adequately from each cluster. Each row follows a specific pattern of illumination; right, straight,
and left from top to bottom.
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for lower computational costs of processing large graphs. We construct the similarity matrix using
the inverse Laplacian-based measure introduced in [51], which relates a pair of nodes based on
their commute time, defined as the expected time it takes a random walk starting in one node to
travel to the other node and back. For clustering the obtained sub-graph, the algorithm developed
in [29] is used. In order to recover the clusters in the full graph, we follow [144] which proposes a
correlation-based retrieval step to assign the nodes to the clusters they are most connected to in the
sketch. The adjacency matrices of the full graph and the sampled representatives and their corresponding clustering errors are shown in Fig. 4.4. Besides lower running times relative to full scale
clustering (about 4-fold speedup), our sketches considerably improve the clustering accuracy from
80% for the full graph to 100% using the sampled sketch. This performance gain is realized through
the balanced subsets sampled by MOSAIC, as shown in Fig. 4.4b. This experiment demonstrates
the ability of our approach to sample sufficiently from each cluster even when the given graph is
unbalanced (i.e., has disproportionate cluster sizes), thereby yielding notable speedup in clustering
large graphs, and enhancing the phase transitions of full-scale clustering algorithms that often fail
to correctly identify the smaller clusters.

4.7.3

Classification Using Representatives

We evaluate the performance of our sampling method by using the selected representatives to train
a classification task including face identification, hand-written digit recognition, as well as classification of artificial datasets. The classification tasks span both binary and multi-class classification
with 10 and 38 number of classes. To have a fair comparison, an equal number of representative
samples are selected from the training set of each class by different methods, and either a binary
Support Vector Machine (SVM) classifier [39] or its multi-class variant [4] is trained on those reduced subsets. Similar qualitative results were obtained using a k-nearest neighbors classifier, and
thus omitted for brevity. We compare the performance of our method to other state-of-the-art sam80

node

node

node

node

(a) Full graph, (50, 50, 400),
clustering error = 20%, time = 1.37s

(b) Sampled graph, (21, 21, 18),
clustering error = 0%, time = 0.36s

Figure 4.4: Community Detection using sketched vs. full graph. Our sampling enables faster and
more accurate clustering through balanced sub-graphs. The 3-tuples indicate the cluster sizes.

pling methods as shown in Fig. 4.5. “All samples” refers to training the classifier on all training
data, with no selection. Since we got similar results for other variations of the model, we only
report the ones corresponding to p = 1 and without the affinity constraint for brevity. MOSAIC
performs the best among all methods by achieving the highest accuracies (lowest misclassification
errors) for all synthetic and real data. In most sampling methods, one may lose some information
by training the model on a small subset of the data instead of the whole dataset, which results
in their declined performances. Our method, however, selects informative samples that carry the
structural information of the whole collection, and hence, does not lose accuracy over the full set,
while significantly reducing the computational cost and storage requirements. We remark that,
our sampling manages to effectuate an improved performance over using the complete training set
in 3 out of 4 datasets. This can be traced back to the fact that it can prune irrelevant information existing in the datasets that might be caused by any random disturbances. This improvement
further confirms the efficacy of the proposed sampling methodology. Furthermore, note that the
proposed randomized scheme, designated MOSAIC-scalable, also outperforms the others while
demonstrating substantial speedups in Section 4.7.5.
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Figure 4.5: Comparison of classification error using SVM on representatives for different datasets.
Our method achieves the best accuracy on all datasets.

4.7.4

Robustness to Simple and Structured Outliers

To evaluate the robustness of our sampling method to outliers, we perform the repersentative selection procedure on contaminated data. The ratio of outliers to inliers is incremented from 0.1 to 1 in
Fig. 4.6. We first consider unstructured outliers, consisting of random points uniformly distributed
in the ambient space of the Sphere and Trefoil Knots datasets. Furthermore, in order to evaluate
the method’s performance in a more challenging setting, we experiment how it tolerates structured
outliers for both artificial and real data. We design two different types of structured outliers for
different datasets. First, to impose a linearly dependent structure to the outlier matrix, we set 10%
of the n2 random outliers to be repetitive points, to be concatenated to the SwissRoll dataset. This
dependency makes the outliers representable by each other, but we still anticipate them to bear
weak resemblance to the inliers in terms of their participation in the representation of the whole
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(a)

(b)

(d)

(e)

Figure 4.6: Robustness to unstructured (first row)/structured (second row) outliers. Random outliers for (a) Sphere, (b) Trefoil Knots datasets. Repetitive outliers for (d) SwissRoll, and random
image outliers (e) Frey Face dataset. The proposed method MOSAIC substantially outperforms
the other approaches under various outlier types.

dataset. Second, for real data, we choose n2 random natural images downloaded from the Internet,
convert them to grayscale, and resize them to match Frey Face images. These outliers are known
to carry structural information due to natural image statistics [84]. MOSAIC is remarkably robust
to various types of outliers, and substantially outperforms the other approaches as the number of
outliers increase.
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4.7.5

ADMM and Efficiency of Scalable Algorithms

Although generic convex solvers may be powerful, they do not scale well with the problem size.
The developed ADMM algorithm aims to improve over the generic solvers. To boost the efficiency
of our method even further, a randomized scalable scheme was proposed in Section 4.4.1. Gained
improvements from our developed algorithms are investigated by monitoring their running time
versus other methods for large-scale subsets of MSRA-B dataset, shown in Fig. 4.7. The gray
dashed line indicates the running time of the Sedumi solver of the CVX Matlab toolkit for solving
our optimization, which is significantly slower than the ADMM algorithm. The better efficiency
of our scalable algorithm, designated by MOSAIC-scalable, is reflected in its substantial saving in
computational time. Note that, as can been seen from Fig. 4.5, our method does not compromise
accuracy much in order to gain this speedup. Our algorithm runs extremely faster than the others,
except for SSM, which exhibits similar running times. However, our approach is more powerful
in that it outperforms this method with regards to other performance metrics (e.g., classification

Figure 4.7: Running time comparison among all sampling methods, CVX solver, and the developed
ADMM-based and scalable algorithm.
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accuracy). The experiments are conducted on an X64-based system with 2.4 GHz CPU and 32 GB
memory.

4.7.6

Stand-alone Outlier Identification

Our proposed framework yields a decomposition of the data into points lying on a union of manifolds (inliers) and the ones not adhering to these manifolds (outliers), giving rise to a stand-alone
technique for detecting outlying points. This section provides additional experiments presenting an
application of the proposed technique, and scrutinizing its behavior in presence of various outlier
types. For comparison, we have used state-of-the-art outlier detection methods for nonlinear data
including RML [38], FDR [201], and L1 -KPCA [93], and their parameters are set as suggested by
the authors.

4.7.6.1

Visualization of Outlier Probabilities

In this section we visualize the OP quantity introduced in (4.3). As before, we consider two
types of simple and structured outliers. In the case of unstructured outliers, which are uniformly
distributed in the ambient space, we consider the challenging scenario in which the outliers may
not be necessarily sparse compared to the inlying data points. Poor robustness in presence of
abundant unstructured outliers is primarily due to the fact that most existing algorithms build upon
sparsity assumptions for outliers. We overcome this shortcoming by obtaining a global view of the
manifold structure through the representation power of each sample in reconstructing the whole set.
To examine this, the likelihood of each sample being an outlier is examined under two considerably
large ratios of outliers to inliers, as illustrated in Figure 4.8. Even when the outliers abound, our
model produces a considerable gap between the outlier probability values for inliers and outliers,
which in turn affords a confident detection tool.
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In contrast to the former group, structured

(a) n2 /n1 = 1

(b) n2 /n1 = 10

Figure 4.8: Outlier Probability values for Sphere dataset for different ratios of outliers to inliers.

outliers might exhibit specific structures. Hence, they either should be present in a much smaller
number w.r.t. the inliers, or their structures have to be weaker than those of the inliers. First, we
concatenate the Knot dataset with n2 uniformly random outliers in its ambient space. However,
unlike the previous section, n2 /10 of the outliers are set to be repetitive points, hence imposing a
linearly dependent structure to the outlier matrix. Then, we assume a clustering structure for the

(a) Trefoil Knots

(b) Sphere-SwissRoll

Figure 4.9: Outlier Probability values for the two datasets of Sphere-SwissRoll and Trefoil Knots
in presence of linearly dependent and clustered outliers.
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outliers in Sphere-SwissRoll dataset as follows. Suppose the jth outlier which is located in the jth
column of the matrix B is formed as b j = √ 1

1+µ 2

(q + µb0j ), where we draw the vectors q and b0j

from a uniform distribution on the unit sphere of the ambient space. The smaller µ is, the closer
the outliers get to each other. Among a total of 300 outliers in Fig. 4.9b, we enforce 60 to admit
this clustering structure, while the rest are uniformly distributed. The parameter µ = 0.05, which
makes the outliers tightly concentrated around q, but our method can still clearly distinguish the
outliers from the inliers by the produced gap between the OP values.

4.7.6.2

Salient Object Detection

The aforementioned two-way decomposition of data can be utilized in a variety of applications
of this nature. We showcase the salient object detection application as an important computer
vision task for images from the MSRA-B dataset [94]. To do so, each data point is taken to be the
concatenation of small patches of an image. One can expect these patches to be highly similar to
each other, hence forming an internal structure for the outliers. The samples identified as outliers
by our method reveal the saliency map of the images. Some examples of the generated maps are
displayed in Fig. 4.10, where 8 × 8 non-overlapping patches are extracted. Although no visionspecific pre-processing has been done on the data, our results properly match the visually salient
regions of the images. The global understanding of the underlying patterns advances such an
effective identification technique.

4.7.6.3

Structured Outlier Detection

We compare the performance of the proposed scheme with state-of-the-art outlier detection methods. Similar to Section 4.7.4, we experiment with random plus linearly dependent outliers as well
as statistically correlated points. Table 4.1 shows the identification results for the random plus
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Figure 4.10: Application of the proposed method to Salient Object Detection in MSRA-B dataset.
Second row: ground-truth, third row: our result.

linearly dependent case for the SwissRoll dataset. The ratio of outliers to inliers start from 1 and go
up to 5 by increments of 1. Although showing acceptable performance at first, all other methods
lose track of the outliers when their number increases, leading to degraded performance. Fig. 4.11
reflects how our method steadily outperforms all other algorithms in the case of the real-life example of Frey Face database contaminated by natural images. Among others, FDR has the second

Table 4.1: Performance Comparison (F1 score) of different algorithms for SwissRoll dataset, with
mixed (simple and linearly dependent) outliers.
XXX
XXX
n2 /n1
XXX
Method
XXX

MOSAIC
FDR
L1 -KPCA
RML

1

2

3

4

5

0.930
0.889
0.907
0.828

0.889
0.779
0.741
0.639

0.851
0.566
0.601
0.533

0.816
0.449
0.509
0.454

0.796
0.380
0.309
0.347
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Figure 4.11: Performance of different algorithms in presence of structured natural image outliers,
for different ratios of n2 /n1 (FreyFace dataset).

place in robustness to this type of structured outliers, but because of the sparsity assumption, its
performance deteriorates when the number of outliers grow.
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CHAPTER 5: Sketch-based Community Detection via Representative Node
Sampling

This chapter proposes a sketch-based approach to the community detection problem which clusters
the full graph through the use of an informative and concise sketch. The reduced sketch is built
through an effective sampling approach which selects few nodes that best represent the complete
graph and operates on a pairwise node similarity measure based on the average commute time.
After sampling, the proposed algorithm clusters the nodes in the sketch, and then infers the cluster
membership of the remaining nodes in the full graph based on their aggregate similarity to nodes
in the partitioned sketch. By sampling nodes with strong representation power, our approach can
improve the success rates over full graph clustering. In challenging cases with large node degree
variation, our approach not only maintains competitive accuracy with full graph clustering despite
using a small sketch, but also outperforms existing sampling methods. The use of a small sketch
allows considerable storage savings, and computational and timing improvements for further analysis such as clustering and visualization. We provide numerical results on synthetic data based on
the homogeneous, heterogeneous and degree corrected versions of the stochastic block model, as
well as experimental results on real-world data.

5.1

Introduction

Community detection concerns the identification of clusters in graph-structured data, a critical
component in real-world tasks such as making recommendations [164], identifying hidden social
groups [12], and analyzing the spread of diseases [96]. A variety of approaches exist for community detection, including spectral clustering [181], matrix decomposition [95], and semidefinite
programming [74].
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One common limitation of clustering algorithms which motivates our work is a limited ability
to handle unbalanced graphs having small clusters. Another issue found in many community
detection algorithms is a super-linear computational cost, e.g., by requiring a singular value decomposition to be executed on the full graph. By only applying the clustering step to a small
sketch, coupled with parallel sampling techniques described in Section 5.3.4, the algorithm described herein can significantly accelerate existing community detection algorithms. In addition,
existing graph summarization methods mostly deal with node attributes, which might not be available in practical scenarios, or produce outputs of super-node type whose usage for clustering tasks
is not straightforward, or are challenged to handle realistic heterogeneous models [114, 207].
Motivated by the aforementioned limitations, we propose a novel community detection method.
Throughout this chapter, we consider a graph consisting of N nodes partitioned into r disjoint clusters, and our goal is to estimate the cluster memberships of the nodes, i.e., identify the hidden
partition. The proposed method first selects a reduced subset of the vertices as representatives
of the nodes based on a pairwise similarity measure derived from the average commute time between pairs of nodes. The sampling process is formulated as a convex program which maximizes
the representation power of the sketch while reducing its redundancy, and is then solved via an
ADMM-based method for better scalability. We then cluster the obtained sketch using an off-theshelf clustering method. Finally, we devise an inference step to determine the cluster membership
of all nodes in the complete graph. This step is performed using the average commute time similarity between the nodes in the full graph and the sketch, a measure which better indicates a node’s
relation to the community structure of the sketch than examining individual edges alone.
We conduct experiments on both synthetic and real-world datasets. For the synthetic results, we
first use both the homogeneous and heterogeneous stochastic block models (SBM). In the homogeneous SBM, any two nodes within a cluster are connected with probability p, and nodes belonging
to different clusters are connected with probability q < p. The heterogeneous SBM is a more
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generic model, in which any two nodes within cluster i are connected with probability pi , i.e., the
clusters may have different edge densities. As before, two nodes belonging to different clusters are
connected with probability q [85, 179]. While the SBM has a simple structure, it fails to capture
the degree variability found in real-world data. For this reason, we also perform experiments on
the Degree Corrected SBM (DCSBM) model, which is defined as follows. Each node i has a free
parameter θi associated with it to influence the degree of the node. The probability of an edge
between two nodes i, j is θi θ j p if the nodes are in the same cluster, and θi θ j q otherwise [88].
Our approach could prove especially useful in scenarios where there is side information available
in the data itself which can be used to estimate the commute time rather than requiring that it be
calculated from scratch. For example, in packet switching in computer networks, the data is broken
up into packets that are transferred through different paths. The packet routing information can be
used to estimate the so-called hitting time between the source node and the destination node, i.e.,
the number of hops the packet takes in moving between the nodes. Because we can expect many
packets to be transferred through the network, we can find this hitting time in an average sense,
from which it is straightforward to estimate the average commute time and produce the similarity
matrix. A similar approach could be adopted for geographic data, for example by tracking global
positioning system (GPS) data for vehicles traveling through a road network. A third domain,
where our approach is particularly amenable is that of sequential processing of graphs. For example when clustering dynamic graphs, a sketch may only need to be constructed one time at the
beginning of the process [14]. These results are partially reported inin [150].

5.1.1

Summary of Contributions

We propose a sketch-based method providing an informative summary of the graph, which can be
analyzed and processed more efficiently with existing tools. The sketch is obtained by sampling
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few nodes that preserve the underlying structural information embedded in the graph data. An
efficient ADMM algorithm is developed for the formulated sampling procedure.
Having the small sketch clustered, we introduce a fast and robust means for inferring the cluster
membership of the nodes in the full graph. Of novelty, this technique assigns community membership to each node by choosing the closest sketch community as measured by an aggregated
commute-time similarity. To the best of our knowledge, no such inference technique has been
previously proposed.
The efficacy of the proposed framework is demonstrated through multiple experiments. Our
method consistently outperforms other related state-of-the-art methods in all data models including
homogeneous and heterogeneous SBM graphs, DCSBM graphs, and real data. For both homogeneous and heterogeneous SBM graphs, we show that the proposed algorithm not only has higher
accuracy than other sketch-based methods, but also can outperform clustering performed directly
on the full graph. We also showcase that our sampling is capable of obtaining a balanced sketch of
unbalanced graphs, which facilitates more accurate clustering. For more difficult graphs generated
from the DCSBM, the proposed algorithm matches the accuracy levels of full-graph clustering
while using only a small sketch.
We demonstrate that the sketch-based approach is able to improve computational complexity over
full-graph clustering. If the samples are already available, e.g., through offline calculation, then the
cost of the dominant clustering step is significantly improved, thus making the proposed algorithm
drastically faster. For cases where sampling must be performed online, we provide a parallel
computation technique which can accelerate the sampling steps.

93

5.2

Related Work

A common use of graph sampling is to produce representative sketches of graphs, e.g. [11,79,104].
Edge-based approaches as in [55, 205] adopt a technique known as “dedensification”, which aggregate edges into compressor or virtual nodes to reduce the number of edges in a graph. However,
these works do not fall under the purview of community detection.
We review node sampling-based community detection approaches in what follows. The approach
in [180] assumes availability of data feature matrices, an assumption which is not met in many realworld problems. The algorithms found in [142] and [13] make use of sketches as well. However,
the sampling techniques described therein either operate on basic features of the graph such as
node degree, and therefore lack robustness, are limited to specific models, or fail to perform well
on sparse graphs. We show in the experimental results, that our proposed algorithm outperforms the
algorithms of [13, 142]. Additionally, the inference step in these works uses simple edge counting
to check the connectivity between nodes and sketch clusters, which does not take into account
the full community structure of the graph especially in graphs with large degree variations. Our
technique, on the other hand, performs the inference based on a commute time-based similarity,
which better takes into account the global community structure. The work [121], which focuses
on sampling from graphs, proposes an extension to infer a probability distribution over possible
community assignments for remaining nodes in the full graph. However, the authors do not provide
a complete community detection algorithm.
Community detection algorithms based around commute time typically focus on densification of
the graph, i.e., to amplify its block structure before applying an existing clustering algorithm [48,
138, 202]. However, we use here an entirely different strategy where the commute time is used for
sampling and inference, and not for modifying the graph structure itself.
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5.3

Method

We now present the proposed method, and then provide further details of our algorithm in the
remainder of this section. Our method first draws a concise representative sketch of the full graph
using a novel node sampling scheme, which will be described in Section 5.3.3, and then forms a
sketch, i.e., a sub-graph of the full graph induced by the sampled nodes. Specifically, the sketch
only contains nodes in the sample set and the edges between these nodes. In sparse graphs, or
graphs with large degree variations, the sketch may be disconnected. To prevent this from causing
issues, the largest connected component of the graph is extracted and used in subsequent steps.
The sketch is clustered using an arbitrary graph clustering algorithm, thus allowing a plug-and-play
approach whereby specific clustering approaches may be used depending on features of the input
graph.
In the final step, we perform a retrieval step in which the cluster memberships of the nodes in the
full graph are inferred from the sketch. To do this, for every node in the full graph, an aggregate
similarity is calculated for each cluster in the sketch. The node is then assigned to the cluster that
maximizes this aggregate similarity. As with sampling, the similarity used in this step conveys
important information about the underlying community structure.
The proposed sketch-based community detection approach is shown in Algorithm 6.

5.3.1

Representative Node Sampling

In this section, we present the sampling method for drawing a concise sketch of the graph data.
Since in many real-world problems, graph data is only represented in the form of connections in
an adjacency matrix, the actual point configurations are not available. To cope with this issue, we
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Algorithm 6 Proposed Sketch-based Community Detection Method
Input: Adjacency matrix A ∈ RN×N
Output: Cluster membership of nodes
1: Calculate the commute time-based similarity matrix S using (5.3).
2: Invoke Algorithm 7 using S as the input to obtain N 0 samples. Store the returned sample index set in I .
0
0
3: Construct A0 ∈ RN ×N as the sub-matrix of A corresponding to the sampled nodes.
4: if A0 is disconnected
Take the largest connected component of A0 .
Update I to contain the subset of nodes in this component.
end if
5: Cluster sketch graph using a graph clustering algorithm. The output of this step will be the set of
0
characteristic vectors of the clusters in the sketch matrix {vi ∈ RN }ri=1 . Each characteristic vector
represents one cluster, and has an element for each node, containing a 1 if the node belongs to the
cluster, and a 0 otherwise.
0
6: Define s j I ∈ RN as the vector of elements of s j ( jth column of S) indexed by set I . Let n̂0i be the
number of elements in the ith cluster of the sketch (as identified in Step 3 of the algorithm).
for j from 1 to N
T
(s j ) vi
u = arg maxi In̂0
i

Assign the jth node to the uth cluster.
end for
7: return cluster memberships

design our method to work with pairwise (dis)similarities between nodes. For this, we propose to
use similarity based on the average commute time. This measure, introduced in [25], gauges the
average number of steps a random walker takes to commute from a node to another one and back.
As elaborated in Section 5.3.2, this quantity corresponds to a distance metric of a Laplacian-based
node embedding, and offers structural information benefiting the clustering task. Given this similarity measure, we select representative nodes such that the sampled subset is informative enough
to be able to represent the complete graph with as much fidelity as possible, while minimizing
the potential redundancy among the selected samples, so that they each carry novel and diverse
information. These two conditions yield a minimalistic set of descriptive samples, maximizing the
amount of information per chosen sample. An insightful connection to the discovery of underlying
manifold structure of the graph data is further discussed in [151]. Underlying our approach is a
judiciously designed characterization of the intrinsic data behavior. Given the average commute
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time-based similarity matrix S ∈ Rn×n described in Section 5.3.2, this characterization encodes
the representation power of each node for describing others in the graph, forming the rows of the
representation matrix R ∈ Rn×n . In order to reach a reduced subset of representatives, R is desired to be row-sparse. To achieve an optimal encoding, an optimization program is designed, in
which we penalize the similarity among the chosen representatives, while rewarding their power
in representing unchosen samples. These criteria, realized through a quadratic and a linear term
respectively, coupled with a regularizer for row-sparsity give rise to the formulation of our optimization problem:

min trace RT SR − 2SR + λ kRT k1,2
R

(5.1)

where λ is a regularization parameter. This structured regularization automatically avoids the
trivial solution R = In . The non-zero rows of the optimal solution R∗ identify the representative
samples that best represent the full graph. Algorithm 7 illustrates the big picture of the whole
sampling process. We devise an ADMM-based implementation in Section 5.3.3.

5.3.2

Similarity Based on the Average Commute Time

A suitable similarity matrix needs to be built from the graph to serve as input to the representative node sampling algorithm. In our approach, we use a similarity matrix related to the average
commute time. Given two nodes i, j, the commute time C(i, j) is the number of steps required by
a random walker starting at node i to reach node j and then return to node i [50]. The choice of
commute time is motivated by two desirable features. First, the average commute time between
two nodes decreases as the number of paths between those nodes increases, thus making it a good
indicator of community structure [50]. Thus, pairs of nodes in the same community tend to have a
smaller commute time between them. This quality comes from the fact that we are dealing with an
average number of steps, as compared for example to shortest path distance which depends only
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on the minimum number of steps. Second, this measure is associated to a graph embedding related
to the pseudo-inverse of the Laplacian of the graph, for which the Euclidean distance between any
two nodes corresponds to the square root of the average commute time [118] (within a constant
multiplicative factor). This association corresponds to the embedding of the underlying manifold
structure of the graph in a higher dimensional Euclidean space, which leads to better understanding
of the global graph structure [50, 146, 154, 156]. Hence, we can use this pseudo-inverse to produce
a valid psd similarity measure for the representative sampling algorithm.
We now present the similarity matrix and make its relation to the average commute time more
explicit. To calculate the similarity matrix, we start with the graph Laplacian L = ∆ − A, where
A is the adjacency matrix of the graph, and ∆ is the diagonal matrix containing the degrees of
the graph nodes. We then find the pseudo-inverse of L, denoted by L+ . As stated earlier, L+
p
corresponds to the kernel for the metric C(i, j). In particular, the relation between average
commute time and L+ is

+
C(i, j) = VG (lii+ + l +
j j − 2li j )

(5.2)

where the constant VG is the volume of the graph, i.e. the total number of edges [50]. We could
use L+ directly as the similarity matrix, except for the fact that it is sensitive to large degree
variations [19]. To reduce this sensitivity, we define our similarity matrix S to take the form of a
cosine similarity (as described in [19, 118])
li+j
si j = q
,
lii+ l +
jj

(5.3)

where si j and li+j are the elements at the ith row and jth column of S and L+ , respectively.
To further reduce sensitivity to degree variations in the underlying graph, an optional enhancement
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to the commute time metric can be used (at the cost of more involved calculations). Specifically,
we can use the amplified commute time [118]

Camp (i, j) = C(i, j) −

ajj
ai j
1
1
aii
− +2
+2 2 +2 2 ,
di d j
di d j
di
dj

(5.4)

where di is the degree of node i, and ai j is the ith row and jth column of adjacency matrix A. After
calculating Camp , the amplified commute time kernel Kamp can then be calculated through a double
centering of the matrix corresponding to Camp as described in [19]. This in turn is used to calculate
the similarity matrix via (5.3) with the substitution L+ → Kamp .

5.3.3

ADMM-based Algorithm

While modeling a non-linear relation for the representation coefficients in (5.1), since the employed
similarity measure forms a psd! (psd!) matrix, the proposed formulation gives rise to a well-posed
convex problem. Generic solvers for convex problems such as CVX [65, 66] are known not to scale
well with the problem size, having cubic or higher complexities. To alleviate this problem, we
develop an ADMM-based algorithm [17], which reduces the computational costs and also enables
parallel implementation of this program. The scaled version of the augmented Lagrangian of (5.1),
where an auxiliary variable ∆ is introduced for R can be written as

∆, R, Q) = trace ∆ T S∆
∆ − 2S∆
∆ + λ kRT k1,2 + ρ/2k∆
∆ − R + Qk2F
Lρ (∆

(5.5)

where ρ > 0 is the Lagrange multiplier, and Q ∈ Rn×n is the scaled Lagrange dual variable.
The ADMM approach then consists of an iterative procedure, where at each iteration the augmented Lagrangian is optimized w.r.t. one variable at a time by keeping the others fixed. Solutions
of the resulting sub-problems at iteration t are delineated in the following steps:
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1. obtain ∆ as

∆ − 2S∆
∆ + ρ/2k∆
∆ − R + Qk2F
arg min trace ∆T S∆

(5.6)

∆

Solving this minimization sub-problem yields the following closed-from solution:
∆t+1 = (2S + ρIn )−1 (2S + ρ(Rt − Qt ))

(5.7)

∆ − R + Qk2F )
arg min λ kRT k1,2 + ρ/2(k∆

(5.8)

2. Obtain R as
R

(5.8) can be recognized as the definition of the proximal operator for the function f (R) = λ /ρkRT k1,2
with the input argument ∆ + Q [132]. This minimizer can be obtained in closed-form (5.9), where
(·)i,· denotes the ith row of its matrix argument.





Rt+1
i,· = 1 −

λ /ρ
t+1

∆
(∆

+ Qt )i,·

 (∆
∆t+1 + Qt )i,·
2

(5.9)

+

Here, [·]+ , max{·, 0} denotes the hinge function.
3. The dual Lagrange variable can be updated as:

Qt+1 = Qt + ∆t+1 − Rt+1

(5.10)

The above iterations are repeated until the algorithm satisfies the ADMM optimality conditions.
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Algorithm 7 Proposed Representative Node Sampling Method
Input: Similarity matrix S, Regularization parameter λ , initialize all optimization variables to zero.
Output: Sampled Representative Node Indices index = [ ]
1: Obtain the optimal representation matrix

while not converged
Update ∆, R, Q according to (5.7) - (5.10)
end while
R∗ = Rt
2: Locate Representative Samples

for i = 1 . . . n, do
rn(i) = R∗i,·

2

if rn(i) 6= 0
index = [index, i]
end if
end for
3: return index

5.3.4

Computational Complexity

The dominant cost of the first step of Algorithm 6 lies in calculating the pseudo-inverse L+ , which
is typically accomplished via a full singular value decomposition (svd) of complexity O(N 3 ).
However, rather than using an svd, we can cast the calculation of L+ in terms of a matrix inversion [50] as

−1
eeT
eeT
L = L−
+
.
N
N
+
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(5.11)

Note that the computational cost of the second step in Algorithm 6 is also dominated by the matrix
inversion operation involved in the update of the matrix ∆. For a matrix of size n × n, this operation
is shown to be O(N 2.373 ) [31, 194]. Moreover, [31] shows that inversion of a matrix runs with
the same complexity as the internally employed matrix multiplication algorithm. Hence, using
P parallel processors leads to O(N 1.373 dN/Pe) computational complexity [73]. To simplify, if
the number of processors is in order of N, then the complexity reduces to O(N 1.373 ). For the
CMM algorithm used here, the computational complexity is O(rN 2 ), which is dominated by an
svd at each iteration of the convex algorithm. Therefore, by using a small sketch of size N 0 , we
can reduce the clustering step significantly. As described earlier, the clustering step may use an
arbitrary algorithm, and so using an algorithm with lower complexity will lead to corresponding
speedup in our algorithm.
The complexity of the retrieval step is O(rN 0 N) since it requires an inner product for each column
for each cluster. As with the sampling step, the retrieval could be parallelized by splitting the
nodes in the full graph among processors. If the number of processors is in the order of N, this
reduces the complexity to O(rN 0 ). We note the retrieval step is able to exploit information from
the underlying graph without imposing a time penalty by reusing the similarity matrix that was
already calculated for the sampling step.

5.4

Experiments

In this section, we evaluate the proposed algorithm and compare it to full-scale graph clustering
as well as to other sketch-based clustering algorithms. We compare against three algorithms:
Algorithm 1 of [142] using Uniform Random Sampling (URS) and Spatial Random Sampling
(SRS), and Algorithm 1 of [13] using (SPIN). First, we demonstrate the improvements that can
be found in both the homogeneous and heterogeneous stochastic block models when dealing with
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Proposed
URS
SPIN
SRS
Full Graph
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0
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nmin
Figure 5.1: Clustering results for homogeneous SBM using the proposed algorithm versus URS
[142], SPIN [13], SRS [142], and full graph clustering [30].

unbalanced graphs. In these cases, the proposed algorithm can improve over full graph clustering.
Next, we consider more difficult graphs generated by the DCSBM. In this case, our algorithm
outperforms all existing algorithms, and matches the performance of full-graph clustering. Finally,
we consider real-world data.
Unless otherwise noted, we run 50 trials for each graph, and choose the regularization parameter
from [0.1, 0.2, . . . , 1]. The size of cluster i is denoted by ni , and the Convexified Modularity Maximization (CMM) [30] is used for both full graph clustering and for clustering the reduced sketch
in the sketch-based algorithms, due to its ability to handle real-world graphs.

5.4.1

Homogeneous SBM

In the first experiment, shown in Fig. 5.1(a), we generate different graphs from the homogeneous
SBM in terms of minimum cluster size. We fix p = 0.6 q = 0.01, and set n1 = 500 − 2nmin , and
n2 = n3 = nmin such that there is one large cluster and two small clusters. For the sketch-based
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Figure 5.2: Example demonstrating the balancing effect of our manifold node sampling approach.
(a) Full graph adjacency matrix and (b) sketch produced by proposed algorithm. Black dots indicate edges.

approaches, the number of samples is N 0 = 100. It is known that when nmin is small, clustering
algorithms tend to encounter difficulties due to the large amount of imbalance [142]. As nmin increases, the small clusters become larger, and the problem becomes easier. Notably, the proposed
algorithm performs better than full graph clustering, with the proposed algorithm having zero error
for nmin ≥ 30, whereas full graph clustering has nearly 50% error rate for nmin ≤ 70. Similarly,
our proposed algorithm outperforms both URS and SRS. The SPIN approach has a higher misclassification rate for nmin ≤ 20 than the proposed algorithm, albeit both the proposed algorithm and
SPIN have no errors for nmin ≥ 30. Both the proposed algorithm and SPIN achieve their success
by producing a sketch which is more balanced than the full graph.
To illustrate the ability of the proposed algorithm to produce a balanced sketch, we show an example of such a sketch in Fig. 5.2. The adjacency matrix of the full graph is shown in Fig. 5.2(a)
corresponding to homogeneous SBM parameters p = 0.6, q = 0.01, n1 = n2 = 50, and n3 = 400.
The sketch produced by Algorithm 6 using 60 samples is shown in Fig. 5.2(b). The sketch is very
balanced, with the first two clusters in the sketch being of size 21 and the third of size 18. One
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Table 5.1: Clustering time in seconds
N
Sketch-based
400
4 × 10−2
800
1.8 × 10−1
1600
7.2 × 10−1
3200
1.9 × 100
6400
9.7 × 100
12800
6.7 × 101

Full Graph
3.0 × 100
1.4 × 101
9.3 × 101
7.8 × 102
6.3 × 103
4.6 × 104

can notice that the obtained sketch corresponds to an improved signal to noise ratio (inter-cluster
to intra-cluster connections), compared to the original graph.
We now comment on the clustering time of the proposed algorithm in terms of improved running
time. We use graphs generated from a homogeneous SBM having two clusters and parameters
p = 0.8, q = 0.01, and n1 = n2 = N/2. For the sketch-based approach we sample 10% of the
nodes. In all cases, the algorithms successfully identify the correct clusters. Results are shown
in Table 5.1. The clustering time for the full scale graph clustering algorithm ranges from 2.96
seconds to 4.6 × 104 seconds (over 12 hours). The sketch-based approach, on the other hand only
ranges from 0.04 seconds to 67.03 seconds.

5.4.2

Heterogeneous SBM

Next, we generate graphs in the more general heterogeneous SBM, and use parameters p1 = 0.2,
p2 = p3 = 0.1 q = 0.005, n1 = 600 − 2nsparse , and n2 = n3 = nsparse , and again use 100 samples. The graph contains a denser cluster and two sparser clusters. For the heterogeneous SBM,
clustering algorithms tend to perform better when the products ni pi are close in value for each cluster [13]. Roughly speaking, this means that sparse clusters should be larger than dense clusters.
The misclassification rates are shown in Fig. 5.3(b) as a function of nsparse . The clustering prob105

lem becomes easier as nsparse increases. We can see similar trends as for the homogeneous SBM.
Both the proposed method and SPIN outperform full graph clustering, as well as URS and SRS.
For nsparse ≥ 50, the proposed method falls below a 0.05 misclassification rate. SPIN performs
worse than the proposed method, with misclassification rate falling below 0.1 for nsparse ≥ 75, but
still maintaining slightly higher misclassification rates than the proposed method. We note that
full graph clustering outperforms all methods for nsparse ≥ 100 by obtaining a perfect clustering
– a consequence of the fact that the full graph is fairly sparse making the sketches prone to being
disconnected.

5.4.3

DCSBM

Now we consider graphs of a more challenging nature having varying expected degree within each
cluster. Because these models better capture real-world features, they serve as an important step

Misclassification Rate

towards clustering real-world data.
Proposed
URS
SPIN
SRS
Full Graph

0.6
0.4
0.2
0
50

100

150

200

nsparse

Figure 5.3: Clustering results for heterogeneous SBM using the proposed algorithm versus URS
[142], SPIN [13], SRS [142], and full graph clustering [30].
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Table 5.2: Misclassification rate for the discrete DCSBM example
p
0.05
0.10
0.15

Sketch-based Algorithm

Full Graph
0.095
0
0

Proposed URS
0.102
0.513
0
0.131
0
0.024

SPIN
0.578
0.338
0.085

SRS
0.525
0.159
0.037

We start with a simple DCSBM example where nodes in each cluster can take two discrete values
of θi (recall that θi influences the expected degree of node i, with higher values of θi resulting in
a higher expected degree). We use three clusters with equal size n. For each community the first
w nodes in the community are assigned θi =
remaining n − w nodes, we set θi =

n
2(n−w)

n
2w

(i.e., making them high degree nodes) and for the

(i.e., making them low degree nodes). We set n = 200,

w = 48, q = 0.015, and run the same set of algorithms as for the SBM examples. Misclassification
rates are shown in Table 5.2 for varying intra-cluster edge density p. In all cases the proposed
algorithm (results bolded) outperforms the other sketch-based approaches. The proposed algorithm
performs roughly on par with the full graph clustering approach. We note that although SPIN
performed well on SBM graphs, the approach performs poorly on DCSBM graphs due to the fact
that it tends to heavily sample from the low-degree nodes, limiting its applicability solely to the
simpler SBM models.
For the next result, we use a more complicated DCSBM scenario having a power law degree
distribution often found in real-world datasets. The values of θi are drawn independently from a
Pareto distribution. Specifically, this is the distribution having probability density function f (x) =
αβ α /xα+1 , with β = (α −1)/α. We have two clusters with parameters n1 = n2 = 250, q = 0.01,
and α = 1.4. Misclassification rates are shown in Table 5.3 for varying intra-cluster edge density p.
As with the previous example, the proposed algorithm has a misclassification rate roughly equal to
the full graph clustering approach and also outperforms all of the other sketch-based approaches.
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Table 5.3: Misclassification rate for power law DCSBM example
p

Sketch-based Algorithm

Full Graph

0.05
0.10
0.15
0.20

0.064
0.004
0.002
0

Proposed
0.052
0.004
0.002
0

URS
0.326
0.122
0.034
0.011

SPIN
0.432
0.333
0.214
0.090

SRS
0.362
0.150
0.058
0.019

Table 5.4: Misclassification rate for the Political Blogs dataset
Dataset
Full
Unbalanced

Full Graph
0.050
0.437
5.4.4

Sketch-based Algorithm
Proposed URS
0.052
0.178
0.142
0.224

SPIN
0.438
0.334

SRS
0.218
0.289

Political Blogs Dataset

We show performance of the proposed algorithm on the real-world Political Blogs dataset [1].
This dataset has two clusters and 1222 nodes, of which we sample only 150 nodes. The misclassification rates are shown in the first row of Table 5.4. The proposed algorithm achieves nearly
the same misclassification rate as the full graph clustering, while significantly outperforming the
other sketch-based algorithms. For the second result in this section, we modify the Political Blogs
dataset such that it is imbalanced. We use the same procedure as in [142], namely we sample 200
nodes uniformly at random from the cluster labeled as “conservative”, and then take the largest
connected component. This procedure introduces imbalance into the graph. Again, we sample 150
nodes when constructing the sketch. In this case, the proposed algorithm outperforms all of the
sketch-based algorithms, and also significantly outperforms full graph clustering.
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CHAPTER 6: REPRESENTATIVE SELECTION FORM MANIFOLDS
WITH SPARSE GROSS CORRUPTIONS

Conventional sampling techniques fall short of selecting representatives that encode the underlying conformation of non-linear manifolds. Contamination of the data with gross sparse corruptions
considerably exacerbates the problem. In this chapter we present a novel data selection approach,
dubbed MoSSaRT, which draws robust and descriptive sketches of grossly corrupted manifold
structures. Built upon an explicit randomized transformation, we obtain a judiciously designed
representation of the data relations, which facilitates a versatile selection approach accounting for
robustness to gross corruption, descriptiveness and novelty of the chosen representatives simultaneously. Our model lends itself to a convex formulation with an efficient parallelizable algorithm,
which coupled with our randomized matrix structures gives rise to a highly scalable implementation. Theoretical analysis guarantees probabilistic convergence of the approximate function to the
desired objective function and reveal insightful geometrical characterization of the chosen representatives. Finally, MoSSaRT substantially outperforms the state-of-the-art algorithms as demonstrated by experiments conducted on both real and synthetic data.

6.1

Introduction

The ever-increasing availability of large-scale and high-dimensional data offers unprecedented opportunities for data-driven studies across widely differing domains ranging from marketing and
web mining, to bioinformatics and space exploration. Yet, it also poses formidable challenges in
face of storing, organizing and analyzing such data.
With regard to dimensionality, there has been enormous progress in devising solutions for the
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analysis and visualization of high-dimensional data through low-dimensional embedding methods,
e.g., Principal Component Analysis, Isomap, feature selection and dictionary learning algorithms,
and embedding techniques via random projections [117, 135, 168, 215–217].
Another line of research focuses on extracting knowledge from a sheer volume of data by tapping
into the sample space while keeping the dimension intact. This chapter focuses on the problem
of representative selection, which has particularly elicited strong interest from the data sciences
communities in recent years. Selecting representative samples aims at reducing the problem size
by sub-sampling the data points independently of the dimension, while minimizing the information loss. A major distinction from other methods obtaining compact representations in the sample space such as dictionary learning approaches is that the chosen representative subsets consist
of actual data points, thereby affording easy interpretations in various application domains. For
instance, these subsets could consist of distinct images in a collection and specific words in a document, or particular sensors and bands in a system and hyperspectral imaging [27, 87, 98]. The
advantages of representative selection are multifold. Notably, substantial savings in storage and
computation can be derived from the development of inference algorithms around descriptive and
concise data sketches in lieu of the full-scale data. This is particularly relevant with the emergence
of edge machine learning paradigms in which complex algorithms are required to run locally on
tiny and resource-constrained devices with minimal information centralization. For instance, advancements in virtual and augmented reality such as Oculus and HoloLens [64, 130] and smart
wearable devices necessitate the efficient integration of state-of-the-art models and algorithms into
these portable computing platforms, such as GPU-based models and deep learning frameworks,
whose computational/memory burden and power consumption substantially overtax the resources
of smaller devices. For example, a widely used classification network known as AlexNet [97] performs 1.5 billion high precision operations through 61M parameters and takes 249MB of memory
per image. The requirements are even more considerable for more complex networks such as VGG
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and GANs [63, 160]. Another domain is in the automative industry; modern smart mobility platforms will have to realize efficient data management solutions to address the complexity underlying
Advanced Driver-Assistance Systems (ADAS) and autonomous driving given a sheer volume of
sensory data from Radar, Lidar, Cameras, Sonar, and GPS, among others [99, 139, 193]. Other advantages facilitated through concise and informative representatives include insightful summaries
of complex systems, deeper grasp of complex underlying interactions, simpler data annotation and
cleansing processes, and even better generalization and enhanced phase transitions for supervised
and unsupervised learning algorithms [41].
Despite notable progress in developing compelling approaches to representative selection, some
important limitations of existing work motivate the work of this chapter. First, the vast majority
of existing approaches rest upon linearity assumptions about the data. One commonly made assumption is that the data lies in a union of low-dimensional linear subspaces. In many real-world
scenarios, however, the underlying data patterns can be modeled more accurately by non-linear
manifold structures of lower intrinsic dimensionality, rather than linear subspaces. Second and
most important, while there exist numerous methods that are robust to various data perturbations
such as gross corruptions, outliers, and noise under linear data models, no principled approach is
known to date to handle such perturbations in the presence of non-linear data structures. Sparse
gross corruptions, which is a central focus of this work, can be caused by occlusions, measurement
errors, and adversarial interference and can easily jeopardize the validity of the existing methods
due to their arbitrary magnitude and unknown support [23, 28]. Therefore, selecting descriptive
and compact samples under these practical circumstances remains largely unexplored. Motivated
by this, in this chapter we study the problem of representative selection from manifold structures
with gross sparse corruptions.
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6.1.1

Summary of Contributions

This chapter makes five main contributions. First, for the first time we formalize the problem
of representative selection from non-linear manifolds in presence of gross sparse corruptions in a
principled and mathematically rigorous framework. Based on a constrained optimization formulation in a transformed space, we obtain an encoding of the data relations, termed reproduction
profile, which we leverage to draw a representative, diverse and concise sketch of the data.
Second, we leverage the rich representation power of RKHSs to capture the non-linearities in the
data structure. Much of the existing work in kernel settings is based on merely replacing the
original inner products with kernel evaluations. However, as our formulation relies on sparsityinducing norms to adequately handle sparse corruptions, the use of the standard kernel trick is not
feasible. To overcome this issue, we integrate an approximate feature mapping framework in our
formulation to emulate a desired feature mapping associated with a RKHS. While any approximate
feature can be potentially plugged into our method depending on the data specifics, we showcase
the use of random Fourier features [141] due to the wide use of stationary kernels in machine
learning applications. The utility of these features, which were introduced for accelerating kernel
machines, rests upon a classic result in harmonic analysis. Here, we exploit similar features for the
first time in the context of representative sampling to mirror the unknown mapping of the RKHS.
Third, we develop a highly scalable and parallelizable ADMM-based algorithm for representative sampling. Leveraging the special structures of the approximate feature maps, the algorithm
exhibits nearly linear complexity in the data size.
Our fourth contribution lies in establishing key theoretical results affording guarantees on the goodness of the approximation induced by random feature maps and a characterization of the sampled
representative set. In particular, based on concentration of measure arguments, we show that the
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optimal value for the proxy objective function–induced by the approximate features–converges to
the true optimal value exponentially fast, thereby establishing the effectiveness of our proxy formulation (Theorem 4). In addition, we present a characterization rooted in geometric functional
analysis of the sampled subset, which provides the theoretical underpinning of an interpretable
mechanism for sampling informative representatives. In particular, it turns out that the sampled
subset of representatives consists of the vertices of the symmetrized convex hull of all samples in
a transformed space (Theorem 5).
As our final contribution, we demonstrate the effectiveness of the proposed approach using both
synthetic and real data in a broad range of supervised and unsupervised applications, including
classification, clustering and face pose generation using Generative Adversarial Networks (GANs).
Fig. 6.1 illustrates a conceptual diagram of the proposed framework, which will be explicated in
further detail in Section 6.3.

6.1.2

Related Work

Random selection approaches are ineffective in fully describing the entire set due to redundancy
and corruptions in the data. On the other hand, optimal subset selection is generally NP-hard.
Hence, various relaxations of the problem have been tackled by different approaches, which can
be mainly categorized into three classes: linear, diversity-based and clustering-based methods.
Linear algebraic methods typically found their models on the low-rankness of the data collection.
Rank-Revealing QR (RRQR) algorithms [24, 60, 69] aim to find a permutation matrix that, when
multiplied by the data matrix, reveals the best conditioned sub-matrix as its first columns. Others have focused on choosing some columns that can best span the column space of the original
dataset in [37, 40, 119, 172]. Missing entries and non-negative matrices are considered in [10, 45]
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Figure 6.1: Conceptual diagram of the proposed Representative Selection framework. First, the underlying patterns of the huge dataset are captured through non-linear manifold structures. The original collection is transformed into an explicit Hilbert space, emulating a desired implicit RKHS.
Then, a reproduction profile is introduced for each sample, using which the combinatorial subset
selection problem is formulated as a convex minimization. The optimization is corruption-aware,
hence, the optimal reproduction profile indicates the best subset which negates the effects of gross
corruptions in the data, while preserving the underlying structure of the whole collection.

via a greedy algorithm and `1 /`∞ optimization, respectively. Inspired by dictionary learning approaches, [40] uses a linear model in which each point in the dataset is described as a linear combination of others and a sparsity constraint is enforced to get a few representatives. The authors
in [182] diversify these chosen samples by employing multiple regularization terms. Intuitively,
the approaches of the first class all seek to find a low-rank approximation of the data matrix to
recover its column space. Hence, they are only suited for linear models and cannot capture the
non-linearity properly.
Diversity-based approaches, on the other hand, focus mainly on information novelty. A-optimal
and D-optimal approaches [18, 87] build on convex relaxations of the original problem. A faster
greedy optimization algorithm is suggested in [157], however it yields a sub-optimal solution,
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since the actual cost function of the problem is not sub-modular [126]. In an effort to maximize
the diversity, these methods are all negligent of the representation power of the chosen subset, and
are highly prone to choosing irrelevant corrupted data points.
Alternatively, the clustering-based approaches typically use similarity relationship among data
points, which makes them potentially more suitable for sampling from non-linear data. Centroids
of the clusters obtained by various clustering techniques are identified as representatives. In [89],
exemplars are selected to minimize the total distance from all samples. The efficacy of these algorithms is adversely affected by their high dependence on initialization. This issue was addressed
in [53, 54], where the cluster centroids were identified by a message passing procedure. Also,
in [41] a trace minimization program was suggested to find exemplars for a source and target set.
These methods yield sub-optimal solutions and require restrictive conditions on the similarities to
perform well.
Among all the developed techniques, only a few have specifically attempted to tackle the problem with a ML approach. These methods mostly adopt graph-based distances as approximate
measures of geodesic distances, or resemble manifolds by processing local neighborhood sets in
a linear fashion. In [158], a geodesic measure minimization is included in the formulation of a
RRQR-based factorization assuming a priori knowledge of the structure of the manifold. In [131],
the authors tackle sampling of manifolds through an iterative scheme, where the spectrum of the
Laplace-Beltrami operator on manifolds is approximated. A graph-based variant of the k-means
algorithm is proposed in [174], where Euclidean distances are replaced by geodesic distances to account for the intrinsic characteristics of the manifold. These methods, either inherit the deficiency
of the original methods such as dependency on initialization and complex iterations, or incorporate
local information, which diminishes their ability to capture a global view of the collection.
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Notation. Let Nk , {1, . . . , k} for k ∈ N. Column vectors and matrices are denoted in boldface
lower-case and upper-case letters, respectively. Also, let 1 and In denote the all-ones vector of
proper length, and the identity matrix of size n, respectively. For a scalar a, |a| denotes its absolute
value, while for a set S , |S | denotes its cardinality. Also, for a vector a, kak p stands for its
` p -norm, and a(i) denotes its ith element. This notation is used for both finite-dimensional vectors
and infinite sequences. When necessary, the distinction will be made explicit to avoid confusion.
Accordingly, ` p denotes the space of all sequences whose ` p -norms are bounded. For a matrix A,
ai , ai j denote its ith column and (i, j)th element, respectively. Also, kAkF = ∑i kai k2 denotes its
Frobenius norm, and kAk1,p stands for its group Lasso norm defined as kAk1,p = ∑i kai k p . Similar
to vectors, the notation is shared between matrices whose columns are finite-dimensional vectors
or infinite sequences. Matrix A3 = [A1 A2 ] denotes the concatenation of two matrices A1 , A2 , with
equal number of rows. The hinge function denoted by [·]+ is defined as max{·, 0}. For a random
variable (RV) x, Mx (γ) denotes its Moment Generating Function (MGF) with parameter γ. Also,
the probability of realization of a random event A , is denoted by P{A }.

6.2

Related Work

Linear algebraic methods typically found their models on the low-rankness of the data collection.
RRQR algorithms [24, 60, 69] aim to find a permutation matrix that, when multiplied by the data
matrix, reveals the best conditioned sub-matrix as its first columns. Others have focused on choosing some columns that can best span the column space of the original dataset in [37, 40, 119, 172].
Missing entries and non-negative matrices are considered in [10, 45] via a greedy algorithm and
`1 /`∞ optimization, respectively. Inspired by dictionary learning approaches, [40] uses a linear
model in which each point in the dataset is described as a linear combination of others and a sparsity constraint is enforced to get a few representatives. The authors in [182] diversify these chosen
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samples by employing multiple regularization terms. Intuitively, the approaches of the first class
all seek to find a low-rank approximation of the data matrix to recover its column space. Hence,
they are only suited for linear models and cannot capture the non-linearity properly.
Diversity-based approaches, on the other hand, focus mainly on information novelty. A-optimal
and D-optimal approaches [18, 87] build on convex relaxations of the original problem. A faster
greedy optimization algorithm is suggested in [157], however it yields a sub-optimal solution,
since the actual cost function of the problem is not sub-modular [126]. In an effort to maximize
the diversity, these methods are all negligent of the representation power of the chosen subset, and
are highly prone to choosing irrelevant corrupted data points.
Alternatively, the clustering-based approaches typically use similarity relationship among data
points, which makes them potentially more suitable for sampling from non-linear data. Centroids
of the clusters obtained by various clustering techniques are identified as representatives. In [89],
exemplars are selected to minimize the total distance from all samples. The efficacy of these algorithms is adversely affected by their high dependence on initialization. This issue was addressed
in [53, 54], where the cluster centroids were identified by a message passing procedure. Also,
in [41] a trace minimization program was suggested to find exemplars for a source and target set.
These methods yield sub-optimal solutions and require restrictive conditions on the similarities to
perform well.
Among all the developed techniques, only a few have specifically attempted to tackle the problem with a ML approach. These methods mostly adopt graph-based distances as approximate
measures of geodesic distances, or resemble manifolds by processing local neighborhood sets in
a linear fashion. In [158], a geodesic measure minimization is included in the formulation of a
RRQR-based factorization assuming a priori knowledge of the structure of the manifold. In [131],
the authors tackle sampling of manifolds through an iterative scheme, where the spectrum of the
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Laplace-Beltrami operator on manifolds is approximated. A graph-based variant of the k-means
algorithm is proposed in [174], where Euclidean distances are replaced by geodesic distances to account for the intrinsic characteristics of the manifold. These methods, either inherit the deficiency
of the original methods such as dependency on initialization and complex iterations, or incorporate
local information, which diminishes their ability to capture a global view of the collection.

6.3

Proposed Method

In this section, we present the MoSSaRT method, a powerful sampling approach for high-dimensional
data governed by low-dimensional manifold structures. A key aspect is that the data is considered
to be contaminated with sparse gross corruptions. Inspired by many real-world scenarios, the proposed method applies to both linear and non-linear models by choosing suitable settings. Formally,
our adopted data model is as follows.
Data Model 3. The columns of matrix X ∈ Rm×n consist of corrupted observations from the set
X , {xi }i∈Nn . We assume that the clean data lies on a low-dimensional manifold M , and each
coordinate of the data points may be contaminated with gross corruption with a small probability
p, resulting in a sparse corruption matrix S, whose elements follow a Bernoulli distribution with
probability 1 − p. This gives rise to a natural decomposition of the data matrix as X = M + S,
where M refers to the collection of points drawn from the manifold M .
Remark 3. Note that our adopted data model does not restrict the low-dimensional structures to
linear settings; this element can come from a low-rank linear subspace, or a low-dimensional nonlinear Riemannian manifold. The focus of this paper will be on the more challenging scenario for
the non-linear settings, but as will be shown in the sequel, the linear case is a special case of our
formulation.
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In principle, one faces a trade-off between the number of chosen representatives and the amount of
information retrieved. We approach the problem noting these two confronting criteria. Our desirable exemplars are rich in representation power to maximize the information content, but also not
too similar to minimize redundancy. One natural choice would be a minimax type of formulation
between these two criteria. However, such a formulation may yield an unduly aggressive strategy,
given that in most realistic scenarios many data points in the collection could be redundant and
individual data points may not be too informative. In addition, while such a formulation could
implicitly reduce the amount of data, it may not meet explicit budget constraints for representative
selection. In order to dictate these constraints more forcefully, we deliberately develop a two-stage
strategy, wherein the first stage acts as the main building block, where we obtain thorough structural information of the underlying manifold, and the second step leverages the obtained encoding
to impose any existing budget constraints explicitly.
Additionally, note that fulfilling the first criterion intrinsically affords robustness to the disturbances introduced by the gross corruptions, since otherwise, the chosen samples would not be able
to represent the whole dataset with enough fidelity. Hence, the main goal is to choose few samples
which can be descriptive representatives of the true data, in spite of observing the contaminated
data.
For the sake of identifiability, let’s assume that the clean data is unlikely to be sparse. We hypothesize that if there is a “good” representative subset for the data with few elements, then there
should exist a low-cost projection of the data into the span of that subset. The patterns underlying
manifold data make it challenging to desirably model this behavior in the original domain, but one
may achieve such a representation through a suitable transformation. To effectively capture the
non-linear behavior of the data, we relax this criterion to any separable Hilbert space H up to
a continuous transformation. In other words, we consider a possibly highly non-linear mapping
function φ : Rm → H , where in the transformed domain the data points can be better represented
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by a small subset of the collection. It is worth noting that, in general, the elements of the Hilbert
space are abstract vectors (such as functions), but since every separable Hilbert space has an orthonormal basis [49], any element can be uniquely specified by its coordinates w.r.t. that basis. In
what follows, φ (x) denotes either the vector or the infinite sequence of its coordinates.
To elucidate our approach, knowing the data decomposition in hindsight, one can then formulate
the oracle in (6.1) aiming at sparsifying the residual errors corresponding to the corruption matrix,
while satisfying the reconstruction of the clean data.

min kφ (S) − πΩ (φ (S))k0

Ω⊂X

s.t.

φ (M) = πΩ (φ (M)),

|Ω| = κ

(6.1)

where, for a matrix A, φ (A) is defined as the matrix of element-wise evaluation of the function φ
at the columns of A, i.e. φ (A) , [φ (a1 ) φ (a2 ) . . . φ (an )], and πS (A) stands for the projection of
A onto the span of its selected columns indexed by S .
To re-formulate this combinatorial optimization as a convex problem, we translate the above problem into finding a real-valued matrix Θ ∈ Rn×n , which we call the reproduction profile of the
dataset. The appellation is associated with the encoded information in this matrix which is delineated in Remark 4. The reproduction profile Θ aims to emulate the projection operator when
multiplied by the data matrix. To this end, Θ is enforced to have sparse rows, such that the data is
projected into the subspace spanned by the samples corresponding to the non-zero rows. Hence, it
can be re-expressed as

Θ k0
min kφ (S) − φ (S)Θ
Θ

Θ,
s.t. φ (M) = φ (M)Θ

ΘT k0,l = κ,
kΘ
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Θ 6= In

(6.2)

Bearing in mind the successful employment of kernel methods in identifying the non-linear patterns hidden in the data, we would like our mapping function φ to resemble a feature mapping
ϕH : Rm → H associated with a RKHS H . In this case, for a RKHS with the reproducing kernel k, a mapped feature ϕH (x) is itself a function from the input space to R, such that
ϕH (xi )(xt ) = k(xi , xt ), ∀xi , xt ∈ X . Then one can choose an orthonormal basis for this function
space, collect the resulting coordinates for all elements in a matrix, and attempt to minimize its
`0 -norm as in (6.2). Note that, our formulation does not involve explicit inner products of the
data points given our use of the `0 -norm in order to capture the sparse structure of the corruption.
Therefore, the common practice of substituting the inner products in the original space by those in
the RKHS – a technique referred to as the kernel trick – is not feasible in our setting. Moreover,
since the explicit feature mappings are not known in general, we obtain an approximate feature
mapping function, such that it emulates that of the desired RKHS.
Existing feature approximation methods are primarily developed to accelerate the classical kernel
methods. By contrast, here we exploit such approximations to overcome the foregoing issues,
namely, the lack of explicit inner products in our formulation and the unknown feature mapping of
the RKHS. Various approximations have been developed to provide an explicit feature mapping
associated with different types of kernels, such as random Fourier features [141], fast random
binning features [195], additive kernel approximates [176], locality sensitive binary codes [140],
and compact random features [75] (e.g., see [109] for a recent survey of these methods). While
any approximate feature map can be plugged in our proposed approach, we focus on the class of
stationary pd kernels (for which the random Fourier features were proposed) due to their wide use
in machine learning applications. For a stationary pd kernel k, a result from harmonic analysis
by Bochner [148] is applicable, asserting the existence of a probability measure µ(ζζ ), with k
as its Fourier transform. Accordingly, to approximate the RKHS features, we use the vectorp
T
valued function φ (·; ζ , β ) : Rm → Rr , where each element is calculated as 2/r sin(ζζ i x + βi ),
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and {ζζ i , βi }i∈Nr are i.i.d. realizations from the independent distributions µ(ζζ ), the inverse Fourier
transform of the kernel function, and U[0, π], respectively.
Now, recall that the formulation in (6.2) involves hindsight, as the data decomposition of Data
Model 2 is not available explicitly, and this in fact, poses a core subtlety to our problem. Henceforth, inspired by (6.2), we propose the alternative formulation (6.3) expressed in terms of the observed contaminated data, where the problem has been also convexified by replacing the `0 -norms
by their tight `1 surrogates.
n

T

T

ΘT k1,l
min ∑ k sin(ζζ xt + β ) − sin(ζζ xt + β )θθ t k1 + λ kΘ

(6.3)

Θ t=1

|

{z

Θ)
, f (φ ,Θ

}

In the above problem, the first term amounts to a representation constraint, where the employed
regularization automatically avoids the trivial solution of identity, hence eliminating the need for
the constraint Θ 6= In . Inspired by the oracle non-convex and constrained optimization in (6.2), our
formulation in (6.3) yields excelling performance as shown in Section 6.5.
Remark 4. The optimal reproduction profile Θ ∗ contains structural information about the collective behavior of the data points, which enables us to not only draw representative sketches, but also
to ensure novelty. More specifically, each row of this matrix encodes how a given sample participates to reproduce the whole collection under the presumed constraints of adhering to manifold
structures, while negating the impact of the gross corruptions. Therefore, samples are associated
with an elaborate profile describing their reproducing ability. Hence, the representative points
can be identified by the non-zero row-norms of the optimal profile, while hard constraints can be
satisfied by choosing the most distinctive ones among the identified samples.

A secondary step ensures the selected set is compact, in the sense that it contains novel information
per each element, otherwise they get eliminated. Besides offering variability, this step allows us to
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impose the budget constraint explicitly, at no extra cost. We consider the samples to be analogous
if they are close in the transformed space as

δ (xi , xt ) =

q
k̂(xi , xi ) − 2k̂(xi , xt ) + k̂(xt , xt ) ,

(6.4)

where k̂(xi , xt ) , hφ (xi ), φ (xt )i acts as the inner product in the transformed space, as a proxy to
k, the actual inner product in the RKHS. Our measure to choose between two similar points is
then their level of representation power. Scrutinizing the obtained encoding reveals that samples
corresponding to higher row-norms of the encoding matrix contribute more to the reconstruction
of the whole dataset, and hence, can be regarded as more influential representatives of the dataset.
Exploiting this information, the procedure avoids the effort of fine-tuning hyper-parameters, and
ensures maximal novelty in the chosen subset without sacrificing its representativeness.

6.3.1

Algorithm, Complexity and Scalablity

Generic solvers for convex problems such as CVX [65, 66] have cubic or higher complexities, thus
do not scale well with the problem size. To alleviate this problem, we develop an ADMM-based
algorithm [17], which reduces the computational costs and also enables parallel implementation
of this program. As will be shown later in the section, employing the involved matrix structures
as well as the ADMM approach yields a near-linear computational complexity of O(r2 n1.373 ),
where n is the number of samples and r << n is the model parameter for the dimension of the
proposed feature. Algorithm 8 illustrates the big picture of the sampling process, where the
(1)

proximal operators of different norms are derived as follows: Tε (X) , sgn(x)[|x| − ε]+ , and
Tε (X)(1,1) , [x − ε]+ − [−x − ε]+ apply to the elements of a matrix. Tε (X)(1,2) applies to the
rows of a matrix and is taken to be x − εx/kxk2 , if kxk2 > ε, and the zero vector otherwise. Also,
the matrix φ (X) is denoted by Φ for simplicity, and K̂ stands for the pairwise inner product of
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the transformed features. It is not hard to show that the overall computational complexity of our
Algorithm 8 Proposed Sampling Scheme using ADMM optimization
Input: Data Matrix X ∈ Rm×n , kernel k, desired number of samples κ, p ∈ {1, 2}, Optimization parameters
λ , ρ.
Output: Collection of the representative samples R
(0)
(0)
1: Construct the feature matrix Φ ∈ Rr×n , using X, k. Set Θ (0) , U1 , U2 ∈ Rr×n to zero matrices.
2: while not converged do
(1)
Φ − Φ Θ (i) − U2 (i) )
3:
Q(i+1) = T1/ρ (Φ
4:

(1,p)
Θ(i) − U1 (i) )
B(i+1) = Tλ /ρ (Θ

(i)
Φ − Q(i+1) − U(i)
Θ (i+1) = (In + K̂)−1 (B(i+1) + Φ T (Φ
2 + U1 ))
(i+1)
(i)
6:
U1
= U1 + B(i+1) − Θ (i+1)
(i+1)
(i)
7:
U2
= U2 + Q(i+1) − Φ + Φ Θ (i+1)
8: end while

5:

algorithm is dominated by the matrix inversion and multiplication in step 6, since the remaining
steps consist of matrix summations or scalar multiplications. In general, efficient multiplication of
matrices of the size p × q and q × t is shown to be O(pq0.373t) [194]. Accordingly, the complexity
of the inversion of a n × n matrix follows from the same algorithm and is O(n2.373 ) [31,194]. Since
our algorithm is parallelizable, using P parallel processors leads to O(n1.373 dn/Pe) computational
complexity [73]. However, we illustrate in the following that via the use of specific structures of
the matrices involved in our computations, we are able to reduce the complexity of our algorithm
even further. Observe that the matrix whose inverse is calculated is of the form In + K̂. Suppose
we have the Singular Value Decomposition of the low-rank feature matrix as Φ = SVDT . Then,
utilizing some matrix manipulations, one can show that
[In + K̂]−1 = D1 (Ir + Σ)−1 D1 T + In
where D1 is the first r columns of the matrix D, and Σ is the non-zero r × r sub-matrix of VT V,
with elements σi on the diagonals. Now we need to take the inverse of a diagonal matrix, which
can be easily represented by a diagonal matrix with entries
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1
1+σi ,

1
which we denote by diag 1+σ
.
i

The developed scheme effectively reduces the computational complexity of the original inversion
down to O(r2 n), exhibiting a linear complexity in n. Then, having the resultant matrix of the form
1
)D1 T multiplied by an n × n matrix yields the near-linear complexity of O(r2 n1.373 ).
D1 (diag 1+σ
i

The analysis is validated in our experiments reported in Section 6.5.7. Again, utilizing the P multiprocessing cores reduces the complexity to O(r2 n0.373 dn/Pe).

6.4

Theoretical Analysis

In this section, we present probabilistic and geometric analysis of the proposed method and the
employed building blocks. As our main result, we first evaluate how well our proxy for the optimal encoding matrix minimizes the true cost in which the actual feature mapping ϕH is considered (Theorem 4). Then, we present a characterization of the obtained representatives based
on geometric functional analysis (Theorem 5). The approximation of RKHS features via random
Fourier features was shown to uniformly converge to that of a given shift-invariant kernel originally in [141], and later improved in [165]. The relatively tight and uniform bounds obtained in
both approaches hinge upon some assumptions, including the compactness of the input space and
the existence of the first two moments of µ(ζζ ). Here, we dispense with these assumptions and
obtain a concentration result that suffices to prove the result of Theorem 4. Relaxing the compactness requirement of the input domain is beneficial for convergence analysis in various optimization
contexts where such restrictions do not hold. Also, the particular features utilized here are slight
variants of the original random Fourier features. Thus, for coherency, the convergence behavior
of the features utilized here is provided in Lemma 6 and Lemma 7. For clarity, we denote the
T
approximate inner product by k̂ζ ,β (xi , xt ), defined as φ (xi ; ζ , β ) φ (xt ; ζ , β ). Also, we often use

the short-hand notation φ (x) for the proposed features, where the two random variables ζ , β are
omitted, when no confusion arises.
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Lemma 6. For a given stationary real-valued pd kernel k, the inner product of the associated
proposed features φ (xi ; ζ , β ) and φ (xt ; ζ , β ) approximate the evaluation of the kernel k, i.e.,
Eζ ,β [k̂ζ ,β (xi , xt )] = k(xi , xt ).

Proof. First, recall that the MGF of a uniform random variable βl on [a, b] is known to be Mβl (γ) =
exp(γb)−exp(γb)
γ(b−a)

for non-zero gamma values. Hence, one can show that for a fixed ζ l ,
Mβ (2 j)

l
}|
{
z
T
T
Eβl [cos(ζζ l (xi + xt ) + 2βl )] = ℜ{exp( jζζ l (xi + xt )) Eβl [exp( j2βl )]}

T
T
sin(ζζ l (xi + xt ) + 2π) − sin(ζζ l (xi + xt ))
=
= 0.
2π

(6.5)

Then, with k̂ζ ,β defined as the inner product of the two feature maps one can write
r

T
T
Eζ ,β [k̂ζ ,β (xi , xt )] = Eζ l ,βl [1/r ∑ cos(ζζ l (xi − xt )) − cos(ζζ l (xi + xt ) + 2βl )]
l=1

r

T

= Eζ [cos(hζζ , (xi − xt )i)] + 1/r ∑ Eζ l ,βl [cos(ζζ l (xi + xt ) + 2βl )] (6.6)
l=1

where the last equality follows from the identical distribution of the variables ζ i ’s, and independence of {ζζ i }i∈Nr and {βi }i∈Nr . Now, substituting (6.5) into (6.6) implies that
Eζ ,β [k̂ζ ,β (xi , xt )] = Eζ ,β [cos(hζζ , (xi − xt )i)] = k(xi , xt )

where the last equality follows by Bochner’s theorem for real-valued functions [148].

The above analysis guarantees convergence of the features in expectation. In what follows, we
develop a stronger result establishing exponentially fast concentration around the obtained mean.
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Lemma 7. Let δ > 0 be a confidence level, then for any given points xi , xt , {i,t} ∈ Nn , with probability at least 1 − δ
h
i
p
p
k̂ ∈ k − 4 2/r log(2/δ ), k + 4 2/r log(2/δ )

(6.7)

where k̂, k are short-hand notations for k̂ζ ,β (xi , xt ), k(xi , xt ), respectively.

The theorem shows that the approximate inner products obtained from the inner product of any two
proposed feature vectors concentrate around their expected value, i.e., the true inner product, with
high probability. To prove this result, we will first characterize the tail behavior of the involved
RVs in the following lemma, and then establish the result of the theorem. The reader is referred
to [177] for the common definitions regarding sub-Gaussian property, and related theorems such
T

T

as Hoeffding, and Chernoff bounds. Let k̂l (xi , xt ) , sin(ζζ l xi + βl ) sin(ζζ l xt + βl ).
Lemma 8. k̂l (xi , xt ) is a sub-Gaussian RV with parameter α = 2.

Proof. Let κ̂l be independent of k̂l and with the same distribution, where we have omitted the two
arguments for simplicity. Observe that k̂l − κ̂l matches ε(k̂l − κ̂l ) in distribution, where ε is the
Rademacher RV. Hence,

E[exp(γ(k̂l − κ̂l ))] = Ek̂l ,κ̂l [Eε [exp(εγ(k̂l − κ̂l ))]] .
{z
}
|
Mε (γ(k̂l −κ̂l ))

It is not hard to show that the Rademacher RV is itself sub-Gaussian with parameter 1, and hence,
together with the boundedness of k̂l and κ̂l we conclude that
Ek̂l ,κ̂l [exp(γ(k̂l − κ̂l ))] ≤ exp(γ 2 22 /2)
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Finally, Jensen’s inequality implies

Ek̂l [exp(γ(k̂l − Eκ̂l κ̂l ))] < Ek̂l ,κ̂l [exp(γ(k̂l − κ̂l ))]
which concludes the proof.

Proof of Lemma 1. k̂ζ ,β (xi , xt ) is proportional to the sum of r independent RVs as
r

k̂ζ ,β (xi , xt ) = 1/r ∑ k̂l (xi , xt ) .

(6.8)

l=1

The Sum Rule, together with the result of Lemma 6, imply that k̂ζ ,β is sub-Gaussian with parameter
√
α = 4/ r. Now, recalling that Eζ ,β [k̂ζ ,β (xi , xt )] = k(xi , xt ) by Lemma 6, the concentration of the
RV of interest around its mean is inferred from Chernoff bound as follows

P{|k̂ − k| ≥ τ} ≤ 2 exp(−rτ 2 /32) .

Finally, setting the obtained bound to a desired confidence level δ completes the proof.
Theorem 4. The proxy optimal function of the problem (6.3) concentrates around the true optimal
value with exponentially high probability, i.e.,
P{| f (φ , Θ ∗ ) − f (ϕH , Θ ∗H )| < c1 (nτ + n2 τ 2 c2 )} ≥ 1 − 2 exp(−rτ 2 /32)

(6.9)

where Θ H ∗ denotes the optimizer of f (ϕH , Θ ), and c1 , τ, c2 are positive constants.
ΘkF + λ kΘ
ΘT k1,l . The following holds uniformly
Proof. Consider the fF (φ , Θ ) , kφ (X) − φ (X)Θ
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over Θ.

Θ − 2(K̂ − KΘ
Θ)
| fF (φ , Θ) − fF (ϕH , Θ)| = trace K̂ − K + ΘT (K̂ − K)Θ
∆} + trace {∆
∆} Θ Θ T + 2 trace {∆
∆} Θ
≤ trace {∆
q



ΘT Θ )2 kF + 2kΘ
ΘT Θ kF
∆} + trace ∆ T ∆ k(Θ
≤ trace {∆
q



∆} + trace ∆ T ∆ kΘ
Θk4F + 2kΘ
Θk2F
≤ trace {∆

(6.10)

where K and ∆ denote the matrix of pairwise evaluations of the kernel function k, and the difference
matrix |K̂ − K|, respectively. Since both objective functions are coercive and lower-bounded by
Θ∗ kF and kΘ
Θ∗H kF
zero, the global optimizer of f (φ , ·) and f (ϕH , ·) are attained. Hence, both kΘ
√
should be bounded by a positive number ν. Then the bound in (6.10) can be written as

Θ∗ kF − kϕH (X) − ϕH (X)Θ
Θ∗H kF
kφ (X) − φ (X)Θ
q

∆} + trace ∆ T ∆ (ν 2 + ν) ≤ nτ + n2 τ 2 c2 (6.11)
≤ trace {∆
with probability at least 1−2 exp(−rτ 2 /32), where c2 = ν 2 +ν is a constant, and the last inequality
is a result of a union bound on the concentration bound of Lemma 7.
Note that since any RKHS is separable, it is isometric to either Rm for a finite m, or the space
of square summable sequences, i.e. `2 [49]. Herein, the arguments consider the case where the
transformed space is of infinite dimensions, and as shown later, the finite-dimensional case follows
with no extra effort. We will work with the equivalent `2 space with the standard orthonormal
2
basis {ei }∞
i=1 . We have already shown that φ (x) − φ (X)θ ∈ ` , but we know that for the problem

to be well-defined, it also needs to be in `1 space at optimality. We will denote the sequence at
n
optimality by h∗ , ∑t=1
φ (xt ) − φ (X)θt∗ . Note that k·k2 < k·k1 , hence, `1 is a subset of `2 , but as it

is dense in `2 [49], this does not impose a restrictive condition on the feasible space. The `1 -norm
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of the optimal sequence h∗ introduces a convergent series, for which the convergence theorems
guarantee the existence of an integer µ, such that for a given tolerance ε, ∑i>µ |h∗ (i)| < ε [147].
Then, kh∗ k1 can be upper-bounded by

∗

kh k1 =

∞

µ

∗

=

∑ h (i)ei

i=1

µ

∑ h (i)ei

i=1

1

+ ε ≤ ∑ |h∗ (i)| kei k1 + ε

∗

i=1

1

s
≤

s

µ

∑ |h∗(i)|2

i=1

µ

∑ ke(i)k21 + ε = kh∗k2

√

µ + ε . (6.12)

i=1

Letting c = µ + ε/ kh∗ k22 yields the desired constant, hence, showing the boundedness of the `1 norm for the optimal point of the induced RKHS by a constant factor of its `2 -norm, and the proof
is complete by the equivalence of these two norms at optimality.
Remark 5. The analysis in the proof of Theorem 4 is applicable to kernels whose induced RKHS
are finite dimensional, at no extra effort. The arguments follow closely the proof above, where the
equivalence of the Hilbert space with the finite dimensional Euclidean space is considered, and the
`1 -norm of the RKHS vector at optimality is simply a finite sum.
Remark 6. As explained in Section 6.3, the mapped features in the Hilbert space are functions,
and the choice of the orthonormal basis maps them to the Euclidean space or the space of infinite
square-summable sequences. For many cases though, specific choices of the basis connect to wellknown fundamental concepts in signal processing fields. We illustrate such an example in the
following. Consider a stationary kernel (k(xi , xt ) = κ(δδ ), where δ := xi − xt ) which is defined
over the interval [0, 2π]m , such that it can be extended to a symmetric and periodic function on
Rm . Then, if we choose the Fourier basis for the induced function space, an element of the RKHS
can be written by the Fourier series of this function as ∑i κ̂i exp( j2πiT δ ), where the vector i =
(i(1), i(2), . . . , i(m)) is the integer lattice in Rm , typically known as Zm , and the Fourier coefficients
can be obtained by κ̂i =

R

[0,2π]m exp(− j2πi

T δ )κ(δ
δ )dδδ .

A one-dimensional example boils down

to the familiar Fourier basis as the orthogonal functions of {1, sin(x), cos(x), sin(2x), cos(2x), . . .}.
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Then, the mapped `2 sequence is nothing but the Fourier coefficients, and the condition on the
optimality can be translated to the Truncated Fourier series of the original function for infinite
dimensional spaces. With Fourier coefficients going to zero at a faster speed, µ is smaller and
the `1 norm is closer to the `2 norm. In the finite-dimensional case, only the elements of the
space corresponding to the finite non-zero coefficients are present in constructing the transformed
feature, which defines the geometry of the associated RKHS.

Next, to characterize the representative subset we select, consider the following. We denote the
Φ). Also, let the positive ray of a
symmetrized convex hull of all transformed samples by P(Φ
vector v be~v = {tv : t > 0}.
Theorem 5. When the representation constraint in (6.3) is fully enforced, our method samples the
Φ) as representatives.
vertices of P(Φ
Φ), its polar set is defined as
Proof. Consider the following definitions. Given the convex hull P(Φ
Φ)} .
P o = {h ∈ H : hy, hi ≤ 1, ∀y ∈ P(Φ

(6.13)

Also, we call the face of the convex hull passing through the positive ray of y, the closest face to y.
Now, note that when regularizing by the `1 -norms of the encoding matrix, our objective function
is decomposable to columns of the optimization variable, and hence, the minimization can be done
in a separate fashion.

min kθt k1
θt

T

T

s.t. sin(ζζ xt + β ) = sin(ζζ xt + β )θθ t ∀t ∈ Nn

(6.14)

When the reconstruction constraint is fully enforced, the dual can be obtained as the following
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linear program
T
max hsin(ζζ xt + β ), hi

h∈H

ΦT hk∞ ≤ 1 .
s.t. kΦ

(6.15)

The constraint in (6.15) can be equivalently expressed as h belonging to the polar set of the convex
hull. Guaranteed by the strong duality, the optimal value of each original optimization problem in
(6.14) is equal to that of (6.16).
T

maxo hsin(ζζ xt + β ), hi .

h∈P

(6.16)

This problem can be easily solved using linear programming techniques [57, 116]. Using the
aforementioned definitions, the problem is equivalent to finding the closest faces of the convex
T
hull of transformed dataset to the given point sin(ζζ xt + β ). The extreme points of this face

are indicated by the indices with non-zero entries. Finally, note that this holds for all columns
of the encoding matrix as shown in (6.14), through which, the vertices of the convex hull are
identified.

Specifically, by solving the optimization problem with zero reconstruction error constraint, we
Φ) which intersect the positive rays of transformed data
indeed find those faces of the polytope P(Φ
points, {tφ (x) : t > 0, ∀x ∈ X }. Also, the vertices of this polytope, being the extreme points of the
aforementioned faces are indicated by the rows of the optimal encoding matrix Θ ∗ with non-zero
norms. Sampling the vertices of this convex hull meets our intuition in restoring the information of
the dataset via few samples. Vertices are considered as the most critical points of a convex body;
while they are not reconstructible by the others, any other point of the set can be represented by a
convex combination of these points.
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Finally, note that enforcing the reconstruction error to be zero does not inactivate the regularization,
rather provides the most interesting case to analyze theoretically. The reason lies in the fact that
if the problem has a feasible representative subset, the transformed data matrix Φ is implied to be
inherently low-rank. Consequently, there exist multiple potential encoding matrices which result
in precisely zero reconstruction error, and the choice of regularizer rules one of those potential
candidates as the optimal solution of the program. As it will be clear from the proof of the theorem,
when λ = ∞, the regularizer actually plays as the main cost function of the problem, constrained
by the precise reconstruction.
Corollary 5. The optimal solution of our program in Theorem 5 is of the form


Θ
Θ̃ Iv 
Θ∗ = 
T
0 0

(6.17)

Φ), Θ̃
Θ is a non-zero sub-matrix.
where v is the number of vertices of the convex hull P(Φ

Proof. By definition, every point inside the convex hull can be reconstructed by a linear combination of the vertices, i.e. the chosen representatives. This reconstruction results in the encoding
Θ. On the other hand, each vertex can only be written as its own coordinates by an
sub-matrix Θ̃
encoding of 1, which gives rise to the Iv sub-matrix.

6.5

Experiments

We conduct an extensive set of experiments on various applications of the proposed method, and
also compare its performance to the state-of-the-art sketching algorithms. The pipeline is to select
a small subset of the training data using different selection methods, and then learn models for
applications such as classification, clustering, and GAN training for face pose generation. Also,
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illustrative examples are included to monitor the algorithms’ behavior such as visual results for
face pose selection, their distribution over different angles, and running time comparisons.

6.5.1

Data

We use both real and synthetic manifold datasets for the experiments. 5Spirals refers to a 5class 10-dimensional artificial dataset with 500 points sampled from surfaces of arithmetic 5
spirals, sampled from an involute of a circle with parametric equations x1 = cos φ + φ sin φ and
x2 = sin φ − φ cos φ , by a uniform distribution of the angle φ . The manifolds are then rotated,
shifted, and embedded in the ambient space. Similarly, 3Spirals-2Knots ∈ R10×500 is another 5class synthetic data with 300 points from three spiral manifolds, and the other two from embedded
Trefoil Knots, where 100 points from each knot is sampled uniformly over the parameter θ of the
curve [x1 , x2 , x3 ] = [sin θ + 2 sin 2θ , cos θ − 2 cos 2θ , − sin 3θ ]. Lastly, Sphere-SwissRoll contains
30-dimensional points that lie on one of the two low-dimensional manifolds of Sphere (100 points
uniformly sampled over θ and φ from the curve [x1 , x2 , x3 ] = [cos θ sin φ , sin θ sin φ , cos φ ]) and
SwissRoll, constructed from 150 points on arithmetic spirals with three different heights. Θ i We
randomly replace 5 percent of the data with random values in the data range, i.e., we add a sparse
matrix S with p = 0.05 to the data points to affect gross corruption in the data. As for the real data,
the Extended Yale Database [56] consists of face images of 38 human subjects, with 64 different
illuminations per person. We have resized the images to 32 × 32. Multiple Features is another real
dataset from the UCI repository [106], consisting of 1000 data points, each with 649 features of
handwritten digits, covering their different characterizations. Similarly, the MNIST dataset [101]
contains images of hand-written images. Lastly, Multi-pie Face Database [68] contains images of
250 persons under various variations of illumination (20 setting), pose (13 angles), and expression (4 sessions). In the experiments, the preprocessed data is used with 128 × 128 images of two
expressions from the first session, under all lighting and pose variations.
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6.5.2

Experimental Setup

We compare against state-of-the-art methods that can handle non-linear data relations and are
widely used in the related literature, including Spec [131], MKM [174], Kmed [89], SRS [40],
and DS3 [41]. For these methods, the parameters were set as suggested by their authors, while
for the MoSSaRT, we avoid the use of data-dependent feature specifications as well as hyperparameter tuning, by only using the two generic kernel functions, namely the Gaussian kernel,
k(x, x0 ) = exp

−kx−x0 k22
,
2σ 2

and the Laplacian kernel k(x, x0 ) = exp

−kx−x0 k1
,
σ

with spread parameter σ .

For σ , we adopt the standard procedure of choosing it from {0.1, 1, 10} of average data variance.
The datasets are randomly split to training, testing, and validation sets by 70 − 20 − 10 ratios. We
choose the kernel/parameter settings over their performance on the validation set, and the results
are averaged over 50 runs.

6.5.3

Representatives of Face Poses

Here, we present our findings on experimental results of the Multi-PIE dataset as a case study
for our methodology. In Fig. 6.2a selected images from 520 images of a subject based on different
selection methods are displayed in different rows. Some interesting observations can be made from
this visualization. First, other methods tend to sample dominantly from one expression (smile)
versus the other (neutral). Other methods fall short of preserving the representation space of the
expressions as evidenced by the unbalanced selection from the different expressions. In sharp
contrast, MoSSaRT selects sufficient samples from both gestures, covering the whole space of
different expressions. Second, as our model tackles corruption, it avoids the misinformation caused
by the lighting conditions, by selecting the illumination with minimal shading/occlusion effects.
Third, except our method, others choose samples that focus on specific angles, hence, deteriorating
their representation power. MoSSaRT, however, selects samples that span the angle space of the
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poses in a balanced way. To evaluate this feature quantitatively, we allow the methods to select
13 samples from each subject for 50 randomly chosen subjects, and report the average value for
selected angle intervals by each method in Fig. 6.2b. The even distribution of our results as opposed
to the others’ validates our visual observations.

Figure 6.2: Left: Visualization of representatives of a subject in Multi-pie dataset selected by different algorithms
(MKM, DS3, KMed, and MoSSaRT, from top to bottom row). Right: Average number of selected images based on
their view angle. Only our method selects samples from diverse angles evenly.
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6.5.4

Fair Sampling of Clustered Data

One expects a representative subset to capture key characteristics of a collection. Group-forming
collections are one of the widely encountered data types that arise in clustering problems. In this
setting, the ability to contain sufficient information forming the clusters becomes pivotal, which can
be significantly distorted by gross corruptions. Many clustering algorithms exhibit considerably
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Figure 6.3: Percentage of sampled representatives from different clusters. Our method fairly samples from different clusters for various data including (a) Sphere-SwissRoll, (b) 3Spirals-2Knots,
and (c) for Multiple Features dataset.

better performance when the input data are clustered in balanced sizes [29]. Here, we experiment
how our sampling scheme can fairly sample from multiple grossly corrupted clusters. For a more
challenging scenario, the original sizes of the clusters have been chosen to be different. More
specifically, 3Spirals-2Knots contains 5 equally-sized clusters, and the number of points in the two
clusters of Sphere-SwissRoll are 100 − 150. For the Multiple Features dataset, we randomly choose
three groups of digits of the size 3 − 3 − 4, and set their corresponding cluster sizes to 500 − 750 −
1000 data points. Then, our representative selection algorithm is applied to the obtained datasets,
and the percentage of chosen samples from each cluster is illustrated in Fig. 6.3. The results show
that our method is capable of fairly sampling from both balanced and unbalanced clusters for
different synthetic and real datasets.
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Figure 6.4: Comparison of classification error trained on reduced subsets obtained from different methods on various
datasets. The wide gray bars denoted by “No selection” correspond to the results of training the classifiers on the
complete datasets, where no selection procedure has been applied. Our proposed method, MoSSaRT outperforms all
the other methods.

6.5.5

Training Classifiers on Reduced Sketches

Having in mind the burden of classification tasks for large datasets, we consider the problems of
face identification, hand-written digit recognition, as well as classification of synthetic datasets by
training the classifier only using the chosen representatives. To this end, 10% of the training set is
first selected by different selection methods. Using these reduced sketches, we then train a SVM
model [39] on those subsets and evaluate their performances on the original test sets for multiple
real and synthetic datasets. We also include the results for training the classifier with complete
training sets as guidelines, displayed with wide gray bars. The comparison of classification accuracy trained on sampled obtained from our method vs. other sampling methods is shown in Fig. 6.4.
Confirmed by its lowest classification errors, MoSSaRT achieves the best performance uniformly
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over all datasets. While offering significant savings in the computational/storage requirements,
one can infer that the sampled chosen by our proposed method are indeed good representatives of
the whole collection, as our performance are close to (if not better than) training the model with
the full training set. In fact, since MoSSaRT is designed to handle gross corruptions, it exhibits
considerable improvements over the full training set in most cases.

6.5.6

Face Pose Generation

Figure 6.5: Pipeline of the trained model for the experiment 6.5.6, consisting of a two-way GAN architecture
(CR-GAN) in the faded box, followed by the feature extraction by a pre-trained 18-layer ResNet for Identity Error
calculation (reported in Table 6.1), and generation of synthetic face images in various angles (shown in Fig. 6.6),
without the identity-preserving constraint. As needed by the model specification, the arrows may propagate multiple
variables out of the incoming collection. For example, the two generators receive different sets of inputs from the
input space. The dashed-lines between the two generators and the two discriminators indicate weight-sharing.

This experiment investigates the problem of generating face images from multiple views. While
having a broad interest in vision, robotics, and graphical applications, face recognition in a poseinvariant manner remains a challenging problem in the field, mainly due to the performance degradation caused by variability in pose, illumination, noise, etc. Here, to examine the effectiveness of
the selected representatives in such a challenging setting, we train a deep generative model only on
the obtained representatives, and evaluate its performance on the test set. To compare with others,
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the same procedure is followed using samples selected by other sampling methods as well. To
this end, we use a two-path GAN architecture introduced in [169], where a second path encodes
the complement space of the first one to obtain a complete representation space for the generator. We choose 13 images (ideally one per each pose) in [0, π] from each subject in the training
set, and train the network for 300 epochs with the reduced training set. Fig. 6.5 illustrates a diagram of our pipeline in this experiment. Other implementation details follow from [169]. Fig. 6.6

Figure 6.6: GAN generated images trained on samples obtained from different selection methods. From top to
bottom row: MoSSaRT, SRS, Kmed, DS3, Spec, and MKM. As it chooses better representatives, MoSSaRT results in
more photo-realistic outputs compared to the others.

shows a visual comparison of the images generated by the GAN models trained on different sets
of representatives in different rows. The first row contains the output of the model trained by the
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samples chosen by our proposed method, and the next ones correspond to SRS, Kmed, DS3, Spec,
and MKM, from top to bottom. Clearly, the results produced by the proposed method MoSSaRT
are visually more appealing and realistic, testifying that our chosen samples are indeed better
representatives of the whole training set. Others on the other hand, suffer from artifacts such as
checkerboard, corrupt pixels, posterizing, blurring and ringing effects, which result in images that
are visually less pleasant and perceptually less convincing for the human viewer. Among others,
the two methods Spec and MKM generated better looking images, which may be caused by their
manifold-specific approaches. Note that since all the training details including architecture, loss
functions, and hyper-parameters are set the same for all cases, these varied qualities can be solely
traced back to the differences of the chosen samples by different methods. Moreover, we take a
step further to avoid the subjective comparison of qualitative results, and monitor the identity error
of a generated view for a given image. This error indicates the Euclidean distance between the
features of real and generated images. For a given image, we extract a 256-dimensional feature
vector from a 18-layer ResNet model [80] pre-trained on MS-Celeb-1M, a large-scale real world
face dataset [71]. The reported results in the first row of Table 6.1 correspond to the average value
and standard deviation of the normalized identity errors over the test set. As this error illustrates
how close a generated image is to its real version, the lower value of the error associated with the

Table 6.1: Performance analysis of various sampling methods on the Multi-PIE dataset. First row:
Average (± standard deviation) normalized identity error on the test set for face pose generation.
The GAN models are trained on reduced training sets (13 per subject) obtained from different
sampling methods. MoSSaRT outperforms all the others. Second row: Average running time
of sampling algorithms for two different numbers of data points (n = 500, 5000). Our proposed
method is faster than all except Spec. However, it significantly beats Spec in all other performance
metrics.
XXX
XXX

Method
XXX
Metric
XXX
GAN Identity Error
n = 1000
Run-time (s)
n = 5000

MoSSaRT

SRS

Kmed

DS3

Spec

MKM

0.537 ± 0.194
17.14
157.08

0.674 ± 0.209
39.93
1612.35

0.632 ± 0.205
25.46
776.64

0.625 ± 0.186
887.72
-

0.618 ± 0.229
10.69
154.17

0.613 ± 0.231
24.32
1685.72
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proposed method can be translated to MoSSaRT’s better performance for generating more realistic
images from a given pose. This in turn suggests the capability of our method in selecting more
informative representatives, which give rise to a better trained GAN model.

6.5.7

Running time Comparison

Lastly, we illustrate the efficiency of the developed algorithm on how scalable it is in terms of the
data size. Two subsets of the Multi-PIE dataset with size 1000, and 5000 are randomly selected,
and multiple selection algorithms are run to select 13 samples from each subset. We report average running time of each algorithm over 50 runs in the last two rows of Table 6.1. For these
experiments, a X64 machine with 2.4 GHz CPU and 32 GB RAM is used. While the ADMM
algorithm of DS3 has been shown to be faster than a general convex solver such as CVX, as can be
seen from its run-time for 1000 samples, this algorithm is too computationally expensive (approximately O(n3 )), hence the experiment with the larger subset of n = 5000 was intractable to run
for this method. Among others, MoSSaRT demonstrates much faster running time (except Spec),
illustrating our algorithm’s higher efficiency. These results also validate our complexity analysis of
near-linear computational complexity in terms of number of data points (O(n1.366 )). While Spec
has sightly lower run-time that our algorithm, as shown in Fig. 4.5 and Table 6.1, it considerably
falls behind our method w.r.t. other performance measures.
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CHAPTER 7: CONCLUSION

In this dissertation, we considered the manifold learning scheme, and tackled multiple problems including robust manifold learning and outlier identification, manifold clustering, and representative
selection from manifolds in presence of data contamination. The key contributions are summarized
below.
We first considered the problem of robust manifold learning and proposed Global Conformity Pursuit, a simple but powerful technique to identify inlying points in presence of noise and outliers. By
considering global manifold structures, our method demonstrates a topologically more stable behavior, leading to stronger identification capabilities compared to existing approaches in increased
ratios of outliers to inliers, various outlier types, and stronger noise components. We also establish theoretical guarantees for effective identification of outliers, with sufficient conditions easily
satisfied in practical settings.
Second, the introduced notion for GCP is employed to develop a successive manifold clustering
approach. This gives rise to a simple algorithm which offers scalability and computational advantages over the stat-of-the-art, Furthermore, we improve clustering accuracy, as a result of global
understanding of the manifold structures, as opposed to the common manifold learning methods
relaying on local views of these patterns. The kernel-based setting generalizes the applicability of
our method to non-numerical data.
Third, we proposed MOSAIC, a powerful, scalable and robust approach to representative selection, tailored for non-linear manifold data. By capturing manifold structures effectively, MOSAIC
demonstrates a preeminent behavior through selection of descriptive and diverse representatives,
while rejecting disruptive information. The outlier detection procedure is remarkably robust to
challenging outlier settings such as large number of simple outliers and structured ones, and offers
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a stand-alone technique for outlier identification. Also, a randomized scalable implementation is
proposed which brings about substantial speedups compared to other methods. We illustrate the
geometrical characteristics of the solution through mathematical analysis, shedding light on the superior performance of the method in various conditions. Next, we tackled the community detection
problem by proposing a sketch-based approach, which clusters the full graph through the use of
a small sketch. Built upon the developed representative selection scheme, we sample informative
nodes that capture structural information of the graph, and exhibits improvement of the success
rates over full graph clustering under challenging practical scenarios. We also demonstrated the
ability of the method to drastically improve run time by using a small sketch.
In the last chapter, we tackled the representative selection problem under the challenging setting
of contamination with gross corruptions. An approximate explicit transformation was built upon
an implicit feature mapping of a desired RKHS to handle non-linearity. More specifically, the proposed method is the first approach that offers the following advantages simultaneously: i) ability
to account for a versatile set of qualities in the chosen subset including informativeness and novelty, ii) a global understanding of the prevailing non-linear manifold structures in high-dimensional
data, ii) robustness to gross sparse corruptions in non-linear settings, iii) provable guarantees and
interpretability, iv) computationally efficient and scalable implementation.
Finally, extensive experiments are conducted in each chapter on both synthetic and real datasets to
study different aspects of our methodologies and assess the performance of the proposed methods.
We have demonstrated that our approaches outperform the related state-of-the-art methods on a
variety of problem domains and applications spanning from classification using classical methods
to face pose generation using GANs.
Inspired by the remarkably strong performance of the developed methods, we aim at extending
our studies on exploring how the manifold patterns can be effectively exploited in various machine
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learning frameworks. Some recent studies [16, 22, 166] have focused on the role of the data representation plays in machine learning methods. The dependency of success of these algorithms
on the representation is conjectured to entanglement of different explanatory factors of variation
behind the data by these representations. Although domain-specific knowledge can be used to
help design representations, learning with generic priors is still the quest for AI. Among many
developed priors, manifold structures can be preferable because of their versatile ability to model
complex models prevalent in practice. Beside classical methods to learn explicit representations of
the underlying manifolds, deep architectures introduce novel abstraction methodologies that can
be translated to more complex and precise learning of the manifold surface. This opens up an ample opportunity for us to explore deep learning frameworks that aim to discover such underlying
abstract representations of the data manifold. Furthermore, inspired by our success in exploiting
the RKHS theory in this vein, developing deep architectures that can be linked to theses rigorous
foundations is of special interest for us. On a higher level, the work of this dissertation motivates
longer term unanswered questions about the appropriate objectives for learning good representations, relevant evaluation metrics, efficient and scalable implementations of these methods, as well
as geometrical connections between representation learning and manifold learning.
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