Financial markets worldwide do not have the same working hours. As a consequence, the study of correlation or causality between financial market indices becomes dependent on wether we should consider in computations of correlation matrices all indices in the same day or lagged indices. The answer this article proposes is that we should consider both. In this work, we use 79 indices of a diversity of stock markets across the world in order to study their correlation structure, and discover that representing in the same network original and lagged indices, we obtain a better understanding of how indices that operate at different hours relate to each other. arXiv:1201.4586v3 [q-fin.GN]
Introduction
Probably the major issue when dealing with stock markets around the globe is how to treat the differences in operating times of the stock exchanges. It is quite clear that financial markets in Pacific Asia often influence financial markets in the American continent, and that the New York Stock Exchange influences the next day of the Tokyo Stock Exchange, but how can one deal with these influences when, for example, one is trying to build a portfolio of international assets by minimizing the covariance matrix built from their time series? Which time series should be lagged with respect to others, if any?
Many authors studied the correlations between stock markets in the world, often using same-day or lagged correlations between financial market indices. In 1989, Eum and Shim [1] identified that innovations in the USA market transmit to other markets on the following day, and that the same markets on the same day exhibit low correlations. In 1990, Becker, Finnerty, and Gupta [2] concluded that the correlation between the stock markets of Japan and of the USA increase when one considers the data from the USA lagged by one day, showing that there is more correlation between the stock market in the USA with the next day market of Japan. In 1994, Lin, Engle, and Ito [3] , using intraday data that define daytime and overnight returns for the stock markets of the USA and Japan, found that the Tokyo daytime returns are correlated with the New York overnight returns. In 1996, Brailsford [4] analyzed time-zone differences in trading hours between Australia and New Zealand in order to test for spillover effects, with the overnight returns from the USA market used to account for the impact of international news, showing that volatility surprises in the larger Australian market influence the subsequent conditional volatility of the smaller New Zealand market.
In 2000, Bonanno, Vandewalle, and Mantegna [5] studied the effects of different currencies and differences in operation times on the correlations of stock markets; Mian and Adam [6] found that a larger proportion of the information affecting the Australian equities in fact arrives during the overnight closing period of the ASX, and discovered that the primary source of this anomalous finding is the dominant influence of the information originating in the USA; Vandewalle, Boveroux, and Brisbois [7] studied the signs (up or down) of the indices Dow Jones (USA), DAX (Germany) and Nikkei (Japan), concluding that there is a domino effect in which changes in one stock market influence the next one, according to their opening hours.
In 2001, Drożdż, Grümmer, Ruf, and Speth [8] studied a set of data with stocks that are part of the Dow Jones (USA) and of the DAX (Germany), and verified that, by properly taking into account the time-zone delays, both these markets largely merge into a single one, with the Dow Jones taking a leading role; Maslov [9] made an analysis of daily returns of stock market indices in a diverse set of 37 countries worldwide, and observed that, for Asian stock markets, the correlation of their indices is larger when they are set against the American indices of the previous day. In 2006, Mayya and Amritkar [10] constructed and analyzed symmetrized delay correlation matrices for empirical data sets for atmospheric and financial data, finding that, for the financial time series, there is little correlation between different entities over a time delay beyond about two days; Kwapień, Drożdż, Górski, and Oświȩcimka [11] found that the American and German stock markets evolve almost simultaneously without a significant time lag so that it is hard to find imprints of information transfer between the two markets.
In 2011, Song, Tumminello, Zhou, and Mantegna [12] investigated the correlation of 57 stock market indices in periods of different lengths, and discovered that the (same-day) correlations among market indices presents both a slow dynamics (associated with the development and consolidation of globalization) and a fast one (associated with events that originate in specific parts of the world and that rapidly affect the global system). In 2012, Livan and Rebecchi [13] used daily prices of stocks belonging to the stock exchanges of the USA and of the UK, and looked for the emergence of correlations between the two markets in the eigenvalue spectrum of their non symmetric correlation matrix, also considering time-lagged correlations over short lags. In 2013, Nobi, Maeng, Ha, and Lee [14] used same-day cross-correlations in order to study some global and local financial market indices; Li [15] found that asymmetric comovements between upturns and downturns of stock markets exist between the USA stock market and the stock markets of Canada, France, Germany, and the United Kingdom, but not necessarily between the USA stock market and the Japanese stock market.
Other methods for dealing with time series of data that is not synchronized were also developed and applied to international stock markets by other researchers. Lo and MacKinlay [16] developed an econometric analysis of nonsynchronous trading between markets. De Jong and Nijman [17] analyzed the lead-lag relationship between the S&P 500 index and futures written on it. Münnix, Schäfer and Guhr [18] developed a method to compensate statistical errors in the calculation of correlations on asynchronous time series, and applied it to high frequency financial data. Zhen and Yamasaki [19] found that the peak of the cross-correlation function of volatility time series between the EUA (European Union allowances) or the WTI (West Texas Intermediate) and stock market indicators show a significant time shift (more than 20 days). Huth and Abergel [20] studied lead/lag relations in the CAC 40 index (France) using the Hayashi-Yashida cross-correlation estimator [21] , which deals with the issue of asynchronous trading. Goswamia, Ambikaa, Marwanb, and Kurthsb [22] use Correlation of Probability of Recurrence (CPR) [23] [24] , which was originally devised to quantify phase synchronization between nonphase-coherent and non-stationary time series, in order to study the correlations between nine stock market indices by using a measure of how similar were the recursion patterns (essentially, values of the indices that were similar to previous values of the same index) of those indices. Bastos and Caiado [25] used a similar technique, Recurrence Quantification Analysis (RQA), for studying 46 stock market indices in times of crises. Kumar and Deo [26] used Random Matrix Theory [27] and Multi-Fractal Detrended Fluctuation Analysis [28] in order to study the correlation of 20 financial markets around the world without time lags.
We have also studied the subject of correlations among international stock exchange indices, using sameday correlations, applying it to the study of how correlations change in times of crises [29] , and network representations of them [30] [31] . Original and lagged correlations are compared in [31] , showing there were not substantial alterations to a network of stock exchange indices built with original data or with some indices lagged by one day.
In this article, we use the correlations between the log-returns of 79 stock markets in the world in order to probe different approaches in dealing with differences in operation hours of stock exchanges, and propose a new approach in which one considers original and lagged indices as separate time series, resulting in an enlarged correlation matrix. Section 2 explains which data is being used and some of the methodology. Section 3 performs a comparison between the differences of opening hours of stock exchanges worldwide and analyzes the correlations of the log-returns of their indices. Section 4 analyzes the structure of the probability distributions of the eigenvalues obtained from the correlation matrices of the log-returns for two periods of time with different volatilities, and discusses the structures of the eigenvectors associated with the largest eigenvalues of those correlation matrices. Section 5 shows two ways to deal with the subject of different operation times: considering weekly data or removing the first two largest eigenvalues. Section 6 employs an enlarged correlation matrix consisting of original and lagged indices and analyzes its eigenvalue and eigenvector structure. Section 7 builds graphs of a network obtained from the enlarged correlation matrix and analyzes some centrality measures based on it. The conclusions are drawn in Section 8.
Data and methodology
We consider the time series of the daily closing prices of 79 benchmark indices of stock exchanges worldwide. The data span the period that goes from 2003 to 2012. The criteria used in the collection of data were availability and variety of indices, which belong to developed, emerging, or frontier markets. The indices and the countries to which they belong are displayed in Table 1 Table 1 . Indices of stock markets considered in this article and the countries they belong to. The data were collected from a Bloomberg terminal.
The log-returns of these indices, defined as
where P t is the closing price of the index at day t and P t−1 is the closing price of the same index at day t−1, are used in order to compute correlations between all log returns. There are many correlation measures available, being the Pearson correlation the most used one, but our choice was the Spearman rank correlation, since it is better suited to analyze nonlinear correlations.
One may then calculate the eigenvalues and eigenvectors of the resulting correlation matrices, and compare them with the results obtained by a correlation matrix resulting from shuffled data in order to pinpoint differences between them. The matrix constructed from these correlations may also be used in order to compute a distance measure between the indices, and this distance matrix may then be used to draw a map of the network of indices.
Correlations and working hours
In this section we shall study the correlations between world stock market indices according to their working hours. Figure 1 shows the opening and closing hours of the 79 stock exchanges considered in this article, not taking into account possible differences in intervals of the year due to daylight saving time. The dashed line marks the opening and closing hours of the New York Stock Exchange (NYSE), which shall be considered as our benchmark. One may see that many of the markets, mainly those of Western countries, have a sizeable or nonnegative intersection of working hours with those of the NYSE. Most markets located on the Eastern hemisphere, though, have working hours that do not overlap with those of the NYSE. How this difference affects the correlations between the stock market indices is analyzed now.
Considering data from the year 2003, as an example, we may calculate the correlations of all indices with the S&P 500 on the same day and of all indices with the S&P 500 of the previous day. We use the Spearman rank correlation, since it captures best nonlinear relationships, but it can be shown empirically [32] that the Pearson correlation is as good as the Spearman one in what concerns our set of data.
By doing so, we may notice that some correlations between the S&P 500 and the other indices actually increase when we compare those indices with the S&P 500 lagged by one day. In contrast, the correlation with other indices drop when we consider the lagged index. A brief comparison of the differences between original and lagged correlations reveals that most indices which have positive results for lagged correlation are those of countries whose intersections with the opening hours of the NYSE are nonexistent. For most of the other indices whose stock exchanges operate partially or totally in the same hours as the NYSE, correlation drops when one considers lagged data. Figure 2 shows the correlations of all indices with the S&P 500 of the NYSE, all calculated on the same days. Figure 3 shows the correlations of the same indices with the S&P 500 of the previous day. Correlations of the S&P 500 with the other indices are stronger for indices that have overlapping working hours with the NYSE, and most indices that have no overlapping hours with the NYSE usually have larger correlations with the S&P 500 of the previous day. Similar analysis comparing the correlations of the indices with the S&P 500 of the next day shows negligible correlations, ranging from −0.22 to 0.18, for indices of stock markets that have some overlapping with the NYSE. The indices that have stronger correlations with the lagged value of the S&P 500 are those of Bermuda, Jamaica, Panama, Venezuela, and Iceland, all with overlapping hours with the NYSE, but which are small markets, not very connected to the other stock markets, and maybe slow to react to changes; Czech Republic, Slovakia, Estonia, Latvia, Bulgaria, Romania, Ukraine, Kazakhstan, Malta, European countries with very little or no overlapping with the working hours of the NYSE; and Lebanon, Oman, Qatar, United Arab Emirates, India, Sri Lanka, Japan, Hong Kong, China, Taiwan, South Korea, Singapore, Indonesia, Malaysia, Thailand, Philippines, Vietnam, Australia, and New Zealand, all of them in the Eastern hemisphere; Morocco, Tunisia, Egypt, Kenya, and Mauritius, none of them overlapping with the working hours of the NYSE.
Some other feature of figures 2 and 3 is that the correlation between the stock market indices with the S&P 500 has been growing in the last decade. This growth is particularly visible from 2007 onwards. In the following section, we shall analyze the data in two periods of five years: one from 2003 to 2007, pre-subprime crisis, and another from 2008 to 2012, post-subprime crisis, and well into the credit crisis. This may also be seen if one calculates the cross-correlations between the S&P 500 index at time t and the other indices (including itself) at time t + τ , where τ is a lag that may be positive or negative. For τ = 1, as an example, one considers the correlation of the S&P 500 with another index quotation at the next day; if τ = −2, one then considers the correlation of the S&P 500 with the value of the other index two days before. The results are plotted in Figure 4 , where one can see that most correlations are close to zero if lags of more than two days (positive or negative) are considered. For indices of countries with intersecting operating times with the NYSE, the largest correlations occur for a lag τ = 0; for European indices, the correlations for τ = 1 become larger as the index belongs to countries farther from the American continent; for Asian and Eastenr indices, in general, the largest correlations occur for τ = 1.
Eigenvalue probability distribution
Another way to analyze the influence of different opening hours in the correlation between the time series of international stock exchange indices is by considering the eigenvalues of the correlation matrix. In order to do this, we calculate the correlation matrix of the 79 indices here considered using data for the period 2003 to 2007 and for the period from 2008 to 2012, so as to compare two periods of time with very different volatilities. We then obtain a frequency distribution of the eigenvalues of such matrix. This distribution is quite different from one that may be obtained by randomly shuffling the original time series so as to preserve their averages and standard deviations, but destroy any simultaneous relation between each time series [31] . The random distribution approaches the theoretical result obtained using Random Matrix Theory [27] . The two graphs of Figure 5 show histograms for the eigenvalues of the correlation matrices for 2003-2007 (left graph) and for 2008-2012 (right graph). Together with the graphs are plotted as solid lines the probability distributions of the eigenvalues for 10,000 simulations with randomized data for each block of observations. The results of the simulations are very similar to the theoretical Marčenku-Pastur distributions [33] .
One may notice that the largest eigenvalue for each block of data is much larger than the maximum limit expected from a distribution obtained from random data. There are also other eigenvalues that are located outside the region defined by the Marčenku-Pastur theoretical distribution, or by simulations with randomized data. This feature is enhanced in Figure 6 , where we plot the eigenvalues as vertical lines and the gray areas as the regions associated with noise. On the left, we have the eigenvalues for data collected in 2003-2007, and on the right, the eigenvalues for data collected in 2008-2012. Note that the largest eigenvalue for 2008-2012 is rather larger than the largest eigenvalue for 2003-2007, an effect of the higher volatility of this period. Also, for 2008-2012, there are three other eigenvalues that clearly detach themselves from the bulk, while for 2003-2007, there are two of them. Besides the eigenvalues that are above the values predicted for a random collection of data, there are many eigenvalues bellow the same prediction. This happens in both periods being analyzed, and is linked to the possibility of combining pairs of stock indices that are very correlated in order to build "portfolios" of very low risk [34] .
More information on the meaning of the largest eigenvalues may be obtained if one plots the eigenvectors associated with them. Figure 7 shows the components of the eigenvectors, plotted as column bars, associated with the three largest eigenvalues for the data collected in 2003-2007. Eigenvalue e 1 , associated with the largest eigenvalue, has a very distinct structure, as nearly all indices appear with positive values. The exceptions are indices from stock markets that are very small in terms of number of stocks and of volume of negotiations. This eigenvector is often associated with a market mode, and a portfolio built by taking the value of each index as its weight would follow very closely the general movements of the international stock market. In fact, when compared with an index of the global stock market, like the MSCI World Index, the portfolio built in terms of eigenvector e 1 has Pearson correlation 0.77.
Eigenvector e 2 , related with the second largest eigenvalue, has a structure that is typical of stock markets that do not operate at the same time [31] . It generally shows positive values for Western countries and negative values for Eastern ones, defining two basic blocks. Eigenvector e 3 , associated with the third largest eigenvalue, shows strong positive peaks in North America and South America, and negative peaks in Europe. Eigenvalue e 4 , associated with the fourth largest eigenvalue, has strong positive peaks in Arab countries in the Middle East and North Africa, and smaller negative ones for Pacific Asian countries. Other eigenvectors also show some structure, but it is quickly lost as their associated eigenvalues approach the region where noise dominates. Figure 8 shows similar results for the eigenvectors associated with the four largest eigenvalues of the correlation matrix obtained from the log-returns of data in 2008-2012. Eigenvector e 1 still represents a market mode, with all significant indices appearing with positive values, and eigenvector e 2 also shows two blocks, a Western and an Eastern one. Eigenvector e 3 shows a block formed by North and South American indices, a block of European indices, probably joined by the African indices that operate at the same hours as the Central European markets, and a third block, of Pacific Asian indices, and it is probably connected with a fine tuning of the difference in operation hours of markets. Eigenvector e 4 separates indices from the Americas, from Europe, Arab countries, and Pacific Asian ones.
Comparing the eigenvectors in figures 7 and 8, one may also notice that there were no substantial changes to the structure shown by them from the period 2003-2007 to the period 2008-2012, showing that there is some stability on the world stock market structure, even during periods of crises.
Two ways of dealing with different operating hours
One way of dealing with markets that operate at different times that is used by many researchers is to consider, instead of daily data, the average of the time series over a week. By doing so, it is expected that the lag effect may be eliminated. In order to verify if this is a valid strategy, we take averages of our log-returns over each week, and then calculate the correlation matrix between all stock market indices, their eigenvalues and eigenvectors. This led to 503 weeks along the ten years of data, from 2003 to 2012, for the 79 stock market indices. The results are represented by Figure 9 and Figure 10 , where the eigenvalues of the resulting correlation matrix, and the eigenvectors corresponding to the four largest eigenvalues are plotted.
There still is a presence of an eigenvalue that is far larger than the others, and well outside the region considered as noise. A second largest eigenvalue is also present, and a third largest one is very close to the border of the region assigned to noise. The eigenvectors of the first four largest eigenvalues also show some sort of structure. The eigenvector associated with the highest eigenvalue, e 1 , shows a structure where most indices appear with positive signs, and is again associated with a market factor. The eigenvector associated with the second highest eigenvalue, e 2 , shows as negative signed the indices of North America, of some South American countries, of Western Europe, and of South Africa, what may be a residual of different hours of operation or may represent genuine blocks of influence, since we should have removed those differences by considering weekly data. Eigenvector e 3 , associated with the third largest eigenvector, which borders the region dominated by noise, highlights indices from South America and from Pacific Asia, and eigenvector e 4 , associated with the fourth largest eigenvector, which is already within the region considered as noise, basically highlights indices from the Middle East and some indices from Pacific Asia.
By using weekly averages of log-returns, we tried to eliminate the effect of the difference in operating hours of the international stock exchanges, but with inconclusive results. Another way to try to eliminate the dependence on time differences is by using regressions. It is usual to subtract the market mode of a series of data using the eigenvector associated with the largest eigenvalue in order to build a portfolio of assets (indices, in the case of this article), and removing the contributions of the resulting time series of the portfolio from the other time series by using the linear regression
where R t are the log-returns defined in (1), I t is the log-return of the index built with the eigenvector associated with the largest eigenvalue, and E t are the residues of the regression. By doing this, we obtain new time series based on the residues of this regression. From those time series, we may build a new correlation matrix and calculate a new set of eigenvalues and eigenvectors associated with it. As shown in Figure 11 (left), the new eigenvalues do not reach a very high value, like in the case of the original data. The eigenvectors for the two largest eigenvalues, as shown in Figure 12 (top two graphs), reveals that now the largest eigenvalue represents the different operating times between Western and Eastern countries, like the second highest eigenvalue did for the original data. The eigenvector associated with the second largest eigenvalue shows a distinction between indices of the Americas and indices of the rest of the world.
We may now remove the largest eigenvalue of the residues by making another regression like in (2), again with the eigenvector corresponding to the largest eigenvalue for the residues. By doing that, we expect to remove the West-East effect of different operating hours of the stock exchanges. Figure 11 (right) shows that the eigenvalue frequency distribution has now a maximum eigenvalue that is not so large when compared with the expected values for a randomized distribution. The bottom two graphs of Figure 12 show the eigenvectors associated with the two largest eigenvalues after the two largest eigenvalues of the original data are removed. They show clusters of different continents, apparently without the interference of the West-East effect.
The correlation matrix may also be used in order to analyze the internal structure of the network formed by the indices. Figure 13 (left map) shows a false color map of the correlation matrix for the log-returns of data collected from 2003 to 2012. Brighter shades of gray indicate larger correlation that occurs, as expected, between the indices and themselves. Darker shades indicate lower correlation and even anti-correlation in some cases. There are some clear brighter regions, the main one concerning Western and Central European indices, and another one related with the correlations among North American indices. There is also a region of regular correlation among Pacific Asian markets. So, correlation between indices is deeply based on geographical region [31] . Other long bright areas indicate correlations between continents. The darker areas correspond to the indices of Central America and the Caribbean Islands, and of Arab and African countries.
The correlation matrix of the residues of the log-returns after the largest eigenvalue mode is removed in represented in a false color diagram, also in Figure 13 (center map). One can see a reduced cluster of Western and Central European indices, and clusters of American and of Pacific Asian indices. Also slightly delineated is now a cluster of indices of Arab countries. Few clusters survive the removal of the two largest eigenvalue modes, as can be seen from Figure 13 (right map). Only the correlations among some core indices from the Americas, Europe, and Pacific Asia are visible. The Arab cluster is also visible in this map.
The two ways that we have seen here for diminishing the effects of different operating hours between stock exchanges around the world may be useful in order to understand how stock markets relate with one another without that influence, but they do not offer us a view of the way the markets correlate, taking into account those differences in operation times. An alternative that is proposed in this article is to consider not just the stock market indices on the same day, but also their lagged versions by one day, as part of a larger network. This is done in the next two sections.
Enlarged correlation matrix
Lagging some indices may give better results when analyzing the structure of stock market correlations, but it is not optimal. A new alternative is proposed in this article, which is to consider the time series of the international market indices and the time series of the same indices, but lagged by one day. So, instead of 79 indices, we now have 158 of them, counting the original and the lagged ones. Since we have shown in Section 4 that there are not many relevant differences between the two blocks, pre and post subprime crisis, and since we are now dealing with more time series, we here consider the data from the whole period, 2003-2012, and we work now with the usual Pearson correlation, since the differences between its results and the ones of the Spearman rank correlation are negligible, and it is much faster to calculate.
Building a correlation matrix based on the 158 resulting time series, one obtains very interesting results. First, we plot in Figure 14 a histogram of the eigenvalues associated with the correlation matrix for the whole data, together with the curve corresponding to the frequency distribution of the eigenvalues of 10,000 simulations with randomized data. Figure 15 shows the eigenvalues of the correlation matrix, with the shaded region representing the possible values spanned by the simulations with randomized data.
The highest eigenvalue is still much detached from the region considered as noise, and the second highest one is also very large. Two more eigenvalues are also well outside the noise region, and three others are slightly detached from it. Figure 16 shows the elements of the eigenvectors associated with the four highest eigenvalues of the enlarged correlation matrix, with gray bars meaning negative results and white bars meaning positive values. Eigenvector e 1 , associated with the largest eigenvalue, again corresponds to a market mode, with most components, with the exception of the very small stock markets, appearing with relatively similar positive values, with larger values corresponding to lagged indices. Eigenvector e 2 , corresponding to the second largest eigenvalue, exhibits a structure that clearly outlines the original and the lagged indices. Eigenvector e 3 , corresponding to the third largest eigenvalue, shows a region at the center consisting of lagged American and Western European indices with the same sign as Asian and Eastern European indices of the next day, separated from American and Western European indices and lagged Asian and Eastern European indices. Eigenvector e 4 delineates an American and Western European block (on the left), and a lagged Western European block (on the right).
Network structure of original and lagged indices
The correlation matrix may be used in order to produce networks where nodes are the objects related by it, indices of international stock exchanges, in our case. The graphs of such networks may be used in order to filter some of the information of the correlation matrix, and also some of the noise contained in it. One of the most common filtering procedures is to represent those relations using a Minimum Spanning Tree (MST) [35] - [46] [32] , which is a graph containing all indices, connected by at least one edge, so that the sum of the edges is minimum, and which presents no loops. Another type of representation is that of a Planar Maximally Filtered Graph (PMFG) [47] - [53] , which admits loops but must be representable in two-dimensional graphs without crossings.
Yet another type of representation is obtained by establishing a number which defines how many connections (edges) are to be represented in a graph of the correlations between nodes. There is no limitation with respect to the crossing of edges or to the formation of loops, and if the number is high enough, then one has a graph where all nodes are connected to one another. These are usually called Asset Trees, or Asset Graphs [54] - [61] , since they are not trees in the network sense. Another way to build asset graphs is to establish a value (threshold) such that distances above it are not considered. This eliminates connections (edges) as well as indices (nodes), but also makes the diagrams more understandable by filtering both information and noise. Some previous works using graphic representations of correlations between international assets (indices or otherwise) can be found in [39] , [51] , [60] , and [62] .
But in order to build asset graphs based on distance, we must first establish a distance measure between the nodes of the network. There are many ways to define one, but the most used in applications to financial markets is given by [35] 
where c ij is the correlation between nodes i and j. As correlations between indices vary from −1 (anticorrelated) to 1 (completely correlated), the distance between them vary from 0 (totally correlated) to 2 (completely anticorrelated). Totally uncorrelated indices would have distance 1 between them. Based on the distance measures, two-dimensional coordinates are assigned to each index using an algorithm called Classical Multidimensional Scaling [63] , which is based on minimizing the stress function
where δ ij is 1 for i = j and zero otherwise, n is the number of rows of the correlation matrix, andd ij is an m-dimensional Euclidean distance (which may be another type of distance for other types of multidimensional scaling). The outputs of this optimization problem are the coordinates x ij of each of the nodes, where i = 1, · · · , n is the number of nodes and j = 1, · · · , m, being m the number of dimensions in an m-dimensional space. The true distances are only perfectly representable in m = n dimensions, but it is possible for a network to be well represented in smaller dimensions. In the case of this article we shall consider m = 2 for a 2-dimensional visualization of the network. The choice is a compromise between fidelity to the original distances and the easiness of representing the networks.
In Figure 17 (left graph), we plot all indices on their coordinates. The indices are represented by the four first letters of each country, with the exception of Austria, which is written Autr so as to differentiate it from Australia, and by three or fours letters in case of countries with multiple words, like CzRe for the Czech Republic or USA for the United States of America. Lagged indices are represented by black boxes and the original ones are represented in white boxes. Note that there is a clear distinction between original and lagged indices, forming two separate clusters with some interaction occurring for indices which are not very correlated to any other indices in the network, like some Arab and African indices. There is also a clear clustering of indices according to geography (or by time zones), particularly for Western European indices, American, and Pacific Asian ones.
By using a false color map of the expanded correlation matrix, right graph in Figure 17 , one can also perceive the same organization seen in the network of indices: two main blocks, with original and lagged indices, and internal blocks according to geographic regions. Since the correlation matrix is symmetric, only one of the triangles, on the top or bellow the main diagonal, are of relevance. On the lower left quarter of the matrix, we have the correlations of the original indices with themselves. The correlations between the lagged and the original indices are part of the lower right quarter of the correlation matrix, and show little correlation between original and lagged indices, although some correlation of lagged American and European indices with the ones of Pacific Asia may be seen. There is also a brighter region on the diagonal of this quarter of the correlation matrix, showing very feeble correlations of the indices with their next day counterparts.
As some correlations may be the result of random noise, we ran some simulations based on randomized data, consisting on randomly reordering the time series of each index so as to destroy any true correlations between them but maintain each frequency distribution intact. The result of 1,000 simulations is a distance value above which correlations are probably due to random noise, which, in our case, is d = 1.36.
The asset graphs are built using distance measures as thresholds. As an example, for threshold T = 0.5, one builds an asset graph where all distances bellow 0.5 are represented as edges (connections) between nodes (indices). All distances above this threshold are removed, and all indices that do not connect to any other index bellow this threshold are also removed. Figure 18 shows the asset graphs for the world stock market indices, displaying only the indices that are connected bellow certain distance thresholds (T = 0.5, T = 0.7, T = 0.9, and T = 1.1) and their connections. For T = 0.5, the only countries that are connected are France, Germany, the Netherlands, and Italy, original and lagged ones, forming the core of the Central European countries. For T = 0.7, the UK, Switzerland, Belgium, Sweden, Finland, and Spain join the European cluster, which is represented in its two versions (original and lagged).
At T = 0.9, two more clusters are formed: one of American indices, made by the USA, Canada, Mexico, and Brazil, and one of Pacific Asian indices, made by Japan, Hong Kong, South Korea, Singapore, and Taiwan. The European cluster grwos, with the addition of some more European countries. For T = 1.1, the clusters join and add to themselves many more indices. Something to be noticed is that Israel and South Africa are part of the European cluster, and that Australia and New Zealand join the Pacific Asian cluster. Most important, there are now connections between lagged and original indices, with the lagged indices of the USA, Canada, Mexico, and Brazil forming connections with the next day indices of Japan, Hong Kong, the Philippines, Australia, and New Zealand.
The same type of asset graphs can be built for other periods of time, without much change. The network structure persists and is robust in time, and different thresholds may be used in order to analyze clusters formed at different strengths of connections [31] . The use of an enlarged correlation matrix with the lagged indices by one and by two days, with 3 × 97 = 291 indices, shows a similar structure (not shown here) of West to East to West influence.
What we may conclude from both the network structure and from the false color map of the expanded correlation matrix is that stock market indices are much more correlated among themselves, and by geographical or time-zone region than with their lagged values by one day. The exceptions are some indices that are very weakly correlated with the general network. We also detect some correlation of American indices with some indices from Australasia, indicating some sort of influence of the former on the latter.
The structure of the network of stock market indices may be used in order to study the propagation of crises. There is a vast literature on contagion between banks or other markets via networks [64]- [106] . In the majority of these works, the interbank loans and liabilities are used in order to build networks of financial institutions. A general result is that contagion may occur for a certain critical level of integration between institutions, and that high integration may be both a curse and a blessing for the propagation of crises. This will not be discussed in this article, but we stress that certain measures of centrality may be useful in the identification of the main agents in the propagation of a crisis.
Some of the main centrality measures used in the theory of Complex Networks are node centrality, which measures the number of connections a node has, eigenvector centrality, which measures how connected a node is, and how connected its neighbors are, and betweenness centrality, which measures if a node is in the shortest path connecting other nodes in the network [107] . The application of these measures of centrality to asset graphs gives results that depend on the threshold level that is chosen [31] . As an example, for low enough values of the threshold, there are no connections between nodes, and for high enough threshold values, all nodes are connected to every other node in the network.
If these measures are applied to the asset graph for T = 1.1, we obtain the results listed in Table 2 , which contains the nodes with the ten best scores in each of the centrality measures. Central European indices occupy the first positions both for node centrality and eigenvector centrality, since they are very connected and in a region of highly connected nodes. So, Europe would be a center for the propagation of crises in a variety of models. Now for betweenness centrality, we have Singapore and Japan occupying the first two positions, mainly due to their role as connections between Pacific Asian and European indices and between the lagged indices of the Americas and the indices of Eurasia. The USA also occupies a high rank due to the same reason. Table 2 . Highest ranking stock market indices according to node centrality, eigenvector centrality, and betweenness centrality. Only the ten most central classifications are shown.
Conclusions
We analyzed from various aspects the issue of lagging or not international stock market indices when calculating their correlations. We established that indices of stock exchanges that have intersecting hours with the New York Stock Exchange have larger correlations with the S&P 500 than their lagged counterparts, and that indices that have non-intersecting hours with the same stock exchange have larger correlations when their indices are compared with the S&P 500 of the previous day, replicating the results of previous authors. The frequency distributions of the eigenvalues of the correlation matrices between international stock market indices and the eigenvectors associated with the largest eigenvalues were also analyzed, showing the presence of a structure that is typical of stock markets that operate at different times when looking at the eigenvectors associated with the second largest eigenvalues of the correlation matrices. A solution for the issue of lagging or not indices was proposed, in which, if one wants to study the relations and dynamics of the world stock market indices, one must then consider the cyclic chain of influences, and probably decide to adopt a model where there are both original and lagged indices. This solution was implemented and tested from the points of view of both the eigenvalues and eigenvectors of the resulting enlarged correlation matrix and of a network structure derived from the enlarged correlation matrix. Both show a structure consisting of two blocks, of original and lagged indices, with interactions between the lagged indices of some American stock exchanges with indices of stock exchanges of countries from the Eurasia. A study of the centrality of the indices when seen on a network built as an asset graph shows that Central European indices occupy a position of stronger centrality and form a block of highly central indices, and that Singapore, Japan, and the USA are the main vehicles between interactions because of their positions as intermediators between lagged and original indices.
This work may be used in further studies of causality relations between stock markets around the globe and on a better understanding of how crises propagate across markets. Its main contribution is the proposal of considering both original and lagged indices when working with stock markets or, indeed, any markets, that operate at different times. Table 1 . Table 1 . Table 1 . The order of indices is the same as in Table 1 . Fig. 13 . False color maps of the correlation matrices between stock market indices. The numbers corresponds to indices in the same order shown in Table 1 . Leftmost map: correlation matrix of the original log-returns. Center map: correlation matrix of the residues after the removal of the largest eigenvalue mode. Rightmost map: correlation matrix of the residues after the removal of the two largest eigenvalue modes. The order of indices is the same as in Table 1 , followed by the lagged indices. 
