Abstract. Let 1 ≤ k ≤ d and consider a subset E ⊂ R d . In this paper, we study the problem of how large the Hausdorff dimension of E must be in order for the set of distinct noncongruent k-simplices in E (that is, noncongruent point configurations of k + 1 points from E) to have positive Lebesgue measure. This generalizes the k = 1 case, the wellknown Falconer distance problem and a major open problem in geometric measure theory. Many results on Falconer type theorems have been established through incidence theorems, which generally establish sufficient but not necessary conditions for the point configuration theorems. We establish a dimensional lower threshold of d+1 2 on incidence theorems for k-simplices where k ≤ d ≤ 2k + 1 by generalizing an example of Mattila. We also prove a dimensional lower threshold of d+1 2 on incidence theorems for triangles in a convex setting in every dimension greater than 3. This last result generalizes work by Iosevich and Senger on distances that was built on a construction by Valtr. The final result utilizes number-theoretic machinery to estimate the number of solutions to a Diophantine equation.
Introduction
The Falconer distance problem, introduced in [F85] , can be stated as follows: How large does the Hausdorff dimension of E ⊂ R d need to be to ensure that the Euclidean distance set ∆(E) = { |x − y| : x, y ∈ E} ⊂ R has positive one-dimensional Lebesgue measure? This problem can be viewed as a continuous analogue of the famous Erdős distinct distance problem [GIS, M95] . The current best partial results, due to Wolff [W99] in the plane and Erdogan [E05] in higher dimensions, say that the one-dimensional Lebesgue measure of ∆(E), denoted L 1 (∆(E)), is indeed positive if dim H (E) > where dim H (E) denotes the Hausdorff dimension of E. As distance is a configuration that only involves two points, analogous questions can be posed for configurations that involve more points. For example, we may consider the set of noncongruent triples of points in E, that is, points which form noncongruent triangles. In the discrete setting such questions have been studied for decades [PS] , while recently there has been a flurry of activity in the continuous setting where angles [IMP] , simplices [EIH, GI, GILP15, GILP16] , volumes [GIM] , and a more general approach to multi-point configurations [GGIP] have been examined.
In this paper the point configurations we focus on are simplices. For d ≥ 2 and 1 ≤ k ≤ d we say, following [GILP15] , that the set of distinct noncongruent k-simplices determined by
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(x 1 , . . . , x k+1 ), (y 1 , . . . , y k+1 ) form non-degenerate k-simplices and
2 ) by mapping a k-simplex to the k+1 2 -tuple of its distances, thus it makes sense to take the
The first Falconer type theorem for simplices was established by Greenleaf and Iosevich [GI] , where, in the special case of triangles in the plane, they established the upper bound α 2,2 ≤ in the plane (k = 2,d = 2) and showed that the incidence theorem they obtained does not in general hold if the Hausdorff dimension of E is strictly less than 7 4 , which shows that their incidence theorem is sharp. Again this does not imply that the point configuration problem is sharp and indeed the dimensional threshold was improved to 8 5 in [GILP15] . This brings us to the first result of the paper. Proposition 1.1. For any k and d where k ≤ d ≤ 2k + 1, the incidence estimate for k-simplices, i.e., the estimate given in (1.2), can fail for measures supported on sets with Hausdorff dimension less than d+1 2
.
We prove this proposition in Section 2 by extending the constructions of Mattila and Greenleaf and Iosevich. We remark that the dimensional threshold obtained in the incidence theorems in [GGIP] 
, so for k > 1, unlike the previously mentioned results, there is a gap between the threshold from the construction and the threshold from the incidence theorems.
1.2. Lower bounds for Falconer type incidence theorems in convex domains. The key ingredient in both Falconer's incidence theorem and the incidence theorem from [GGIP] is that if σ denotes the Lebesgue measure on the unit sphere, then
2 . This implies that both incidence theorems still hold if the Euclidean distance | · | is replaced by · B , where B is a symmetric convex body with a smooth boundary and everywhere non-vanishing Gaussian curvature.
Mattila's construction, which shows his incidence theorem does not in general hold if the Hausdorff dimension of E is strictly less than
, was originally proven in the case d = 2 and extends to d = 3 but does not seem to extend to higher dimensions. Iosevich and Senger [IS] showed, building on a construction by Valtr [V] , that the more general incidence theorem involving a norm derived from a symmetric convex body can fail if the Hausdorff dimension of E is strictly less than
for all d ≥ 2. Our second and main result is the following theorem that establishes an analogous result in the case of triangles (k = 2). Theorem 1.2. For d > 3 there exists a symmetric convex body B with a smooth boundary and non-vanishing Gaussian curvature such that for any s < (d + 1)/2, there exists a Borel measure µ s such that I s (µ s ) = O(1) and
i.e., the incidence theorem fails.
Here I s (µ s ) denotes the energy integral
and the condition I s (µ s ) = O(1) simply means that the measure µ s is supported on a set of Hausdorff dimension at least s.
We prove this proposition in Section 3. The main ingredient in the proof is some interesting number theory that arises when we count the number of equilateral triangles in this convex norm. We attempted to extend this result to tetrahedra but encounter a harder number theory problem. In Section 4 we set up the problem and pose the number theory problem that can resolve it.
1.3. Notation. Vector quantities will be denoted in boldface type, e.g. x or y j . The notation f = O(g), f g, g f and g = Ω(f ) have the usual meaning, that there is a positive constant C so that |f | ≤ C|g| throughout the domain of f . If the constant C depends on any parameter, then this is indicated by a subscript, e.g. f (x) = O (x 1+ ). The notation f g means that both f g and g f hold, that is, there are positive constants c 1 , c 2 such that c 1 g ≤ f ≤ c 2 g (we can say that f and g have the same order).
Proof of Proposition 1.1
We proceed by generalizing the example of Mattila presented in [IS] , which was introduced in [M85] , and generalized to triangles in the plane in [GI] . For 0 ≤ α ≤ 1, let C α denote the standard α-dimensional Cantor set contained in the interval [0, 1]. Set
. Now fix a point x in E, and pick out a k-simplex of E containing x so that each of the edges from x of the simplex have length 1 and they are all orthogonal at x. Then we may fatten each of the nodes of the simplex besides x to an × · · · × × √ × · · · × √ box, where there are k sides of length and d − k sides of length √ . Each of the points within these boxes form a k + 1 simplex along with x. Further, each axis aligned box has measure
Thus the combined measure of each of the k boxes we have selected is
Integrating over all possible values of x, we see that (2.1) is a lower bound for the left hand side of (1.2). In order for this bound to be a larger order of magnitude than ( k+1 2 ) , we must have
while the previous sum is equal to k+1 2
. Note that the choice of the first k values of α i gives us the restriction that d ≤ 2k + 1.
Counting Triangles in a Convex Norm
To begin, we define a convex body, B, which induces a norm on R d . Let
Then B L = −B U , and define B = B U ∪ B L and the induced norm · B with unit ball B. In other words, the point (x 1 , ..., x d ) in R d is at unit distance from the origin if
i , depending on whether x lies on the upper or lower hemisphere of the unit paraboloid, respectively. Hence the points x and y are at unit distance if x − y lies on the unit paraboloid. Now consider the lattice
Lemma 3.1. The number of unit equilateral triangles (0, x, y) with x, y ∈ B∩L n is Ω(n 2d−4 ) for d > 3.
Proof. It suffices to examine choices of points x on B L and y on B U . These points are of the form
and are depicted in Figure 1 . Now we must ensure that x − y is also of unit length, hence we must have that
and x − y lies on either B U or B L .
and so for this vector to lie on B L , the final component of this vector must satisfy:
This yields a Diophantine equation whose number of solutions we will bound below:
where the x i , y i are integers satisfying
We now apply the following.
Lemma 3.2. Fix λ > 1. Let a n be the number of solutions to n = xi + yj, Figure 1 . Illustration of the configuration of x and y in this convex norm.
Proof. To prove this, we will use the following lemma, which is Theorem 330 from Hardy and Wright, [HW] .
Lemma 3.3. Let φ(m) denote the number of positive integers less than n that are coprime to n. Then
We want a lower bound on the number of pairs of positive integers, i, j ∈ A, that are relatively prime. Set m 1 = λ+1 2 √ n and m 2 = λ √ n . Given an integer, m ∈ A, the we can estimate the number of integers in A that are relatively prime to it from below by φ(m) − √ n. Summing this over the 1 2 (λ − 1) √ n terms in the upper half of A gives us a lower bound on the number of coprime pairs of integers in A:
We apply Lemma 3.3 twice to get that this is bounded below by
Putting this together, we see that for sufficiently large n there will be at least
pairs of coprime numbers in A. We now show that each such pair gives rise to a solution. Namely, there is a solution of ix + jy = n with 0 < x ≤ j. We have y < n/j ≤ √ n and
We can now show that there are Ω(n 2d−4 ) solutions to the system (3.4). We pick a range [ √ an, √ bn] for the x j and y j to vary in where 1 ≤ j ≤ d − 3, so that to each value they assume we may apply the previous lemma and obtain on the order of n 2 solutions in the
and find that there are αn 2d−6 choices of the x j and y j , with j = 1, . . . , d − 3, with
and
Hence for a given choice of x j , y j ∈ [ √ an, √ bn], we are left solving an equation
where n 2 /6 ≤ m ≤ n 2 /4. Let λ = 1.05. By Lemma 3.2 for each m in this range there are at least c λ n 2 + O (n log n) (with c λ = c 1.05 ≈ .308 . . .
, with the absolute value of each of these numbers being less than λn/2. For each such solution, we have
and similarly for 
as required by (3.3).
Hence there are at least c λ n 2 + O (n log n) choices of choices of x j , y j ∈ [ √ an, √ bn] for 1 ≤ j ≤ d − 3, satisfying (3.5) and (3.6), there are c λ αn 2d−4 + O (n log n) = Ω n 2d−4 solutions to the equation (3.4).
Proof of Theorem 1.2. We first count the total number of unit triangles in L n that have a point in [0, 1) d . For each one of the n d+1 points P in L n ∩ [0, 1) d , the translation of L n by P is just L n itself, hence by Lemma 3.1 there are Ω(n 2d−4 ) distinct unit triangles in L n with one point being P . So, we have Ω(n 3d−3 ) total unit triangles in L n which include a point in [0, 1) d . We now construct the measure µ s -this construction is analogous to that in [IS] , except that we need to consider a larger configuration of points. To do this, partition space into lattice cubes of side length s = 1/n d+1 for some large integer n and
as this range is non-trivial. Now set µ s to be the Lebesgue measure on those cubes containing a
