In this paper, an advanced stream flow forecasting model is developed by applying datapreprocessing techniques on adaptive neuro-fuzzy inference system (ANFIS). 
INTRODUCTION
Modeling and predicting the future conditions of surface water resources is an essential part of sustainable water resources management and natural disaster mitigation. This approach is not suitable for training oversize inputoutput systems and also may not be reliable for extreme condition forecasting (Badrzadeh et al. ) . Considering the seasonality of the Ellen Brook River and the growing water demand in the study area, this study provides more accurate tools to assist decision makers in sustainable water resources planning, flood protection, mitigation of contamination or licensing of exploitations.
Wavelet analysis and decomposition
Wavelet analysis is a signal processing technique which is particularly useful for asymmetric and irregular signals.
The concept of wavelet analysis was first introduced by After choosing the mother wavelet, we can use more flexible wavelets by scale (stretch and squeeze) or translation (shifting) the wavelet as follows:
where α is the scale parameter which governs the dilation of the wavelet and β is the translation parameter which governs the movement of a wavelet along the time axis. There are two main types of wavelet transformations, continuous and discrete. Considering the discrete nature of observed hydrological time series, DWT is preferred in most hydrological applications. The wavelet transform of a discrete time series with respect to the wavelet function is defined as follows: The number of details is equal to the level of decomposition. Therefore, the original signal with n level of decomposition could be expressed by Equation (3):
FUZZY NEURAL NETWORKS Fuzzy inference system
The most important modelling tool based on fuzzy set theory is FISs which maps the input data onto corresponding output data. It combines the membership functions (MFs), fuzzy logic operators and evaluates the rule outcome. The basic structure of FIS consists of three conceptual steps. In the first step, crisp data are converted 
Adaptive neuro-fuzzy inference system
A neuro-fuzzy system integrates FISs and neural networks, and has the added advantage of both approaches. A neurofuzzy system uses the natural language description of fuzzy sets and the learning capability of neural networks. Compared to neural networks, neuro-fuzzy needs less time for training but its learning is highly constrained and typically more complex than neural networks. One of the most popular integrated systems is ANFIS which has shown significantly superior results in modeling nonlinear time series. ANFIS was first introduced by Jang (Jang ). In ANFIS a feed forward network finds fuzzy if-then rules for reaching optimal model. Functioning of the ANFIS is equivalent to the TSK first-order fuzzy model (Jang & Sun ).
The ANFIS structure for the TSK first-order fuzzy model consists of five layers. Figure 2 presents the Sugeno fuzzy reasoning mechanism for two inputs (x and y) with two linguistic labels (A and B) and the common rule set for a firstorder TSK fuzzy model. Figure 3 illustrates the ANFIS structure for this TSK fuzzy model when one output is considered.
The first layer implements a fuzzification process and determines the membership grade of a fuzzy set, which in this study uses the generalised bell-shaped MF: to the incoming signals in every neuron:
Figure 2 | Reasoning mechanism of a Sugeno fuzzy model with two input and rules.
The third layer normalizes the firing strengths from the previous layer:
The fourth layer calculates rule outputs based on the consequent parameters:
Finally the fifth layer computes the overall outputs by summing all the incoming signals from the fourth layer:
The most substantial components of ANFIS are the rules which are defined by premise parameters (a i , b i , c i ) and consequent parameters (p i , q i , r i ). The best values of the parameters for providing rules that would ideally model the target system, are reached by a learning algorithm. With given input-output data, ANFIS employs the back propagation gradient descent method and the leastsquared error estimates as the hybrid learning algorithm to optimize these parameters.
Grid partitioning
In this study, the grid partitioning approach is applied for initializing the design of a FIS. Grid partitioning divides the data space into rectangular sub-spaces using axis-paral- Table 2 . This study tried as far as possible to select time series with high ACF. Adding too much input does not necessarily lead to better results due to the constraint structures of Fuzzy modelling. Therefore, the first four steps ahead of time series are selected as the optimum The input of the WNFG models would be the wavelet coefficients which are the wavelet decomposition outputs.
In the first step, stream flow timeseries decompose with selected mother wavelet to the certain level of decomposition, then these sub-series will be used as the ANFIS model inputs ( Figure 5 ). The number of input time series is N þ 1 for N level of decomposition as explained in Equation (3), the wavelet coefficients are one approximation and N details. It is essential to keep all of wavelet components as the model's inputs as each of them has a very important role in forecasting, especially in peak flow forecasting.
Overall 13 different ANFIS and 30 different WNFG models with different input combination (Tables 2 and 3) and structures were developed for forecasting daily, weekly and monthly stream flow of the study area.
RESULTS
After developing model frameworks and determining the input selection, they were applied to forecast Ellen Brook stream flow. The hybrid model results were compared with original ANFIS results for short-term, mid-term and longterm forecasting.
In the ANFIS models the optimum number of MFs is reached by increasing this number from 2 to 5. Considering the large size of the hybrid models inputs and fuzzy system restrictions, only 2 MFs were defined for each model. Root mean-square error and NSE are also considered as the main performance criteria for both ANFIS and WNFG models. 
