Abstract. Suppose we have two groups of variables each displaying negative association, manifested in nontrivial concurrence homology, in dimensions p and q, say, when each group is considered individually. Suppose, however, that the two groups are statistically independent of each other. Then when combined the two groups should, with sufficiently large sample, produce non-trivial concurrence homology in dimension p + q + 1. Generalization to more than two groups is straight forward. We propose turning this necessary condition into the definition of a form of "independent-like" behavior. This version is just an "extended abstract" of work in progress.
Introduction
(This version of the paper is nothing more than an extended abstract. But, weirdly, there is a detailed appendix at the end!)
Let K and L be finite simplicial complexes. Let σ ∈ K with vertices u 1 , . . . , u k . Let τ ∈ K with vertices v 1 , . . . , v ℓ . We assume that for every σ and τ the sequence u 1 , . . . , u k , v 1 , . . . , v ℓ is geometrically independent (Munkres [Mun84, p. 12]). Let σ * τ be the simplex with vertices u 1 , . . . , u k , v 1 , . . . , v ℓ (Munkres [Mun84, p. 368] ). Assume that the join, K * L, exists. (In this paper " * " means "join" of simplices, complexes, or spaces.) Recall that in that case K * L is the complex consisting of all σ * τ with σ ∈ K and τ ∈ L and all faces of such.
Let K (0) and L (0) be the sets of all vertices in K and L, respectively. Assume
Consider the space X that is a union
where σ i ∈ K, τ i ∈ L are facets of K and L, respectively. The σ i 's do not have to be distinct. Nor do the τ i 's. However, we assume
We assume further that every simplex of K appears at least once as a σ i . Ditto for L. Thus, there is a map f ∶ {1, . . . , N } → K × L that associates to every index i = 1, . . . , N a pair
The projection onto the first (second) factor in f {1, . . . , N } is the set of facets of K (L, respectively). For each i, the set of vertices σ (0) i ∪ τ i (0) are geometrically independent. In particular,
X is the underlying space of the the complex
Let D = 0, 1, 2, . . .. We use homology with Z 2 coefficients, but things might also go through with any coefficient group. Let i ∶ M ↪ K * L be inclusion. We assert that in the following diagram the rectangle commutes and ∂ * is injective. That is a consequence of the result proved in the Appendix.
One fact emerges immediately. If α ∈H D+1 (K), then it does not survive the two step journey
Statistical interpretation
Now suppose V 1 , . . . , V n are dichotomous (binary) variables and it is natural to assign them to two groups, V 1 , . . . , V m and V m+1 , . . . , V n . (Generalizing to more than two groups is straight forward.) Suppose we collect T observations X 1 , . . . , X T (collectively, X), on these variables and apply the "concurrence topology" (Ellis and Klein [EK14] ) method to those data. The observations, X 1 , . . . , X T , do not have to be independent, but suppose that the multiple time series X "mixes" sufficiently that the observations exhibit independent-like statistics (Brillinger [Bri01, Section 1.3]). Recall that in that method one constructs an abstract descending filtered simplicial complex M. The vertices are just V 1 , . . . , V n . The vertices V i 1 . . . V i k define a simplex of M if and only if in some observation we have V i 1 = 1, . . . , V i k = 1. Denote the subcomplexes that only use V 1 , . . . , V M and V m+1 , . . . , V n by K and L, respectively. It will be convenient to append the empty simplex to K and L.
Suppose the random vectors (V 1 , . . . , V m ) and (V m+1 , . . . , V n ) are independent of each other. Because of the independence, for large T if σ ∈ K and τ ∈ L are simplices (possibly empty) that each occur with positive probability in K and L, respectively, then the simplex σ * τ will eventually appear in M. Thus, the complex M will sort of look like K * L. (If either σ or τ is empty, then "σ * τ " does not belong to K * L. However, in concurrence topology analysis of (V 1 , . . . , V m ) and (V m+1 , . . . , V n ), "empty simplices" are thrown out.)
But suppose that, while the random vectors (V 1 , . . . , V m ) and (V m+1 , . . . , V n ) are independent of each other, the coordinates of the first vector, V 1 , . . . , V m , are not independent of each other. Specifically, suppose that the joint distribution of V 1 , . . . , V m is such that with "high probability" the complex K has a persistent class β in dimension p, say. Similarly, suppose that with high probability L has a persistent class γ in dimension q. Let ∑ s i=1 σ i be a representative cycle for β and ∑ t i=1 τ i be a representative cycle for γ. (Recall that we are using Z 2 coefficients.) Then, because of independence between V 1 , . . . , V m and V m+1 , . . . , V n and the "mixing" behavior of X 1 , . . . , X T , there will appear in X every combination σ i * τ j . I.e., if "with high probability" the classes β and γ have long lifespans, there will eventually be frequency levels at which one observes the join {σ i * τ j ; i = 1, . . . , s; j = 1, . . . , t} and the cycle ∑ i,j σ i * τ j represents non-trivial homology in the appropriate join.
In this paper, we use this line of reasoning to inspire a method for assessing the weakness of association between two sets of variables, V 1 , . . . , V m and V m+1 , . . . , V n . The more classes α ∈ H * (M ) s.t. i * (α) is nontrivial and the longer its lifespans, the more "independence-like" behavior we ascribe to the pair V 1 , . . . , V m and V m+1 , . . . , V n . This is reminiscent of "canonical correlation analysis" in classical multivariate analysis (Johnson and Wichern [JW92, Chapter 10]). However, we only examined the problem of studying the dependence among two groups of variables for convenience. The same ideas easily apply to any number of groups of variables. However, I expect that very large sample sizes T would be required to apply this method to more than two groups of variables.
We propose the following data analytic technique.
(1) Given two lists (more than two should also be possible) X, Y, . . . and x, y, . . . eliminate all variables not in either list. (There is a persistence angle that the preceding does not cover. Hopefully, a future draft of this paper and the software will include that.) Applying the method described in section 2 to simulated data I have found that it works! (Specifics will be included in a future draft of this paper.) Using this method I have also found interesting things in real data. (Specifics will be included in a future draft of this paper.) 
Let R be Z or a field. Actually, until the end of the proof of (3.1), we work in ordinary homology. In the following R as coefficient group is understood and we understand ⊗ to mean ⊗ R . First, let p > 0. 
We have that 
Here, ω and ζ are surjective, ω Here, ω ⊕ ζ denotes the map that takes α ∈ ⊕ a+b=p H a (X) ⊗ H b (Y ) to (ω(α), ζ(α)). Define π X * ⊕ π Y * ∶ H p (X × Y ) → H p (X) ⊕ H p (Y ) similarly. We may then take the direct sum of he bottom and top sequences in the preceding diagram. In effect, we "fold" the diagram at the middle sequence. A simple diagram chase then shows that π X * ⊕ π Y * is surjective. For p > 0, the conclusions are the same in reduced homology.
