To each finite dimensional representation of a unitary group U(n) is associated a probability measure on the set of integers, depending on the highest weights which occur in this representation. We show that asymptotically for large n and large irreducible representations of U(n) the measure associated to the tensor product of two representations, or to the restriction of a representation to a subgroup U(m) with m comparable to n, can be expressed in terms of the measures associated to the first representations by means of the notion of free convolution (namely additive free convolution for the tensor product problem and multiplicative free convolution for the restriction problem).
Introduction
Let U(ri) be the group of complex n x n unitary matrices. In the representation theory of this group two basic questions are the following.
i) Given an irreducible representation R of U (n) and m < n, decompose the restriction of R to U(m) (embedded as a subgroup of U(n)) into irreducible components.
ii) Given two irreducible representations R^ and R 2 of U(n) decompose the (Kronecker) tensor product representation R^ ® R 2 into irreducible components.
The first problem can be dealt with by using recursively Weyl's branching rule, which says that given an irreducible representation of U(n) with highest weight (v l5 ..., vj (where v 7 -for 1 <j < n are integers and v 1 For the second problem, Weyl's character formula for representations of semi-simple Lie groups can be used to give an explicit formula for the multiplicity a* v with which the dominant weight A occurs in a tensor product of two irreducible representation with highest weights \JL and v (see [6] ). In the case of unitary groups the Littlewood-Richardson rule provides another approach to this problem (see [4] ).
In this paper we shall be interested in asymptotic results on these problems when both the dimension of the group and the representations become large (where for an irreducible representation to be large we mean that the components of its highest weight become large). In this case the explicit formulas for the multiplicities in both problems become quickly intractable and one has to find other means of obtaining information on them. One way to do this is to try to estimate the asymptotic behaviour of some linear combinations of the coefficients. This is what we do in this paper using the notion of free convolution of measures, introduced by D. Voiculescu in the context of operator algebras (see [1] ).
We will associate to each finite dimensional representation of a unitary group a measure on the set of integers Z in the following way: if R is an irreducible representation of U(n) then the measure associated to R is Ji(K) -Z*=i ^k w kere d x is the Dirac measure at x and ^keZ are the components of the highest weight of .R. If R = R 1 @ R 2 decomposes into a direct sum of
When the representation R is irreducible the measure Jt(K) determines completely its isomorphism class. When R is not irreducible, although this measure does not in general determine the decomposition of R into irreducible components, it gives some partial information on the multiplicities of the irreducible representations which occur in R.
We will show that asymptotically the map Ji converts the tensor product of representations into the additive free convolution of measures, and that the operation of restriction to a subgroup can be expressed through Jl with the help of the multiplicative free convolution by a measure.
Informally the results that we prove can be expressed as follows: denote by Jf e (R) the image of the measure JK(R) by the transformation x H» sx on R for a small e e R+, and let R^ and R 2 be two irreducible finite dimensional representations of U(n). If n is large, such that ^(R^) and J? e (R 2 ) are close to some probability measures a x and a 2 with compact support on [R, then Jt*(R± (g) R 2 ) is close to the measure a 1 0 a 2 which is the free convolution of OL I and a 2 . In the same vein we will have that if m is an integer close to The proof of these results will consist in a two-step approximation argument.
In the first step one shows that, for fixed n, and for an irreducible representation R of U(n) with a large highest weight (/^,..., ^n), the operators dR(E kl ) (where dR is the corresponding representation of the complexified Lie algebra gl n (C) and E kl is the canonical basis of gl n (C)) 9 considered as non-commutative random variables, can be approximated in distribution by the components of a random matrix with spectrum close to {fj, l9 ... 9 fi n }. This is just a simple consequence of Kirillov's formula for the character of an irreducible representation. In fact the result that we prove could be extended to arbitrary compact semi-simple Lie groups.
The second step consists in considering a matrix canonically associated to any representation of U(n) by the formula C(R) = ]T H E kl ® dR(E kl ). Using the result of the first part of the paper, as well as results of D. Voiculescu and R. Speicher on asymptotic freeness of large independent matrices, we show that the matrices C(R) corresponding to independent representations (i.e. acting on different components of a tensor product space) are asymptotically free random variable with distribution close to Jt(R) 9 and are also asymptotically free with diagonal matrices. This asymptotic freenes allows us to link the decomposition problems for representations with free convolution.
In fact our results show how to construct in a natural way families of non-random matrices which are asymptotically free random variables with prescribed distributions. This paper is organized as follows. In the first part, we recall some definitions and results and establish the notations. In the second part we use Kirillov's character formula to give an estimate which relates traces of some operators in an irreducible representation of U(n) with the integrals of products of coordinate functions on the orbit of the highest weight in the coadjoint representation. In the third part, we introduce the probability measure and the C-matrix associated to a representation of U(n) and give some of their properties, then we prove the main result of the paper, and we deduce from this the results concerning the tensor product and the restriction problem. Finally in the end we treat an explicit example. §1
We recall here several definitions and notations.
1.1. First we deal with free families and free convolution (see [1] for more details).
A non-commutative probability space is a couple (X (/>) where ««/ is a unital *-algebra and ^ a positive linear functional on sf such that ^(1) = 1. The elements of j/ are called non-commutative random variables. Let C<>>,, }f X 6/ be the free algebra generated by the symbols y l9 y* 9 i e /, with the involution
The /aw (or distribution) of a family (]Q leI of non-commutative random variables is the linear map
where elements of C(y l9 y*y iel are considered as non-commutative polynomials. If (Y^)^! for n e M and (Y™) lel are families of non-commutative random variables, one says that the law of (^( n) ) Z6/ converges to that of (Y^\ Bl as ft -» oo if for every P e C<y /5 y* >, e/ one has
A family (j2/,) Je/ of subalgebras of j/ is said to be free if for any k e N and any sequence a l e j/ h , . . so that the multiplicative free convolution of two probability measures with compact supports on IR+ is again a probability measure with compact support on IR+.
1.2.
Let U(n) be the group of n x n complex unitary matrices and n(n) the corresponding Lie algebra of n x n anti-hermitian matrices. Let b n be the Lie subalgebra of diagonal matrices. The complexification of u(«) is gl n (C) = u(n) + m(n), the Lie algebra of the complex group GL n (C) and d n = b n 4-ib n is the complexification of b(n). We call (£ fc j)i< fe t < n the canonical basis of
Let u (n)* be the dual space of u(n) and b(n)* the dual space of b(n)*. Let P+ be the set of dominant weights which are the elements ^ of b(it)* such that f/(z°E kk )eZ and ^(iE ll ) > ••• > ii(iE nn ). Every irreducible representation of U (n) (or equivalently finite dimensional irreducible representation of GL n (C)) has a highest weight with respect to the ordered basis (i£ fc fe)i< fc < n of b n , which is a dominant weight and it characterizes the representation up to isomorphism. There is an inclusion b* c u* dual to the canonical projection u n -> b n? and elements of u* can be extended to complex linear functionals on gl n (C).
For a dominant weight \JL we put |//| = sup fc \n(iE kk )\. Let rj k be the dual basis of (iEkk)\<k< n i* 1 b(n)* and p be half the sum of positive roots p = £j =1 (n -fc + l)n fe . For v e it(w)* let 0* be the orbit of v under the coadjoint action of 17 (n).
Let Rp be a unitary irreducible representation with highest weight \JL on some Hilbert space V. In the non-commutative probability space (&(V\ tr) (where tr is the normalized trace on &(V)) let us consider the random variables £fi = dR^(E kl ) (where dR^ is the corresponding complex representation of gl n (C)).
The Kirillov character formula for R^ (see [2] ) can be stated as
for complex numbers a kl such that cn kl = a zfe , and where dco denotes the normalized invariant measure on 0*+ p .
1.3.
A random matrix is a random variable of some non-commutative probability space of the form (M M (C) <g) L°°(& 5 J^, P), tr ® P) where (Q 9 ^, P) is a probability space and tr is the normalized trace on M n (C).
Let @i denote the orbit of the matrix 5]!J =1 ^£fcfc (where l k e IR for 1 < k < n) under the adjoint action of U (n) on iu(n), with its invariant probability measure. Let Y k \ denote the kl coordinate function on (9 X . A uniform random matrix with spectrum {/L 1? ..., A n } is a random matrix ^k l E kl H kl where the joint law of the random variables H kl , 1 < fc, / < n is the same as the joint law of the random variables Y kl , I <k, I < n.
Let v G u* (n), then v is in the orbit of some element of b*(n) of the form Zfc V k r 1k-Define the measurable maps X kl :(@*, dco) -> C as X kl (co) = co(E kl ). It is easy to see that in the non-commutative probability space (M n (C) ® L°°(0*, dco), tr ® dco) the random variable defined as ^ E kl ® X kl is a uniform random matrix with spectrum {v l5 ...,v n }.
For a family v(s) seS (where v(s) = v 1 (s)^1 + ••• v n (s)^n) of elements of u n , in the noncommutative probability space M n (C)(x)L QO (f| S6S d?* (s) , J| seS Jco) the elements (£ £ kj ® -X'w^Xes where -X^dlses co s ) = co,(^ki) f°r m a family of uniform random matrices with respective spectra (v^s) ... v n (s)}, and with independent coordinates.
1.4. Following results of D. Voiculescu (see [7] ), R. Speicher proved that the trace of the spectral measure of the sum of two large symmetric matrices is given asymptotically by the free convolution of their spectral measures, for almost all choices of the matrices with given spectrum (see [5] 
2.1.
Let \JL e P+ and R^ be as in 1.2. In this section we will prove a technical estimate which relates the moments of the random variables f fi and Xli p defined in 1.2 and 1.3. We denote by E the expectation on the (commutative) probability space L°°(0* +p , dco). Let us notice that the function FIfe<z-r7^ -^^ of the variables a fek has llfe< 's/i(a n -a fcfc ) a convergent power series expansion in a neighbourhood of zero. 
.,r one /ias
Proof. Let T be a transposition of the form (7, j +1) for 1 < j < r -1. One has since dR^ is a Lie algebra representation <2|,u| r~1 by Lemma 1 .
Since every permutation is a product of at mostsuch transpositions, the lemma follows.
We can now prove Proposition 1.
Thanks to the estimates of Lemmas 1 and 2 we can expand the two sides of Kirillov's formula (1) as power series of the variables a kl in a neighbourhood of zero and equate the coefficients of both sides. Let a = (aki)i<k,i< n be a sequence of nonnegative integers then the coefficient of Y\ki a w kl i n the left side of (1) In this section we will let the dimension n go to infinity.
3..L Let R be a finite dimensional unitary representation of U(n). We will associate to R two objects, namely a probability measure on Z and a non commutative random variable.
We 
dim(R)
plete reducibility of representations of U(n), there is a uniquely defined map JR i-> ^t(R) from finite dimensional representations of 17 (n) to probability measures on Z satisfying these requirements. Let F be the space of the representation of R, which is a Hilbert space. The C-random variable associated to R is the element of the non-commutative probability space (M n 
(C) ® &(V), tr) (where tr is the normalized trace) defined as C(R) = Y, kl E kl (g) dR(E kl )
where dR is the representation of the Lie algebra gl n (C) corresponding to R. We use the letter C because of the obvious relation with Casimir operator.
It is easy to see that C(R) is a self-adjoint element of M B (C) ® &(V\ hence it has a distribution which is given by a probability measure on R, which is a finite convex combination of Dirac measures. It turns out that this measure, although not equal to Jf(R) is closely related to it. In fact it follows easily from the corollary of Proposition 1, proved in Section 2 that if /i m is a sequence in P + and e m a sequence in R + such that e m -> 0 and e mj u m -> v e b* as m -> oo if # m is an irreducible representation with highest weight ^m then the distribution of e m C(^m) and the measure J£ Em (R m ) converge to the same limit which is "%****' 3o2 8 The explicit distribution of C(R) can be obtained. Indeed, the computations of Zelobenko (see [8] Ch IX, 60) show that the operator C(R) has the eigenvalues kj = fy + n-j for 7=!, ...,n the multiplicity of A, being Another method of obtaining this result was communicated to us by Patrick Polo [3] and is as follows. On the space C" ® V let U(n) act by the representation #: g h-» g (x) R(g). A simple computation reveals that the matrix C(R) commutes with all the operators of this representation. The representation i is the tensor product of the representation R and of the conjugate of the basic representation of U (n). It is well known (since the highest weight of the conjugate representation is a minuscule weight) that this representation decomposes into a sum of the irreducible representations with highest weights V -rj k for the numbers fc e {!,...,«} such that \JL -rj k is a dominant weight. From this we conclude that each of the subspaces of these representations is an eigenspace for C(R). The corresponding eigenvalue can be computed by evaluating the image by C(R) of a highest weight vector.
We could have defined the measure Jf(R) as being the distribution of C(R), and the theorem that we prove in Section 3.4, as well as Proposition 3 would be true and have simpler proofs. However, the formula giving the law of C(R) is complicated so that we have preferred the simpler definition of Jf(K) given in the text.
We will not use the result of this section in the sequel.
3.3. We shall now prove the following proposition which deals with the case when the dimension goes to infinity and the representations are allowed to be reducible. This quantity is independent of w and goes to 0 by hypothesis i). This finishes the proof.
3.4.
We say that a family of representations R(s) (indexed by some finite set S) of U (n) on a finite dimensional space V is independent if there exists a tensor product decomposition V = F 0 ® (® se s K) suc h that for every t e S and geU(n) one has R(t) ( Proof. As in [7] we can assume that the matrices D(t,m) teT form a multiplicative semi-group and that the identity is among them. We will study the asymptotic evaluation of quantities like
tr(D(t l9 m)(s m C(R m (s 1 ))^...D(t h m)(s m C(R( Sl )rD(t l+l9 m))
for t l9 ..., t l+1 e T, s l9 ..., Sj e S and r 1 ... r l e N.
Expanding this trace as in the proof of Proposition 2, and using the fact that the representations R m (s) are independent we see that it is equal to
here ^ is a certain set of maps of S U T into sequences of the form Vi(s) 
t(D(t 1 )X(sJ'D(t 2 )...X(s l Y>D(t l+1 ))
and this finishes the proof of the theorem.
We will now apply the preceding theorem to the problem of decompositions of tensor products and of restrictions. 
