Abstract-Concentric tube robots are catheter-sized robots that are ideally suited for navigating along natural anatomical pathways and treating deep-seated pathologies. Their telemanipulation in dynamic environments requires on-line computation of inverse kinematics with simultaneous avoidance of anatomical obstacles. Moreover, unstable configurations, which arise for elongated curved robots that navigate extremely tortuous paths, must be avoided. To achieve on-line computations, existing work has investigated Jacobian approximations and configuration-space precomputation. This paper leverages the state-of-the-art multi-core computer architectures to deliver real-time local inverse kinematics solutions using the established concentric tube robot mechanics models while avoiding both instabilities and anatomical collisions. Furthermore, it considers frictional active constraints for concentric tube robots, i.e. viscoelastic force fields that guide the operator away from obstacles and towards safe configurations. The value of the proposed framework is demonstrated on realistic clinical scenarios.
I. INTRODUCTION
Continuum robots have demonstrated unique benefits in surgical interventions that require navigation through sensitive anatomical cavities [1] - [4] . Concentric tube robots are continuum robots that exhibit shape control through the relative rotation and telescopic translation of pre-curved super-elastic tubes [5] , [6] . With their dimensions being comparable to catheters, concentric tube robots have been proposed for several clinically-critical interventions that require access through the vasculature [7] , the nasal cavities [8] , or the urinary tracts [9] . With this approach, tools are delivered to the pathology location through the hollow lumen of the tubes. Figure 1 demonstrates two clinical examples investigated in the literature [10] - [12] , i.e. navigation in hydrocephalic ventricles and heart surgery.
Mechanics modelling and control of concentric tube robots have been extensively investigated, and recent effort has focused on computationally designing optimal patient-and surgery-specific robots [12] - [14] , following collision-free paths [11] , [15] , [16] . While most methods consider the latest mechanics models that account for tube torsion, few consider the elastic instabilities that arise from twisting elongated highly curved concentric tubes [11] , [12] . In practice, instability consideration is crucial, since it causes sudden release of elastic energy through rapid tube untwisting and "instantaneous" change in robot configuration. Real-time solutions are equally important, since this is a requirement for the intraoperative use of the developed algorithms.
To achieve real-time inverse kinematics for control and telemanipulation, [5] proposed the precomputation of the configuration space and the solution of inverse kinematics through a root finding process. The work in [16] precomputes dense path-plans for quick global navigation through the anatomy followed by a local inverse kinematics solver. While update rates of 26 ms are reported, the pre-computation time can be as long as 6 h. Moreover, pre-computation is a requirement for achieving good algorithm convergence and robot-tip telemanipulation, since, otherwise, tip errors on the order of 25 mm may arise. Thus, rapid algorithm deployment is challenging, especially for dynamic anatomy, e.g. when tool-tissue interaction occurs. To avoid precomputation, [8] utilizes and efficient Jacobian calculation method, and [17] proposes to perform mechanical approximations to increase computation speed. These papers, however, do not consider instability or collision avoidance which naturally adds significant computational overhead.
The current paper demonstrates that the state-of-the-art multi-core computer architectures can be leveraged to accurately solve the local inverse kinematics of concentric tube robots on-line, accounting for both instability and anatomical collisions. This enables interactive rate robot manipulation in complex dynamic anatomies without precomputation, via implicit path-planning [12] , [18] . Our results are based on cascaded global and local optimisers that are ranked according to the reduction of an inverse kinematics error metric. It is demonstrated that no single optimiser statistically converges to the optimal result, making the proposed cascaded implementation highly efficient and accurate. Finally, we introduce anatomy-specific frictional active constraints to concentric tube robot telemanipulation, speeding up manipulation by generating viscoelastic force fields that guide the user towards collision-free and stable configurations. The developed framework is evaluated in clinical scenarios that require different types of anatomical constraints, i.e. navigation in hydrocephalic ventricles and intravascular navigation. The scenarios are motivated by the work of Dupont et al. [12] .
The next section of this paper discusses the kinematics of concentric tube robots and the proposed parallel implementations together with the inverse-kinematics error metric. Sec. III discusses the frictional active constraints framework, and Sec. IV provides implementation details. Experiments appear in Sec. V, and conclusions and future work in Sec. VI.
II. PARALLEL OPTIMIZED LOCAL INVERSE KINEMATICS
Manipulating concentric tube robots involves translating and rotating sections of super-elastic pre-curved tubes. Translation of a section, which can comprise 1 or 2 tubes to form a fixed, or variable, curvature section, respectively, is denoted by φ. Rotation of each tube, relative to the outer tube, is denoted by α. When the tubes of a variable curvature section relatively rotate, the curvature of the section is controlled, whereas a constant curvature section has a single curvature. Therefore, a variable curvature section has 3 DoF ( 1 φ " 2 φ,
, and a fixed curvature section has 2 DoF ( 1 φ, 1 α base ). The set t i φ, i α base u for i " 1,¨¨¨, t, where t is the number of tubes, forms the forward kinematics variables (joint variables) (see Fig. 2 ).
Manipulations require the mapping between joint-space q " " φ, α base ‰ and task-space x. The forward kinematics computes the end-effector position, x EE , of the robot at a given joint configuration px EE " f FK pqqq, and the inverse kinematics describes a joint configuration for a given endeffector pose`q " f´1 FK px EE q " f IK px EE q˘.
For concentric tube robots modelled with torsional compliance, i.e. tube twisting, there are no closed forms solutions for either the forward kinematics or the inverse kinematics. Forward kinematics are a boundary value problem, calculated by solving differential equations from a torsion-free tip angle -in the absence of external loads, i.e. i α tip " 0, for i " 1,¨¨¨, t, to the base angles i α base , and subsequently estimating the robot shape using the joint values t i φ, i α base u and matrix exponentials. Please refer to [5] , [6] for an analysis of torsionally compliant kinematics.
To solve the differential inverse kinematics, the Jacobian must be determined via computationally efficient approximations [17] , or global or locally optimal solutions should be sought via root-finding or shooting methods [12] , [16] .
A. Parallel Jacobian Approach with Null-Space
Computationally efficient calculation of the Jacobian for inverse kinematics of concentric tube robots has mainly been achieved through mechanics approximation. The formulation of the Jacobian, however, gives rise to parallelisable compu- tations, regardless of the forward kinematics model: (1) where e i is the ith unit vector of the canonical basis of the n-dimensional joint space. The columns of J in (1) can be calculated in parallel. This results in increased computational efficiency directly proportional to the complexity of the robot, without sacrifices in the kinematics model's accuracy.
The pseudo-inverse matrix of J , can be used to calculate the joint velocities:
where J : is the pseudo-inverse, I 6 is the identity matrix, and 9
x the tip velocities. Since concentric tube robots are often redundant, the Jacobian's null-space can be used to achieve secondary goals, see [8] . Hence, 9 q 0 , which accounts for secondary goals, is introduced in (2):
where k ω0 is a goal weighting factor and ω pqq is the objective function for the secondary goals, e.g. joint limitations, collision avoidance, or stability.
To overcome the problem of singular robot configurations the damped-least-squares (DLS) inverse J ‹ is used at the expense of slower convergence in comparison to the pseudoinverse Jacobian J : :
where σ i are the singular values of J resulting from singular value decomposition (i.e. J " U diagpσ 1 , . . . , σ n qV T ), and λ is the damping factor. Finally, the robot tip x EE and the entire robot shape is calculated by:
where 9 q is calculated according to (2) using the dampedleast-square (DLS) method.
B. Optimisation Approach
Other inverse kinematics solvers for concentric tube robots employ optimisers that minimise a cost-function relating joint variables, desired tip pose, and robot constraints (anatomy-or stability-related) [10] , [12] , [18] . A scalar costfunction c`q, T , x B , Γ˘is selected, where q are the joint angles, T the robot architecture, x B the desired tip pose, and Γ the anatomical and stability constraints.
In this paper, collision is modelled as a linear continuous function that increases with the distance between robot and anatomy d pq, T , Γq in the interval rd 0 , d 1 s [here:
The stability cost is:
calculated as in [11] for every rotational joint variable α base , for each tube t. If every tube pair is stable, then the robot configuration is considered stable.
The overall cost is computed as:
where the first term is the tip position error, the second the tip orientation error, the third the collision cost, and the final the stability cost. Choosing γ 3 and γ 4 sufficiently high,
in respect to γ 1 , γ 2 [here: γ 1 : 1.0, γ 2 : 0.003; meaning 4.7 mm and 90˝deviation represent the same cost] and the maximal robot length l max ensures a collision free and stable configuration. Despite the cost functions sharing similar forms throughout the literature, different optimisation techniques are found in the literature. Examples include:
1) Branch and Bound, for the guidance of i-Snake in [19] ; 2) Broyden-Fletcher-Goldfarb-Shanno, for guidance of concentric tube robots through tubular anatomy in [18] ; 3) Nelder-Mead simplex method for inverse kinematics and optimal concentric tube robot design in [12] ; 4) Generalized Pattern Search for inverse kinematics and optimal concentric tube robot design in [10] ; 5) Gauss-Newton for inverse kinematics [5] , [8] . This variety of different solvers indicates that there is no general best algorithm for this complex problem. A further difficulty in non-linear optimisation of cost-functions is that the outcome highly depends on the solver's parameters. This results in reliance on parameter fine-tuning, which makes using optimisers for deployment of complex robots in clinical settings error-prone. 
C. Parallel System Architecture
This paper proposes a parallel system architecture that leverages the current multi-and many-core clusters to overcome limitations of using a single optimiser and a single parameterisation. We base our approach on the standard CPU computation scheme, since the inverse kinematics problem does not conform well to the single instruction multiple data (SIMD) architectures of GPUs. The proposed approach is highly multi-threaded and distributed over multiple nodes. Different optimisation algorithms with different parameterisations are independently and asynchronously employed to solve the local inverse kinematics prior to the best solution being used for robot control. The proposed system architecture is shown in Fig. 3 .
The master node gives visual and force-feedback to the user and receives user input such as commanded poses x B . It holds the robot state (T ), desired pose (x B ), and all control parameters, which are broadcasted to the array of optimisation nodes.
Each optimization node receives this information continuously and provides it to the optimisation threads, which minimise the global cost-function (8) . All solver threads obtain these variables asynchronously.
The communication thread of each optimiser node acquires the solver results including the cost-function error and broadcasts the best. The master-node compares the costs received from all nodes with the cost of the current robot configuration and updates the joint variables when the error is reduced. It should be noted that the cost of the received robot configuration and current robot configuration are constantly recalculated by the master-node. Our research hypothesis is that the parallel structure of the solvers can deliver online local inverse kinematics solutions that account for both instabilities and collisions for general clinical scenarios.
The communication rate should be chosen approximately one order of magnitude higher than the solver rate to ensure that the robot state and the inverse kinematics results are always up-to-date on all nodes.
III. ACTIVE CONSTRAINTS
For robots that undertake complex shapes and counterintuitively reach desired tip locations, active constraints help the operator perceive the environment and direct him towards safe solutions through anatomy-and goal-based force fields.
A. Frictional Forbidden Region Active Constraints
Forbidden region active constraints generate force fields that steer the telemanipulator away from the anatomy. When only elastic forces are applied, unwanted autonomous motion or oscillations of the telemanipulator may occur [20] . To dissipate the kinetic energy delivered by the active constraints and the user's motions, elasto-plastic friction models that superimpose viscous forces on the active constraints are considered [20] , [21] . The resulting viscoelastic active constraints minimise oscillations by damping excessive tool and telemanipulator velocities, and are termed frictional forbidden region active constraints.
More specifically, three forces are superimposed to act on the telemanipulator:
where z is the elastic displacement, 9 z is the velocity of the elastic displacement, 9
x B is the commanded/desired tip pose velocity, and σ t0,1,2u are scaling coefficients. All variables are annotated in Fig. 4 .
In the literature, the frictional forces originating from velocities 9 z, 9 x are not bound, which can lead to high haptic forces that are impossible to render and result in oscillations. We amend this by scaling the rendered force to ensure that }f FFRAC } ď f C , where f C is an empirically defined upper force threshold. This incorporates realistic force limits and increases stability.
The direction and magnitude of the elastic forces depend on the commanded tip position. As Fig. 4 shows, three zones, indicated by a 1 , a 2 , and a 3 , respectively, are considered:
1) x B is exterior to the anatomy, in which case the elastic force is maximised and is attractive to the anatomy's border; 2) x B is within the anatomy and a specified safety transition zone, in which case the elastic force is repulsive from the anatomy's border; 3) x B is in a safe zone, and no force is experienced.
The safety transition zone is placed at a distance of z css from the anatomy's border, which leads to the calculation of the penetration vector between x B and the transition zone:
where n is the vector normal to the anatomy (see Fig. 4 ). The magnitude and direction of the penetration vector relates to the elastic displacement and restoring force, as described in [20] . The penetration vector increases in the transition zone and reaches its maximum when the user makes contact or breaches the anatomy. (a 1 , a 2 , and a 3 ). p t : penetration vector, n: surface normal, a: vector from anatomy to commanded tip, z: elastic displacement.
B. Guidance Active Constraints
For predefined targets x T , an attractive force is rendered towards the target x T closest to the robot tip, x B . The amplitude of the attractive force is defined as a function of the distance d
T´xB }:
high q is calculated such that the attractive force has its maximum value at d high , while k 0 is determined so that f A pd high q " f max A . A resulting force profile is depicted in Fig. 4 , where the attractive region is shown around the annotated target.
IV. IMPLEMENTATION
Implementation details are provided for the chosen global and local inverse kinematics optimisers and the active constraints framework.
A. Online Inverse Kinematics Solver
The framework uses Boost-C++, a library that implements threading and thread-synchronisation. Inter-node communication is realised using LCM: Lightweight Communications and Marshalling [22] .
The Jacobian solver employs a thread-pool of 2ˆn worker-threads for the calculation of J 6ˆn , n being the joint variable number. Each column of J is calculated by 2 threads, one for the positive increment, and the other for the negative increment, according to (1) . The null-space of the Jacobian is used to avoid singularities resulting from reaching the joint limits.
The algorithms that form the pool of optimisers were selected based on preliminary experimentation and approaches existing in the robotics literature. Since the Jacobian is a derivative-based method, the optimisers were chosen to be derivative-free, and be a combination of global and local methods to guarantee both escape from local minima and localised convergence. Apart from the Jacobian method, all optimisers are implemented using [23] .
In total, 7 different algorithms (2 global (G) / 5 local (L)) were used (see Table III): 1) Controlled Random Search with local mutation (CRS2 LM, G); 1) The max time for completion (timeout);
2) The robot discretisation granularity; 3) Whether stability is accounted for during each iteration or only on convergence. Stability testing is computationally expensive and was only used within the optimisation routines with longer timeouts. Variance in the timeout and discretisation covers for sacrifices of computational speed versus accuracy.
B. Active Constraints
The active constraint framework comprises guided active constraints (GAC) and frictional forbidden region active constraints (FFRAC). To prioritise navigation safety over reaching the targets, guided forces are only rendered when the norm of the repulsive forces is zero. The parameters for the frictional constraints can be found in Table I .
The distance between anatomy and desired tip pose is calculated using a nearest neighbour search via a KD-tree [24] 1 . To ensure the anatomy's representation by a point cloud of an appropriate mesh lattice with regards to the collision distance or the transition zone, it is interpolated to a maximal inter-vertex distance, here 0.5 mm. The KD-tree is also used for collision detection in the inverse kinematics. Using KD-trees for proximity queries results in negligible computational time for the active constraint framework.
Whereas the complete robot curve is used for collision detection, force feedback only depends on the user defined desired robot tip position x B , the anatomy Γ, and target positions x T .
V. EXPERIMENTS
The online multi-core inverse kinematics solver that accounts for stability and obstacle avoidance is evaluated with two clinically relevant scenarios following investigations 1 We use the nanoflann implementation.
in [12] . The first scenario involves navigation within hydrocephalic brain ventricles for anatomy cauterisation, and the second involves steering through the jugular vein to reach the heart. Each scenario poses different anatomical constraints. The algorithm elements are evaluated with user studies.
The master node utilizes a Intel® Core™ i7´3770 CPU @3.4 GHz Quad-Core processor. The first optimiser node utilizes a dual socket Intel® Xeon® E5´2680 CPU @2.7 GHz Octa-Core, the second optimiser node a dual-socket Intel® Xeon® E5´2690 v2 CPU @3.0 GHz 10-core processor. Thus, in total, the implemented local inverse kinematics solver is massively parallel, making use of 36 cores (Intel® Hyper-Threading deactivated). The bidirectional inter-node communication via LCM runs at 500 Hz.
The user studies also employ an LMD-2451MT polarised stereo (3D) screen (Sony Corporation, Japan) for depth perception, and the Geomagic Touch (3D Systems, USA) as the haptic device for force feedback. These elements communicate with the solvers via the master node. The overall system architecture was shown in Fig. 3 .
A. Navigation in Hydrocephalic Ventricles
Hydrocephalus describes a disturbance in the production, circulation and absorption of cerebrospinal fluid (CSF) leading to its abnormal accumulation; this is typically manifested by ventriculomegaly and elevated intracranial pressure. Shunts remain the mainstay therapy for patients. However, the use of shunts is associated with considerable morbidity relating to mechanical issues and infection. To this end, endoscopic approaches are increasingly accepted as alternatives to shunts, with some evidence suggesting they may confer a long-term survival advantage in the treatment of non-communicating hydrocephalus [25] . Endoscopic neurosurgical approaches present considerable technical challenges [26] . The manipulation of tissue through narrow and sometimes torturous surgical corridors is particularly problematic in endoscopic intraventricular and transventricular surgery. Therefore the use of concentric tube robots and the incorporation of active constraints allows for improved effectiveness and safety respectively. The goal is to reach basal positions on the ventricles and cauterise centres of CSF generation [see Fig. 5(a) ]. The robot is introduced through a straight cannula in the skull. Eleven participants (7 male, 10 right-handed, 6 familiar with haptic devices, all novices regarding the medical procedure) took part in a user study to navigate through hydrocephalic ventricles created from an MRI scan of an early adult to electrocauterise 13 targets [12] . Each participant manipulated a virtual cursor with the haptic device to control a concentric tube robot, which was designed specifically for this procedure [12] . The robot comprises 3 sections: a variable curvature section, a fixed curvature section, and a straight section as the cauterisation wire. The curvatures and length of each section are given in Table II , where "curved length" corresponds to the maximum value of each tube extension φ. This robot is unstable in its workspace due to the lengths and high curvatures of its sections. The experiment commenced with the robot fully retracted.
A target was considered to be successfully cauterised when a button was pressed within 1 mm distance. The orientation of the robot was inconsequential. The experiment was repeated in 3 different modes:
1) Both instability and collision avoidance; 2) Collision avoidance but no stability consideration; 3) Consideration of neither stability nor collision. Each user study was successfully completed with a median duration of: 740.3 s, 441.7 s, and 228.7 s, respectively. Intertarget navigation required a median(interquartile range) of 20.4(27.8) s, 11.4(18.1) s, 9.2(12.7) s, respectively. The challenge was reaching the furthest point; afterwards, implicit path planning and the attraction fields to the neighbouring targets sped up manipulation.
The analysis of the three different modes reveals that, when ignoring stability, 52.0% of robot configurations are unstable. When avoiding neither collision nor instabilities, unstable configurations occur in 43.4% of the time while the robot breaches the anatomy in 42.2% of configurations (see Fig. 6 ). This demonstrates the importance of both active constraints on collision avoidance and instability, since manually avoiding unsafe robot configurations is unintuitive.
An evaluation of which optimization routine gives the best result, when considering stability and collision, is depicted in Fig. 7 . The parameters in terms of arc length discretisation, solution time out, and stability check are given in Table  III (BOBYQA), while the second most successful uses the Jacobian (DLS) approach, with 32.8% success rate, and 26.3% success rate, respectively. The results also demonstrate that no optimizer dominates, and, hence, approaches that rely on a single optimiser are likely to under-perform. This conclusion is supported by our unsuccessful completion of the task when solely the Jacobian or the BOBYQA algorithm were used. The analysis of the overall performance of this paper's online local inverse kinematic approach is presented in Table  IV . Choosing a solve-or-abandon timeout of 50 ms and more (see Table III ) guarantees optimizer results at 20 Hz. In fact, the proposed approach achieves median update rates of 85-115 Hz. These update rates are dependent on where in the dexterous workspace the user operates and how close the robot is to instability. They compare well with the update rates given in [16] , which are 20-120 Hz, even though our approach requires no precomputation 2 . The median position error during telemanipulation with instability and collision avoidance lies between 0.27-1.30 mm, 2 The authors would like to note that comparisons should be appreciated qualitatively, since there is no knowledge of the robot architecture used in [16] , which also focused on motion planning and not only on the inverse kinematics.
Inverse Kinematic Algorithm and the mean, after removing out-of-workspace outliers, is 1.79 mm. Successful targeting precision was set to 1 mm, and the participants achieved mean precisions of 0.67-0.70 mm (see Table IV ). Comparing with [16] , the reported error is 0.5% of that paper's inverse kinematics performance, but 10ˆhigher when precomputed information is available. Since all participants were supported by active constraints it is not possible to relate the precision coefficients to the haptic guidance. However, the qualitative user feedback suggests a positive influence by the proposed active constraint framework (see Table V ). Participants further reported that depth perception in virtual environments is difficult even with 3D vision and that the frictional forbidden region constraints helped to guide the cursor faster through the ventricles.
B. Intravascular Navigation for Heart Surgery
The second experiment highlights the importance of online and accurate inverse kinematics when dynamic anatomy is present due to tool/tissue interactions or physiological function. In this case, precomputation of the configuration space would not be possible. Dynamic anatomy is simulated as allowable deflections of a jugular vessel during robot navigation through the jugular to the right atrium [7] (see Fig. 5 ). The anatomical model comes from the MRI of a swine [10] . The collision avoidance criteria are similar to [12] , i.e. breaching of the anatomy is permitted when: 1) There is less than a maximum vessel deflection (here: 10 mm); 2) The angle between (a) the vascular tangent vector and (b) the tangent vector along the robot structure outside of the anatomy under a threshold (here: 30˝) to avoid vessel rupture. As [12] suggests for elongated robots, robot control can be separated into the insertion of a navigation section, and a manipulation section [see Fig. 5(b) ]. The navigation section comprises two fixed curvature tubes and is responsible for traversing the jugular vein, while the manipulation section comprises a variable and a fixed curvature section for manipulations in the heart. The robot has been optimally designed for this specific intervention in [12] (see Table VI ).
The user identified the joint variables that affect the inverse kinematics at each stage. In the first stage the optimisers solve for the first two sections (navigation section) by manipulating the first two tubes until the heart is reached. The two distal sections (manipulation section) are then used for manipulation within the right heart atrium.
In this scenario, the Jacobian approach performed poorly, whereas other solvers improved their performance significantly (see Table VII ). The heart robot has 9 DoF and is nearly four times longer than the neurosurgical robot, which implies that the inverse kinematic problem becomes more challenging. We assume that the linearisation as performed using the Jacobian is inadequate, which can explain this method's poor performance. This result further supports the proposed system architecture for local inverse kinematics, showing clearly that an array of parallel differently parameterised solvers statistically outperforms a single conventional inverse kinematics solver.
Frictional active constraints were particularly helpful because they guided the operator along the vessel towards the heart and allowed faster, controlled, decent. 
VI. CONCLUSIONS AND FUTURE WORK
This paper proposed leveraging modern multi-core system architectures to achieve online solution of the highly nonlinear kinematics of redundant concentric tube robots. Rather than fine-tuning a single optimiser, the cascade of solvers performs in parallel, and is able to deliver accurate solutions fast, while accounting for both instabilities and obstacle avoidance. Hence, the proposed solution can handle problems of dynamic anatomy, since it does not require workspace precomputation. Finally, this paper introduced frictional active constraints for concentric tube robot telemanipulation, demonstrating faster and better-appreciated manipulation in three-dimensional structures, as was identified from user feedback. The developed elements can be used in conjunction with the existing motion planning algorithms that have been proposed in the literature. Our future work includes experimental evaluation of the proposed algorithm.
