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Abstract
This chapter is concerned with the dynamics of social norms. In particular the chapter concen-
trates on the lifecycle that social norms go through, focusing on the generation of norms, the way
that norms spread and stabilize, and finally evolve. We also discuss the cognitive mechanisms
behind norm compliance, the role of culture in norm dynamics, and the way that trust affects
norm dynamics.
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1 Introduction
This chapter aims to identify the major aspects of norm dynamics, by which we mean
the way that norms come into being and change through their life, as well as some of the
relevant factors or determinants of the process that underlies this change. The need for
a deep understanding of these dynamics is becoming a compelling task for the Normative
Multi-Agent Systems (NorMAS) community because of the systems that the community
wants to develop. Now, the members of the NorMAS community have a wide range of
interests with respect to multi-agent systems so it behooves us to explain, before we get
much further, what perspective the authors take on the dynamics of norms. We focus here
on two view of multi-agent systems, views that we distinguish by referring to them as the
’engineering’ perspective and the ’sociological’ perspective.
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From the engineering perspective, we are interested in building multi-agent systems that
are flexible and open. In other words, rather than rigid systems in which all possible behaviors
are determined at design-time, we are interested in developing systems that are open—in the
sense that agents can enter or leave the system at any time—and systems that are able to
evolve over time. This evolution will include the evolution of the mechanisms that govern
the system. This desire for flexibility points to the use of norms to regulate the behavior of
these systems, and so we are interested in the properties of norms in human societies, seeing
this as a rich source of evidence for the development of norms in multi-agent systems. From
the sociological perspective, we are interested in understanding human societies, in particular
the mechanisms that allow these systems to self-regulate, developing and modifying rules of
behavior. From this perspective, multi-agent systems are a useful research tool, one that
allows models of societies to be constructed and experimented with in a way that is not
possible with human subjects.
Of course, these two views are neither exhaustive (there are other perspectives within the
NorMAS community) nor are they exclusive (research can contribute to both perspectives),
but the reader should bear both these perspectives in mind when reading this chapter.
Now, we also need to stress that norm is a polysemic term with possible multiple meaning,
and is used in a number of different ways. Let us distinguish three basic and fundamental
meanings of the term ’norm’ that we use in this chapter.
1. Norm meant as normal behavior or feature. In this sense ’norm’ is understood as a
reference to the normal (or Gaussian) distribution and we use the term in a statistical
sense. What is normal? What corresponds to the norm in this sense? That which is
around (standard deviation) the median value (mean). More extreme, and thus rare,
values (behaviors, features) that are not regular are considered as deviant. This is just
a statistical and descriptive notion of norm. It does not necessarily have a prescriptive
nature nor it is assumed as ideal and model. Of course, usually very deviant features
are not assumed as ideal, good. For example very small feet or very big ones. However,
for example for intelligence an abnormal measure can be assumed as an ideal model, the
best.
2. Norm meant as model or standard, ideal-typical. An example is provided by the normative
theory of rationality in economics that indicates what would be the perfect rational
(economically efficient) reasoning and decision. ’Normative’ in this sense does not mean
prescriptive; it is not an imperative or obligation to reason in such a way. It just is a
useful parameter, a model, for comparing different decision processes and evaluate them.
It is well known that human beings do not reason and decide in such a way 1 (consider for
example, Herbert Simon’s bounded rationality; cognitive heuristics and biases; affective
intelligence, etc.). Also in other domains, it is clear that the ideal-typical characterization
is not statistically dominant; for example only 15% of population has eyesight as ideally
described in the textbooks of ophthalmology; but it is a precious comparative standard
for evaluating the various deviations from it.
3. Finally, norm meant as an (explicit or implicit) imperative regarding the behavior of social
actors, i.e. specifying how they should behave. Norms that are explicit are often those
formal norms introduced by organizations or societies through some kind of legislative or
regulatory process. Such norms are often handed down to societies of agents from above.
Other norms, and this is what we mean here by the term social norm, are those that are
1 Though, of course, mainstream economics continues to pretend that they do.
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Figure 1 The lifecycle for norms.
implicit and emerge from some form of evolution and self-organization by the agents that
are regulated by them.
We view the lifecycle for norms as following the cycle in Figure 1, and this cycle forms
the basis for the discussion in this chapter. The cycle starts at the top right. Norms are
generated, and after generation may spread through a population and become widely adopted.
If the norm spreads, it will eventually reach stability, having been adopted by some portion
of the population and failing to grow any further within the population (though, of course, it
may stabilize at a point where it has been adopted by the whole population). With stability
norms will persist. Some will then decay, being superceded by new norms, some will evolve
and some may be codified into law. The norms that evolve or become law can be considered
as generating new candidate norms that will then spread or not.
This cycle is not identical for every type of norms. Some norms, such as social norms,
emerge spontaneously from self-organizing groups of agents, and are usually implicitly (but
sometimes explicitly) negotiated by the agents. Other norms, for example the legal and the
organizational ones, are decided by some institution (like the parliament or the boss) and are
officially proclaimed by an authority2. So the process of norm generation and the process
of spreading are not identical for all kinds of norms. The spreading of a custom or social
norm is based on behavioral messages (signals) and on conformity, imitation, etc.; while the
spreading of a given official instruction or rule is realized through other specific channels,
e.g., publication, issuing, etc. We should also note that norm lifecycle as we have sketched it
mainly applies to the second and third class of norms we distinguished, but can also be seen
to apply to statistical norms.
The consumption of tobacco illustrates a number of aspects of the lifecycle and it well
applies to norms of different kinds. Tobacco consumption in Europe (and because of the
availability of data we will consider consumption by women) through the last hundred years
or so can be considered as a statistical norm, a social norm, and has ended up regulated
as a legal norm (in the form of a prohibition). In Europe [43], it seems that smoking was
not widespread among women until the twentieth century. It subsequently became a norm
that spread, with close to 50% of the population in the UK, Denmark and the Netherlands
2 This is the original etymology of lex, that is, officially declared.
Chapte r 05
138 (Social) Norm Dynamics
smoking by 1970. In the UK this number then stabilized, with somewhere between 40% and
50% of women smoking by 1990 (when the data in [43] ends). At the same time, the smoking
norm for men was being discarded — in 1950 70–90% of the male population in Northern
Europe was smoking, and this fell to 30-40% by 1990. Looking more closely (again using data
from [43]), it seems that among smokers, what was consumed changed in the early years of
the twentieth century. Driven by the tobacco industry, consumption among (predominately
male) smokers shifted from dark tobacco—cured in traditional ways and consumed in pipes,
cigars and hand-rolled cigarettes—to manufactured cigarettes that used a lighter tobacco.
In the lifecycle, this can be seen as the evolution of a norm, with the consumption of dark
tobacco evolving into the consumption of blond tobacco, and the means of consumption
evolving also. The new norm stabilized, and the old norm decayed.
Given the data in [43], what we are primarily talking about here is a statistical norm—the
number of people smoking from which we can infer what ’typical’ behavior would be. However,
given that smoking is an activity under the control of the agents that indulge in it (unlike,
for example, their height), it is not much of a stretch to imagine that the statistical norm
is accompanied by a social norm, that is the figures we quote above are a reflection of how
socially acceptable it was for European women to smoke.
Tobacco consumption also illustrates how laws can lead to new norms. Various countries
have brought in smoking bans (i.e., prescriptive norms of the third kind) in the last ten
years or so. To some extent these bans have had the desired effect of helping the smoking
norm to be discarded by some members of the population. However, they have also led to a
new norm—that of people standing outside a bar or restaurant in order to smoke while still
occupying space inside the building (leaving food and drinks at the table).
Having briefly sketched the norm lifecycle in this section, we will examine it in more
detail in the rest of this chapter. The principal steps of the dynamics of norms—generation,
spreading, stabilization and evolution—are discussed in some detail in Sections 3.1, 3.2, 3.3.
We suggest that for a well-founded and innovative study of norms, it is necessary to look
at the cognitive mechanisms underlying the dynamics of norms, and we describe these in
Section 2. In addition, we believe that it is also important to consider the role played by
trust (see Section 4) and cultural variation (see Section 5).
2 The Minds of the Agents
If one aims to understand how social norms are able to regulate the conduct of intelligent and
autonomous agents, it is necessary to analyse the cognitive mediators that make it possible
to transform normative requests into actions [29, 30, 31]. This section aims to present a
model of the cognitive mechanisms underlying norm compliance.
With social norms, we refer here to informal rules which prescribe what we ought or
ought not to do. Social norms are behaviours spreading over a society on condition that the
corresponding prescriptions and mental representations (namely, sets of beliefs and goals
concerning the norm) spread as well. We will then refer to the third definition of norms
provided in the introduction, the one that focuses on their prescriptive nature.
Norms are influencing mechanisms, aimed to direct the future conduct of the individuals
subject to the norm. To influence the behaviour of autonomous systems, a complex mental
dynamics must be activated. In order for autonomous agents to undertake (or refrain from
undertaking) a certain course of action, it is not sufficient that they know (i.e., have the belief)
that such a course of action is desired by someone [30]. It is necessary for them also to have
the goal of performing such an action. A goal is here meant in the very general sense derived
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from cybernetics, i.e., a desired state of the world triggering and driving actions [30, 68]; for
an analysis of the differences between goals and other motivational states, see [23].
Since social norms are intended to guide the behaviour of agents, they are a powerful
means for the generation of new goals in the minds of the individuals subject to the norm.
The repeated exposure to the normative conduct of others and to their normative requests
and expectations (be they implicit or explicit) generates in the minds of individuals the belief
that there is a norm and there is a widespread will which prescribes that he or she should
(is asked to) observe that impersonal and widespread will (normative expectation). This
normative knowledge has then the power to activate or to generate the goal to observe the
norm in question.
But what is the mental path or process through which the normative requests and
expectations generate these goals, goals which are, in themselves, normative as well?
In order to understand the motivational power of normative requests and expectations, it
is useful to sketch a cognitive anatomy of the latter type of representations. As suggested
by [67], an expectation is a hybrid mental representation which consists of an epistemic
component and a motivational one. Expectations are different from simple predictions
(epistemic representations about the future), in that the individual not only has the belief (a
prediction with a certain degree of certainty) that a certain event or state will occur, but
also has the goal (with a specific value of importance) that it will (or will not) occur, and, to
this end, actively monitors the process.
Expectations are not just beliefs, they imply a personal concern about the anticipated
event. Having an expectation means that the agent is waiting for something (not) to happen.
There is a goal involved, that is why there are positive and negative expectations. Specifically,
a normative expectation simultaneously consists of (a) the belief about the existence of the
norm and (b) the goal that the norm is (not) complied with (by those who are subject to it).
To reinforce the probability that a normative expectation will be fulfilled, the holder
must act in such a way as to influence others’ behaviour and possibly even their minds. They
should provide the addressee with the relevant information, thus he must communicate the
existence of the norm and that there is a (widespread and impersonal) will that it should
be observed, and, in the opposite case, that there is possibility of punishment or sanction.
This prescriptive nature is a crucial aspect of the normative mechanism. The normative
expectation contains, in itself, a request, which individuals must decide whether to adopt or
not, and in order to do this, they must recognize the normative goal which it transmits.
How is it possible that the goal (need, desire, objective, request, order, ....) of somebody
else succeeds in regulating behavior of an autonomous agent? Autonomous agents have the
ability to choose whether or not to have a given goal and this choice is conditioned to the
belief that such a goal is a means by which they can achieve other goals that they already
possess. An autonomous agent acts to achieve her own goals and must have reasons for
choosing whether to act as she does. In particular, if she accepts another’s request, she
must have good reasons for doing so. The general mechanism by which an autonomous
agent adopts external requests, called goal adoption, has been described at some length
in [30, 68] . Here, suffice it to say that an agent (the adopter) will adopt another agent’s (i.e.,
the adoptee’s) goal as hers, on condition that she, the adopter, comes to believe that the
achievement of the adoptee’s goal will increase the chances that she will in turn achieve one
of her previous goals. For example, I will accept your request to lend you my laptop, if in
return you allow me to borrow your car tonight. When the external request is a prescription,
a special application of this process occurs, i.e., norm adoption. I will adopt the norm if,
say, I think that by doing so I avoid getting a fine, obtain others’ approval, build a good
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reputation, etc. General adoption leads to the formation of social goals (achieve somebody
else’s goals). Norm adoption leads to the formation of normative goals (comply with the
norms), i.e., a goal that an agent happens to have because and to the extent she has the
correspondent normative belief.
An agent can decide to adopt a norm, and form a normative goal for several reasons (for
a detailed analysis, [30, 68]):
Instrumental reason: the subject adopts the normative goal if she believes she can get
something in return (avoid punishment, obtain approval, praise, reward, etc.).
Cooperative reason: the subject adopts the normative goal to achieve a common goal.
Norm-adoption is cooperative when it is value-driven, that is, when the subject shares
both the end of the norm and the belief that the norm achieves it. For example, an agent
may decide to conform to the refuse-recycling norm because she believes that, by doing
so, she helps to reduce the negative impact of not doing so on the environment.
Terminal reason: The subject wants to observe the whole set of norms she is subject
to, as ends in themselves. She has the terminal goal or value that “norms be respected”
(Kantian morality).
It is interesting to notice, that normative goals can be formed for different reasons, also for
self-regarding reasons, as in instrumental norm adoption. However, this does not mean that
the generated goal is not normative in its nature, it is. A normative goal is a goal relativised
to a normative belief, i.e., held because and to the extent that it is believed to be exacted by
a norm. For a goal to be normative, all that is necessary is that it is based upon internal
representations of a normative nature [27].
In this section, we have described the standard path of norms in agents’ minds. However,
this path is rarely followed in its totality and it is more plausible to consider that shortcuts
take place during the computation of the normative input. Norm conformity in humans
is usually due to the automatization and simplification of a such a rich cognitive decision
process. After a repeated normative learning and especially for simple behavioral rules (like
stopping at the red light) the subject just reacts automatically to the normative stimulus.
For example, when you are driving and you see a red traffic light you will automatically stop.
In this situation, it is not necessary that input follows the complete mental path.
The normative beliefs and reasoning remain inactive, but they remain present in the
subject’s mind and they will be re-activated if needed. For example, a given routine must be
blocked when given conditions activate inconsistent prescriptions. A car driver stopping at a
red traffic light might see a policeman asking her to move on. In such a case, the car driver
needs to be able to retrieve control of her action, block the automatism, and decide which
normative input should be given priority. Here the norm is explicitly taken into account and
we reason about violating it or not [5, 29].
3 The Lifecycle of Social Norms
This section goes more deeply into the Norm Lifecycle introduced in Section 1. Lifecycle
models of norms have been also proposed by [85] and [92] (see also the chapters “Normas in
MAS: Definitions and Related Concepts” and “Simulation and NorMAS” in this volume).
[85] takes a simulation perspective, while [92] examines norm dynamics from a lower-level
operational point of view, i.e., in terms of its key states and transitions. The lifecycle
model we present in this chapter is not identical for all kinds of norms, we believe that
it is widely applicable. As already described, the lifecycle starts with a generation phase.
Generated norms may then spread through the population and eventually reach stability
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(i.e., persistence) if they are adopted by enough individuals in the population. Afterwards,
different evolution stages may occur: norms may decay, being superceded by new norms;
norms may evolve; or alternatively, they may be codified into law. We discuss how the last
two cases close the lifecycle.
3.1 Norm Generation
The life cycle in Figure 1 starts with the norm generation process. This process may be
triggered when a brand new organisation lacks norms to structure individual interactions or
when an existing organisation requires the addition of new norms. The intrinsically dynamic
nature of Internet and its commonalities with organisational MAS approaches offer many
opportunities for the emergence of organizations with specific objectives. Some examples
can be found in economic coalitions, working teams, social communities, etc. Defining the
rules of the game for brand new organizations may not be a straightforward process, so we
claim that the automatic generation of organisational rules will become an important topic
in the Normative MAS area if we understand the term “norm” in its broad sense of social
conventions.
Norm generation can be tackled from different approaches. In this section we provide a
brief overview of the main approaches that have been taken so far by the research community,
their assumptions and the open issues that still require further consideration.
Formal approaches to norm generation have been generally referred to as norm synthesis.
These approaches exhaustively enumerate the full state space in order to define norms
that ensure access to goal states whilst disallowing access to undesirable states in the
state space. Therefore, exhaustive formal approaches explicitly define at design time which
actions are allowed and which actions are forbidden within a specific scenario. By definition,
their results are proven to be complete. Nevertheless, the intrinsic complexity of these
formal methods causes them to be intractable for real world systems. In fact, Shoham and
Tennenholtz [90] have shown this complexity to be NP-Complete by performing a reduction
to 3-SAT. Furthermore, a typical assumption of these approaches is that the system will be
static (or at least that the system dynamics will be known and included at design time in
the state space being explored).
An attempt to reduce complexity is the work by Christelis and Rovatsos [25], which
proposes an automated method for synthesising prohibitive norms in planning-based domains
at design time. This method includes norm generalisation and performs a local search around
the state space, disallowing access to undesirable states but ensuring accessibility to goal
states. Despite its improvements, this approach remains intractable for real world systems.
Regarding system dynamics, it is also important to consider the agents that participate in the
organisation, since it may be the case that agents decide not to comply with the generated
norms. Ågotnes et al. [1] have formally (logically) studied the extent to which a normative
system is robust, i.e., its effectiveness when populated by non-compliant agents. Still at
design time, they investigate different robustness notions such as identifying those key agents
that are necessary and/or sufficient to guarantee the effectiveness of a normative system or
the proportion of an agent population that must comply in order to ensure success.
On the other hand, some research approaches define systems that require participant
agents to be involved in agreement processes on the norms to follow. These systems constitute
a democratic mechanism that reaches agreements (i.e., converge) eventually. Nevertheless,
they may require participating agents to be enriched with abilities that go beyond its social
basic capabilities (that is, those required for performing specific tasks or for participating
in the community to obtain an individual or common goal). An example is the work of
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Artikis [6], where agents are able to update norms by using an argumentation protocol to
support discussion. Furthermore, they can even discuss about the argumentation protocol
itself in order to update it. Design-time requirements for these systems are thus related to
the argumentative capabilities of the agents, the specification of argumentation protocols
to follow, and the knowledge agents need in order to be able to successfully complete the
generation process. Nevertheless actual norm generation occurs at run-time, and therefore,
the time and effort (in terms of reasoning resources) required for proposing and agreeing upon
a new norm needs to be taken into consideration. Generation time may also be influenced
by specific protocol parameters such as the degree of consensus required for a norm to be
generated.
Nowadays, norm (or convention) emergence provides the approach to norm generation
that is attracting most attention from the research community. This mechanism does not
require any oversight or centralized control and thus it is defined in settings where agents lack
of an explicit organisation. Norm emergence is based on the autonomy of agents for choosing
individually a solution (i.e., a specific behaviour convention) from a space of alternative
solutions. Afterwards, they consider a convention has emerged when a majority of agents
actually choose the same actions (that is, the society converges towards a convention when
agents perform the same actions). For example, in a traffic scenario, agents may decide
whether to drive on the left or on the right, and we will say that a norm has emerged when
most agents drive on the same side of the street.
Agents are generally considered to be self-interested, like in [44], where Griffiths et al.
study how to establish a suitable set of norms in a decentralized population and the problem
of group recognition by using observable tags as markings, traits or social cues attached to
individuals. These approaches usually consider a number of repeated interactions involving
pairs of agents (repeated two-player games). Differences lie in the assumptions about agent
interaction: some consider general interaction patterns such as uniform random one-on-one
interaction probabilities [89, 91] whereas others study the impact of societal topology that
constrains the interactions of individuals [33, 60, 99]. This norm generation process is
therefore intermingled with the subsequent steps of spreading and stability in the norm life
cycle. Since these steps are further detailed in the remaining of this section, rather than
covering all approaches exhaustively, we will just mention that it is also possible to consider
some kind of observation as a requirement or instrument to adopt norms [33, 81, 99] and
that internalisation is also proposed as a mechanism to guarantee norm acquisition [28].
Overall, it is worth mentioning that norm emergence approaches include some parameters
that may be decided at design time. For example, one that is common to all of them is the
threshold of compliance in the society that will be used to consider a norm to have emerged.
Additionally, although most works on norm emergence are empirical, there are exceptions
such as the one by Brooks et al. [18] that presents a mathematical model of the emergence
of norms based on utilities. Specifically, they model the emergence of norms in societies of
agents who adapt their likelihood of choosing one from a finite set of options based on their
experience from repeated one-on-one interactions with other members in the society. Their
goal is to study both the process of emergence of norms as well as to predict the likely final
convention that will emerge if agents had preconceived biases for certain options. All these
approaches to norm emergence pose very interesting research questions, nevertheless, it is
important to notice: i) how much they rely on the fact that the initial set of alternative
norms have to be known (by the agents) at design time; as well as that ii) convergence often
depends on initial conditions. From our point of view, the research community can transform
these limitations into research opportunities when trying to overcome them. As for any other
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research area, the proposed approaches should be as general (and domain-independent) as
possible. And this should apply also to the empirical approaches by taking advantage of
those general MAS characteristics that are common to most systems.
An alternative approach to norm generation is that from Morales et al. [73] which learns
norms based on run-time experience. This solution follows a ‘division of concerns’ paradigm
where the majority of agents participating in the organization can act by simply conducting
their domain specific activities without enduring the process of establishing new norms, which
is left for specialized regulatory agents. These regulatory agents are staff (i.e., organisational)
agents devoted to: first, proposing (a set of) rules for the system; and second, to monitoring
to what extent these rules are effective in regulating the organization. This empowerment
distribution is not meant to generate a centralized totalitarian system though. Instead,
their aim is that these regulatory agents propose norms that smooth organizational activity
and agent interactions. This is done by detecting when conflicts arise and by including
new norms with the aim of preventing those conflicts from happening in the future. Once
these regulations have been established to the system, these regulatory agents will be also in
charge of evaluating their adequacy based on the organizational run-time experience. This
is measured in terms of agent compliance and the resulting conflicts: agents may decide
whether to observe norms or not and these decisions may have different consequences in the
system. Therefore, the system does not focus on an enforcement mechanism that invalidates
agent actions whenever they do not conform with the established rules. On the contrary,
regulatory agents observe the agents and “listen” to them, since agents may not comply with
norms if they consider they are not necessary (see 3.2.2 for a more detailed discussion on
violation). The underlying assumption here is that it is possible to identify an unnecessary
norm whenever agents violate it and no bad consequences (i.e., conflicts) arise. In fact, if
this is the case in a number of experiences along the system execution, regulatory agents can
then consider they have gathered enough evidence against the norm so that they can discard
the norm from the set of currently established norms.
Overall, it is worth noticing that this empirical approach does not explore the complete
state space but that it is flexible enough to deal with system dynamics. It can be seen as a
non-intrusive, autonomy preserving, norm generation mechanism. Moreover, the amount of
knowledge it requires at design time is rather limited. The basic requisites for the regulatory
agents are conflict identification, and monitoring of agents’ norm compliances and violations.
Nevertheless, some parameters still need to be defined at design time. Some examples are the
quality threshold that is required for a norm not to be discarded or the amount of evidence
that each norm violation/compliance provides. Convergence time in this case depends on
the conflict frequency.
As in Savarimuthu et al. [84], previously introduced approaches for including norms in
a multi-agent system can be classified into two different categories. The first one is the
top-down approach, where an institutional mechanism specifies (prescribes) norms that
regulate agents’ behaviour. Formal approaches in which norms are specified at design time
could also be included in this category. The second one is the bottom-up approach, where
agents locally interact in order to spread the adoption of suitable norms within the society.
Both emergence and agreement approaches fit in this category. Nevertheless, a balanced
mixture between top-down and bottom-up approaches may lead to the best results. This is
the reason Morales et al. [73] advocate for methods where norms are proposed by regulatory
(top) agents and validated against the experience of domain (bottom) agents.
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3.2 Norm Spreading and stabilization
Once norms have been generated, transmission is the process by which norms spread from
one agent to another. As shown by a great number of works on the classification of norms
[101, 79], there is no single modality through which a norm can be transmitted. A norm
can, for example, be communicated through explicit commands, orders, or requests, both
written and oral, “do this”, “don’t do that”, or by means of declarations which mention
or imply deontic predicates, such as “x must/must not do y”, or “you must/must not do
y”. Evaluations are also powerful means through which norms are transmitted, in phrases
such as “paying your taxes is right/tax evasion is wrong”, an evaluation relative to the
state of things which is derived from the execution (or not) of normative action is expressed
(for a more detailed analysis of the communication of norms, see [27]). [54] refers to this
type of transmission techniques as active transmission. “Active transmission occurs when
one agent purposefully broadcasts a set of norms to neighboring agents” [54]. The authors
suggest that this type of transmission is usually accompanied by social enforcement, such
as social sanctions aimed to deter others from violation. In multi-agent systems, examples
of the use of active transmission is the use of norm entrepreneurs [51] and that of sanction
[3, 20, 61, 63, 98]. Over time this process favours the diffusion of norms throughout the
entire group.
3.2.1 Implicit normative communication
In this work, we aim to stress how the spreading of norms does not occur exclusively through
active transmission and how a privileged role in this process of norm spreading is played by
communication realised through actions or behavioral implicit communication ([54] refers
to this process as passive transmission). With Behavioral Implicit Communication (BIC),
we refer to a specific type of communication in which there is no specialized signal (neither
arbitrary acoustic signal nor codified gesture), but the message is conveyed through a practical
action. In BIC, the subject performs a usual practical action (e.g., walking, drinking, etc.),
knowing that somebody is observing her and is able to understand the behavior (or the result
of the behavior) she performed, and this is one of the goal for performing the practical action
(for a more complete taxonomy of the many forms of implicit behavioral communication,
[24]). In other words, “X performs the behavior b in order Y perceives it and on such a
basis believes that p” . Consider, for example, a friend who, during a dinner party at her
own house, places the ashtrays only on the balcony. By this action, she is communicating
to the guests that they can only smoke outside and that smoking is not permitted inside
her apartment. This form of communication is behavioral because it exploits usual practical
behavior that is not conventionalized (e.g., an arbitrary acoustic signal or a codified gesture);
and it is implicit because, not being codified and specialized, its communicative character is
unmarked, undisclosed, non-manifest and thus deniable. Behavioral implicit communication
plays a key role in the spreading of norms. In particular, in the next subsection, we will show
how the acts of obeying, violating and defending norms in terms of BIC provide interesting
insights for understanding the dynamics of norm spreading.
3.2.2 Obedience and Violation
The action of obeying a norm is an act which can convey important information. It can
convey, for example, to whoever observes (and monitors), the information that the conduct
prescribed by the norm has been performed. From this information, the observer can infer
new details regarding the normative actor, such as that the actor is an obedient individual
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and is therefore trust-worthy. When individuals realise the expressive (i.e., demostrative)
power of their own actions, they can intentionally decide to perform those actions in order to
influence the minds of others in a normative way. They can, for example, decide to observe a
norm (also) in order to communicate the fact that they have obeyed it, thereby avoiding
being punished and in the hope that they will be considered as obedient and trust-worthy
citizens. In the same way, that they can decide to observe the norm simply to set an example
and thereby influence the others to do the same. As the action of observing a social norm
involves a cost, whoever obeys does not want to be the only one to uphold it, and wants the
normative costs to be distributed equally [27, 30]. Thus, behavioral implicit (normative)
communication simultaneously has both an informative and a prescriptive nature. On the one
hand, it transmits information about (1) who performed the normative act; (2) the existence
of the norm; and finally (3) the fact that the norm should be respected. On the other
hand, the behavioral implicit communication goes beyond mere informing and also prescribes
the correct conduct to follow, asking the addressees themselves to comply with the same
norm and indicating the consequences if not. Through behavioral implicit communication
normative expectations and requests are transmitted and spread within the population.
The violation of a norm can also be a communicative act. For example, the desire to
communicate to others (especially to those in authority, be their parents or the state) that
one has violated a norm is characteristic of the provocative behavior of adolescents, and of
revolutionary movements. One recalls Gandhi publically burning his South African pass3,
a document which all Indians had to have in their possession at all times, but which no
white South African did. On this occasion, Gandhi communicated by means of a gesture,
not with words, his indignation at the injustice, racism and exploitation to which Indians
were subjected.
A norm can be perceived by an agent as more or less salient. With salience, we refer to
the perceived degree of importance and strength of a norm [5, 13, 26, 61, 98, 102]. The
actions of others, e.g., their compliance or violation of a norm, are important cues from which
an individual can infer how salient a norm is. This is particularly true when no punishment
follows the violation. Even if it is not the actor’s intention, the act of violation signals that
a norm is poorly salient, and the lack of punishment reinforces even more this perception.
Conversely, by observing a large number of acts of compliance with a norm, agents can infer
that the norm is highly salient and deserves respect. Psychological evidence suggests that
the more a norm is perceived as salient, the more likely it will be complied with [26]. The
perception of a lack of salience or of the weakening of salience can cause a reduction of the
motivation (be it instrumental or terminal) to conform to the norm. If an individual, for
example, observes a norm for reasons which are purely instrumental (or to avoid punishment),
the perception that both the norm and the normative will have lost their strength allows him
to infer that the motivation to defend the norm has also diminished, and, as a consequence,
the probability of being punished has decreased too. If, however, an individual obeys a norm
for terminal reasons, because a norm, as such, must be respected, then the belief that the
social norm is slowly loosing its salience reduces the motivation to comply with it. When
norm transmission is not explicit it is possible that the observer misunderstands the norm
thus activating a process of norm change or norm innovation [4, 48]. A simplified approach
3 Under the 1906 Transvaal Asiatic Registration Law all Asians who were eight years old or more and
resident in the Transvaal were required to register with the Transvaal government and carry a registration
document. This was an extension of the exiting ‘pass laws’ which already restricted the movement of
the black population.
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to the implicit transmission of norms has been implemented in simulations in which agents
copy the norms of the more successful agents in their group [17, 37].
3.2.3 Punishment
As with norm obedience and violation, the reactions to these actions can be communicative
acts through which normative requests are transmitted within a group. Punishment, if
properly modelled, communicates to the offender (and also to observers) that through his
conduct, he has violated a norm and that such violation is not approved of. In the large part
of existing work, punishment is looked at from the classical economic perspective as a way of
changing wrongdoers’ conduct through the infliction of material costs [9]. As suggested by
[61, 98], this way of looking at punishment is incomplete and a more insightful understanding
of this practice is available once its norm-signaling nature is identified and properly exploited.
The norm communicative power of punishment has been supported largely by legal theorists,
who claim that a well designed punishment mechanism should explicitly express disapproval
for norm violations and should provide cues for appropriate conduct [76, 93].
As claimed in [61, 98], if properly designed, punishment not only imposes a cost for
the wrongdoing, but also informs violators (and the public) that the targeted behaviour is
not approved of because it violates a social norm. [42] have referred to this mechanism as
sanction, thus distinguishing it from material punishment. Since sanction communicates
the presence of norms and asks people not to violate them, it allows agents to learn of the
existence of norms and their relative salience and that their violation is not condoned. In
particular, it will generate the belief that the violation of the norm in question will result in
a sanction (this way making explicit the causal link between violation and sanction “you are
being sanctioned because you violated that norm”) that can be more or less severe depending
on the salience of the violated norm. Thus, the information conveyed by sanction is twofold:
on the one hand it communicates to the offender (and possibly to the observers) the existence
of a norm, the consequences resulting from this violation and the legitimacy of this reaction;
on the other hand, it indicates the specific salience of the norm and the seriousness of the
violation. This normative information has the effect of creating in the mind of the sanctioned
agent a set of normative beliefs and possibly of generating the normative goal to comply
with (and possibly enforce) the norm in the future. The severity, legitimacy and frequency
of sanctions are important cues from which to infer the salience of a specific norm and the
seriousness of the violation, information that directly affects the cogency of the normative
goal. An agent endowed with normative goals will compare them with other goals of hers
and to some extent autonomously choose which one will be executed. The more cogent the
normative goal is, the more likely it will outcompete other goals of the agent.
The norm-signaling component of sanction allows social norms to be activated, to increase
their salience and to spread more quickly in the population than if they were enforced only
by mere punishment. [61, 98] show by a simulation experiment that the use of sanction, the
enforcing mechanism that supplements material punishment with normative information,
promotes a higher level of norm compliance in a group, makes it more stable and reduces
promotion and maintenance costs compared to the use of material punishment alone. [86]
shows by simulation experiments the signalling power of punishment and its effect in favoring
norm learning, while several mathematical investigations and agent based models have
explicitly studied the role of punishment in the transmission and evolution of norms.
Often sanctions are accompanied by explicit messages, often oral, such as “you don’t
behave in this way” or “you shouldn’t have done it”. These messages do not necessarily have
to be transmitted through explicit communication (oral or written). The fact that a form of
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behavior or conduct has violated a norm and that such a transgression is not approved of
can also be communicated by practical actions, which can be more or less violent. Consider,
for example, a pedestrian who decides to communicate his rage and indignation at the owner
of a car which is illegally parked in a space reserved for disabled motorists by deliberately
damaging the car’s windscreen wipers. In addition, there are contextual factors that facilitate
and, in some cases, amplify the behavioral implicit communication of the normative request
thereby increasing its motivational power [102]. For example, when punishment is not meted
out by a single individual, but by a group of people (or part of it) who co-ordinate themselves
to do so, it is easier for the person sanctioned to interpret distributed punishment as aimed
to defend a norm rather than driven by a personal interest [16, 97]. A cross-methodological
study by [97] shows that a constant punishment level has a stronger effect when it comes
from more punishers than when it comes from fewer punishers.
3.3 Norm Evolution
In his introduction to Law and Revolution, H. J. Berman refers to law as ‘law in action’, a
“living process of allocating rights and duties and thereby resolving conflicts and creating
channels of cooperation.” [11, page 5]. This ‘ongoing character’ of law and institutions, its
self-conscious continuity in time, appears to be built upon a conscious process of continuous
development, conceived as a process not merely of change but of organic growth.
This concept of ‘conscious organic development’ of law has been largely applied to eleventh-
and twelfth-century institutions, which “were expected gradually to adapt to new situations,
to reform themselves, and to grow over long periods of time.” [11, page 6]. However, neither
can every change be seen as growth, nor does growth necessarily mean the expression of a
deliberate will to achieve particular goals.
In Western legal tradition, law is conceived as an integrated system, a ‘body’ (of law),
a corpus iuris, which continuously develops over time and generations. Unfortunately, this
dynamic character is not self-sustaining. The body of law, as a coherent whole, only survives
because it contains ‘a built-in mechanism for organic change’, that is, an internal logic. In
that sense, changes are not only adaptations of the old to the new, but they are also part of
a pattern of changes that is coherent with the system over time. Thus, those changes do not
occur at random, but are the subject of a development process that relies on the existence of
‘certain regularities and, at least in hindsight, reflects an inner necessity.” [11, page 9].
We are, however, far from substantially understanding the ‘mechanical’ machinery lying
behind the emergence and stability of social and customary norms. Although the essence of
law lacks, by nature, the verifiable characteristics that are inherent to the subjects of study
of exact, or ‘natural’ sciences, in the following sections, we examine the essential elements to
configure this ‘bootstrapping formula’ about the stability and evolution of codified norms.
3.3.1 Stability and codification of norms
Some legal rules are not enacted by a legislator but grow instead from informal social
practices4. Legal scholarship is divided about the relevance and consistency of such type
4 When referring to customary law, it is often said that courts do not ‘create’ law, but they rather ‘find’
it. An example of this can be found in Cooter [32, page 216], where he relates how English merchants
in the medieval trade fairs developed their own rules. In some cases, they even had their own courts.
However, when those courts were unable to deal with the increasing amount of disputes generated
as commerce grew, English judges where responsible for assuming jurisdiction. Since judges where
outsiders, with limited knowledge of the special issues concerning trade, “instead of imposing rules,
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of norms. Thus, unlike positive or natural law, customary law has received little scholarly
analysis and its dynamics remain highly unknown. Part of the doctrine seems to be reluctant
to accept its significance, considering customary law a secondary object of study, a ‘minor’
source of law that grows only when it is necessary to fill legislative gaps left by the legislator.
On the contrary, however, some jurists and philosophers consider that all manifestation of
law is based on a pre-existing custom; that is, that custom provides the indispensable frame
of shared moral and legal reasoning in which law is embedded.
The question is how to fill this gap? The lack of a proper analysis of the dynamics
that determine the normativity of customary norms constitutes an important lacuna in our
understanding of the normative conformity of individuals, both from a social and a cultural
perspective.
3.3.2 The normativity of ‘informal’ sources of law: open questions
When dealing with norm acquisition, the role of cognition is generally poorly explored and
mostly refers to the individual motives that lead to compliance with norms. That is, the
common individual traits that lead the addressees of a norm to recognize and internalize the
normativity embedded in the latter. This may lead us to conclude that, from an individual
point of view, human nature presents essential characteristics that predispose us for normative
conformity; however, such elements are, albeit crucial pieces of the great puzzle of norm
compliance, not the only ones.
Constant behavior and belief in its obligatoriness
The characterization of human beings as ‘legalis homo’ is not only a product of the individual
spirit of men, but it is also in great measure a part of their sense of belonging to a group.
Strangely enough, however, until the mid-1990s5 the attention paid to the ‘social’ source6 of
law’s normativity has been scarce.
Undeniably, group-awareness and group-membership play a key role in normative con-
formity. Many aspects of our daily lives witness behaviors which are motivated not just by
internal psychological drives, but that may also be influenced by the environment in which
the individual resides7, in the form of social or peer pressure.
This ‘social’ feature that emerges from culture is even clearer in the case of customary
law. The idea of the necessity of some sort of inherent in-group homogeneity in order to
make it easy to overcome coordination issues —or any other kind of problems resulting
from the coexistence of different individuals— seems intuitively appealing. However, a
crucial distinction should be made before we continue, regarding the conceptual difference
between regularity of behavior and rule-following. Certainly, the existence of a social rule
[English judges] tried to find out what practices already existed among the merchants and enforce them.
Thus the judges dictated conformity to merchant practices, not the practices to which merchants should
conform.” We can find the same argument in W. Mitchell [69].
5 It is in the 1990s when, especially due to scholars influenced by the law-and-economics approach, there
was a boomlet of interest in the topic.
6 Even if we talk about the ‘social’ aspect of law, in the present text we focus on the relationship between
norms and single individuals, when the latter belong to a social group. No attention is given to norms
that bear on the conduct of organizations of individuals, such as customary international law. The
dynamics of organizational behavior may differ, of course, from the dynamics of individual behavior
and those of individual behavior influenced by the feeling of membership to a social group.
7 See, for example, the definition provided by M. Hechter and K. D. Opp in their volume entirely dedicated
to the study of social norms: “[n]orms are cultural phenomena that prescribe and proscribe behavior in
specific circumstances.” [47, page xi].
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does presuppose a regularity of conduct in the relevant group, but the latter element is not
sufficient to constitute the former. Just as certain is the fact that custom can be a source of
law.
Not all our habits and customs are based on rule-guided deliberations; not all habits
become customary rules, and not all customary rules come from habits8. The justification of
the normativity of customs is the outcome of a process in which individuals are aware of
having an obligation to act in that particular way and act accordingly, either out of a belief
in the importance of the rule or as the result of social pressure [56, page 157]. In addition
to this, a rule is a social norm of a group only if non-conformity to the rule is met by a
degree of adverse reaction from other members of the group. Therefore, it requires conscious
following of the rule and, furthermore, critical reaction to departure from it. This is what
gives it normative force in that society.
Enforceability and internal point of view
Legal norms are defined as normative rules of conduct prescribed by an authority invested
with legal legitimacy. Their connection with social norms comes into sight when we study
the emergence, adoption and compliance of norms not from the external point of view of the
authority, but from the internal point of view of the agent9, whose choice constitutes the last
word in the implementation of normative standards.
In both cases, the adoption or rejection of those standards depends on the individual
choice of the agent, based on his own expectations, beliefs, priors and preferences10. However,
social norms do not necessarily imply enforceability in the sense in which legal norms do.
They “allow for a variety of social mechanisms which induce norm-following behaviour
and promote autonomous acceptance” [83, page 11], such as spread of reputation, social
monitoring, normative influencing and rights and entitlements.
Furthermore, in order to be able to adopt a flexible approach towards normative standards,
individuals must be endowed with “mechanisms for recognizing, representing, accepting
norms and for solving possible conflicts among them.” [83]. However, the observance by the
subject of a norm as a mental object with clear, determined features is only possible if the
norm remains in use for a minimum amount of time. This prevalence does not necessarily
imply, though, an anchylosis of the norm, but rather something akin to -at least temporal-
stability.
Stability and evolution of norms
Traditionally, at least two reasons have been considered essential for the stability of a norm.
Firstly, a large part of the socialization process is the definition, for the individual, of
prevailing social norms; since these habits or customs generally lead to a relatively seamless
integration into a society or social group, few refuse to adopt them. Secondly, even if a
particular instance of normative behavior goes against an individual’s instincts or previous
8 As Ibbetson explains, ‘[i]t is easy [...] to say that habit represented a factual regularity while custom
was normative. This is true, but it does not explain how habit became custom, nor does it explain why
custom is normative.” [56, page 156].
9 For a broader discussion on this issue, we refer the reader once more to Sartor et al. [83, page 11]. We
must also note that the emphasis on this ‘internal’ point of view in the legal scholarship gained its force
with Hart’s The Concept of Law [45].
10 [96] made one of the first attempts at explaining norms and norm compliance in a rational choice
framework.
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habits, the weight of social pressure may induce that person, nevertheless, to follow the norm.
Many issues of law are about whether the addresses actions “have conformed to expectations
which other parties had reasonably formed because they corresponded to the practices on
which the everyday conduct of the members of the group was based.” [46, page 96].
This leads us to an open question: the study of social norms and customs has led to
deeper insights into the ultimate intrinsic forces behind human normative behavior and
yet, “[t]he existence of social norms is one of the big unsolved problems in social cognitive
science.” [35, page 185]. We still know very little about how social norms are formed, the
forces determining their content, and the cognitive and emotional requirements that enable a
species to establish and enforce those social norms.
Issues regarding the emergence of social norms, their stability over time and their
evolution are indeed questions that remain open in legal literature. In addition, the outcomes
of evolutionary models of social norms are extremely sensitive to the postulated rules of
transmission11. How is culture (and with it the social norms that evolve around culture)
‘transmitted’? There are contrasting opinions in the scholarship about this topic. Here, we
will not dig deeper into the subject, but rather just remember the reader what Goethe once
said, “a tradition cannot be inherited —it has to be earned.”
A positive ‘double-feedback loop’
Unquestionably, the intrinsic nature of social norms involves change. Its link to the life of
the community makes it the product of a continuously changing process, consisting in the
aggregation of in-group decisions over time. However, in this accumulation of responses to
everyday situations and conflicts, are we more likely to accumulate right or wrong answers?
Is there a way to change the path, in cases where the wrong one is taken, or are previous
choices inevitably binding?
The mechanisms by which some customs are selected and others disappear are rather
obscure. The choice might not necessarily or consciously be outcome-oriented and, indeed,
the ‘socially optimal’ solution is not always the one to survive over time12. Many factors
affect the selection process, and understanding the causes and the course of action of that
complicated selection procedure might indeed be more important than the actual outcome.
Customary law as such may be a function of institutional influence on individual and
group preferences and behavioral patterns; it may as well be the end product of background
facts and social norms, or the solution to coordination problems as discussed by [87, page 22].
Some scholars treat the development of customary rules as the fruit of some sort of ‘social
evolution’, dealing with “populations of [replicating] entities, including customs and social
institutions that compete for scarce resources.” — see the arguments exposed by Hodgson
and Kundsen [50, pages 477–486]. Other scholars consider that customs emerge as solutions
to adaptive problems.
Furthermore, customary law, as opposed to civil law, is not equipped with mechanisms
of systematization or codification13, or any order which may assist in eliminating internal
sources of inconsistency or conflict14. Despite this unsystematization, social and customary
11 “[S]ince there is no firm basis on which to choose the rules, almost anything is possible.” [38, page 73].
12For further discussion on path-dependance and persistence of bad choices recall, for example, [40, page
217].
13 See Berman [11, page 328], who points out that manorial law “lacked the high degree of logical coherence
and the consciously principled character of canon law.”
14An argument in the same direction is proposed by F. [87, page 30]: “the existing array of entrenched
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norms must be incorporated into the bigger picture of an integrated, coherent ‘body’ of law;
with the additional difficulty that, although the corpus iuris is also flexible and relatively
receptive to changes in the ‘environment’15, customary and social norms are driven by a
different dynamic. This leads to an on-going tension between the different dynamics and
sources of legitimacy of positive and customary law and the necessity for a sustainable and
stable equilibrium.
However, this apparent ‘chaos’ that characterizes social and customary norms has a
positive side: a higher grade of flexibility and adaptability16. Furthermore, insofar social and
customary norms are ‘closer’ to what their addressees consider legitimate, to their ‘internal
point of view’, norm-abidance is usually easier to achieve17. The existence of this ‘double-
feedback loop’ between custom and culture reinforces the positive dynamics between them:
“[f]ar from being a minor adjunct to the law properly so called, custom is [...] one essential
component of any legal system, sufficient to sustain a rule of law under some circumstances,
and one essential component of the rule of law under any and every circumstance.” [75, page
100].
Notably, when the deviant behavior is ‘naturally’ agreed upon18, according to the
prevailing distribution of values in the community, the social forces will find it necessary
to severely discourage any undesired conduct. In the case of social norms, we can consider
that these attitudes of endorsement or rejection towards a particular action form part of
the cognitive map through which the members of the group interpret their environment.
An interpretation that is consensually constructed and commonly shared; consequently, the
implementation of the enforcement mechanisms’ is smoother than it would otherwise be.
An example: smoking ban in pubs
As we have explained in previous sections, when dealing with norm compliance, we can talk
about two different layers or perspectives. In the first place, those addressed by the law
shall consider their potential legal liability in case they don’t abide the norm. Monetary
sanctions, incentives and other deterrence measures are essential. However, there is also
a second aspect, the morally persuasive role that is inherent to law. People obey the law
because ‘it’s the right thing to do’. Sometimes the ‘threat’ of punishment is not the main
reason for conformity, and non-pecuniary considerations must be taken into account.
Individuals belong to communities, which share a general respect for a system of values
and norms. Norms are thus seen as a reflection of the set of behaviors that are seen as
desirable of legitimate in the shared view of societal member, and whose violation elicits at
least informal disapproval. This socio-cultural aspect of law has deep implications in terms
of policy: instilling a norm in countries where it currently does not prevail and is culturally
accepted may be a daunting task. People in such countries may find its content incompatible
with the social environment in which they live, and therefore unfeasible to act accordingly.
normative customs is so complex, so large and so unsystematized that mutually exclusive customs
abound.”
15Here ‘environment’ is understood as the aggregate of social and cultural conditions that influence the
life of individual in the community
16For the opposite argument, cf. Hart [45, page 89], who considers that custom tends to be static and
inefficient and that, given that customary law is not under anyone’s rational control, it cannot serve
policy making ends.
17 “What is more, written law will have no purchase on a community, unless it reflects the practices of
that community in some way; even a law that sets out to correct custom will necessarily reflect other
aspects of the customary practices of a community, or it will lack purchase in the community for which
it is intended.” [75, page 100].
18 ‘Naturally’ as opposed to ‘artificially’ imposed by a legal authority.
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In the case of smoking ban in pubs, the latter seems of extraordinary impact. The
enforcement of such a ban is highly ineffective, and its compliance depends therefore on the
underlying systems of norms and values that is embedded in that group’s culture. Indeed,
smoking habits are deeply rooted in greater cultural traits, such as social structures, gender
roles, autonomy, authority considerations or distribution of power, to mention some of them.
Concern for risks related to smoking has raised considerably during the last decade. Not
only for smokers, but also for the ones surrounding them, due to ‘environmental tobacco
smoke’ (ETS, also called ‘second-hand’ smoke or ‘passive smoke’). Hence, it does not seem
implausible to believe that a majority of EU citizens support smoke-free public places,
such as offices, restaurants and bars. This fact would be consistent with broader findings
in sociological literature, that individuals exhibit similar value preference rankings across
cultures. But even if this is generally true, there are also cultural differences that lead to
cross-country specificities in citizen’s reactions to the smoking ban in pubs. Let us take for
example, three sample countries: Italy, Portugal and The Netherlands.
(a) Italy: is considered par excellence the European country in which informal ties and
social relations are fundamental. This would lead to a higher compliance with the ban, due
to informal enforcement mechanisms and social control. Stigmatization of smokers is higher
and has further consequences. Furthermore, we believe, though restaurants and bars are an
important part of cultural life, they are easily replaced. The culture of ‘open-air’ events is
also large, due obviously to the warm Mediterranean weather, and many social meetings
take place around close family and friends at private locations, making the displacement of
smoking at home easier, and other adverse social consequences such as the increase in the
noise in the streets not so relevant.
(b) The Netherlands: should present radically different reactions to the ban. Dutch
citizens are considered more independent from their social ties. The informal enforcement
mechanisms of the ban are hence deemed to be effective in a lesser extent. A second aspect
that could be considered relevant, is that a great part of the socialization process takes
place in pubs and bars. Citizens should be highly opposed to the ban, which would clearly
diminish social and cultural exchange, as well as harming values such as individual freedom
or autonomy.
(c) Portugal: represents somehow an intermediate example. In addition, the ban in
Portugal was implemented in different, less radical terms. Bars were allowed to create
separate spaces for smoking and non smoking in case they were bigger than 70 square meters.
For bars smaller than that, it was up to the owner to decide whether to constitute the place
as either smoking or non-smoking environment. This should have facilitated the transition,
but it could have lead, however, to a majority of the bars becoming ‘smoking allowed’.
As yet there is little published evidence that we can use to verify these predictions,
though what there is suggests that they agree with what has happened. [14], for example,
suggests that in Italy the ban has led to a big reduction in smoking in bars and restaurants
without the need for much enforcement. There is less direct evidence for the effect of the ban
in Portugal, but [64] describes a small-scale study on Portuguese restaurant workers that
shows a reduction in exposure to ETS following the ban, suggesting an appreciable degree of
compliance. In the case of the Netherlands, the only data we are aware of is from [71], which
suggests that there is a smaller increase in support for smoking bans than in other countries.
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4 Trust and the Dynamics of Norms
In this section we discuss the relationship between trust among a group of agents and the
dynamics of norms within that group. We will argue that trust is essential for the adoption
of a norm, and describe how we believe that trust fits into each stage of the norm lifecycle.
We start by offering an overview of definitions of trust, before advancing our own position.
4.1 What is trust?
Trust is a concept that is both complex and rather difficult to pin down precisely. As a
result of this slipperiness, there are a number of different definitions of trust in the literature.
Sztompka [94], for example, suggests that “Trust is a bet about the future contingent actions
of others”, while Mcknight and Chervany [65], drawing on a range of existing definitions,
offer the definition “Trust is the extent to which one party is willing to depend on something
or somebody in a given situation with a feeling of relative security, even though negative
consequences are possible.” Gambetta [41] states that “Trust is the subjective probability by
which an individual, A, expects that another individual, B, performs a given action on which
its welfare depends”, while Mui et al. [74] define trust as “ a subjective expectation an agent
has about another’s future behavior based on the history of their encounters.”
As the alert reader will have noticed, these definitions, though different, do overlap
somewhat. All four definitions given here focus on trust as a mechanism for making
predictions about the future actions of individuals. That is if one individual trusts another,
then that first individual can make a (more or less) accurate prediction about what the other
will do in the future. One might, as [41] does explicitly and [94], does implicitly19, decide
that trust can be quantified as a probability. Or one might, as Castelfranchi and Falcone
[22] argue, decide that trust is more complex (and in the case of [22], decide that trust has
a rational basis in reasons for beliefs about the future actions of others). This distinction
need not concern us here — for our purposes it suffices to think of trust as an abstraction, a
summary perhaps of some complex pattern of reasoning, for some model of how others will
behave.
4.2 Trust in the norm lifecyle
The fact that trust allows agents to predict the behavior of other agents is exactly why trust,
or the lack of it, plays an important part in the norm lifecycle in Figure 1. To see why this
is the case, consider the spread of norms. Once a tentative norm has been generated, it will
either spread through a population and eventually stabilize, or it will be discarded. Which
happens depends on individuals’ attitudes to the norms and their ability to predict each
other’s behavior, and this latter depends on the trust between individuals. As Bicchieri [12]
argues, “a social norm depends for its existence on a cluster of expectations. Expectations,
. . . , play a crucial role in sustaining a norm”. Trust is important because of the way it helps
agents to handle those expectations20.
19 Subjective probability having a natural interpretation as a propensity to make bets at particular odds
[57, 655].
20One can also argue the reverse, that because norms exist, it is possible for agents to develop expectations
based on their beliefs that others will follow the norms, and hence agents will trust others. While this is
clearly the case, we believe that the cycle that takes observed behavior, infers trust from it, and then
develops norms as a result of the trust is more general, allowing the establishment of trust and then
norms in the absence of any existing norms. In other words it plays a role in norm generation as well as
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Consider the norms that govern how people wait for and then board a bus. There are at
least three distinct ways in which this is done. In some populations, people who arrive at
a bus-stop form a queue. When the bus arrives, people board the bus in the order of the
queue. In other populations, people who arrive at the bus-stop do not form a queue, but
each remembers the people who were there before them, and when the bus arrives, people
do not board until everyone who was at the stop before them has boarded. In yet a third
population, people arriving at the bus-stop don’t form a queue, and when the bus arrives,
everyone boards the bus as quickly as they can with no regard for the order in which people
arrived at the bus-stop. (Of course, there are populations in which some mixture of these
behaviors co-exist, but we will consider simpler cases for now).
Now, consider how someone reacts when they arrive at a bus-stop where they don’t know
what the norm is. A typical reaction is to try to infer the norm by observation. For example,
if there is a queue, take this as an indication that people will board in the order of the queue,
so the right thing to do is to join the queue and let the people in front board first. In doing
so, the new arrival at the bus-stop is trusting other bus riders to do the same. There is risk
in this. By waiting when the bus arrives, our rider is both allowing later arrivals who don’t
believe in queuing to push ahead, and denying themself the opportunity to push ahead of
others. However, if the queue operates as it should, our bus rider is ensuring that while they
can’t exploit others by pushing ahead, they will board before later arrivals, and they will
not suffer whatever sanctions the bus queue imposes on the violators of norms (which in
the authors’ experience ranges from sharp intakes of breath and disapproving looks to loud
lectures on appropriate behavior).
What we have here is an example of how trust allows norms to operate. If everyone trusts
that everyone else will follow a norm21, and in the face of a population that observes a norm
and enforces there is no net benefit in violating the norm, then the norm will be stable. Of
course, if there is no bad consequence of violating the norm (for example, the rest of the
queue just ignores the violation), or there is no advantage in following the norm (somehow
waiting in the queue means that our rider always ends up being the last person to get on the
bus), then there is no incentive to following the norm and it will be discarded.
To take this example a little further, we can also see how trust is involved in the spread
of a norm. Say we have a population of bus-queuers in a country with small bus shelters
and a high likelihood of rain (any similarity with the situation in the United Kingdom is
entirely coincidental). In such a situation, there is a disadvantage to queuing if one is not
one of the first in the queue — one has to stand in the rain on rainy days because the queue
extends beyond the shelter. Imagine that on such a rainy day, at one bus stop, someone
who would, under the prevailing norm, have to take their place at the back of the queue,
outside the shelter, decides instead to stand somewhere dry (under the awning of a nearby
building), but when the bus arrives insists on boarding in order of their arrival. If they are
not sanctioned (and why should they be — they may have violated the standing-in-line norm,
but they haven’t violated the first-in first-out spirit of the queue), then it is possible that
their action will be remembered by those damp members of the queue who get to board
later, and recognized as superior. These damp queuers may then copy this behavior at other
bus-stops, so spreading this new norm through the population. Of course, this happening
norm spreading.
21Or, more correctly as we shall see below, as long as a population trusts that a sufficiently large fraction of
the population will follow the norm. For the perspective that trust is based on a normative expectation
see also [58].
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requires trust on the part of the old-norm violators that they will not be sanctioned, and that
they will still be able to board the bus in the order in which they arrived at the bus-stop. If
that trust is not possible, then the new norm will never become established.
4.3 How trust develops, how trust decays
Given the essential role of trust in ensuring that norms spread and stabilize, it is worth
thinking a little about how trust develops between agents. As pointed out above in the
quotation from [74], trust between individuals develops as a result of the history of interactions
between them. When those individuals are representative members of a population, then the
trust develops as a result of all the interactions between members of those populations. The
development of trust is therefore dependent on the ability of the individuals to learn, and on
the repeated nature of their interactions.
One well-cited example of the development of trust even between agents that might
be thought to have opposing interests is the story of the unofficial truce22 that took place
around Christmas 1914 between British and German troops (and, to a lesser extent between
German and French troops) stationed in the trenches along the Western front. The truce was
sufficiently widespread that a number of football games took place between groups of British
and German soldiers. As Axelrod [7] points out in his description of this incident, at the time
that this truce developed, units were stationed opposite each other for relatively long periods.
This meant that these soldiers had a chance to establish some form of relationship with their
opponents and to learn that these opponents would not take advantage of friendly actions.
For example, Weintraub [100] reports that both sides had been taking a ‘live and let live’
attitude for some period before Christmas, not firing on each other during mealtimes, and
observing ceasefires when both sides could retrieve the dead and injured from the no-mans
land between the trenches. Here we see the importance of repetition in the development of
trust.
Axelrod also gives a nice example [7] of how individuals can be representative of pop-
ulations, reporting a case in which one group of Saxon soldiers from the German army
apologized to the British unit they were facing for the fact that the British were shelled by a
different unit:
. . . a brave German got up on to his parapet and shouted out “We are very sorry
about that; we hope noone was hurt. It is not our fault, it is that damned Prussian
artilary.” (the words of an unnamed British officer quoted in [80, page 34] which in
turn is cited by [7, page 84].)
Clearly the Saxons wished to distinguish themselves from the Prussians in order not to
undermine the trust the Saxons had established with the British.
It is not clear how much this case represents the development of trust, and from it the
adoption of a new norm, in the few months between the start of trench warfare on the
Western front in September 1914 and Christmas, and how much it represents a continuation
of an existing norm for opposing sides in a conflict to observe ceasefires on humanitarian
grounds. Figes [36], for example, describes regular armistices at the siege of Sevastopol in
the Crimean War, while Weintraub [100] points out that such incidents go back at least as
far as the siege of Troy. However, it is clear that the official response was to outlaw further
22 So unofficial that commanders actively tried to stop it happening.
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unofficial truces and that this and mandatory raids on enemy lines23 led to the steady decay
of this norm — while there seem to have been further incidents during World War I, they
were much less widespread. In this we see the importance of learning. Trust was adjusted as
a result of experiences in the repeated interactions.
In many situations, individuals do not have the chance to develop trust in others, either
at the individual level, or the population level. In Axelrod’s [7] term, there is no ‘shadow of
the future’ in such scenarios — if two individuals are going to interact just once, there is no
way for one to repay the other for a kindness (not shooting during a mealtime to extend our
military example), and so no motivation for the other to act kindly.
As Resnick et al. [78] argue, it is exactly in such situations that reputation systems come
to the fore. By providing a mechanism for recording the outcome of one-off interactions,
reputation mechanisms create a shadow of the future. Now the kindness or otherwise of two
individuals who interact just once will be recorded, and when one of them interacts with
a third, that third individual can respond to the outcome of the previous interaction. (In
the trench warfare case, the reputation of the local enemy units was passed along as troops
rotated in and out of a sector.)
Of course, reputation systems are not infallible. [77] describes a problem with the
reputation system on eBay (a system that in general performs rather well), in that in the
empirical analysis in [77], there is little negative feedback of sellers. This in turn leads
to a rather over-optimistic estimate, and means that reputation isn’t the best predictor.
Furthermore, as [62] shows empirically, reputation systems can be manipulated, and [82]
backs this up with an theoretical analysis of how reputation systems can be manipulated.
Finally, we should note that while the reputation of an individual, and hence trust in that
individual, is most strongly affected by the behavior of that individual, it can be affected
by others as famously argued by Akerloff [2]. Akerloff studies the ‘market for lemons’24, a
market in which sellers offer indistinguishable goods some of which are of poor quality. In
such a market, trust in all sellers is decreased by the presence of these poor quality goods
— buyers translate the risk of loss through purchasing a lemon into a loss of trust in every
seller, even though they have no personal experience of lemon purchase.
4.4 Implicit trust
Several of the authors (for example in [21, 95]) have developed formal models that can be
used to explicitly represent the trust that one individual has in another. Indeed, the model
from [21] is widely adopted in the multi-agent systems community and has been adapted
[34] and extended [15] by a number of authors. However, while it is possible, and we believe
useful, to build explicit models of trust, it is not necessary. Trust can be implicit.
Indeed we can consider several levels of implicit trust. When it uses an explicit model
of trust, agent A considers the trustworthiness of agent B, and makes decisions based on
that trustworthiness. One form of implicit trust is when A, rather than modelling B, just
reasons about what action B will take, perhaps on the basis of B’s past behavior. If A learns
to predict B’s behavior in interactions using fictitious play [19, 39], in which A takes B’s
past behavior to be a representative sample of its full range of behaviors, then the resulting
probability distribution over actions can be used to help A determine what to do (which is
23Which, according to Axelrod [7], were not intended to reduce ‘live and let live’ but ended up doing so.
24 In the US, the term ‘lemon’ is used to refer to a badly constructed car with many faults, and many
states have a ‘Lemon Law’ which provides financial assistance to car buyers who have been sold a such
car.
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Figure 2 Replicator dynamics for three two player, two strategy games under frequency-adjusted
Q-learning. Figures by kind permission of Michael Kaisers.
functionally what trust does) without A having to invoke any notion of trusting B. In this
kind of scenario, as long as the agents have converged to equilibrium — so that their notion
of what the other will do is no longer changing — it seems reasonable to consider that they
trust one another since they have accurate predictions of what the other will do25. Fictitious
play allows this to happen for some scenarios, for example , Miyazawa [70] showed that
fictitious play converges in two-player, two strategy general sum games such as the iterated
Prisoner’s Dilemma, the scenario studied by Axelrod in the classic work cited above [7].
In fictitious play, A is still conscious of the choices made by B — that is what A models.
A could also just concentrate on its own actions and learn what works best for it. If A
does this, then since the outcomes of its actions depend to what B does, it is implicit that
A learns to predict B’s actions, and so very implicitly can establish trust in B. Kaisers
discusses how Q-learning and its variants [59] can be used to do this learning, and shows how
learning converges (and hence how A establishes trust in B). Figure 2 shows this convergence.
The axes in each plot give the probability of the agents playing one of its strategies (and
since there are only two strategies, by extension the probability of playing both strategies).
Figure 2a shows the Prisoner’s Dilemma, where the agents converge to the Nash equilibrium
at (1, 1)26, Figure 2b shows the Battle of the Sexes, where the agents converge to the Nash
Equilibria at (0, 0), (1, 1) (the fixed point at ( 23 ,
1
3 ) is not stable). Figure 2c shows the
Matching Pennies game which has a fixed point at ( 12 ,
1
2 ) to which agents do not necessarily
converge27.
4.5 Trust as a normative phenomenon
Finally, given that trust can develop and decay just like the norms in the norm lifecycle, it is
worth pointing out that trust itself follows parts of the norm lifecycle. Again Figure 2 shows
us how this might happen.
Above we interpreted the plots in Figure 2 as giving the probability of a specific pair of
25To quote BIcchieri [12] again, “norms of cooperation . . . emerge as equilibria of learning dynamics in
small-group interactions”
26One might, of course, argue that given the details of the scenario, this outcome does not represent one
in which the agents trust each other, but in accurately predicting the action of the other agent, it meets
our definition of trust.
27The fixed point only has Lyapunov stability in this particular case, so while points that are close to the
fixed points will not diverge, they will not necessarily converge to the fixed point.
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strategies being played. We can also interpret each point in one of the graphs as indicating
the proportion of a population of agents that will pick a specific strategy. Under such an
interpretation, the point ( 15 ,
3
5 ) in Figure 2b captures what happens when, in a population of
agents playing the Battle of the Sexes, 20% of the agents picking the row in the game matrix
play B and 60% of the agents picking the column play B. The arrows on the plots show
how the population changes its strategy from this mixture — in this case the arrow indicates
that a population at ( 15 ,
3
5 ) will change such that more agents picking the row will tend to
play B, and fewer agents picking the column will tend to play B.
Under this interpretation, we can see the plots as showing trust, in terms of the ability
of one agent to predict the behavior of another, spreading through the population. Look
at Figure 2a, and consider a point near (0, 0). Here, any given agent can be pretty sure
that any other agent it encounters will play C, but it will also know that this will change
over time — the choice of playing D will tend to appeal to any agent in the population so
this ability to predict is not stable. The direction field tell us that the choice of playing D
will tend to spread until the population reaches (1, 1) and every agent knows for sure that
any agent it interacts with will play D. Thus the Prisoner’s Dilemma is an example where
trust can spread through the population and become stable. In contrast, the fixed point at
( 23 ,
1
3 ) in the Battle of the Sexes (Figure 2b) illustrates that it is possible for equilibria to be
unstable. Without the equilibria at (0, 0) and (1, 1), the population playing this game would
not be able to develop trust in one another, and the lack of an attracting fixed point in the
Matching Pennies game is a further illustration of trust not becoming stable.
5 Culture for modifying norms’ dynamics
Cultural differences in normative dynamics are considerable, as argued above. Group
dynamics are an essential part of social interaction and are critical to the evolution of social
norms, as already argued in Section 3.2. Relationships to others in a group context usually
affect one’s willingness to emulate, provoke, forgive, reproach, oppose, admire etc. the
adoption of new social norms by other group members. [55] argues that recognition of the
role of social relations will improve our understanding and our predictions, with regard to
social norms. There is no universal mechanism for the transmission of social norms across all
human cultures. It follows that at some stage in the development of NorMAS, we should
tackle how cultural differences affect the dynamics of social norms. Indeed, the approaches of
researchers to modelling NorMAS are undoubtedly influenced by their own cultures, and we
should try to be aware of these biases when postulating mechanisms of norm transmission.
An example of this comes from [8], who investigate beliefs about what it means to be human
in various cultures. The dangers of ignoring culture in research into social processes has been
emphasised by [49]. Members of different cultures are socialised to obey very different social
norms and integrate very different value structures in their ways of living. They also have
different propensities to intepret behaviour as normative.
We shall focus in this section on the differences in the processes of norm dynamics across
cultures. Comparative quantitative studies of culture have usually been at the level of the
nation state, due primarily to issues of data availability. While such analyses may miss
many of the subtler nuances of culture, we believe that they are at a manageable level of
abstraction for incorporation into the next generation of NorMAS. The empirically derived
Hofstede Dimensions of Culture [52, 53], shall form the basis of our discussion of culture
in NorMAS. Another cross national analysis of culture has been conducted by [88], who
analysed self-reported values to elicit dimensions of values. This approach contrast with the
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Table 1 Dimensions of Culture.
IND INDividualism
PDI Power Distance Index
MAS MASculinity
UAI Uncertainty Avoidance Index
LTO Long Term Orientation
IVR Indulgence Versus Restraint
Hofstede theory, which was derived from questions about everyday practices.
We begin with a brief introduction to the Hofstede Dimensions of Culture. We then
discuss the preceding sections of the chapter from the point of view of the culture theory
outlined. In the final part of this section we discuss how some of these differences can be
included in the next generation of NorMAS.
5.1 A Brief Introduction to Hofstede Culture Theory
Hofstede and co-workers conceptualize culture as a limited number of major societal issues, to
each of which a society finds a shared solution. These issues are conceptualized as continua,
as scales with a lower and an upper end. [52, 53] call these dimensions and they describe six
of them that vary across nationalities, see Table 1. These dimensions have been shown to
correlate with a wide range of empirical data in the social sciences [52], notably marketing
data [72].
The Hofstede model is based on questions about everyday work practices; the dimensions
of values were a serendipitous finding. They refer not to convictions or beliefs but to broad
tendencies to perceive the social world in a certain way. The model has grown over time, as
more sources of data were consulted. The dimensions were derived using factor analysis of
survey data.The latest model [52, 53] consists of six dimensions. Each of them is modelled as
a continuum running along a scale from 0 to 100. This means that almost all actual values
will share characteristics of both extremes.
Here they are, together with some explanation and also an impression of the perceptual
capacities that agents need to have in order to accommodate the dimension in a model:
Identity: individualism versus collectivism. (IND) Essentially this is the extent to which
members of a society feel responsible for themselves, or for the larger group they belong
to. In the first case, rights and obligations should be the same for all people, while in the
second, the boundary of the in-group is also a moral boundary beyond which rights and
obligations do not hold. Agents in collectivistic cultures will act differently depending on
whether other agents are in group members or not.
Hierarchy: large power distance versus small power distance. (PDI) That is the extent
to which the less powerful members of a society expect and accept that power and rights
are distributed unequally. Large PDI divides a society depending on positions within
that society, i.e. there is stratification of social groups based on status, those with low
and high positions do not mix. Agents in cultures of large power distance will respond
differently to others depending on how they perceive their status to be relative to their
own.
Aggression and gender: masculinity versus femininity. (MAS) This dimension is about
assertive dominance and emotional gender roles. It contrasts a strong-handed, competitive
orientation in ‘masculine’ cultures, in which people in general cannot be assumed to be
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trustworthy, men are supposed to be tough and women subservient and tender, versus
a consensus-seeking and care-taking orientation for both women and men in ‘feminine’
cultures. In masculine cultures, it is desirable that agents be gendered and recognise
gender.
Otherness and truth: uncertainty avoidance versus uncertainty tolerance. (UAV) In
uncertainty avoiding societies, anxiety levels are high. In defence against it, strict rules,
rituals, and taboos govern life. Distinctions between categories should be sharp and
the unknown is considered dangerous. Out-group members and institutions will not be
trusted by agents from such cultures. In uncertainty tolerant cultures, relaxation is the
rule and actions are results-based rather than anxiety based. The level of fixity of all
kinds of rituals goes up with uncertainty avoidance.
Immutability vs. pragmatism: short-term versus long-term orientation. (LTO) In short-
term oriented societies immediate gratification of needs and keeping up social appearance,
behaving well and respecting tradition are seen as virtues. In long-term oriented societies,
reasoning is pragmatic and planning, foresight and perseverance are valued. Persons
from such societies are more likely to learn from experience and to change their norms
accordingly.
Gratification of drives: Indulgence vs. Restraint. (IVR) Indulgence stands for a society
where people feel happy and healthy, and like to enjoy life and to spend time with friends,
but could also slip into violence if they feel like it. Restraint stands for a society in which
people feel the burden of duties heavily, and keep both positive and negative impulses in
check. This dimension will heavily impact the exuberance of greetings.
Note that the six dimensions are not personality traits, but societal patterns! This means
that, unlike personality traits, they will be shared by the persons with the same cultural
background. Yet culture, as an unconscious set of basic values, should not be confused with
conscious group affiliation.
5.2 A Discussion of Culture in the Topics Raised in Previous Sections
Three definitions of the polysemic term ‘norm’ are given in the introduction to this chapter,
Section 1. The first, which is simply that which is most normal or most usual need not
detain us here. The second is norm as an ideal. The ideals of how to behave as social actors
vary significantly across cultures. In some, the more long term oriented, being pragmatic
and reasonable is considered ideal, in others, the more short-term oriented to be strong,
resolute and unyielding in one’s convictions is more admired. The ideals of a culture, as
exemplified by the heros of that culture, vary with each of the dimensions of culture, in
ways that can be straightforwardly inferred from the brief description of each dimension
above. The third definition of norm that was discussed is that of an “imperative regarding
the behavior of social actors”. These imperatives, or the resultant tendencies to behave
in certain ways are, along with the manner of perceiving the world, strongly moulded by
culture. However, culture is more than an exhaustive list of norms and practices, it is the
deep structure embedded within these norms and practices, part of which is reflected in the
six Hofstede dimensions of culture.
Section 2 discusses the cognitive architecture required to model normative processes in
multi-agent systems. It forms part of the universal basis for social behaviour on the part of
agents, which in the real world is modified by culture. How best to get a norm adopted in
the mind of another is discussed in Section 2, and how culture can change this is discussed as
the end of Section 3.3.2, with regard to real experiences of the smoking ban. It is postulated
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quite reasonably that the adoption of a new goal (such as a goal to observe a norm) is
conditioned on the new goal being as means, in some manner, of achieving a pre-existing
goal. These pre-existing goals will almost always be influenced by the culturally derived
disposition to value certain states of the world over others. Individuals can reject the overt
values of their society, but the traces of their culture of upbringing always remain in their
way of perceiving and interpreting their social world.
Among the reasons given for motivating the adoption of a norm, in Section 2, are
instrumental, cooperative and terminal reasons. Cooperative reasons apply when the norm
adopter holds the values that are supported by the norm. Another more social reason to
adopt the norm is simply as it is the done thing in the social group one belongs to. This
comes close to envisaging the desire for compliance to the group, or being well respected
by certain individuals, as a terminal reason to adopt certain norms. We may have the goal
that the norms of a certain group should be respected, but which group, and why? The
subtle processes of group dynamics can be influential in these decisions, decision that are not
always fully conscious. To refer this to the dimensions of culture, the desire to simply fit in
is strongly influenced by collectivism (or low individualism) and Restraint.
Section 4 discusses the role of trust in norm dynamics, and it is clearly a critical element
for any functioning human society. Indeed, trust is so basic that it cuts across cultures. It’s
an essential part of social cooperation and no culture could survive without it, though how
cultures manage, preserve, enforce and nurture trust, vary greatly. In low power distance,
feminine cultures people are expect to be good without the presence of tough rules and
supervision. In high power distance, masculine cultures that are also restrained it is usually
thought very important to enforce norms strictly or else they shall not be obeyed.
Section 3.1 concerns norm generation, and shows a number of processes proposed to
emulate the real world emergence of new norms. This section highlights the admittedly large
gap that separates the complexity of the evolution of norm in human societies and current
methods for the run-time evolution of norms. This raises the question of whether the time
is right to start considering real world cultural variations in NorMAS, and for some of the
models discussed this is clearly not appropriate. However, as mentioned in the introduction
to this section researchers beliefs about what norms are, and how they work, is in part a
product of their culture, and a broader view of these processes is likely to be helpful in the
development of successful NorMAS. Also, when the adoption of a new norm is considered in
different cultures, as discussed above for the smoking ban in Europe, consistencies within
(and differences between) cultures related to the interpretation of behaviour as normative,
the manner of enforcing norms and the readiness to adopt certain types of norms can be
incorporated in currently feasible NorMAS.
Section 3.2 makes the case that observed behaviour can be interpreted normatively. If
an agent sees many people perform an action that agent can interpret that this is more
than a simple empirical fact, but something that can carry normative message. Here are
some ways in which this process is likely to vary with national culture. In societies strongly
stratified by hierarchy (large power distance), the behaviour of others of differing status
is rarely a reliable guide to the social norms prevailing for those of one’s own status. For
example, a student may think they should use another staircase to that used by a professor.
The dimension of Indulgence versus Restraint is linked to how ready people are to infer
social norms from behaviour. Restraint cultures have many strict norms and are primed to
interpret new behaviours in that light. Indulgent cultures are much freer in their behaviour
and are more likely to see new behaviours as the result of personal preferences than normative
obligation. Finally the level of individualism, as opposed to collectivism, is likely to affect
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the interpretation of observed behaviour. In individualist cultures personal preferences are
more freely followed, while in collectivist cultures conforming the one group’s behaviour and
outlook is a much stronger force.
Section 3.2 also discusses obedience and violation. Notably, masculine societies feature
more punishment for transgressions, while feminine societies have higher levels of forgiveness
for transgressions. Restrained and collectivist cultures are likely to see far high base levels of
obedience to a larger number of norms while in indulgent and individualist cultures people
are much less constrained in appropriate social behaviours they may adopt. Indeed, in such
cultures ‘following your own star is admired‘, while in others obedience to social demands is
admired [10].
The two-way relationship between formal laws and informal social norms is examined
in Section 3.3, where the role of culture and the importance of modeling humans as actors
within groups are referred to on a number of occasions. One word of caution, which is
appropriate here and also applies to the examples and statements in this Section, is the
possibility to read too much into the determining role of culture in any given example. The
confirmation bias is an inherent part of human reasoning, and seeing a plausible explanation
does not mean that it is the explanation28. This also applies to different interpretations of
the role of culture in a particular phenomena, such as the varied success of the smoking ban
in bars in different European countries, and well as the many institutional influences of the
evolution of this particular norm. One of the major problems in getting a handle on culture
in a model is its sheer pervasiveness. It’s even present in how pervasive we consider culture
to be. Culture is present in the smoking bar example in the institutions that created the laws
and regulated their implementation. It is also present in the subtle interactions by which
individuals test the the prevailing norms, and accept, reject or attempt to influence them.
5.3 Culture in the Next Generation of NorMAS
We outline some essential elements of group dynamics before discussing how these may affect
norm transmission, and then how well-understood cultural variations could influence this
process.
Intra-group Behaviour is critical to the transmission of social norms, and it varies
considerably across cultures. The idea that people learn differently from others depending on
who they are is called selective attention by [48]. When explaining why norms are enforced in
some situations and not others, social context matters [55]. Some elements of human social
behaviour can reasonably be assumed to be universal, such as the role of trust, see Section
4. Most social behaviour is anchored in a group context, where the relationships between
individuals, and their relationships to the wider group, matter. Section 3.1 already mentions
the importance of societal typology. Social norms are first and foremost a mechanism for
regulating behaviour in groups. We now outline how culture can begin to be implemented in
NorMAS to modify these behaviours.
5.3.1 Suggested Group Level Primitives
Each agent in the NorMAS we envisage would have a perception of each group it belongs to,
including the membership of that group, the rules of behaviour appropriate to that group,
and both its own and others position in the group. What do we mean by position? In order
28 [66] argue that the fruitful clash of arguments which results from this universal bias is the main
evolutionary reason for what would otherwise be a straightforward flaw in human reasoning.
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to create implementable computational models this needs to be broken down into a limited
set of primitives that agents can understand and reason over when making decisions. In the
following we introduce one possible set of such primitives.
One of the first elements agents should look to as a guide to social behaviour is hierarchical
status. This usually means age, often role (e.g. employer/employee), and sometimes gender.
Hierarchical status is important in determining who can take initiative, who should look to
whom for leadership, whose social cues should be followed etc..
Another important element is reputation. Who is a good member of the group, and
whose behaviour is a reliable guide to the right thing to do in social situations. This is a
critical element for imitation behaviour, and hence the spread of social norms. Agents will be
more likely to emulate those they admire, i.e. those with a higher reputation, and they may
change their criteria for judging behaviour (their social norms) if those with a currently high
reputation change their behaviour. Reputation within a group is hence a critical element for
altering the social norms of that group.
In addition to hierarchical status and reputation, another element that can be central to
social behaviour is the relative importance of other group members. We shall refer to this
as centrality, though a related idea has been named interdependence in the literature [55].
It echoes the idea of a central node in network theory, but here mean how much another
individual matters in a more general sense. The importance of close family members is not
necessarily derived from their position in a network. This primitive of centrality can influence
the weight given to sanctions or messages from other group members. A sanction from a
very central person is likely to be more harder to ignore than one from a peripheral group
member.
These three elements of internal group structure can all be important in the spread of
social norms, and can all operate differently across cultures.
5.3.2 Culture and Intra-group Behaviour
We hold that the empirically derived Hofstede Dimensions of Culture are at the correct level
of abstraction for incorporation into the next generation of NorMAS. The Hofstede theory
was derived from questions about everyday practices rather than self-reported values as in
the Schwarz system of values [88].
We shall here discuss how three of the Hofstede dimensions may affect the operation of
the three group primitives introduced above in the transmission of social norms. The three
dimensions will shall focus on are Individualism, Masculinity and Power Distance. The full
list of dimensions can be seen in Table 1, and are described in detail in [52, 53].
Power distance determines the degree of importance of hierarchical status in social
behaviour. It influences the extent to which the less powerful members of a society expect
and accept that power and rights are distributed unequally. In large power distance societies,
high status members can disobey social norms with little resistance from those of lower
status. Also, the behaviour of others of different status is not a good guide to appropriate
behaviour for oneself. In low power distance societies social norms apply much more equally
across the population.
Individualism is the degree to which members of a society feel responsible for themselves,
or for the larger group they belong to. This dimension relates to the centrality primitive
introduced above. Individualistic agents would grant more equal levels of centrality to
other agents, while at the other end of the dimension, collectivist agents would be more
discriminating in attributing higher centrality to others. It is harder to change one’s centrality
in collectivist societies where group boundaries are both more relevant and harder to pass.
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The dimension of Masculinity represents, in part, the distinction between a strong-handed,
competitive orientation, and a consensus-seeking and care-taking orientation in ‘feminine’
cultures. This would relate most directly to the reputation primitive, with masculine cultures
having more unequal distributions of reputation, and social norm infringing acts having
significant affects on reputation. In ‘feminine’ cultures reputation is more evenly assigned
and not so easily lost, as such societies are more forgiving than their ‘masculine’ counterparts.
Masculine societies feature more punishment for transgressions, while feminine societies have
higher levels of forgiveness for transgressions.
We have argued that one important challenge for NorMAS is to incorporate social context
into models of norm transmission. As a further extension, and as a warning against excessive
generalisation of culture specific social contexts, we argue that cultural differences in social
behaviour are important and that a first representation of some of these differences is possible
in the next generation of NorMAS. As stated by Hollander and Wu [54] in their review of
normative multi-agent systems, the degree to which relationships influence norm adoption is
still under investigation with the social sciences. However, implementations of NorMAS that
address this issue can help clarify the questions to be addressed by both social scientists and
the NorMAS community.
6 Conclusions
A clear definition of a norm, or definitions of the types of norms that exist, is a necessary first
step for a fruitful exploration of the question of norm dynamics. We discussed the definitions
of three types of norms and applied these in the later sections of the chapter. The essential
cognitive constructs required for agents to reason about norms have been introduced, along
with references to more detailed discussions of this issue. The major point to note is that
norms can only spread in a population if the relevant mental constructs (i.e., normative
beliefs, goals and intentions) propagate as well through the minds of the individuals in that
population. The reasons agents may adopt new norms are also surveyed.
This chapter presents a Norm Lifecycle that, although it is not identical for the different
kinds of norms, starts with a generation phase. Briefly, norm generation corresponds to a
process where new norms are proposed (either prescribed or emerged). Generated norms may
then spread through a population and eventually reach stability (i.e., persistence) if they are
adopted by enough individuals in the population. Afterwards, different evolution stages may
occur: norms may decay being superceded by new norms; they may evolve; or alternatively,
they may be codified into law. We interpret last two cases close the lifecycle, since resulting
norms can be considered as norm candidates that are being generated. Thus, norm generation
is a phase that can be instantiated through different methods. In this chapter we have
reviewed a number of alternative approaches such as norm synthesis, agreement, emergence,
or empirical learning. Strengths and limitations are discussed in terms of their complexity,
required domain knowledge, or time to convergence.
The individual interactions by which norms can spread in a population have been discussed
at some length. These include the norms implicitly communicated by practical actions, and
more direct signals such as reproaches for the neglect of norms. The complex relationship of
social norms with the law has also been elucidated. This is an unduly neglected issue in the
legal domain, and one where the multi-timescale, simultaneously micro and macro approach
possible with NorMAS is very promising.
We have analyzed the relationship between trust among a group of agents and the
dynamics of norms within that group. An overview of definitions of trust was presented,
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before we advanced our own position. We hold that for the purpose of analyzing norm
dynamics, it suffices to think of trust as an abstraction, a summary of some (perhaps complex)
pattern of reasoning, for some model of how others will behave. Trust enables individuals to
form expectations regarding the behaviour of others. We have argued that trust is essential
for the adoption of a norm, and described how we believe that trust fits into each stage of
the norm lifecycle.
We have finally examined how culture might be expected to effect the normative processes
presented in this chapter and finally we sketched a method by which variations in human
cultures can be incorporated in the next generation of NorMAS.
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