A classification scheme for regular languages or finite semigroups was proposed by Pin through tree hierarchies, a scheme related to the concatenation product, an operation on languages, and to the Schützenberger product, an operation on semigroups. Starting with a variety of finite semigroups (or pseudovariety of semigroups) V, a pseudovariety of semigroups ◊ u (V) is associated to each tree u. In this paper, starting with the congruence γ A generating a locally finite pseudovariety of semigroups V for the finite alphabet A, we construct a congruence ≡ u (γ A ) in such a way to generate ◊ u (V) for A. We give partial results on the problem of comparing the congruences ≡ u (γ A ) or the pseudovarieties ◊ u (V). We also propose case studies of associating trees to semidirect or two-sided semidirect products of locally finite pseudovarieties.
Starting with the congruence yA, we associate to each tree u a congruence (7, 4 This result allows to build, without reference to languages, hierarchies of pseudovarieties of monoids corresponding, via Eilenberg's result, to the abovementioned hierarchies of *-varieties of languages. In other words, starting with a pseudovariety V, a pseudovariety ◊ u (V) is associated to each tree u.
We first give partial results on the problem of comparing the congruences ≡ u (γ A ) (Section 3). Our congruence construction shows, in particular, that all the pseudovarieties of the hierarchy built from locally finite pseudovarieties are locally finite (Section 4). Case studies are proposed of associating trees to semidirect or two-sided semidirect products of locally finite pseudovarieties using our congruence construction (Section 5). Definitions and results are given for pseudovarieties of monoids. Up to the obvious changes, they hold also for pseudovarieties of semigroups. Unless otherwise specified, any congruence we discuss has finite index.
Preliminaries
This section is devoted to reviewing basic properties of finite monoids and recognizable languages. The reader is referred to the books of Almeida [2] , Eilenberg [8] and Pin [12] for further definitions and background.
Monoids
A semigroup is a set S together with an associative binary operation (generally denoted multiplicatively). If there is an element 1 of S such that 1s = s1 =s for each s E S, then S is called a monoid and 1 is its unit. S is a group if S is a monoid and, for each s ∈ S, there exists s' ∈ S such that ss' = s's = l. A subset of S is a subsemigroup (respectively submonoid, subgroup) of S if the induced binary operation makes it a semigroup (respectively monoid, group).
Let S and T be monoids. A morphism φ:S → T is a mapping such that φ(ss')= φ(s) φ(s') for all s,s' ∈ S and φ(1)= 1. We say that S divides T, and write S < T, if S is the image by a morphism of a submonoid of T.
If A is a set, we let A + be the free semigroup on A and A * be the free monoid on A. A + is the set of all finite strings a 1 ...a i of elements of A and A * =A+ U {l}, where 1 is the empty string (when we write a j we will always mean a letter in A). The operation in A * is the concatenation of these strings.
Varieties of finite monoids
A variety of monoids is a class of monoids that is closed under division and direct product. An M-variety is a class of finite monoids that is closed under division and finite direct product. M-varieties are also called pseudovarieties of monoids. Given a class C of finite monoids, the intersection of all M-varieties containing C is still an M-variety, called the M-variety generated by C.
. A language L in A * is said to be recognizable if there exists a finite monoid S and a morphism φ:
This is also equivalent to saying that there is a subset X of S such that L = φ -1 (X). In that case, we say that S (or φ) recognizes L. 
Eilenberg [8] proved that M-varieties and *-varieties are in one-to-one correspondence. If V is an M-variety,
V for some A} defines the corresponding M-variety V.
Let V be an M-variety generated by the monoids S 1 ,…,Sm. Thus V is generated by S = S 1  A* consists of the piecewise testable languages of A* [17] .  A * consists of the rational languages of A * [10] .
We end this section with a few examples of locally finite M-varieties. 
• which is known to be strict [23] . We have V 0 = I. Simon [17] proved that V 1 = J and hence V 1 is decidable. The problem remains open as to whether V k is decidable for k ≥ 2.
Straubing's hierarchy can be refined as follows:
A remarkable fact about these hierarchies is their connections with some hierarchies of formal logic [22, 23, 11] . In particular, the congruences defined below are intimately related to Straubing's hierarchy, namely to its kth level. We proceed with a generalization of α (m) related to an Ehrenfeucht-Fraissé game. We identify any word x on A with a word model x =( x , < x , ( ) a∈A ) where the universe x = {1,…, |x|} represents the set of positions of letters in the word x (|x| denotes the length of x), < x denotes the usual order relation on x , and is a unary relation on x , containing the positions with letter a, for each a ∈ A (we will often write p instead of p ∈ ). q i for all 1 ≤ i ≤ n and a ∈ A. Equivalently, the two subwords in x and y given by the position sequences p 1 ,…,p n and q 1 ,…,q n should coincide. If there is a winning strategy for Player II in the game to win each play we say that Player II wins G m (x, y) and write xα m y. The special case G l (x,y) where l denotes a k-tuple of l's is the standard Ehrenfeucht-Fraissé game [7] . The relation α m naturally defines a finite-index congruence on A * . The congruences α m can be defined inductively as follows: First, if x= a i …a n is a word on A and 
Congruences associated to trees
We denote by P the set of trees on the alphabet {c,c}. Formally, P is the set of words in {c, c} * congruent to 1 in the congruence generated by the relation cc.= 1. Intuitively, the words of P are obtained as follows: Given a tree, and starting from the root we encode c for going down and c for going up. For example, is encoded by cccccccccccccc. The number of leaves of a non-empty word u on {c, c}, denoted by 1(u), is the number of occurrences of the factor cc in u (we define the number of leaves of the empty word, l(1), by 1). The following two properties of trees are satisfied:
 Each non-empty tree u can be written uniquely as u= cu 0 c...cu m c where m ≥ 0 and u 0 ,…,u m ∈ P. We have l(u) = .  If u= cu 0 c ...cu m c and u= v 1 cv 2 cv 3 where v 2 ∈ P, then the tree cv 2 c is factor of some cu i c. Definition 3.1. Let A be a finite alphabet, u be a tree andbe equivalence relations on A * . We define an equivalence relation ≡ u (γ i ,...,γ l(u) ) on A * as follows:
.
) is the equivalence relation on A * where x ≡ x (γ 1 ,…, )y if and only if 
If
We will abbreviate ≡ u (γ 1(u) ) by ≡ u (γ). A consequence of Definition 3.l is that if u=cu 0 c...cu m c with u 0 ,…,u m ∈ P, then we have 
) and the result follows by the inductive hypothesis on u 0 . 
and by the inductive hypothesis on u n we get 
Proof. This is an immediate consequence of Definition 3. We have Case 2. Then some cu i c has cv 2 c as factor. We put cu i c = v'cv 2 cv'' and by using Proposition 3.l and the inductive hypothesis, we get 
Proof. By Proposition 3.1 and Theorem 3.1. ∎ Corollary 3.1 enables us to restrict ourselves to the set P' of trees in which each node is either a leaf or has a number of children greater than 1.
If 
Case 2. Then some cw i c has cv 2 c as factor. We put cw i c = v'cv 2 cv'' and c c = v'v 2 v". By using the inductive hypothesis ≡ (γ) ⊆ ≡ (γ), we get
Let m be a positive integer. We now define the (m) positions in a word x that will lead to an inclusion result useful for our purposes. These positions were defined in some of our earlier papers (like [4] ) but they are needed to understand the proofs of our new results. So we repeat their definition for the sake of completeness. Consider the following example: Let A = {a, b} and
The underlined (respectively overlined) positions of x are the (3) first (respectively last) positions in x.
The following lemmas give necessary and sufficient conditions for ≡ 
Proof. Assume that Conditions (1)- (3) hold. First, the α (m) -equivalence of x and y follows from (1) Proof. Assume that Conditions (1)- (5) hold. First, the α (m) -equivalence of x and y follows from (l) and (2), and their γ-equivalence from (2) and (3) (with i = 1) and the fact that p l = q i = l. Second, let p be a position in x (the proof is similar when starting with a position in y ). Assume p. In all cases, (1)- (5) (3)- (5) can be replaced by
Theorem 3.3. Let A be a finite alphabet, γ be a congruence on A * and m be a positive integer. We have
and Under our assumption, this is equivalent to showing that xγy and  For every p ∈ x , there exists q ∈ y such that (a)-(c) hold, and  For every q ∈ y , there exists p ∈ x such that (a)-(c) hold.
To Now, the γ-equivalence of x and y is part of our assumption. Next, since x ≡ (α (m) ,γ)y, the (m) first positions in x and y satisfy (l)- (5) of Lemma 3.13. So let p ∈ x , (the proof is similar if starting with q ∈ y ). Assume p.
Case 1. p = p i for some 1 ≤ i ≤ s. Since (l) holds, we may consider q = q i . Conditions (2) and (3) In all cases, (l)- (5) [1,p) , there exists q' ∈ y [1,q) [1,q') , and  For every p' ∈ y , [1,p) , there exists p' ∈ x [ 1,p ) such that (f)-(g) hold.
So let p' ∈ x [1,p) (the proof is similar if starting with q' ∈ y [1,q) [1, q') . ∎
We end this section with a lemma similar to Lemma 3.2 involving the congruence β 1,m instead of α (m) . 
Lemma 3.4. Let A be a finite alphabet, x and y be words on A and m,n be positive integers. Let p
Proof. The proof is similar to that of Lemma 3.2. ∎
Pseudovarieties associated to trees
We are now going to review a few facts about the Schützenberger product. A first version 0f this product was introduced in [16] , and it was generalized in [20] . The algebraic operation on monoids that corresponds to the concatenation of languages was identified to be the Schiitzenberger product. The following definition associates pseudovarieties to trees. Definition 4.1 (Pin [13] ). Let u be a tree and W 1 ,...,W l(u) be M-varieties. We define an M-variety ◊ u (W 1 ,...,W l(u) ) as follows:
 If u=cu 0 c...cu m c where m ≥ 1 and u 0 ,…,u m ∈ P, ◊ u (W 1 ,…, ) is the M-variety generated by the Schiitzenberger products of the form ◊ m+1 (S 0 ,…,S m ), where
We will abbreviate ◊ u (W l(u) ) by ◊ u (W). More generally, if L ⊆ P, we denote by ◊ L (W) the join ∈ . A consequence of Definition 4.1 is that if u=cu 0 c…cu m c with u 0 ,..., u m ∈ P, then we have
The following theorem together with Proposition 4.1 describe, for each tree u, the *-variety of languages associated to the M-variety
Theorem 4.1 (Pin [13] 
Semidirect products
We are now going to review a few facts about semidirect products.
Let S and T be monoids. For the sake of clarity, when semidirect products are considered, we will usually express the operation of S additively (without assuming commutativity) and T multiplicatively. We will let 0 denote the unit of S and 1 the unit of T. A left unitary action of T on S is a map (t,s) ↦ ts from T × S into S satisfying (tt')s = t(t's), t(s + s')= ts + ts', t0 = 0 and 1s =s for all s,s' ∈ S and t,t' ∈ T; a right unitary action of T on S is a map (t,s) ↦ st from T × S into S satisfying s(tt')-= (st)t', (s + s')t = st + s't, 0t = 0 and s1 = s for all s,s' ∈ S and t, t' ∈ T . If a left unitary action of T on S is given, the semidirect product S *T is the set S x T with operation (s,t)(s', t')= (s + ts', tt'). If commuting left and right unitary actions of Ton S are given (that is, t(st') = (ts)t' for all s ∈ S and t,t' ∈ T), the two-sided semidirect product S * * T is the set S × T with operation (s,t)(s',0=(st' + ts',tt'). Properties of the semidirect product are studied in [8] and properties of the two-sided semidirect product are found in [15] . Semidirect products are special cases of two-sided semidirect products.
Two-sided semidirect products induce an operation on M-varieties. Let V and W be M-varieties. We define V * * W to be the M-variety generated by the products S ** T with S ∈ V and T ∈ W. We have S ∈ V * * W if and only if S divides some product S * * T with S ∈ V and T ∈ W. The definition of the M-variety V * W is similar. Note that * is associative on M-varieties and that ** is not. Neither * nor ** is associative on monoids. The operation * behaves well with respect to directed unions [8, 15] .
