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　　　　Absもrac亡．　So斑e　new　a19◎rithms　for圭獄乞eger　GCD’s　have　bee鍛impleme簸ted　in
Risa／Asir　to　improve　the　eMciency　of　the　existing　functioR　of　an　Euc｝idean　algorithm．
The　imp｝ementation　includes　the　latest　algoTithm　by　Jebelean　er　Weber，　which　is　recog－
nized　as　most　eMcient　in　practice．　ln　this　paper，　we　shall　give　a　brief　review　of　the　existing
algorithms　and　describe　the　details　of　our　implemeRtation．　Also　reperted　are　the　timings
measured　using　various　sample　preb｝ems，　resu｝t　ef　which　indicates　that　the　newly　imp｝e－
mented　algorithms　are　considerably　faster　than　the　original　implementatieR，　and　that　the
latest　a｝gorithm　is　most　eMcient　in　pra£tice　especially　when　very　long　integers　are　treated．
Base（圭。難癒圭s　fact，　we　sugges乞cha簸g三r【g癒e（量ef磁1もalgorithm　ir…Risa／Asir．
X．　gntroductioem
Algorithms　and　computing　methods　for　various　basic　calculations，　e．g．，　polynemial　arith－
metics，　have　been　beiRg　revisited　and　reconsidered　these　days，　mainly　aiming　at　application
of　parallel　processiRg　to　a｝gebraic　computation．　As　one　such　subject，　the　problem　of　GCD
calculatioR　of　long　integers　has　been　being　exteltsively　studied　in　the　last　several　years
by　”IUdor　Jebelean　［3］　and　by　Kenneth　Weber　［15］．　Stimulated　by　their　worl〈，　the　author
has　been　working　on　implemeRtikg　and　testing　some　of　the　new　algorithms　in　Risa／Asir
i9］．　［1］he　mathematical　backgrottnd　aRd　the　structures　of　the　existiRg．　algorithms　are　very
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simple　and　similar　to　each　other．　｝leweve｝’，　our　new　implemeRtatioR，　even　of　a　limited
nnmber　of　41gorithms，　has　revealed　much　improvemerit　ik　speed　to　the　original　iii　iplemen－
tation　iit　Risa／Asir．　This　improvement　heavily　depends　on　the　implementatioR　techniques
enabled　by　the　difference　of　the　algorithmic　natgre．　in　this　paper，　we　shall　describe　our
new　imp｝ementatioR　iR　some　details　aRd　report　the　res“lts　obtained　so　far．　IR　particular，
the　implementation　ef　the　latest　algorithms，　called　the　generalized－biwary　algorithm　by
Jebelean　altd　the　accelerated　algorithm　by　Weber　and　recognized　as　most　efl｝cient，　has
been　completed　since　the　last　report　by　the　author　［5］，　and　this　report　inc｝udes　alse　this
laもest　a鍛d　the　most　s嚢ccess掘result．
　　　This　paper　is　organized　as　follows．　ln　the　next　section，　we　shall　extensively　review　the
known　a｝gorithms　on　a　publication　basis，　and　give　a　summary　ef　each　algorithm．　Sectioit　3．
is　devoted　to　describe　the　details　of　our　kew　implemeRtatioB，　e．g．，　the　techniques　used　and
the　specification　ef　user　interface．　SectioR　4．　gives　timings　taken　olt　two　different　kinds　of
processors疑s沁g　various　sa鵬ple　prob王ems，　incl鷺di鍛g　the　applicaもio難toもhe　Gr6b簸er　basis
calculaeion．　Finally，　Section　5．　concludes　this　report．
2．Exis七i聡9＆1gor麓hms
IR　this　section，　we　give　a　brief　review　of　the　kRown　a｝gorithms．　ln　the　following，　let　X　and
Y　be　two　given　integers　where　X　〉　Y，　and　we　coksider　the　computation　of　G　：gcd（X，　Y）．
2．1．　CAassical　algorithms
　　　In　his　famous　textbook，　Knuith　describes　the　following　three　algorithms，　the　latter　twe
of　which　are　suited　for　｝ong　integers．
Euciid’s　algerithm　：
　　　LettiRg　t4e　＝　X　and　Ai　＝＝　Y　initially，　compgte　the　followiRg　remainder　sequekce
　　　　　　　　　　　　　　　　　　　　　　　　　Qi　・＃：L轟、嶋！，　　　　　　　　　　　（1）
　　　　　　　　　　　　　　　　　　　　　　　Ai＋i　〈＝　Ai一1一Qi　Ai＝A…　mod　Ai　（2）
　　　for　i　＝1，2，．．．，n　uRtil　we　obtaiR　A．＋i　＝＝　O．　Ilrhe　required　GC］）　is　given　by　G　＝＝　A．．
We　consider　the　sequence　of　cofactors　Ui　and　Vi　（lefined　by　Uo　＝　va　＝　1，　Ui　：Ve　＝　O，　and
　　　　　　　　　　　　　ω一（Ui－1鷲＿1）一Qく笠），乞一1，2，……1・（3）
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Then，　as　is　we｝1　kRown，　the　following　equation　helds：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノ4i＝＝乙㌃ノlo十▽乙ノ窪1．　　　　　　　　　　　　　　　　　　　　　　　　　（4）
Here，　we　Rotice
ss　that　the　cofactor　seqBeRce　is　determined　only　from　the　＄equence　Qi，　aRd
　ee　that　the　exact　calcu｝ation　ef　the　sequences　of　Qi　aitd　of　the　cofactors　is　not　essential　to
　　　the　calculation　of　gcd（X，　Y）．
These　facts　are　utilized　in　Lehmer’＄　improved　algorithm　［4］　designed　for　long　integers
（bignzLms）　by　possible　elimination　of　their　exact　divisions．
Lehmer’s　algorithm　：　SRppose　that　X　and　Y　are　long　iBtegers．　Then，　in　Eq．’s　（1）　and
　　　（2），　the　calculations　of　Qi　altd　Ai　are　supposed　to　be　exact　and　to　be　performed　with　full
　　　precisioRs．　｝lowever，　these　exact　ca｝culatioRs　are　not　maRdatory，　as　described　below．
　　　ss　Assume　that　the　lengths　（the　nnmbers　of　words）　of　Ai－i　and　Ai　are　equal，　and　let
　　　　　a」一　denote　the　most　significant　word　of　A2・．　Then，　the　following　inequality　holds：
　　　　　　　　　　　　　　　　　　　　　　　　gi　：！k．iti，］　s　Qi　s　g－i　＝一　［Ee3’i　：：；Fmi．“　’1．
　　　　　Therefore，　if　qi　and　q－i　are　equa｝，　then　it　is　equal　to　Qi．
　　　ee　Notice　that　both　gi　aRd　q－i　can　be　obtained　by　calculatiolts　with　single　words．
　　　＠　Therefere，　while　gi　and　GMi　are　eqiial，　the　remaiRder　sequence　calculation　with　ai
　　　　　correspoRding　to　Eq．’s　（1）　and　（2），　which　caR　be　done　enly　with　operations　on　single
　　　　　werds，　exactly　reflects　the　calculation　of　the　（？i　sequence．
　　　tw　At　the　time　when　gk　4　qk，　the　exact　Ah　of　required　precisions　can　be　recovered　by
　　　　　（4）　using　the　cofacter　seqltence　（3）．
　　　For　the　formulatieR　of　the　algorithm，　refer　to　the　textbook．
Note　that　the　above　valRe　sequeRces　obtained　via　divisioR　are　not　mandatory　yet　for　the
gcd（X，　Y）　calculatioR　bu£　its　giving　a　method　for　the　purpose　below　is　ehe　point．　The
essence　of　a町algorithm負）r　integer　GCD，s　is　the　geaeratioR　of　a　new　pair｛01，C2｝from
a　pair　｛Bi，　B2｝　of　positive　iRtegers　satisfyiRg　the　conditions
　＠　gcd（Bi，B2）　＝gcd（Ci，C2），　and
tw　mii｝（Bi，B2）　〉　min（Ci，C2）　for　termination，
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and　the　contikuability　of　this　generation　unti｝　gcd（X，　Y）　is　obtained．　Assume　Bi　〉　B2
and　let　t　g　Bi　mod　B2．　Then，　the　above　Euclidean　algorithms　yield　a　new　pair　by
｛Ci，C2｝　〈＝　｛B2，t｝．　Altemative｝y，　one　may　set　｛Ci，C2｝　e　｛t，B2　一　t｝．　The　simplest
method　satisfyiRg　the　abeve　conditioRs　will　be　to　let
　　　　　　　　　　　　　　　　　　　　　｛Ci，　C2｝　〈＝｛1i　tin（Bi，　B2），　i　B，　一　B，　1｝，　（5）
which　gives　the　biRary　algorithm　deve｝oped　by　Stein　［12］．
The　binary　GCD　algorithm　：　Notice　that　in　Eq．　（5），　if　Bi　and　B2　are　odd，　the　differ－
　　　ence　Bi　一　B2　is　eveR．　lf　gcd（Bi，　B2）　is　1〈i｝own　to　be　odd，　theR　we　caR　remove　2’s　factor
　　　from　the　difference　without　vielating　the　former　coRdition，　by　simply　right－shifting　the
　　　differeRce，　aRd　the　convergence　te　the　GCD　will　be　speeded．　Namely，　the　subtractioB
　　　aRd　the　subsequent　shift　operations，　in　place　of　the　cost｝y　division　operatioA　in　the
　　　EuclideaR　algorithm，　suMce　to　yield　a　new　pair　with　an　integer　of　reduced　magnitude．
　　　There　follows　a　descriptielt　of　the　right－shift　binary　algorithm．
　　　　　　（1）　Remove　2’s　factors　from　giveR　two　integers　X　and　Y，　and　let　X　＝〉　2　k　i　Bi
　　　　　　　　　and　Y＝〉　2k2　B2，　where　Bi　aRd　B2　are　odd．
　　　　　　（2）　While　（w　・〈＝　Bi　一　B2）　＃　O，　do　the　following：
　　　　　　　　　　　（2．1）　remove　2’s　factor　from　w：　w　＝〉　2S　t；
　　　　　　　　　　　（2．2）　if　t　〉　O，　let　Bi　〈＝　t，　and　otherwise　let　B2　〈cx　一t．
　　　　　　（3）　FiRally，　we　obtain　gcd（X，　Y）　＝　2Mi”（foi｝k2）　B2．
Stein　also　proposed　a　left－shift　algorithm．　Assume　Bi　〉　B2．　The　algerithm　obtains
t　＝　2eB2　such　that　t　S　Bi　〈　2t　by　left－shiftiRg，　and　uses　｛B2，min（Bi　一　t，　2t　一　BD｝　as　a
new　pa1r．
2．2．　Recekt　devegepments
　　　In　the　last　several　years，　the　a｝gorithms　fer　integer　GCD’s　have　been　eve｝ved　to　use　gen－
eral　methods　to　make　a　new　pair．　Most　of　the　newly　developed　algorithms　are　characterized
by　the　fo｝｝owiRg　twe　features．
tw　Generalization　of　the　binary　algerithm　to　K－ary　oRes．　Let　K　：2M　be　the　magnitude　of
　　　a　single　word　composing　long　iRtegers　（K　need　not　be　a　power　of　2　and　can　be　a　power
　　　of　10　as　iB　serae　irr｝plemen£atielts）．　The　intermediate　expressions　of　the　seq“eRce　are
　　　reduced　by　K－ary　right－shift．　For　example，　if　we　have　a　＝＝　Bi／B2　mod　2M，　Bi　一　aB2
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MODIV　algorithm　by　JebeleaR　［1］
Input：　integers　Ue，　V，　N　and　a　radix　fi（normally＝2M），　where　gcd（V，5）＝：1．
Output：　W＝：Uo／V　mod　6N．
　　（O）W〈＝O；　weVmod　6；　a’〈＝wmi　med　6；
　　（1）　for　i＝O　to　N－1　do
　　　　　　　　　bi　¢　a’（Ui　mod　rs）　mod　6；
　　　　　　　　　Wく＝W＋傷β㍉
　　　　　　　　　Ui＋i　e　（Ui　一　bi　iV）　mod　5Nmi／rs；
　　（2）　return　W；
Fig．1．　division　med　5N
　　is　divisible　by　2M　and　（Bi　一　aB2）／2M　obtaiRed　by　2M－ary　right－shifr　is　to　be　used　te
　　replace　Bi　to　make　a　Rew　pair．
ee　Use　ef　the　following　geReralized　formula　as　a　sequence，　iRstead　of　the　exact　remainder
　　sequeRce　（2），
　　　　　　　　　　　　　　　　　　　　　　　　　Ci＋1く→bi　Ci＿1－ai　Ci　l／βn．　　　　　　　　　　　　　　（6）
　　Notice　thatthe　fual　result　is　a　multiple　of　the　true　GCD　axd　may　coBtain　a　spurious
　　factoer．
In　the　follewing，　we　summarize　the．　receRtly　developed　algorithms．
3ebelean　（1993）　［1］
　　＠　A　method　to　determine　the　quotieRt　of　an　exact　divisibn　of　long　integers　from　the　least
　　　　significant　side　is　developed，　aRd　the　similar　method　is　applied　to　the　GCD　calculations
　　　　to　make　an　K－ary　algorithm　as　explained　next．
　　tw　The　algorithm　MODIV　of　Figure　i　presents　a　geReral　method　to　perform　divisien　mod
　　　　rsN，　altd　is　applied　to　the　computation　of　the　reciprocal　mod　P　of　the　least　significant
　　　　word　of　a　divisor　to　be　used　iA　a　new　K－ary　algorithm，　called　EDGCD．　This　mod　5N
　　　　division　algorithm　is　faster　than　the　well－known　Euclidean　algorithm　in　general，　and
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　　　serves　as　a　fast　method　to　compute　c／a　mod　2N　for　oRe－word　integers　e　and　a　wheB
　　　used　with　5　＝2　and　realized　with　bit　manipulatioms
　　tw　lt　is　c｝aimed　based　en　the　experimeRtal　results　that　the　Rew　EDGCD　algorithm　is　not
　　　　better　thaR　Lehmer－Euclid’s　algorithm．
Sorensen　（1994）　［11］
　　tw　K－ary　left一　and　right－shift　algorithrns　are　proposed，　aAd　at　the　saMe　time，　the　ge”er－
　　　　alized　formula　（6）　is　used．
　　op　A　simple　method　fer　parallelization　is　also　preseRted，　and　the　complexity　aRa｝ysis　is
　　　　made．
　　　The　algorithms　seem　net　practical，　compared　with　the　following　two　similar　algorithms，
　　　because　of　the　use　of　tables　for　computing　ai　and　bi　of　（6）　and　because　the　removal　of
　　　spurious　factor　is　doRe　by　trial　divisions　by　prime　factors　of　ai’s　altd　bi’s　accumulated
　　　during　the　intermediate　calculations．
3ebelealt　（1994）　［2］　preseRted　a　generalized　biRary　algorithm　using　（6）．　Let　do・　denote
　　　the　bit　width　of　Cj，　i．e．，　d］・　＝　rlog2　Cj　l．　The　algorithm　performs　the　elimination　of　less
　　　significaRt　bits　in　two　ways　depending　on　the　differeRce　of　the　magnitudes　of　a　pair　as
　　　致）110ws．
　　tw　When　d　＝　dimi　一　di　is　Rot　small，　e．g．，　）　8　for　the　bit　width　7n　＝　32　ef　a　siRgle　word，
　　　　do　the　same　elimiRation　as　in　ll］：
　　　　　　　　　　　　　　　　　　　　　　ai　e（Ci－i　mod　2d）／（Ci　mod　2d）　mod　2d，　（7）
　　　　　　　　　　　　　　　　　　　　Ci＋i　〈：　（Ci－i－ai　Ci）／2d．　（8）
　　　　More　cencrete｝y，
　　　　　　（1）　apply　the　MODIV　algorithm　with　Uo　＝：　1，　V　＝：　Ci　mod　2M，　N　＝　m，　5　＝2
　　　　　　　　　to　obtaiR　w　＝　V－i　mod　2M　（equivalent　to　Webe｝一’s　methed　116，　Figure　5．］）．
　　　　　　（2）　lettiRg　C　e　Ci－i，　repeat　the　fo｝lowing　calcu｝ation　until　C　becomes　suff｝一
　　　　　　　　　ciently　small　（uRti｝　C　gets　〈　O　in　Che　EDGCD　algorithm）：
　　　　　　　　　　　　　　　　　　　　Ce（C－aCi）／2M，　where　a＝（C　mod　2M）w．
　　　　　　　　　Afte｝’　each　iteration　step，　the　bit　width　of　C　is　reduced　by　m．
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（i）　MODIV／bmod　operatioR　when　［log2　Cimil　一　fleg2　C“　2　m
　　　　　　　　　　　　　　　　　　m　bits
　　　　　　　　　　　　　　　i”’””一”“””一Am一一一一
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（iii）　geBeralized　formula　（6）
Ci－1
　Ci
bi　Cirm　2
　　　　ai　Ci
ci＋i　：
ibi　Ci＿1一砺。冒
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Nim一一一一m－m　＝mmmmv一一一一一一一mm・’
　　　　　　　　　ll
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一幽囲一細躍一囲細
Fig．　2．　Eliminatien　of　less　significant　bits
6e Proceedings　of　the　Risa　Consortium　1997
　　tw　Otherwise，　use　the　generalized　formula　（6）　with　bi　and　ai　chosen　such　that
　　　　　　　　　　bi（Ci－i　mod　22M）iai（Ci　mod　22M）mod　22M，　O〈bi，　l　ai　l〈2M．　（9）
　　tw　The　spurious　factor　possibly　contaiRed　in　the　fina｝　C．　is　removed　by　the　GCD　calcu－
　　　　latioR　G　＝＝　gcd（gcd（X　mod　C．，Cn），　Y　mod　Cn）・
Weber　（i995）　［16］　independently　developed　the　same　algorithm　as　the　previovis　eke　and
　　　named　it　the　accelerated　algorithm．
　　ee　Detailed　descriptions　of　the　methods　for　required　calculatioRs　are　giveR，　includiRg　the
　　　　one　for　ai　and　bi　which　uses　WaRg’s　method　［13］　for　a　rational　Rumber　reconstruction
　　　　frem　twe　modular　numbers．
　　tw　The　dmod　operation，　which　is　equivalent　to　the　calcRlation　of　C　in　the　previous　algo一一
　　　　rithm，　is　defined　as
　　　　　　　　　　　　　　　　　dm・d（一β）」　（u／翼雀麟押）以
　　　　where　lgp（U）　denotes　the　required　number　of　words　of　magnitude　P　to　represeRt　a
　　　　loRg　integer　U．　ln　particular，　£he　dmod　operatioR　when　6　一一　2　is　called　bmed　（bit－
　　　　modu｝us），　and　is　equivalent　to　the　calculation　of　（7）　aRd　（8）．
　　tw　There　is　also　a　reference　to　the　bmod　algorithm　（Ci“　〈t＝　dmod（Ci－i，　Ci，2）），　which　is
　　　　equivalent　to　Jebe｝ean’s　EDGCD　algorithm，　and　it　is　Ksed　for　the　GCD　calculation　of
　　　　spiirious　factor　remeval．
　　tw　IR　［14］，　Weber　parallelized　his　algorithm　usiRg　a　shared－memory　mukiprecessor　sys－
　　　　tem．
Figure　2　depicts　how　less　significaRt　bits　are　e｝imiRated　by　the　above　operations．
3ebelean　（1995）　［31　suggested　a　few　methods　to　improve　Lehmer’s　algorithm．
　　tw　ln　Lehmer’s　algorithm，　having　poiRted　out　£hat　magnitudes　of　cofactors　are　of　half－
　　　　word　size　iR　mos£　cases　aRd　that　the　calculation　of　Ak　with　mu｝tiple　precisions　via
　　　　（4）　is　costly，　Jebelean　developed　a　meehod　to　perform　the　calcu｝atioit　in　each　step
　　　　with　double　words．　The　empirical　resuks　iRdica£e　tha£　this　improvement　is．Bot　very
　　　　effective．
　　tw　［lrhe　required　conditioR　to　proceed　the　coseqiience　calclllatioR　is　relaxed．
　　tw　A　new　algorithm　adopting　these　two　improvements　is　proposed．
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3。X：mple：men也a七蓋。戴in］Risa／Asir
The　origiBa｝　implementatioR　iR　Risa／Asir　for　integer　GCD　calculation　（igcd）　uses　Euclid’s
a｝gorithm．　IR　addition　to　the　erigiltal，　the　fo11owiRg　three　algorithms　are　implemeRted　in
C：
tw　right－shift　binary　algorithm，
　tw　bmod　algorithm，
tw　accelerated　（generalized　biltary）　algorithm．
　　　As　can　be　seen　｝ater，　Ettclid’s　algorithm　is　sometimes　most　efficient　when　the　lengths
of　twe　integer　arguments　are　very　differeRt．　This　is　becaRse　the　longer　argument　can　be
reduced　and　shoytened　very　much　by　the　initia｝　division．　一To　treat　such　cases，　we　added　a
simple　functioRality　to　perform　divisioR　onto　iRitia｝　argumeBts　depending　on　the　difference
of　their　lengths　te　the　above　three　algorithms．　Note　that　in　any　ef　the　above，　2’s　factors
are　treated　separately　and　removed　from　the　initial　arguments．
　　　The　bmod　algorithm　is　used　to　remove　a　spurious　factor　in　the　accelerated　algorithm
by　computing
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　gcd（gcd（　X，　C．　），　Y）
f（）rthe舳al　Cn．　If　the　initial　remainder　calculation　21←Xmod　y　is　perfbrmed，　where
X　〉　Y，　this　Z　is　used　in　the　above　GCD　calculatioR　instead　ef　Y．　The　initial　remainder
calculatioR　may　be　performed　also　in　these　GCD　calculatiens．
3。1。Tech簸ica蕪ties盆）r　faster　exec慧tio璽
　　　In　erder　to　make　the　implemented　code　execute　as　fast　as　possible，　various　techniques
are　investigated　and　actual｝y　used．　They　are　as　follows．
tw　Memory　space　for　working　area　to　be　used　for　storing　intermediate　expressions　is　al一一
　　　located　at　the　invocatioR　time　of　each　algerithm　and　is　recycled．　Localized　memory
　　　access　caR　expect　the　effect　of　memory　cachi2ig．
＠　Fo｝lowing　Weber’s　implementatioR　［16］，　the　sequence　of　multiplication　by　single一一word
　　　integers，　addition　or　subtraction　and　shifting　of　long　integers　is　realized　by　ene－time　scan
　　　of　the　werds　of　leitg　integers　in　order　to　reduce　the　number　of　slow　memory　accesses，
　　　except　wheR　the　resuk　of　the　subtraction　tumed　out　to　be　negative，　iR　which　case　oRce
　　　more　scan　of　the　result　is　required　for　negatioA．
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tw　ln　every　algorithm，　the　right－shift　binary　algorithm　is　used　after　a　pair　of　integers　are
　　both　reduced　to　within　the　｝nagnitude　of　double－words．
＠　ln　the　biltary　algorithm，　the　difference　calculatioR　of　two　long　integers　begiBs　with　the
　　eq慧ality　check　starti澄g　fromもhe　mosむsig難i丘ca捻t　wor（is，　an（i　atもheもime　when鷲nequal
　　words　are　fouitd　and　the　sigit　of　the　result　is　fixed，　changes　into　the　true　subtraction
　　operation　starting　from　the　least　significant　words．　Therefore，　ix　contrast　£o　£he　notice
　　made　by　Jebelean　at　the　begiRRing　of　［2］，　this　calculation　caR　be　deRe　only　with　ene
　　time　scan．
tw　As　mentioned　earlier，　2L／v　mod　2M　can　be　calculated　in　two　ways；　application　of　the
　　MODIV　algorithm　with　6　＝2　aRd　the　calculation　of　the　remaiRder　sequence　of　2M　aBd
　　v．　Both　algorithms　are　tested　on　processors　with　（PowerPC）　and　without　（SuperSparc）
　　　instri2ctions　for　integer　multiplicatioft　and　divisioR．　Our　test　result　iRdicates　that　the
　　former　is　slightly　faster　thaR　the　latter，　which　agrees　with　Jebelean’s　result　［1］，　on　both
　　　processors．　｝lowever，　this　difference　is　negligible　whelt　very　loRg　integers　are　treated．
3．2。User加もerface
　　　The　following　igcdxxx　functioBs　are　implemented，　in　addition　to　the　erigiRal　igcd．
function　Aame
igcdeuc
主gcdb加
igcdbmod
igcdacc
algerithm　used
Euc｝id’s　algorithm，　Risa／Asir’s　original　implemeRtation
right－shift　binary　algorithm
bmod　algorithm
accelerated　（geReralized－binary）　algorithm
Furthermore，　in　order　to　give　a　facility　to　switch　the　choice　of　an　algorithm　when　called
via　the　orlginal　igcd　function　or　intemally　from　Risa，　three　lptemal　variables　are　prepared
and　a　control　functioB　igcdcRt　l（［nl），　which　performs　assigRmeRt　te　those　variables，　is
iraplemented．　lts　specificatioR　followsi）．
2）’］rhe　Rame　of　the　fuBctioit　is　changed　from　igcdhow　aRd　more　functionalities　are　added　since　the　report
［5］．
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argument
　鷲euc奪量or　O
　tibi］臓睦　or　i
tibmod”　or　2
奪奮acc奪曾or　3，．．．
none
（一　div
一iooOO　＊　acc）
﹈﹇
functioitality
specifies　the　use　ef　Euclid’s　algorithm．
specifies　the　use　of　the　eright一一shift　binary　algorithm．
specifies　the　use　of　the　bmed　algorithm．
specifies　the　use　of　the　acce｝erated　algorithm．
returns　the　currekt　choice　of　an　algorithm　as　one　of　the　above
inもeger　v撮ues．
givell　negative　integer　assigns　each　ef　the　following　threshoids
whe漁≠0：
　div：　threshold　for　the　initial　remainder　calculation；if　the　ra－
　　　　　　tio　of　the　lengths　（the　mimber　of　words）　of　two　argu－
　　　　　　ments　is　）　div，　the　initial　remainder　calcu｝ation　is　to　be
　　　　　　performed．
aec：　threshold　used　in　the　accelerated　a｝gorithm　to　switch　the
　　　　　　eliminatiolt　method；　if　the　difference　of　the　bit　lengths
　　　　　　ef　two　integers　is　）　acc，　the　bmod　operation　is　used
　　　　　　iRstead　of　（6）．
The　default　va｝ues　of　div　and　ace　are　50　and　10，　respectively．
returns　an　iRteger　一　div　一　10000　＊　acc　for　the　cuyrent　values　of　div
and　aee．
4．　Emepirical　stEgdies
Our　Rew　implementation　is　tested　on　the　following　two　platforms．
tw　SparcStatioit　20　model　61　（SuperSparc＠60MHz．　SPECint92：　98．2）　十　SunOS　4．1．4　十
　　　gcc－2．7．2　（一〇2）
tw　IBM　RS6000　43P／133　（PowerPC　604＠133MHz．　SPECiRt92：　176．4　and　SPECiRt95：
　　　4．72）　十　AIX　4．1　十　cc　（一〇3）
While　the　former　processor　does　not　implement　instructions　for　integer　multip｝ication　akd
divisiok，　the　latter　does．　To　see　the　effect　of　this　difference　and　to　compare　the　algorithms，
we　have　tested　variogs　sample　problems．　The　integers　used　are　the　prodiicts　of　random
numbers　generated　by　the　ra［｝dom　O　fuRction，　each　of　which　fits　ik　27－bit　width，　the　word
size　in　Risa／Asir．　Tables　be｝ow　summarizes　the　average　timings　（iR　milliseconds，　except
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L漁 5 10 20 50 1◎0 200 500 1000 2000
一ど鵬 LOO6L5633，196 92952L3448．86 143．7 323 7美3
N 100001000010000100001000 1000 100 50 1◎
SparcStation　20／61
EuclidLO8929749，21247，755178．55680．614，177．616，378．062，518
binary0，1960，418 1，117 4，962 17．96 66．82 397．0 1，536．8 6，072
bmod α263 ◎，652 1β59 6，437 21．04 74．60 426．0 1，644．0 6，424
αcc＝6 0265◎，517 1，123 3，475 10．29 3426190．9 731．8 2β62
αcc＝10◎．3三3 0，524L1133，542 103934．30 189．3 722．8 2β49
αcc瓢200，2970，552 1，157 3，670 10．59 35．27 1932 736．8 2，885
IBM　RS6eOO　43P／133
Euclid0，515L3864，18320，94375．71286．641，72◎．3 6，720．426，814
bi鍛ary 0，125α251 0，593 2326 7．65 26．49 1509 57LO2，462
b搬od 0，1580，3170，788 2，908 8．80 30．36 170．8 649．0 2，583
αcc＝6 0，1660257α566 1，635 4．36 14．04’ 73．8 275．8 1，096
αcc＝100ユ58 03370，595 1，693 4．33 13．79 71．6 273．4 1，089
αcc凱20◎，192 0，3370，600 L675 4．58 13．82 74．1 276．6 1，102
Table　i．　Timiitgs　when　two　arguments　are　of　equivalent　leRgths
wheR　noted　otherwise）　of　N－times　calls　to　igcdxsc，
i釦しもhe　tables．
Lin：
　軌：
??
and　the　following　notatiens　are　g＄ed
the　Rumber　of　random　Rumbers　used　to　make　one　argument
fy　the　number　of　words　of　aR　argument
the　average　Rumber　of　words　of　argument（s）　after　2’s　factors　are
removed，　aimost　90％　of　Lin
the　average　number　of　werds　of　the　GCD
the　number　of　samples　tried
4．1．Dependextce　o心霊e　le簸g塩s◎f　b量g三寸n　argu鵬e灘ts
Cases　of　arg慧ments　wiもh　equivale聡t　le簸9癒s
The　first　examples　are　with　two　arguments　ef　equivalent　lengths．　Table　1　summarizes　the
timings．　With　the　accelerated　algorithm，　timiRgs　are　taken　for　three　different　val｛ies　of
ace　to　see　the　dependence　of　computing　times　og　ace，　but　no　particular　differeRce　can　be
observed．　Also，　the　table　iRdicates　that　the　accelerated　algorithm　is　mest　efficierk．
Cases　of　argume駐もs　with　dif艶rende漁9塩s
Table　2　shows　the　timings　whelt　the　leRgths　of　two　arguments　are　different．　We　have　mea一
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sured　the　cases　with　and　withoutinitial　remainder　calculation　for　every　sample　problem，
and　the　table　coBtaiRs　the　timings　of　both　cases　ip　each　rew　of　an　a｝gorithm；　the　upper　is
without　division　whi｝e　the　lower　is　with　division．　The　accelerated　algorithm　is　used　with
acc　＝：　IO　（default）．　Ogr　observation　follows．
tw　Whelt　the　lengths　of　two　arguments　are　different，　the　use　of　the　binary　algerithm　should
　　　be　preceded　by　the　initial　remainder　calculation　between　them．
tw　The　timillgs　of　the　bmod　algorithm　with　and　without　initia｝　remainder　calculation　indi－
　　　cates　that，　as　is　concerned　with　the　implementation　in　Risa／Asir，　the　bmod　operation
　　　is　slightly　faster　thaR　the　remaiRder　calculation　when　the　leRgths　of　arguments　are　not
　　　very　different　（ratio　£iO，　despite　their　similarity．
tw　We　may　observe　a　simi｝ar　tendency　with　the　accelerated　algorithm　also　using　the　bmod
　　　operatioR　without　the　initial　remainder　calculation．　Recall　that　the　reiir｝aindey　calcula－
　　　tioR　affects　on　the　speed　of　th’e　post－GCD　calci21ation　for　spurious　factor　removal，　which
　　　explains　why　the　bmod　a｝gorithm　is　faster　than　the　aceelerated　oRe　if　the　remainder
　　　calculatioR　is　not　performed　initially．
4．2．　AppRicatioR　to　masre　practicaa　prebeems
　　　As　poiRted　out　by　Neun　and　Me｝enk　［6］，　it　is　very　often　with　Gr6bRer　basis　calculation
for　so｝ving　a　system　of　algebraic　equations　that　coeMcieAts　ef　the　intermediate　expressions
grow　enormously　aRd　mest　of　the　computing　times　are　spent　by　the　calculations　of　iltteger
coefficients．　Although　the　receRt　development　of　the　rnodular　plus　trace－lifting　algorithm
has　improved　the　Gr6bner　basis　calculatioR　very　much，　the　cemputatien　of　long　integers，
especially　in　the　reductions　to　normal　forms，　can　still　be　a　neck　of　computation，　as　was
reported　by　Noro　and　Yokoyama　［10］．　To　see　how　our　implementation　affects　on　or　improves
the　efficiency　of　this　type　ef　calculation，　we　have　tested　the　following　preblem　of　more
practical　significance．
　　　　　dp＿9：r＿flagS（［響馨Mu：L℃iPユe奮㌧2］）；
　　　　　dp－gr－main（　cyclic（7z），［cO，cl，．．．，　cn－i］，1，1，0）；
　　　　　（DRL　order　with　homogenization　and　calculation　with　the　modular　images）
Because　in　the　last　report　［5］，　there　can　be　observed　no　particular　distinction　in　timings
among　the　differeRt　algoyithms　when　n　＝　5　aRd　n　＝＝　6，　we　have　tried　only　the　case　when　n　＝
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（i）　Cases　when　oBe　ef　the　arguments　is　the　product　of　10　random　numbers
・五伽 20 50 100 200 500 100◎ 200◎
一ご伽 9，682
P8，725
9，682
S5，976
9，681
X1，456
　9．681
P82，438
　　9．67
S55．19
　　9。68
X09．99
　　9．7
P819．3??
2，082 2，615 2，988 3，349 3．84 4．22 4．7
N 200002000020COO1000020CO 1000 200
SparcStatioR　20／61
E鷺ch（圭 3，165 3，622 4，528 6，531 12．07 21．32 4◎2
bi難翫ry 0，821
O，653
2，682
P，167
8，195
Q，635
27，555
R，770
154．37
@8．92
594．54
P7．28
2，316．6
@　33．9
bmod0，722
掾C9◎9
0，998
k387
1，394
Q，236
2，866
R，955
11．60
W．85
39．68
P7．20
145．2
R4．4
aCC 0，655
O，913
0，997
P，566
1，923
Q，381
4，625
S，059
21．49
X．08
76．67
P7．05
288．8
R39
月頃M　RS6eeO　43P／133
Euc薮（i 0，530 0，616 0，707 LO61 1．73 3．11 5．6
bir【ary0389
O，315
1，191
O，417
3，700
O，641
12，526
P，067
69．15
Q．23
26433
@　4．01
1．0343
@　　6．8
b瓢od 0，189
O，415
0，304
O，499
0，469
O，665
LO37
ｿ969
4．41
P．82
15．23
R．45
58．1
U．6
aCC 0，232
ｿ376
0，360
O，483
0，644
O，680
1，589
P，105
7．83
Q．12
28．49
R．67
109．1
@6．9
（ii）　Cases　wheR　ene　of　the　arguments　is　the　product　of　100，　（iii）　2eO　and　（iv）　iOOO　random　nllmbers
五加　　　　　　　　　　　　100
@　　　　　　　　200　　　　　500　　　　　1000　　　　　2000
　　　　　　　　200
T 　　　　1000　　　　2000
1000
Q◎00
一Z乞π　　　　　　　9L44　　　91．42　　　91．50　　　　　9支．4
@　　　　　　　182．4叢　　455ユ6　　910．07　　　1819．5
182．3　　　烹82．4　　　　i82，6
S553　　　909．6　　　18193
910．5
P819．3
一ZG　　　　　　　27．79　　　33．46　　　3739　　　　　41ユ65． 　　　73．9　　　　　81．4394
N　　　　　　　　10◎O　　　　l◎◎◎．　　　三〇〇◎　　　　　100 200　　　　曳00　　　　　ioO 20
SparcSeation　20／61
E縫clid175．45　　　185。15　　　206．59　　　　257．5676．8　　　697。4　　　　771。614，914
b圭nary 47．22　　　2◎6．02　　　695．57　　　2，540．8
Q2。75　　　37．18　　　　62．31　　　　113．0
260．0　　　807。3　　　2｝762．3
@9（）。6　　　133．1　　　　22◎．5
4， 93
Pβ14
bm◎d 24．20　　　40．44　　　80．78　　　　217。7
Q522　　　39．70　　　　64．91　　　　115．9
96．5　　　1502　　　　311．2
X7．4　　　139．0　　　　225．9
1，937
Pラ907
aCC 16．41　　　43．66　　　117．44　　　　372．0
P6．66　　　31．94　　　　57。09　　　　1◎7．5
73．0　　　167．2　　　　461．8
U2．4　　107．4　　　　195．3
1，336
P，083
IBM　RS6000　43P／133
Euc更圭d 74．62　　　　77。40　　　84．62　　　　1◎0．3282，5　　　292。3　　　　318．36，395
b量鍛ary 19．60　　　　86．46　　　299．91　　　1，1◎8．5
@9．31　　　14．31　　　23．08　　　　　40．4
103．7　　　335．0　　　1，179．8
@359　　　　51．8　　　　　85．7
1｝766
@703
bmod1◎．11　　　16．57　　　32．47　　　　　85．2
P0．28　　　　15．70　　　　24．09　　　　　4LO
38．7　　　59．5　　　　122．9
R9．3　　　　55．9　　　　　88．8
774
V76
aCC 7，03　　　17．75　　　46。95　　　　146．9
U．77　　　　1L77　　　20．5◎　　　　　38．6
28 　　　65．7　　　　181．9
Q4．3　　　　40．9　　　　　75ユ
518
S33
Table　2．Timings　when　the　lengths　of　two　arguments　are　differeRt
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7．　The　following　table　shows　the　timings　（i｝｝　seconds）　measured　on　IBM　RS6000　43P／133．
algoriもhrn銭sed4勿 CPU　time　十　　GC
Eudid 隔 8046　　十　　　980．2
binary 50
@1
14940　　十　　　988．5
@7698　　十・　　　960．5
bmod 50 7474　　十　　　993．7
aCC 50
@2
7525　　十　　　1051．0
V527　　十　　　1003．0
We　can　observe　a　little　bit　improvement．　More　successful　result　is　reported　by　Noro　and
McKay　［8］．　They　applied　our　new　imp｝ementation　to　the　integer　coBteRt　removal　in　the
calculation　of　nermal　forms　for　a　large－scale　Gr6bner　basis，　and　oiir　implemeBtation　has　had
a　big　effect　on　the　improvement　of　the　cemputiRg　time　iR　cooperation　with　their　improved
method　for　integer　contents　［7］．
5．　Co］itcgrR　gsioKft
With　our　new　implemeRtation　in　Risa／Asir，　we　have　tested　seme　of　the　algorithms　newer
than　the　EuclideaR．　When　iRteger　arguments　are　lengthy　and　of　equivalent　lengths，　the
latest　alg磁thm，　called　accelerated　or　generalized　bi簸aryラusing　a　generalized　sequence
（6）　is　most　efficient　in　practice，　which　agrees　with　the　previous　empirical　results　by　the
developers　of　the　algorithm．　Even　iR　the　cases　that　the　lengths　are　very　different，　we
can　make　the　argumeRts　have　equivalent　lengths　by　iRitially　peyforming　the　remainder
calculation　between　them，　aRd　then　apply　any　of　the　Rewer　algorithms　if　the　reduced
arguments　are　still　lengthy，　for　speed．　For　mere　general　cases，　it　is　difficult　to　determine
the　mo＄t　eff｝cient　way，　e．g．，　how　large　or　how　different　the　lengths　of　argttmeRts　should　be
to　perform　the　initial　remainder　calctilatioR，　al£hough　compi2ting　£imes　will　fiuctuate　very
little　iR　most　cases，　as　practical　applications　are　concerned．
　　　ARyway，　the　improvement　due　to　eur　Rew　implementation　of　the　newer　a｝gorithms　is
clear，　akd　the　aim　of　our　atterr｝pt　has　been　successfully　achieved．　Finally，　the　attthor
wou｝d　like　to　stress　the　need　for　the　use　of　the　latest　algorithm，　e．g．，　bmod　or　accelerated，
as　default．
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