The SFT property does not imply finite dimension for power series rings  by Coykendall, Jim
Journal of Algebra 256 (2002) 85–96
www.academicpress.com
The SFT property does not imply finite
dimension for power series rings
Jim Coykendall
Department of Mathematics, North Dakota State University, Fargo, ND 58105-5075, USA
Received 23 April 2001
Communicated by Paul Roberts
Abstract
In this paper we give an example to show that if R is finite-dimensional and has the SFT
property, then R❏t❑ is not necessarily SFT, nor finite-dimensional.
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1. Introduction
In this paper we provide answers to a couple of old questions concerning the
dimension behavior and SFT stability of a power series ring. Below we supply
a brief background of the problem, but the interested reader is referred to [3] or
to [6] for a more complete history.
It is a classical result in commutative algebra that if R is a ring of Krull
dimension n, then the Krull dimension of R[t] is between n + 1 and 2n + 1
[8]. Unfortunately this nice dimension behavior is not preserved in the case of
formal power series rings. In [1] Arnold defined an “almost Noetherian” property
of a commutative ring called the SFT property (for strong, finite type). We recall
that an ideal I ⊆ R is called an SFT ideal if there is a finitely generated ideal
B ⊆ I and a fixed integer n, such that an ∈ B for all a ∈ I . The ring R is called
an SFT ring if every ideal in R (respectively every prime ideal in R) has the SFT
property. It was shown in [1] that if R is not SFT, then dim(R❏t❑) =∞.
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In [2] Arnold showed that if R is an SFT Prüfer domain of dimension n,
then dim(R❏t1, . . . , tm❑)= nm+ 1. However, two natural questions related to the
dimension of R❏t❑ have remained open (see [6] for example). One question is
if R is an arbitrary finite-dimensional SFT ring is dim(R❏t❑) <∞? The other
question is whether R❏t❑ is SFT wheneverR is SFT. More generally, this question
concerns a concept called SFT stability. In [5] this concept was defined, and we
briefly review it here.
We say that R is n-stably SFT if R❏t1, . . . , tn❑ is also SFT, and we say that R
is stably SFT if R is n-stably SFT for all n. All heretofore known examples of
SFT rings are stably SFT. One of the main motivations for the concept of SFT
stability is the dimension behavior of power series rings in any finite number of
indeterminates. All known rings with finite-dimensional power series behavior
in one indeterminate enjoy the property of finite-dimensional behavior for any
finite number of indeterminates. The best known examples of these are the
zero-dimensional SFT rings (in this case dim(R❏t1, . . . , tn❑) = n, [4]) and the
n-dimensional SFT Prüfer domains alluded to above. Of course, such rings must
be stably SFT for there to be finite-dimensional behavior for power series in any
finite number of indeterminates.
In answer to the above questions, we produce an example of a one-
dimensional, quasilocal, SFT domain R such that dim(R❏t❑) =∞, and R❏t❑ is
not SFT (so R is not 1-stably SFT).
To help us develop the example, we will devote the next section to some
necessary properties of a particular power series ring over a nondiscrete valuation
domain. At this juncture we would like to point the interested reader to a recent
paper by Kang and Park [7], where other intriguing properties of power series
rings over valuation domains are discussed. Indeed, we will utilize one of their
results to greatly shorten the computations required in one of our results.
2. An example of bad dimension for the one variable case
In this paper, we will let V be a one-dimensional nondiscrete valuation domain
with value group Q and residue field F2. For an element w ∈ V , we denote the
value of w by v(w) and we denote the unit group of any ring, R, by U(R).
We remark that our choices of the residue field and the value group are merely
for the sake of computational convenience. The example that we give can be easily
generalized once the reader realizes that the key to the example lies in the fact that
the value group is nondiscrete.
In order to get a handle on the elements, we will write V in the form:
V := F2[xα]M,
where F2[xα] = {∑ni=0 ixαi |  ∈ F2, αi ∈ (Q+ ∪ 0)} and M ⊆ F2[xα] is the
maximal ideal of F2[xα] generated by the monomials.
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Also central to our discussion will be a particular subring of V which will be
denoted by V1. This subring is obtained by a standard “D +M” construction as
follows:
V1 := F2 + xV.
That is, V1 is generated by the elements of V of value at least 1 and the residue
field F2.
We begin with an elementary observation.
Proposition 2.1. The ring V1 is a one-dimensional SFT domain, whereas the ring
V does not have the SFT property.
Proof. The fact that V does not have the SFT property is well-known as V is
a (one-dimensional) nondiscrete valuation domain [1]. The fact that V1 is one-
dimensional is easy to see since the integral closure of V1 is V .
To see that V1 has the SFT property, it suffices to show that every prime ideal
in V1 has the SFT property. Noticing that V is the integral closure of V1 makes it
straightforward to see that the only nonzero prime ideal of V1 is the ideal xV . We
now show that this ideal has the SFT property.
Consider the principal (finitely-generated) ideal xV1 ⊆ xV and let α ∈ xV be
arbitrary. For convenience, we write α = xv with v ∈ V . Note that α2 = x(xv2) ∈
xV1 which shows that V1 has the SFT property. ✷
In this section we will show that the one-dimensional SFT ring V1 has the
property that dim(V1❏t❑)=∞. We will also use these results in the last section to
slightly augment some recent results by Kang and Park [7].
We begin with an interesting recent result of Kang and Park that greatly
simplifies our work in computing the dimension of V1❏t❑. The techniques used
in subsequent sections of this paper can be used to extract this result, but for
compactness we will rely on the clarity provided in [7].
Theorem 2.2. The ring V ❏t1, . . . , tn❑ has an infinite descending chain of prime
ideals lying inside the prime idealM❏t1, . . . , tn❑, all of which lie over (0) in V .
This is just an application of Corollary 3.11 from [7], reworded for our case.
Proposition 2.3. The ring V1 is a finite-dimensional SFT ring such that
dim(V1❏t❑)=∞.
Proof. Consider an infinite descending chain of primes lying over (0) in V ❏t❑
promised by the previous theorem
P0 P1  · · ·Pn  · · · .
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We now consider the associated chain in V1❏t❑:(
P0 ∩ V1❏t❑
)⊇ (P1 ∩ V1❏t❑) ⊇ · · · ⊇ (Pn ∩ V1❏t❑)⊇ · · · .
To show that V1❏t❑ has infinite dimension (and, more than that, possesses an
infinite descending chain of primes), it suffices to show that the ideals in the above
chain are distinct. To see this assume that(
Pn ∩ V1❏t❑
)= (Pn+1 ∩ V1❏t❑)
and let pn be an element of Pn \Pn+1. Since (Pn ∩ V1❏t❑) = (Pn+1 ∩ V1❏t❑),
and xpn ∈ (Pn ∩ V1❏t❑), this implies that xpn ∈ Pn+1. But since Pn+1 lies
over (0), x /∈ Pn+1, hence pn ∈ Pn+1, which is a contradiction. This concludes
the proof. ✷
3. Power series over a one-dimensional nondiscrete valuation domain
In this section, we will show that the SFT ring V1 from the previous section
also has the property that its power series extension V1❏t❑ is not SFT. Our strategy
will be to investigate some important properties of the power series ring V ❏t❑ over
the non-SFT ring V and glean information about the power series ring over the
SFT ring V1. We begin with a definition.
Definition 3.1. Let R❏t❑ be a power series ring and let φ :R❏t❑ → R be the
“variable annihilation” map (i.e. φ(f (t)) = f (0)). If I ⊆ R❏t❑ is an ideal then
we define φ(I)⊆R to be the annihilation ideal of I in R.
We now produce a result that shows that there are “large” ideals in V ❏t❑ lying
over 0 ⊆ V .
Proposition 3.2. There exists a prime ideal P ⊆ V ❏t❑ such that
(1) P ∩ V = 0.
(2) φ(P)=M⊆ V .
(3) P ⊆M❏t❑.
Intuitively, such a prime ideal contains no constant term series, but for all  > 0
has an element whose constant term has value smaller than .
Before beginning the proof of Proposition 3.2, we shall assemble some
machinery. Finding a prime ideal in V ❏t❑ lying over 0 is not too lofty a goal;
satisfying the second condition is the somewhat tricky part. To aid us in our task,
we first will look at a specific collection of elements in V ❏t❑ as a preliminary
generating set of an ideal in V ❏t❑.
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Lemma 3.3. Consider elements of V ❏t❑ given by the formula
fn(t)=
(
x1/2
n + t2n)
and let gn(t) = ∏∞m=n fm(t). The elements gn(t) are well-defined elements of
V ❏t❑ and what is more, for all k  n, fk(t) | gn(t).
Before beginning the proof, we must clarify what is meant here by infinite
product. To rewrite a product of power series as a single series,
(
a0,0 + a1,0t + · · · + an,0tn + · · ·
)(
a0,1 + a1,1t + · · · + an,1tn + · · ·
) · · ·
· · ·(a0,m+ a1,mt + · · · + an,mtn + · · ·) · · · = (b0 + b1t + b2t2 + · · ·)
we equate coefficients using degrees. Specifically, a typical term of degree n on
the left side of the above equation is written:∏
j0∑∞
j=0 i=n
ai,j .
We sum these degree n terms over all combinatorial possibilities. More precisely:
bn =
∑
i1+i2+···+ik=n
0<i1i2···ik
( ∑
j1,j2,...,jkdistinct
(
ai1j1ai2j2 · · ·aikjk
∏
j =j1,j2,...,jk
a0,j
))
.
Of course there is no guarantee that either the (possibly) infinite product or the
(possibly) infinite sum is finite.
We further stipulate that to deal with infinite products in our valuation ring V ,
we define infinite products of monomials in x as follows. Given a collection of
monomials {xαi }∞i=0, the product
∏∞
i=0 xαi is defined by
∞∏
i=0
xαi = x
(∑∞
i=0 αi
)
.
We make the remark here that this “infinite product” to which we refer should
be thought of mostly as a formal notation (and in this paper, convenience of
notation is the only purpose that we have this infinite product serve). To develop
a general infinite product along these lines, one must take care to deal with the
definition appropriately in the case that
∑∞
i=0 αi is conditionally convergent or
divergent (in R), among other things. (Fortunately these are spectres which will
never rear their heads for this work.)
Proof of Lemma 3.3. With our definition in hand, it is our burden to show that
each infinite product gn(t) is an element of V ❏t❑. This translates to showing via
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the above formula that each coefficient of gn(t) is indeed an element of V . By the
above, the constant term of gn(t) is
x
∑∞
m=n(1/2m) = x1/2n−1.
In a similar vein, it is easy to see that for any nonconstant coefficient, all but
finitely many terms to be summed are 0, and the terms that involve an infinite
product involve a power of x that is a subseries of the series given above. Since
the series
∑∞
m=0(1/2m) is absolutely convergent, any subseries is finite and well-
defined. Hence the “products” gn(t) are elements of the power series ring V ❏t❑.
For the last statement, we must show that for all k  n, fk(t) | gn(t). To see
this we first consider the element
g(t)= fn(t) · · ·fk−1(t)fk+1(t)fk+2(t) · · · .
An argument similar to the one above shows that g(t) is a well-defined element
of V ❏t❑, and an easy computation shows g(t)fk(t) = gn(t). This establishes the
lemma. ✷
We record a final lemma needed for Proposition 3.2.
Lemma 3.4. Consider the ideal I = (xα + tn) ⊆ V ❏t❑ generated by the
polynomial xα + tn with α ∈Q+. Then I ∩ V = 0.
Proof. It is easy to see that if (xα + tn)f (t)=w ∈ V then f (t) must be a power
series in the variable tn, hence without loss of generality, we can assume that
n= 1. Consider the following equation with w a nonzero element of V :
(xα + t)(xb0u0 + 1xb1u1t + · · · + nxbnuntn + · · ·)=w,
where for all i , ui ∈U(V ) and i ∈ F2.
Multiplying out the left-hand side of the above equation, we first note that
each i = 1 ∈ F2. We also observe that since the values must balance for additive
cancellation, we obtain the following equations for each i:
α + bi+1 = bi.
This translates to the infinite family of equations
iα+ bi = b0
for all i > 0. This is an obvious contradiction since α > 0 and all the bi ’s are
nonnegative. This establishes the lemma. ✷
We now apply the developed notations and results to establish Proposition 3.2.
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Proof of Proposition 3.2. To construct our desired prime ideal, P , we first
consider the ideal generated by the family of elements {gn(t)} discussed earlier.
That is,
I = 〈g1(t), g2(t), . . . , gn(t), . . .〉.
We first observe that φ(I) =M. To see this we must show that for all  > 0
there is an element w(t) ∈ I such that v(w(0)) < . To find such an element, let
N be a positive integer such that 1/2N <  and consider the element
gN+1(t)=
∞∏
m=N+1
fm(t).
As remarked earlier, it is an easy computation to see that the constant term of
gN+1(t) is x1/2
N hence v(gN+1(0)) < . This establishes the first remark.
We also note that I ∩V = 0. Indeed assume that I ∩V is a nonzero ideal of V
and let w ∈ I ∩ V be a nonzero element. Since w ∈ I we can write
w= r1(t)gk1 (t)+ r2(t)gk2(t)+ · · · + rm(t)gkm(t),
where ri (t) ∈ V ❏t❑ for 1  i  m and (without loss of generality) k1 < k2 <
· · ·< km. We now choose k to be an integer with k > km and note that Lemma 3.3
shows that fk(t) | gki (t) for all 1  i  m. Hence the above equation can be
rewritten in the form
w= r(t)fk(t)
with r(t) ∈ V ❏t❑.
But now since the element fk(t) is of the general form xα + tn, Lemma 3.4
shows that w= 0, which is a contradiction. This shows that I ∩ V = 0.
We now must establish the existence of a prime ideal satisfying the conditions
that I has been shown to satisfy. To achieve this goal we first note that the ideal
I ∈ V ❏t❑ is such that I ∩ (V \ 0)= ∅. We can therefore expand I to an (prime)
ideal (P) maximal with respect to the exclusion of the multiplicatively closed
set V \ 0 [8]. Hence P is prime and lies over (0) by construction. What is more
φ(P)=M since I ⊆P .
For the final containment statement (P ⊆M❏t❑), we proceed by induction on
the smallest degree term not in M. The degree 0 (constant term) case is trivial,
as this would imply that P contains a unit. Inductively assume that for all k N
that the power series containment
a0 + a1t + · · · + aktk + · · · + aN tN + · · · ∈P
implies that ak ∈M. To see the (N + 1)st case, we consider the following
equation:
a0 + a1t + · · · + aNtN + aN+1tN+1 + · · · ∈P .
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Using the proved properties of the ideal P , we produce an element
b0 + b1t + · · · + bN tN + bN+1tN+1 + · · · ∈ P
such that v(b0) = v(a0)/2. Hence a0 = b0xv(a0)/2 up to a unit, which we will
assume is 1 without loss of generality. Multiplying the second equation by
xv(a0)/2, we obtain
a0 + xv(a0)/2b1t + · · · + xv(a0)/2bNtN + xv(a0)/2bN+1tN+1 + · · · ∈ P .
We now subtract the original equation from this one to obtain
(
xv(a0)/2b1 − a1
)
t + · · · + (xv(a0)/2bN − aN)tN
+ (xv(a0)/2bN+1 − aN+1)tN+1 + · · · ∈P .
Since t is not in P (as this would mean that P ∩ V = 0), this implies that
(
xv(a0)/2b1 − a1
)+ · · · + (xv(a0)/2bN − aN )tN−1
+ (xv(a0)/2bN+1 − aN+1)tN ∈P .
By induction, xv(a0)/2bN+1 − aN+1 ∈M, and since xv(a0)/2bN+1 ∈M, so is
aN+1. This establishes Proposition 3.2. ✷
At this juncture, we must pause to recall some machinery developed in [5].
We recall that an ideal Γ  R❏t❑ has the super-convergence property (or is
super-convergent) if given a countable collection of elements {γi} of Γ such that∑∞
i=0 γiti converges in the t-adic topology, then the sum is in Γ . Intuitively, an
ideal is super-convergent if infinite sums of elements of the ideal are still in the
ideal (provided that they are in R❏t❑ in the first place). It turns out that super-
convergence for every ideal characterizes Noetherian rings, but a special case of
super-convergence is what we need here. In particular, we reproduce Theorem 3.7
from [5] without proof.
Theorem 3.5. If Γ is a radical ideal in R❏t❑ that is SFT, then Γ has the super-
convergence property.
We now apply this theorem to obtain the known result that V ❏t❑ is not SFT.
The importance of this result lies in the technique of proof which will be applied
again later for stronger results.
Theorem 3.6. The ring V ❏t❑ is not SFT.
Proof. It suffices to exhibit an ideal that does not possess the SFT property. Of
course it follows directly from the work of Arnold [1] that the ideals M❏t❑ and
(M, t) are not SFT, but we wish to illustrate the loss of the SFT property using
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the ideal P constructed in the proof of Proposition 3.2 and its failure to have the
super-convergence property.
Let P ⊆ V ❏t❑ be the prime (radical) ideal constructed in the proof of
Proposition 3.2, and let
f (t)= a0 + a1t + a2t2 + a3t3 + · · · + antn + · · ·
be an arbitrary element of P with a0 = 0. By Proposition 3.2, the element
f1(t)= a1 + a2t + a3t2 + a4t3 + · · · + antn−1 + · · ·
is an element of M❏t❑. Since φ(P) =M, we can find an element of P with
leading coefficient a1, say
h1(t)= a1 + b2t + b3t2 + b4t3 + · · · + bntn−1 + · · · ∈ P .
Hence
f1(t)− h1(t) = (a2 − b2)t + (a3 − b3)t2 + · · · + (an − bn)tn−1 + · · ·
∈ M❏t❑.
As before, the element
f2(t)= (a2 − b2)+ (a3 − b3)t + · · · + (an − bn)tn−2 + · · · ∈M❏t❑;
so we can find an element of P (say h2(t)) with leading coefficient a2 − b2.
Continuing this process inductively, we obtain an infinite family of elements of P ,
{hm(t)}∞m=1, such that
f1(t)= h1(t)+ th2(t)+ t2h3(t)+ · · · .
This gives rise to the equation:
f (t)− f1(t)= f (t)−
∞∑
i=1
hi(t)t
i−1 = a0 /∈P .
Since f (t) and the collection hi(t) are all elements of P , we see that the ideal P
does not possess the super-convergence property, hence V ❏t❑ is not SFT. ✷
4. An example of SFT instability
In this section we collect the ideas introduced in the previous section to
produce an example of a one-dimensional, quasilocal, SFT ring whose power
series ring does not have the SFT property. In turn this will give an example of
infinite power series dimension behavior for two or more indeterminates.
As per the previous section, V is our one-dimensional valuation domain and
V1 is the subring of V formed by the D +M construction V1 = F2 + xV . This
ring (V1) is the ring that we highlight.
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Theorem 4.1. The ring V1 is a one-dimensional, quasilocal SFT domain that is
not 1-stably SFT; that is, V1❏t❑ is not SFT.
Proof. The fact that V is the integral closure of V1 was noted in the proof of
Proposition 2.1. With this fact in hand, it is easy to see that V1 is quasilocal and
one-dimensional. The fact that V1 is SFT was also established in Proposition 2.1.
To establish the fact that V1❏t❑ is not SFT, we appeal to the proof of
Theorem 3.6. In the proof of Theorem 3.6, it was shown that the ring V ❏t❑ was
not SFT by producing a collection of elements {hi(t)}∞i=1 in P such that the
convergent sum
∞∑
i=1
hi(t)t
i−1
was not in P (hence P did not have the super-convergence property and, by
Theorem 3.5, V ❏t❑ was not SFT).
We adapt this technique in the following fashion. We first consider the prime
ideal ℘ = P ∩ V1❏t❑ ⊆ V1❏t❑. We observe for all g(t) ∈ V ❏t❑, that the element
xg(t) ∈ V1❏t❑, and if g(t) ∈ P then xg(t) ∈ ℘ (of course, ℘ must lie over (0) (in
V1) since P lies over (0) (in V ).
We have established that there is an element of V ❏t❑ (say g(t)) and a collection
of elements {hi(t)}∞i=1 in P such that
∞∑
i=1
hi(t)t
i−1 = g(t) ∈ V ❏t❑ \P .
We now consider the (convergent) sum
∞∑
i=1
xhi(t)t
i−1 = xg(t) ∈ V1❏t❑.
Since the elements {xhi(t)}∞i=1 are all in ℘ , we will show that xg(t) /∈ ℘ and
appeal to Theorem 3.5.
If xg(t) ∈℘ then either x ∈ ℘ (which cannot be as ℘ lies over (0)), or g(t) ∈℘
(which also cannot be as then we would have g(t) ∈ P). Hence ℘ does not have
the super-convergence property so V1❏t❑ is not SFT. ✷
All known examples of finite-dimensional SFT rings, R, have the property
that dim(R❏t1, . . . , tn❑) <∞ for all n  1. We now show that this is not true in
general.
Theorem 4.2. The ring V1 has the property that dim(V1❏t1, . . . , tn❑)=∞ for all
n 1.
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Proof. The case n= 1 is Proposition 2.3, so we consider n 2.
By the previous theorem, the ring V1❏t❑ is not SFT, hence neither is
V1❏t1, . . . , tn❑ for all n  1 [5]. Hence by Arnold’s well-known result [1],
dim(V1❏t1, . . . , tn❑)=∞ for all n 2. ✷
We now produce a last theorem that will both tie together our results and
augment the results of [7].
Theorem 4.3. Consider the one-dimensional valuation ring V and its SFT
subring V1 = F2 + xV . Let T denote any finite family of indeterminates. The
power series rings over V and V1 have the following properties:
(1) V ❏T ❑ and V1❏T ❑ are not SFT.
(2) dim(V ❏T ❑)=∞.
(3) dim(V1❏T ❑)=∞.
(4) V ❏T ❑ possesses an infinite descending chain of primes lying over (0) ⊆ V
and if |T |> 1 then V ❏T ❑ also has an infinite ascending chain of primes lying
over (0)⊆ V .
(5) V1❏T ❑ possesses an infinite descending chain of primes lying over (0)⊆ V1
and if |T |> 1 then V1❏T ❑ also has an infinite ascending chain of primes lying
over (0)⊆ V1.
Proof. The first three items and the first statements in items four and five have
been proved earlier. For the statements about the infinite ascending chain of
primes, we recall from Arnold’s work [1] that if a ring, R, fails to be SFT, then its
power series ring R❏t❑ fails to be finite-dimensional in the “strong sense.” That is
to say, not only does R❏t❑ not have an upper bound on length of chains of primes,
but also there is indeed an infinitely ascending chain of primes. The fact that the
chain can be chosen to lie over (0) (for two or more variables) follows from the
previous section and the work of Arnold [1]. This concludes the proof. ✷
We would like to conclude this paper with a couple of natural questions. Firstly,
does the ring V1❏t❑ possess an infinitely ascending chain of primes? We would
conjecture that this is the case, but we currently do not have this result in hand.
Another natural question in the realm of stability of the SFT property and
finite-dimensionality is the following. “If R❏t1❑ is SFT (respectively finite-
dimensional) then is R❏t1, t2❑ SFT (respectively finite-dimensional)?” (We note
that this second question was posed earlier in [6].)
As a last question we would like to point out that we know of no example of
a ring R (of dimension n) whose power series ring R❏t❑ is finite-dimensional
but “violates” the polynomial dimension bound of 2n + 1. For example, if
R is zero-dimensional then dim(R❏t1, . . . , tm❑) = m [4] which is well inside
the polynomial bound. Also if R is an n-dimensional SFT Prüfer domain,
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then dim(R❏t1, . . . , tm❑) = nm + 1 [2]. Hence if we assume that m > 0, then
dim(R❏t1, . . . , tm❑❏tm+1❑) = n(m + 1) + 1 = nm + n + 1 < nm + nm + 3 =
2(nm + 1) + 1. Also for the initial “jump” we note that if our SFT Prüfer
domain is of dimension n, then dim(R❏t❑) = n+ 1  2n+ 1. In fact, it is easy
to see that the “jumps” obtained by adjoining a new power series indeterminate
become proportionately smaller as the number of indeterminates becomes large
(i.e., limm→∞(nm+ n+ 1)/(nm+ 1)= 1).
So our final question is: “If R is of dimension n and dim(R❏t❑) <∞, then is
dim(R❏t❑) 2n+ 1?”
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