Abstruct-A fixed-rate universal lossy coding scheme is introduced for independent and identically distributed (i.i.d.) sources. It is shown for finite alphabet sources and arbitrary single letter distortion measures that as the sample size TI grows the expected distortion obtained using this universal scheme converges to Shannon's distortion rate function D ( R ) at a rate 0 (log , I / , , ) . 
I. INTRODUCTION UNIVERSAL lossy source code (or universal source
A code subject to a fidelity criterion) is a code whose performance for any source in a given family approaches the performance of the optimal code for that particular source as the length 71 of the encoded source sequence increases. Different types of universality for lossy coding are defined in [ 151 following similar concepts for noiseless coding given by Davisson [7] . The type of universality to be dealt with in this paper is weak minimax universality, where the universal code is assumed to perform in an asymptotically (i.e., for large block length) optimal manner for each source in a given class, however not necessarily uniformly over the class for a finite block length 71.
The first result demonstrating the existence of a weakly minimax fixed-rate universal lossy source code for the class of stationary sources was given by Ziv [26] under certain assumptions on the source and reproduction alphabets and on the distortion measure. The conditions of Ziv's result are satisfied, for example, for the mean-squared distortion and the class of real-valued stationary sources whose marginals have finite second moment. An extension of this result and various new results dealing with different types of universality in fixed-rate coding of stationary sourFes are proved in [15] . Both IEEE Log Number 9410409. [9] for the existence of weak minimax universal variable rate noiseless and fixed-rate lossy codes for the class of stationary and ergodic sources.
The above results deal with the general problem of universal coding of stationary, or stationary and ergodic sources, and thus inherently do not provide convergence rates for the average distortion (fixed-rate case) or the average rate (variable-rate case) to the optimum value as the block length increases. Indeed, it was proved by Shields [18] that there does not exist any universal rate of convergence for the rate redundancy in universal noiseless coding of ergodic sources. However, for certain smaller classes of sources, very sharp results are known for universal noiseless coding. For example, for discrete memoryless sources with alphabet size L it is known that the minimax lower bound to the per letter average redundancy is [ ( L -1 ) / 2 ] 7~-~ log n, asymptotically for large 71, and this convergence rate is achievable , pointwise (see Krichevsky and Trofimov [ 101 and the references therein).
Rissanen [ 171 provides a (d/2)7t3-' log 71 lower bound for classes of "smoothly" parametrized sources, where d is the dimension of the parameter space. This result includes in particular the class of memoryless sources and the class of Markov sources of any given order.
Far fewer and less general results are available for universal lossy coding. For discrete memoryless sources Yu and Speed [22] have demonstrated the existence of a variablelength universal scheme where the average code length of the code approaches the rate distortion function X ( D ) at a rate O( r1-l log 71). while the per-letter distortion is pointwise upper-bounded by D. Their result applies to classes of independent and identically distributed (i.i.d.) sources over a finite alphabet such that, at a given rate, the secondorder partial derivatives of the rate distortion function with respect to the source probabilities are bounded uniformly for each source. Unfortunately, they do not give an easier characterization of these source classes. Linder, Lugosi, and Zeger 1 11 analyzed Ziv's [26] fixed-rate universal scheme and established a 0 (Jlog log rL/log 7~) rate of convergence of the mean-square error on the class of real-valued bounded i.i.d. sources. The slower convergence rate apparently results from the fact that this scheme is universal over the larger class of all stationary and ergodic sources.
Ziv's [26] scheme was also analyzed in [24] and [2] by assuming both high resolution (i.e., high rate) and a fixed vector dimension. However, no rigorous rates of convergence have been derived from [24] and [2] for universal lossy coding. What is missing to make that connection is a rigorous theory of high-resolution quantization as the vector dimension increases. This problem was circumvented in [3] , where a variety of two-stage coding schemes (including Ziv' s method) were rigorously analized.
The present paper introduces a fixed-rate universal lossy coding scheme for memoryless sources. We show in Section 11, Theorem 1 that for all finite alphabet memoryless sources the distortion of the scheme approaches the distortion rate function at least as fast as cn-' logn with an increasing block length 71, where the constant c is explicitly identified. The idea behind the construction is an extension of the "enumerative" (Lynch 1121, Davisson [6] , and Cover [4]) or "combinatorial" (Shtarkov and Babkin [ 191) method of universal noiseless coding. First, the type (i.e., empirical distribution or composition) of the source sequence of length 'rt, is encoded, then the sequence itself is encoded using a fixedrate source code which is optimal with respect to the uniform distribution on the type class (the set of sequences of length T), with the same empirical distribution). A key tool used in our proof of the convergence rate is a result of Pilc [16] , who established a O(n-llog 7 1 ) convergence rate in Shannon's source coding theorem for discrete memoryless sources on finite alphabets. Our scheme can also be extended to universal lossy coding of Markov sources, giving an O(n-' logn) rate redundancy as the "price of universality." The code constructions given may not be practical, but are used to demonstrate the existence of universal codes with the claimed properties.
In Section 111 our construction in Section I1 for finite alphabets is extended to infinite alphabets where we obtain convergence rates for universal coding of real memoryless sources subject to a squared error criterion. We show in Theorem 2 that the per-letter mean-square distortion of the resulting universal quantization scheme converges to the distortion rate function at a rate o(J*) in expectation for all bounded memoryless sources. A more involved analysis reveals (Theorem 3) that the same convergence rate also holds for the per-letter sample distortion almost surely. We also demonstrate that a slight modification of the scheme results in a code weakly minimax universal over the class of memoryless sources with finite second moment. Then we investigate the "price of universality" (the rate and distortion redundancy of the scheme when compared with the nth-order operational distortion rate function of each source evaluated at rate R) for this modified scheme for unbounded memoryless sources. We show that the price of universality is on the order of ( 7 t , r 1 log 'rt,)1/2-t, where t can be made arbitrarily small by assuming that the source has a finite kth moment for k large enough.
In Section IV we compare our result for finite alphabets with the result of Yu and Speed, which is the only other presently known result of this type. The two results provide the same speed of convergence, though Yu and Speed's code provides 0 ( 7 1 , -~ log 7 t ) convergence of the expected code length, with the sample distortion almost surely upper-bounded by a constant, while our code has constant transmission rate and a O( 71-l log n ) convergence of the expected distortion.
A recent work by Zhang et ul. [25] . reports n -l logn type 
The construction of the code will be an extension of a method of noiseless universal coding [19] . The general idea is most clearly explained in [7, Theorem 61 . In our case, the procedure consists of partitioning A'L into k ( 7 1 ) sets Al.
where each A, has the property that X" is uniformly distributed over A i given X " E Ai. If S I L E A i , the index .i is encoded using at most log ~( I I ) + 1 bits. Then a source code with minimum expected distortion with respect to the uniform distribution on Ai is designed, and X'I is encoded using this code. The receiver can decode this code since the index i was transmitted. In our case, the Ai's will be the n-length sequences with the same empirical distribution.
In the spirit of Ziv's pioneering paper in universal lossy coding [26] and Wyner's results in the analysis of convergence rates for quantization schemes [20] , [21], we have chosen the parameters determining the overall rate of the universal code so that the rate redundancy is zero, i.e., r 1 -l log lglL1 5 R.
Proojl The rype P,urt of a sequence .I;" E A" is its empirical distribution, defined as For each probability distribution Q on A", let gQ,R denote an ri-length source code of rate R which is optimal with respect to Q , i.e., 1gQ,Rl 5 ZTLR, and for any other n-length source code y with 191 5 21LR where we used the notation for the expectation with respect to Q of a real-valued function f on A".
Our code is described as follows. For a given source sequence .I? with type P = P,. let Q denote the uniform distribution concentrated on the type class T;
which is a positive number for n large enough. Now we define our code ,qn by that is, ,qn maps .I" to the codeword that the code of rate R,, which is optimal with respect to Q , assigns to J?. Since there can be more than one optimal code gQ,R,,, the encoding rule is made unique by specifying a rule for choosing gQ,R, from among the possible candidates. Now l g~,~~ 1 5 2"Rn for each Q , and the number of different Q's is the same as the number of different type classes, which is upper-bounded by (n+l)lAl.
Thus we conclude that lgn I 5 ( T I + 1)1d12nRn = 2nR, that is, ,yn satisfies the rate constraint R.
We will demonstrate the simple but crucial observation that for any i.i.d. source {Xn}, the code y , does as well as the optimal code of rate R, matched to the source. Let P be the common distribution of the X,'s, and with some abuse of notation denote the distribution of the sequence X" also by P. Then since the conditional distribution of X" given the type P is uniform over TZ, we have
where the inequality follows from the defining optimality (1) of gQ.R,, . Taking expectations we obtain For a given probability distribution P on A let TZ = {.P E distribution as P , a possibly empty set. 7; is called the Qpe class of :P, if = P,r88. Note that the number of different types (hence the number of type classes) is upper-bounded by (7)) + l)lal. The terminology above is that of Csiszar and a(.%t) = E~, ( X " .~I ( X~) ) 5 E&(X"igP,R,(X")) AIL : I),rt = p } be the set of all dL having the same empirical
, although we will not need to fully exploit their
powerful "method of types."
We can upper bound (6) by using Pilc's result (Proposition 1) as follows. As n --+ 03 we have An upper bound on (7) is given by using a first-order Taylor expansion of D(.) at R ,
using a fixed-rate code with at most k log L + 1 bits ( L is the alphabet size Id\). Then the number of occurrences of each
(10)
The n(xkfl)'s, the so-called (IC+ 1)-grams. can be noiselessly encoded in at most Lk+' log 71 + 1 bits. By the kth-order
Markov property the conditional distribution of X" given the first k letters and the (IC + 1)-grams is uniform over the set of all .c" E A" having the given X k prefix and the given ( k + 1)-grams. For this uniform distribution, the optimal (minimum-distortion) source code of rate R is designed and X" is encoded using this code. By the same argument as in (4) and (5) (only R, is replaced by R), we obtain
4%) I D n ( R ) .
(9) The overall rate T, of gn is
From (8) and (9) we conclude that and the proof of the theorem is complete. Remark: One may be interested in distortion criteria other than the expected distortion. We can consider, for example, the probability that the average sample distortion exceeds a certain distortion level D. Marton [ 131 investigated the asymptotic behavior of the sequence
where the minimum is taken over all codes gn with n-l log ISn( 5 R' for a given R' > R. She identified the positive liminf and limsup of the above sequence as n + 00, thus establishing the error exponent in fixed-rate lossy source coding. In fact, the exponential upper bound on the minimum of Pr{d,(X",g,(X")) > D ( R ) } taken over all codes with n-l log (g,J 5 R' is given by a code construction independent of the source, and is thus universally achievable.
Markov Sources
The construction of Theorem 1 easily extends to Markov sources just as in the case of combinatorial codes [19] , [7] , without affecting the O(n-' log n ) rate of convergence. For Markov sources, however, we do not have a counterpart of Pilc's theorem, and therefore we are forced to compare the scheme's distortion to D n ( R ) instead of D ( R ) . Thus the code will operate at a distortion not exceeding D,(R), and at a rate T, > R , and we will investigate the price of universality, To obtain a scheme for finite-alphabet kth-order stationary Markov sources first encode X k = ( X , . . . . . X I , ) , IC < n,
n Thus the price of universality is still O(n-' logn), as in the memoryless case.
THE REAL ALPHABET CASE
Let the source and reproduction alphabets be the real line A(g) = Ed,(Xn.g(Xn)) = -E(IX" -g(X7L)1\2.
71
As before, let D,(R) denote the minimum distortion which can be achieved using an n-length block code of rate not exceeding R, i.e. 
holds for any stationary Gaussian source with a spectral density having a Lipschitzcontinuous derivative. Zamir and Feder [23] have shown in a recent work that an 0 ( 7~-~ lOg71) rate redundancy is achievable for stationary Gaussian sources with nice spectral densities by means of a variable-rate scheme using subtractive dither. There are presently no known results providing a O('rr-l log 1))) rate of convergence for non-Gaussian real i.i.d. sources. For our purposes, however, an earlier result of the present authors will suffice.
Proof of Theorem 2:
The construction is a generalization of the finite alphabet case.
Dejinitions 
of IJ,, L depend on the maximum of the absolute values of the c ( R ) is continuous in R, and the term o( 1) converges to zero uniformly in a small enough neighborhood of R. 
O( d-)
rate of convergence also holds for the sample distortion with probability 1. The theorem is proved in Appendix I. 
. Un.L(Xn)). (13)
Let T:,2 be the set of all L" E R" having "type" Pn, and let T;,g be the set of 71-vectors, having type P n ,~ (note that ?"-" is in the range of U r l .~) .
Finally, let Q f L and Q 1 , .~ be p,, L the uniform distributions on T'! and T?' respectively. For any probability measure p on R" with a finite second moment, define g I L .~ as an rr-length nearest neighbor code of rate R, which is optimal with respect to 11, i.e.
for any code y of rate less than or equal to R. Such optimal codes do exist for distributions with finite second moments, although they are not necessarily unique. Note that we are always able to choose an optimal code g p , R that uses the nearest neighbor encoding rule, i. (E) as. 
-IIX" -. y n ( X r L ) l 2 -D ( R )
=
. U n . L (~~; , ) .
The type of this quantized n-vector is then transmitted using [ L log ( n + 1)1 bits. Then, an optimal quantizer is designed by both the encoder and decoder for a training set consisting of all n-vectors with the same type as ( U n ,~( x l ) . U f , ,~( z g ) .
.
. . . U f , ,~( x n ) ) .
This quantizer is then used to quantize the vector x1, x2! . . . z, itself, and the remaining bits are transmitted to the decoder to specify the index of the codevector closest to 21. xg, . . . . x f l .
The decoder receives this index and produces the appropriate code vector as an approximation to the input sequence When RI, 5 0, set g n ( x " ) = 0, the all-zero vector. Thus first the optimal code of rate RI, for the uniform distribution over T'., is determined (a function of .cl'), and then we set yfl(x'l) as the codevector this code assigns to :E". Since the distribution Q,,.L is supported by a finite set, there are only a finite number of possible optimal quantizers from which to choose ,yQ,, L ,~, , according to some rule ensuring uniqueness. (18) and (20) 
Universality of code for unbounded sources:
In what follows we show that a slightly modified version of our scheme is weakly minimax universal over the class of memoryless sources with finite second moment, i.e., for each such source
Then we will consider the price of universality for memoryless sources having finite higher moments.
Sources with$nite second moment: Let f n : R -R be the limiter function (24) where the inequality holds because R,, I R , as., and yo,, , R , l is matched to the distribution &, . where { a r L } is a sequence of positive numbers to be specified later. The modified scheme simply encodes (using the scheme of Theorem 2) = ( f r l ( X 1 ) .
The only change is that we set Mn = a,, instead of using (1 1).
Since ~~f r l ( X l ) l I U,, a s . , by putting R, = R, we obtain as in (IS)- (21), and (24) where D ( R ) is the distortion of the optimal quantizer of rate R designed for ,Ur1. Now by the triangle inequality and the definition of X n we have
Thus when EIX1I2 < x and a, -+ x as n + E, it follows from (28) that the distortion A(glL) = n-lEllgn(Xn) -X"1I2 w Sources with finite higher order moments: We will assume that E(XIIk < 30 for some k > 8, and investigate the price of universality A(g,) -D,(R) for the previous scheme.
We will not force the rate redundancy to be zero, instead we choose the overall rate of g, to be 1 n Thus the only change is that we replace A, by the constant rate R. Since the sequence {a,} is deterministic, the rate redundancy r , -R is caused only by the fixed-rate encoding of the quantized type P,,J. We are going to show that for any t > 2 / ( k -4) the sequence {a,} can be chosen such that
and (33) To prove these we only have to examine (29) and (30) Let P denote the distribution of X n , and let gpLR and gp,R be two R-rate quantizers which are optimal for X" and X " , for any finite alphabet i.i.d. source. This, of course, contradicts (40), thus proving the optimality of the 0 (n-' log n) convergence rate in fixed-rate universal lossy coding of finite alphabet i.i.d. sources. However, as has been pointed out by several researchers recently, it appears that Pilc's proof of the above lower bound is flawed. Specifically, in [16, eq. (14)] an unsubstantiated approximation is used. Recently, however, Zhang et al. [25] have reported a rederivation of Pilc's lower bound. This would imply that (40) cannot hold, and in this sense, our convergence rate would be optimal, although the optimal constant has yet to be determined.
The optimality of the 0 (d-)
covergence rate in the real alphabet case (Theorem 2) is an open problem. Here it might be possible to obtain an improved result by tightening some upper bounds in the analysis of our scheme. Indeed, any simultaneous improvement of Proposition 2 and the upper bound in (22) would result in an improved upper bound in Theorem 2.
The only available result analogous to the flavor of our Theorem 1 seems to be Yu and Speed's variable-length universal code [22] There is an apparent duality between the above result and our code in Theorem 1. We proved the existence of a sequence of fixed-rate codes {g,} such that and where A , , A2, and A s are defined in (15 in (42). Thus to achieve a 0 (J-)
convergence rate of the expected code lengt to the rate distortion function of the source one has to set L -(n/logn)1/4, and then upper-bound the difference between the rate distortion function of the true source and that of the uniformly quantized source by 0 (L-*). It is not clear that this can be done, although an 0 ( L -l ) upper bound for this difference is easy to obtain. Assuming all this is done, one still has to show that the differentiability conditions on R(P. D ) are satisfied for the squared distortion.
It is interesting to note the difference between the two stage codes used for stationary sources [26] , [ l I], [3] and our method. In the former case, the entire codebook is transmitted as overhead resulting in an 0 (Jlog log rt/log n ) redundancy, while in our case (for i.i.d. and Markov sources) it is more efficient to transmit the approximate empirical statistics to obtain the much faster 0 (d-) convergence rate.
Finally, one might ask whether the 0 ( 7 i -l log 71) convergence rate in Theorem 1 for the expected distortion redundancy with finite alphabets also holds for almost sure type convergence. The best almost sure convergence rate that we have so far been able to obtain for the finite alphabet case is the much the right-hand side is summable in n,, and (47) results by the Borel-Cantelli lemma.
The proof of (48) requires more effort. We will upper-bound the conditional probability p r ( itll~fl -gP,R,,(Xn)\12
and then take expectations to obtain an upper bound on the unconditioned probability of the same event. be two i-tuples of distinct positive integers not exceeding n, and put C = { 
. Z T L )
have the same distribution. Thus the probability Pr { 111 -E h 2 t } does not change if we replace h with h,.
In particular, we can choose T so that c1 2 . . . This completes the proof of the lemma.
