R esonance non lin eaire dans des syt emes avec hyst er esis R esum e : Une approche g en erale pour l'analyse de la r esonance non lin eaire dans des syst emes dynamiques ayant au moins un int egrateur, en pr esence d'hyst er esis est propos ee. 17 1 Introduction
In the early seventies, rst results were presented (Landesman and Lazer 18]) on solvability of equations which are degenerate in linear at the in nity, in terms of the behaviour of bounded nonlinearities. This eld of nonlinear analysis was investigated by number of researchers (for example, S. Fu cik 6], S. Fu cik and A. Kufner 7] , S. Fu cik, J. Ne cas, M. Ku cera 8], J. Mawhin and M. Willem 20] , P. Hess 9] and many others).
The common way to deal with this problem is to consider superposition nonlinearities x(t) 7 ! f(t; x(t)), generated by the functions f that satisfy the Landesman-Lazer conditions 
This property (with appropriate choice of functions e(t) and F(t) = F(t; e) and spaces E 1 and E 2 ) allows to study degenerate equations with bounded nonlinearities; it plays a main role in the proof of various statements concerning equations with the nonlinearity f(t; x) and makes it possible to calculate topological characteristics of the corresponding vector elds (the index at in nity). These characteristics de ne important properties of the systems considered.
The functions e(t) in (1) are determined by the linear part of the problems. In applications to systems with hysteresis (to problems on forced T-periodic oscillations in control systems), equality (1) is generally considered with e(t) = const and e(t) = sin(k!t + '). Here and in the sequel k is a natural number, ! = 2 T ?1 is the main frequency. For the functions e(t) mentioned above, we will formulate and prove corresponding theorems. One may also consider some other functions e(t) satisfying a condition of the type mesft : e(t) = 0g = 0 or mesft : _ e(t) = 0g = 0. For various types of hysteresis terms (for the general theory, see 16]), analogues of (1) are satis ed. The rst results on forced T-periodic oscillations in systems with hysteresis nonlinearities of Landesman-Lazer type were given in 11], where hysteresis nonlinearities (hysterons with saturation) satisfying (1) were presented.
In the present paper we introduce an approach to resonant problems on forced Tperiodic oscillations in systems whose dynamics can be described by the equation L(p)x = M(p)G(x) + b(t); p = d=dt. We suppose that nonlinearity G(x) (this nonlinearity may be of hysteresis type, or functional type, or may include delays and derivatives) satis es some analogue of (1) . Theorems are formulated on the calculation of the index at in nity of corresponding vector elds; this makes it possible to derive existence theorems and theorems on nonlinear resonance.
The main part of this paper is the description of particular classes of hysteresis nonlinearities satisfying equations of the type (1). In the next section we describe a class of Inria hysterons with saturation. In section 3 we describe the hysteresis nonlinearity of friction type introduced by P.-A. Bliman and M. Sorine 1, 2] . In section 4 we consider the so-called stop nonlinearity, section 5 concerns relays and Preisach models. In section 6 we formulate results on abstract nonlinear operators with some hysteresis properties.
For systems with one of the hysteresis nonlinear terms mentioned above, it is possible to prove theorems on existence of forced periodic oscillations and on nonlinear resonance for the corresponding equations. In sections 8-9 examples are given for systems with dry friction and with the stop nonlinearity. To prove these (and others) theorems a general approach is useful, it is given in section 7. Sections 10 to 14 contain the proofs.
We use various spaces of functions de ned on 0; T] (namely, L p ; C k ; W k;p ) as the spaces E 1 and E 2 in (1). The particular choice is determined by the properties of the hysteresis nonlinearity under consideration.
Operator equations which appear in the problems considered, usually include two components: the equation of closure of the system and the equation of periodicity of the state of hysteresis nonlinearity (such equations are studied in 17]). In some cases it is possible to consider only the rst equation; the periodicity of the state holds either automatically or with the use of some special approachs.
Hysteron with saturation
The theorem formulated in this section is used in the proofs of results from 11].
First, we describe brie y the nonlinearity considered, namely, the hysteron. Consider the graphs of two continuous functions H 1 (x) and H 2 (x) in the plane fx; gg and suppose H 1 (x) < H 2 (x) (x 2 IR). Let the set = ffx; gg : x 2 IR; H 1 (x) g H 2 (x)g be included in the union of nonintersected graphs of a family of continuous functions g (x), where is a parameter. Every function g (x) is de ned on its own nite interval 1 , 2 ] ( 1 < 2 for every ) and g ( 1 ) = H 1 ( 1 ), g ( 2 ) = H 2 ( 2 ). This means that the ends of the graphs of the functions g (x) lie on the graphs of the functions H 1 (x) and H 2 (x) (see Fig. 1 ).
The output H(g 0 )x(t) (t 0) (it is also the state of the hysteron at time t) is de ned for monotonous for t t 0 inputs as
the value of is choosen such that g 0 = g (u(t 0 )). For piecewise monotonous inputs the output is constructed by the semigroup identity. Piecewise monotonous functions are dense in C 0 , we de ne our operator onto C 0 by continuity. The correctness of this procedure see in 16] . The hysteron H(g 0 )x(t) is de ned for every continuous input and for every admissible initial state g 0 2 H 1 (x(t 0 )); H 2 (x(t 0 ))]; it is continuous as an operator from IR C 0 into C 0 .
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Introduce the following notations:
u (t) = u (t; '; k) = sin(k!t + '); k 1; 1; k = 0; u R (t) = u R (t; '; h; k) = Ru (t; '; k) + h(t); d 1 (R) = H 1 (u R (0; '; h)); d 2 (R) = H 2 (u R (0; '; h)): Theorem 1 Let the functions H 1 (x) and H 2 (x) satisfy
for some real g + and g ? . Then for every integer k 0 lim 
A dry friction model
In this section we consider a hysteresis model suggested by P.-A. Bliman and M. Sorine 1, 2] in order to describe the dry friction e ects. In this model, the state x of the hysteresis nonlinearity is an n-dimensional vector; both the input and the output are scalars.
Let us consider a stable square n n-matrixÃ and two n-dimensional vectors b and c.
We denote by ( ; ) the scalar product in IR n . Vectors are denoted by bold symbols, matrices have tildas;Ĩ is the identity matrix.
Consider an absolutely continuous scalar-valued input u(t); t 0 and an initial state x 0 2 IR n . The output F(x 0 )u(t) is de ned by the following formulas. Let x(t) be the solution 
This theorem follows from the abstract results given in section 6. Note that in (6) 0 if u(t) 2 ( ; ) and u( ) = ; 1 if u(t) 2 ( ; ) and u( ) = where = supfs : s t; u(s) = or u(s) = g is the value of time at the last threshold attained. If this does not exist (i.e. u(t) 2 ( ; ) for all s < t then R( ; )u(t) r 0 . Since Ru(t) = 1 for u(t) > and Ru(t) = 0 for u(t) < , we get Theorem 4 The following relation holds for every integer k
The nonideal relay has a lot of "bad" properties which make it di cult to study equations with this nonlinearity: the state space is nonconvex, R does not act in C 0 , R is discontinuous as an operator from C r to L p , etc.
Theorem 4 has a counterpart for the Preisach model.
Let be a bounded measurable set in the plane f ; g. Let some weight function ( ; ) be de ned on . The output of the Preisach model is described by the formula
We shall choose as the state x of the Preisach hysteresis, the set of the states of all the relays R( ; ), i.e. the characteristic function of some subset of (other choices are possible 3, 4, 5]).
Theorem 5 The following equality holds
The last theorem follows from theorem 4.
Theorems on abstract operators
In this section we formulate two abstract theorems. They demonstrate which properties of hysteresis allow to prove analogs of theorem 2 and 3. Theorem 6 Suppose a nonlinear operator F is uniformly bounded (jFu(t)j B < 1) and satis es the M-property. Let e(t) be piecewise-monotonous, piecewise-C 1 and satisfy mesft : _ e(t) = 0g = 0:
Then, for every c > 0 lim
Here and below F sgn _ e is the function of t which is equal to F + if _ e(t) > 0, and to F ? if _ e(t) < 0.
Consider some family F of operators F (for example, F = S( ); 2 ?1; 1]). Let all the operators from F satisfy M-property with common F + ; F ? and d("). Then in (9) the supremum with respect to h can be replaced by the supremum with respect to h and .
Theorem 6 is proved in section 11. Without any additional assumptions, the norm of C 1 in (9) can not be replaced by the norm of W 1;1 . Let us give a counterexample.
Consider the following Madelung-type hysteresis nonlinearity F (see 
This theorem will be proved in section 12.
In theorems 6 and 7 the space L 1 can be replaced by L p for any p < 1.
Theorem on index at in nity
In this section we give a general construction which allows to formulate theorems on forced periodic oscillations in systems with hysteresis nonlinearities. Such ideas were used by many authors, precise formulations (for existence theorems) can be found, for example, in 6]. Consider a vector eld x = x?Ax?Fx x?Bx in a Banach space E. Let the operator A be linear and completely continuous and let F be nonlinear completely continuous and bounded.
Let the rotation of the eld x on the sphere S = fkxk = g of su ciently large radius be independent from . Then this value is called the index at in nity of the eld x and is denoted by ind . If 1 is not an eigenvalue of A, then equals (?1) r , where r is the sum of multiplicities of all real eigenvalues of A which are greater than 1. In this case, the rotation is de ned by the linear part I ? A of x only.
If Ker(I ? A) = E 0 6 = f0g the problem of the calculation of ind can be reduced to the problem of the calculation of the rotation of a vector eld on the unit circle in the nite-dimensional space E 0 . Let an eigenvalue 1 of A corresponds only to eigenvectors of A (adjucent vectors do not exist). Denote by E 0 a subspace invariant for A such that E 0 E 0 = E; denote by P and Q the corresponding projectors onto E 0 and E 0 . (11) for any e 2 E 0 ; kek = 1 and any c > 0, where e is a vector eld. Let the eld P e be nonzero for e 2 E 0 ; kek = 1. Then the index ind is de ned and equals (?1) r 0 , where r is the sum of multiplicities of all real eigenvalues of A that are greater than 1, and 0 is the rotation of the vector eld P e on the unit circle S 1 = fkek = 1g E 0 .
The proof of this theorem is given in section 13. This theorem is close to the main result from 10]. Note that if (11) holds, then P ae = P e; a > 0.
Theorems on existence of forced oscillations
We study a system whose dynamics can be described by the equations
or by analogous equations with a parameter 
and l > m. We denote by G one of the hysteresis nonlinearities considered above.
For the equations (13), we suppose that the coe cients of polynomials (14) depend continuously on and the nonlinearity is continuous with respect to the set of variables "input + initial state + parameter". We suppose also that the period T is common for all the values of . This last restriction can be removed by a change of the variable t. Then equation (12) has at least one T-periodic solution.
9 Nonlinear resonance (bifurcation at in nity)
In this section we introduce theorems on nonlinear resonance in control systems with hysteresis, in particular with dry friction and with the stop. First, let us recall the notion of The theorems formulated above make it possible to prove various statements concerning asymptotic bifurcation points for systems with hysteresis nonlinearities.
Let, again, the input b(t; ) in system (13) be T-periodic.
Theorem 10 Let the coe cient a l ( ) of L(p; ) be equal to zero for = 0 and take both positive and negative values in every neighborhood of the point 0 . Let the hysteresis nonlinearity G be continuous from W 1;1 to C 0 and let the state space of G be nite dimensional linear space. Then 0 is an asymptotic bifurcation point for T-periodic problem for (13) . Under assumptions of this theorem, for = 0 , the value 1 is an eigenvalue of odd multiplicity for the leading (at in nity) linear part (for equivalent operator equation, see section 14) so the theorem may be proved as a corollary of general theorems by M.A. Krasnosel'skii 14, 15].
Below we formulate theorems for equations with hysteresis nonlinearities, satisfying Mand U-properties, and examples for dry friction and stop. In these theorems, only the polynomials L and M and the input b(t) depend on the parameter. These theorems can be easily modi ed for the case, where hysteresis also depends on the parameter.
The two following theorems concern the case, where L(p; 0 ) has a pair of zeros 2s i T for some natural s and has no other roots of the same type. These theorems concern the case of 2-dimensional degeneration of the linear part and can not be obtained by general 
Relations (15) and (16) 12 Proof of theorem 7
First, let us as in section 11 split the set 0; T] into the intervals of monotonicity of the function e(t), where j_ e(t)j r and the set ft : j_ e(t)j < rg. The last set has an arbitrarily small measure for r small enough. Let us x some small value of r and prove the statement of the theorem for every interval a; b] of monotonicity of _ e(t). Without loss of generality we shall suppose that e(t) is an increasing function satisfying _ e(t) r > 0. 
where the summation concerns the numbers k such that (18) holds.
Choose now N(R) such that N(R)=R ! 0 as R ! 1. The function Re(t)+h(0) is strictly increasing. Then, on every interval in time of order d=R, we will reach the " neighborhood of F + and, after that, jF Ru(t)+ h(0)] ? F + j < ". The sum of these times for all the intervals is less than d N(R)=R ! 0. This nishes the proof.
Inria 13 Proof of theorem 8
The proof is similar to the proof of the main result from 10] (in 10] it is more detailed). First, the equation x = Bx (Bx = Ax + Fx)) in E is transformed by projection into the system of two equations: Px = PBx and Qx = QBx.
From the equation Qx = QBx, after easy transformations, the following estimate follows:
kQxk E const. This estimate implies that all zero points of the eld x?Bx lie in the in nite cylinder fkQxk constg E. The relation kPxk ! 1, due to (11) and P e 6 = 0, implies kPx ? PBxk 6 = 0 for su ciently large kPxk. Therefore, we get an a priori estimate for the xed points x of operator B: kx k const. Consequently, the rotation of the eld x ? Bx on the spheres kxk = of su ciently large radii r coincide with the rotation of this eld on the boundary surface of the cylinders fkQxk c; kPxk g. Now we can use the theorem on the product of rotations ( 10, 15] ) for the calculation of the rotation on the surface of the cylinder. This theorem implies that the rotation of the eld x ? Bx on the surface coincide with the rotation of the limit eld P e on the unit circle kek = 1 in E 0 multiplied by (?1) r .
14 Proof of theorems 9 and 11, 12
We start our proofs by the transformation of T-periodic problem for equation (12) to some system of operator equations.
Let a real number be such that L( The rotation of the two-dimensional eld P e in our case can be calculated in an obvious form. Analogous calculations were made by many authors 6, 12, 20] and we do not repeat them.
To prove theorem 9 it is su cient to show that the index at in nity of the corresponding vector eld is di erent from zero. To prove theorems 11 and 12 it is also su cient to calculate the corresponding indices and to use the principle of changing index. These tree theorems are consequences of the following lemma. T t dtj > jF + ? F ? j; (21) then it is equal to 0.
In the lemma, the mapping P e is a one-to-one mapping of the unit circle onto the 
