



















hRev. int. métodos numér. cálc. diseño ing. 2014;30(2):97–105
Revista  Internacional  de  Métodos  Numéricos  para
Cálculo  y  Diseño  en  Ingeniería
www.elsev ier .es / r imni
isen˜o óptimo  robusto  utilizando  modelos  Kriging:  aplicación  al  disen˜o óptimo
obusto  de  estructuras  articuladas
.  Martínez-Frutos ∗ y  P.  Martí
epartamento de Estructuras y Construcción, Universidad Politécnica de Cartagena, Campus Muralla del Mar, 30202 Cartagena, Murcia, Espan˜a
información  del  artículo
istoria del artículo:
ecibido el 9 de agosto de 2012
ceptado el 31 de enero de 2013






r  e  s  u  m  e  n
El  problema  de  disen˜o  óptimo  robusto  de estructuras  es  una  tarea  computacionalmente  costosa  como
consecuencia  del acoplamiento  de los procesos  de  cuantiﬁcación  de  incertidumbre  y  de  optimización.
Para  hacer  frente  a este  problema,  en  este  artículo  se  propone  una  metodología,  basada  en  modelos  Kri-
ging,  para  resolver  de  forma  eﬁciente  el problema  de  cuantiﬁcación  de  incertidumbre  en el proceso  de
optimización.  El  modelo  Kriging  aproxima,  de forma  simultánea,  la  respuesta  estructural  en  el  dominio
de  disen˜o  y  en el dominio  estocástico,  permitiendo  desacoplar  los  procesos  de  cuantiﬁcación  de  incerti-
dumbre  y de optimización.  La  metodología  propuesta  incluye  un  criterio  de actualización  de los  modelos
Kriging  basado  en  la  estimación  del  error  en la  predicción,  que  mejora  la  aproximación  en las  regiones
cercanas  al  frente  de Pareto.  Se  han  resuelto  3  problemas  para  mostrar  la  aplicabilidad  y la  precisión  de
la  metodología  propuesta.  Los  resultados  muestran  que  la  metodología  es adecuada  para  resolver  el  pro-
blema  de  disen˜o  óptimo  robusto  con una  precisión  razonable  y  un número  de  evaluaciones  del  modelo
de  simulación  muy  inferior  al  que  requieren  los  métodos  convencionales.
© 2013  CIMNE  (Universitat  Politècnica  de Catalunya).  Publicado  por  Elsevier  España,  S.L.  Todos  los
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a  b  s  t  r  a  c  t
Conventional  methods  addressing  the  robust  design  optimization  problem  of structures  usually  require
high  computational  requirements  due  to  the  nesting  of  uncertainty  quantiﬁcation  within the  optimiza-
tion  process.  In  order  to address  such  a  problem,  this  work  proposes  a methodology,  based  on  Kriging
models,  to  efﬁciently  assess  the  uncertainty  quantiﬁcation  in the  optimization  process.  The  Kriging  model
approximates  the  structural  performance  both  in  the  design  domain  and in  the  stochastic  domain,  which
allows  to decouple  the  uncertainty  quantiﬁcation  process  and  the  optimization  process.  In  addition,  an
inﬁll criterion  based  on the  variance  of the  Kriging  prediction  is  included  to  update  the  Kriging  model
towards  the global  Pareto  front.  Three  numerical  examples  show  the  applicability  and the accuracy  of  the
proposed  methodology.  The  results  show that  the  proposed  method  is  appropriate  to solve  the  robust
design  optimization  problem  with  reasonable  accuracy  and  a considerably  lower  number  of function
calls  than  required  by  conventional  methods.
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1. Introducción
Tradicionalmente, las incertidumbres en las condiciones de
carga, en las propiedades de los materiales, en la geometría o en
las condiciones de contorno de las estructuras se han incluido en el
proceso de disen˜o mediante hipótesis basadas en la experiencia
o en criterios de ingeniería tales como la utilización de factores
de seguridad. Utilizando dichas hipótesis se obtiene un modelo
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impliﬁcado, basado en los valores nominales de las variables y de
os parámetros de disen˜o. Sin embargo, las soluciones óptimas que
e han alcanzado con este enfoque determinista tienen un com-
ortamiento óptimo únicamente bajo condiciones cercanas a las
jadas en el proceso de optimización, pudiendo deteriorarse en
ran medida cuando las condiciones se alejan de las de disen˜o.
La necesidad de incorporar las incertidumbres en el proceso de
isen˜o ha estimulado el interés por la investigación de procedi-
ientos capaces de proporcionar disen˜os más  robustos y ﬁables.
n la actualidad existen 2 formulaciones que consideran la res-
uesta probabilista de las estructuras en el proceso de disen˜o
ptimo: el disen˜o óptimo basado en ﬁabilidad (Reliability-Based
esign Optimization, RBDO [1]) y el disen˜o óptimo robusto (Robust
esign Optimization, RDO [2–4]). La primera de ellas consiste en
n problema de optimización en que se incluyen los efectos de la
ncertidumbre por medio de probabilidades de fallo y de valores
sperados. La segunda trata de determinar un disen˜o menos sen-
ible a las incertidumbres de las variables y de los parámetros que
ntervienen en la respuesta estructural mediante la utilización de
ndices de robustez.
La principal diﬁcultad para la aplicación de los actuales métodos
e disen˜o óptimo robusto es el elevado coste computacional, tanto
ara evaluar los momentos estadísticos de la respuesta estructu-
al como para obtener las sensibilidades necesarias para el proceso
e optimización. Para abordar este problema, diversos autores pro-
onen la utilización de aproximaciones o metamodelos durante el
roceso de disen˜o óptimo robusto [5–10]. Dellino et al. [9] com-
inaron el método Taguchi de disen˜o robusto con superﬁcies de
espuesta para acelerar el proceso de cuantiﬁcación de incertidum-
re. Li y Kang [5] utilizaron modelos Kringing para aproximar los
omentos estadísticos de la respuesta estructural y un algoritmo
e recocido simulado para la búsqueda de un óptimo global. Guoqi y
augi [10] presentaron una metodología basada en la utilización de
upport vector regression para la resolución del problema de disen˜o
ptimo robusto de problemas de alta dimensionalidad. Martínez
 Martí [7] propusieron un procedimiento adaptativo basado en
odelos Kriging para la resolución del problema de disen˜o óptimo
obusto multiobjetivo. Jin et al. [11] realizaron un estudio de la apli-
abilidad y la precisión de diferentes técnicas de metamodelos para
a resolución del problema de optimización bajo incertidumbre,
n el que concluyeron que la precisión de los resultados óptimos
ependía en gran medida de la capacidad del metamodelo para
apturar globalmente la respuesta estructural. Beyer y Sendhoff
12] realizaron una revisión del estado de la cuestión del pro-
lema de disen˜o óptimo robusto, en la que pusieron de maniﬁesto
a importancia de una mayor investigación en nuevas técnicas de
etamodelos que garanticen la precisión global de la aproxima-
ión. La diﬁcultad para obtener una aproximación global precisa
a estimulado la investigación en procedimientos adaptativos que
aranticen la obtención de un disen˜o óptimo global. En este sentido,
utores como Jurecka et al. [8] adaptaron técnicas de optimización
irigidas por metamodelos al campo del disen˜o óptimo robusto.
El objetivo de este artículo es proponer una metodología para
a resolución del problema de disen˜o óptimo robusto, que utiliza
odelos Kriging para resolver de forma eﬁciente el problema de
a cuantiﬁcación de incertidumbre en el proceso de optimización. A
iferencia de otros trabajos, en la metodología propuesta el modelo
riging aproxima simultáneamente la respuesta estructural en el
ominio de disen˜o y en el dominio estocástico. El modelo Kri-
ing sustituye al simulador y actúa como soporte del proceso de
uantiﬁcación de incertidumbre y del proceso de optimización. Asi-
ismo, esta metodología incluye un criterio de actualización de los
odelos Kriging, basado en la estimación del error en la predic-
ión, que mejora la aproximación en las regiones cercanas al frente
e Pareto. La metodología propuesta permite: 1) evaluar la robus-
ez del disen˜o utilizando un número reducido de evaluaciones enmér. cálc. diseño ing. 2014;30(2):97–105
comparación con los procedimientos convencionales, tales como
los métodos de simulación; 2) desacoplar los procesos de cuantiﬁ-
cación de incertidumbre y de optimización, reduciendo el número
de evaluaciones del simulador en comparación con el enfoque ani-
dado; y 3) mejorar la precisión de la aproximación en las regiones
cercanas a los óptimos de Pareto.
2. Metamodelos
Un metamodelo (model of model [13]) se utiliza habitualmente
para sustituir globalmente a un modelo de simulación que requiere
un alto coste computacional para su evaluación. Esta aproximación
puede utilizarse, entre otras aplicaciones, para facilitar el proceso
de optimización, explorar el espacio de disen˜o o llevar a cabo aná-
lisis de ﬁabilidad. En la literatura especializada existe una gran
variedad de metamodelos, tales como las superﬁcies de respuesta
[14], los modelos Kriging [15,16], las funciones de base radial [17]
o las redes neuronales [15,18]. De entre las diferentes técnicas de
metamodelos, los modelos Kriging [16] han alcanzado una gran
popularidad en los últimos an˜os gracias a su gran ﬂexibilidad para
aproximar respuestas con alto grado de no linealidad [11] y a que
proporcionan información estadística del error cometido en la pre-
dicción [19].
2.1. Modelos Kriging
Los modelos Kriging asumen que el modelo de simulación puede
ser aproximado por una realización de un proceso estocástico
gaussiano G(x) con una media E[G(x)] = f(x)T  ˇ y una covarianza
Cov[G(x), G(x′)] = ˛2R(x, x′, ), a priori desconocidas. En las expre-
siones anteriores,  ˇ = [ˇ1, . . .,  ˇp]T es un vector de parámetros
desconocidos, f (x) = [f1(x), . . .,  fp(x)]T es un conjunto conocido de
funciones de x ∈ Rn (funciones de regresión), ˛2 es la varianza
de G(x) y R(x, x′, ) es la función de correlación entre x y x′. El
proceso estocástico G(x) representa el conocimiento a priori de la
función que aproximar, y por esta razón la selección de la función
de correlación debe ser consistente con la información conocida de
dicha función. El modelo de correlación más  ampliamente utilizado
es el modelo exponencial anisótropo generalizado:




− i|xi − x′i|s
)
, 1 ≤ s ≤ 2. (1)
Los parámetros ˇ, ˛2 y  son desconocidos a priori y se han de
determinar a partir de las respuestas del simulador Y  = {y1, . . ., ym}
para un conjunto de disen˜os X  = {x1, . . .,  xm}. Utilizando técnicas
bayesianas, la distribución posterior de G(x), condicionada a las
observaciones Y  = {y1, . . .,  ym}, es gaussiana [20] con media:
yˆ(x) ≡ E[G(x)|Y] = f(x)T ˆˇ + r(x)TR−1(YT − F ˆˇ ), (2)
y covarianza:
Cov[G(x), G(x′)|Y] = ˛2{R(x, x′, ) − r(x)TR−1r(x′)
+ u(x)T(FTR−1F)−1u(x′)}, (3)
siendo:
u(x) = f(x) − FTR−1r(x), (4a)
ˆˇ
 = (FTR−1F)−1FTR−1Y,  (4b)
2 1 ˆ T −1 ˆ˛ =
m
(Y  − Fˇ) R (Y  − Fˇ), (4c)
Fij = fj(xi), i = 1, . . .,  m, (4d)
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ij = R(xi, xj, ), i, j = 1, . . .,  m, (4f)
i(x) = R(x, xi, ), i = 1, . . .,  m,  (4g)
onde yˆ(x) representa la mejor predicción del modelo de simula-
ión en el punto x, R es la matriz de covarianza y Cov[G(x), G(x)|Y]
s la varianza de la predicción, la cual proporciona intervalos de
onﬁanza sobre la predicción media yˆ(x).
En (2) y (3) ˆˇ  y ˛2 se obtienen analíticamente y solo dependen
e los parámetros de correlación . En este trabajo los paráme-









Las funciones de correlación y de regresión más  adecuadas
ependen de las características de la función original, a priori des-
onocida. En este trabajo se han considerado funciones de regresión
el tipo constante, lineal, cuadrática y cúbica, en combinación con
as funciones de correlación recogidas en la tabla 1. La mejor com-
inación de funciones de correlación y de regresión se selecciona
n base al error cuadrático medio (root mean square error, RMSE) y
l coeﬁciente de determinación (R2). Estos indicadores se obtienen















onde yˆi(xv) y yi(xv) son la componente i-ésima del vector de
espuestas obtenidas con el modelo Kriging y el simulador, res-
ectivamente, y(xv) es la media de todos los valores obtenidos con
l simulador, y mv es el taman˜o de la muestra de validación. Para no
ener que utilizar muestras de validación, en este trabajo se estiman
stos indicadores utilizando una medida basada en errores de vali-








onde yˆi(x) es la predicción para el punto i del modelo Kriging ajus-
ado con la muestra inicial X, y yˆ−i(x) se calcula eliminando el punto
e disen˜o i de la muestra inicial X, ajustando de nuevo el modelo
riging con los puntos restantes y obteniendo la predicción en el
unto eliminado. Trabajos como los de [22–25] han demostrado
ue, cuando el número de puntos de la muestra inicial es suﬁciente,
a estimación del error cuadrático medio (RMSE) a través del PRESS
s un buen indicador para la selección de metamodelos de acuerdo
on la precisión de la aproximación. En este trabajo se ha utilizado
l PRESSRMSE para la selección de las funciones de correlación y de
egresión que proporcionan el mejor ajuste. El PRESSRMSE resulta
abla 1
unciones de correlación
Nombre R(x, x′ , )
Exponencial exp
(∑n












, 1 ≤ s ≤ 2
Gaussiana exp
(∑n





Lineal máx{0, 1 − i|xi − x′i|}
Esférica 1 − 1, 5i + 0, 53i , i = mín{1, i|xi − x′i|}
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un buen indicador para la selección de metamodelos; sin embargo,
no resulta un indicador de utilidad para determinar el grado de pre-
cisión global del metamodelo. En este trabajo se ha utilizado una
estimación del R2 mediante errores de validación cruzada:







donde y(x) es la media de las predicciones.
2.2. Actualización de los modelos Kriging
La estimación del coeﬁciente de determinación PRESSR2 se ha
utilizado como indicador de la precisión global del modelo Kriging.
Para valores de PRESSR2 ≤ 0.98 se actualiza el modelo Kriging con
puntos situados en las zonas de peor ajuste. Los nuevos puntos se
obtienen mediante la resolución del problema de optimización:
máx
x
∈ Rn MSE(x), (10a)
s. a : |x − xi| ≥, xi ∈ X, (10b)
donde MSE(x) es el error cuadrático medio, que en este trabajo
se toma como la varianza de la predicción en el punto x deﬁnida
en (3). Para evitar problemas de condicionamiento de la matriz
de covarianza R se incluyen las restricciones (10b), que garantizan
que la distancia entre los puntos candidatos para la actualización
y los existentes en la muestra actual (xi ∈ X) es superior a un valor
predeﬁnido .
3. Formulación del problema de disen˜o óptimo robusto
El problema de disen˜o óptimo robusto se formula como un pro-
blema de optimización multiobjetivo donde las funciones objetivo




{f (x,z)(x), f (x,z)(x)}, (11a)
s. a : gj(x,z)(x) + ˇjgj(x,z)(x) ≤ 0, (11b)
hk(x,z)(x) ≤ Tk , (11c)
xinf ≤ x ≤ xsup, (11d)
j = 1, · · ·,  md, ˇj > 0,
k = md + 1, 2, · · ·,  m,
donde x ∈ Rn es un vector que contiene los valores deterministas
de las variables de disen˜o, o las medias y las desviaciones estándar
en el caso de que las variables sean aleatorias, z ∈ Rp es un vector de
parámetros aleatorios, y xinf y xsup son los límites inferior y superior
de las variables de disen˜o. Las restricciones del tipo (11b) actúan
como restricciones de probabilidad bajo la hipótesis de una distri-
bución de probabilidad normal de la función gj(x, z). El coeﬁciente
ˇj representa el índice de ﬁabilidad para la restricción j-ésima, que
marca la probabilidad de que la restricción original sea satisfecha.
Las restricciones del tipo (11c) limitan la desviación estándar de las
restricciones de igualdad hk(x, z).
En el problema de disen˜o óptimo robusto las 2 funciones por
minimizar son habitualmente conﬂictivas, en el sentido de que no
existe un punto de disen˜o que sea óptimo para ambas. En este
caso, el criterio de optimalidad utilizado en la optimización mono-
objetivo es sustituido por el óptimo de Pareto. Un disen˜o es óptimo
de Pareto para el problema de disen˜o óptimo robusto si, y solo si, no
existe ningún otro disen˜o factible que mejore su valor en media, sin
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e óptimos de Pareto representa la solución del problema de opti-
ización multiobjetivo y geométricamente componen el conocido
omo frente de Pareto.
Para la obtención del conjunto de óptimos de Pareto es práctica
abitual sustituir el conjunto de funciones objetivo por una única
unción de escalarización. En este trabajo se ha utilizado la fun-
ión de escalarización aumentada de Tchebycheff [26], que para el
roblema de disen˜o óptimo robusto es:
ín
x
máx[ω1C1(x) + (x), ω2C2(x) + (x)], (12a)
iendo : (12b)
1(x) = |f (x,z)(x) − ∗1|, (12c)
2(x) = |f (x,z)(x) − ∗2|, (12d)
(x) = 	 [C1(x) + C2(x)] , (12e)
onde 	 es un número positivo suﬁcientemente pequen˜o (en este
rabajo 0,05),  ∗1 y  
∗
2 son el valor de mínima media y de mínima
esviación estándar y ω1 y ω2 son pesos con valores compren-
idos en el intervalo [0,1] que cumplen ω1 + ω2 = 1. Minimizando
a función de escalarización aumentada de Tchebycheff es posible
btener óptimos de Pareto incluso en la zona cóncava del frente,
 diferencia de otras funciones de escalarización tales como la de
umas ponderadas [2,26].
. Metodología propuesta
En la metodología propuesta el modelo Kriging aproxima, de
orma simultánea, la respuesta estructural en el dominio de disen˜o
 en el dominio estocástico. Esta metodología permite: 1) evaluar
a robustez del disen˜o utilizando un número reducido de evalua-
iones en comparación con los procedimientos convencionales;
) desacoplar los procesos de cuantiﬁcación de incertidumbre y de
ptimización, reduciendo el número de evaluaciones del simulador
n comparación con el enfoque anidado; y 3) mejorar la precisión
e la aproximación en las regiones cercanas a los óptimos de Pareto.
La metodología propuesta consta de las siguientes 5 etapas:
.1. Aproximación global de la respuesta en el dominio de las
ariables de disen˜o y de los parámetros aleatorios, mediante
La realización de un disen˜o de experimentos en el domi-
nio de las variables de disen˜o y de los parámetros aleatorios
[(x1, z1), . . .,  (xn, zn)]). En este trabajo se ha utilizado un hiper-
cubo latino óptimo obtenido mediante la función lhsdesign de la
toolbox de estadística de Matlab [27] con el criterio de optimali-
dad maximin (maximización de la mínima distancia entre puntos)
[28].
La evaluación de la respuesta estructural, con el simulador, para
cada punto de disen˜o:[f (x1, z1), . . .,  f (xn, zn)].
El ajuste de un modelo Kriging de la respuesta estructural f˜  (x, z).
La actualización de los modelos Kriging a través de la maximiza-
ción de la varianza en la predicción (10).
.2. Cuantiﬁcación de la incertidumbreLos momentos estadísticos de la respuesta estructural se obtie-
en mediante una simulación MonteCarlo, utilizando los modelos
riging obtenidos en la etapa 4.1. En este trabajo el número de
valuaciones en la simulación MonteCarlo ha sido de 50.000.mér. cálc. diseño ing. 2014;30(2):97–105
4.3. Aproximación global de los momentos estadísticos de la
respuesta en el dominio de las variables de disen˜o, mediante
• La realización de un disen˜o de experimentos en el dominio de las
variables de disen˜o [x1, . . .,  xm]).  En este trabajo se ha utilizado
un hipercubo latino óptimo mediante el procedimiento deﬁnido
en 4.1.
• La evaluación de la media y de la desviación estándar de las res-
puestas estructurales para cada punto de disen˜o:
[
f˜ (x,z)(x1), . . .,  f˜ (x,z)(xm)
]
,[
f˜ (x,z)(x1), . . .,  f˜ (x,z)(xm)
]
.
• El ajuste de un modelo Kriging de los momentos estadísticos
˜f˜ (x,z)(x), ˜f˜ (x,z)(x).
• La actualización de los modelos Kriging mediante la maximiza-
ción de la varianza en la predicción (10).
4.4. Optimización multiobjetivo
El problema de optimización multiobjetivo se resuelve
mediante la función de escalarización aumentada de Tchebycheff
(12a), utilizando los modelos Kriging obtenidos en el apartado 4.3.
En este trabajo, el problema de optimización (12a) se ha resuelto
mediante un algoritmo genético, más  concretamente con la función
ga de la toolbox de optimización de Matlab [27].
4.5. Actualización de los modelos Kriging en el dominio
estocástico
Los modelos Kriging obtenidos en 4.1 se actualizan en el dominio
de las variables de disen˜o utilizando el conjunto de soluciones ópti-
mas  de Pareto x*. Para actualizar los modelos Kriging en el dominio
estocástico se buscan puntos situados en zonas donde la calidad
de la aproximación es pobre y que son de gran importancia para
evaluar los momentos estadísticos (zonas de elevada densidad de
probabilidad). Los puntos candidatos vienen dados por la resolución
del problema de optimización en el dominio estocástico 
:
máxz∈
 (MSE(x∗, z)pZ (z)) , (13a)
s. a :
∣∣{x∗, z} − {xi, zi}∣∣≥, (13b)
i = 1, . . .,  n,
donde MSE(x*, z) es el error cuadrático medio, que en este trabajo
se toma como la varianza de la predicción en el punto (x*, z) deﬁ-
nida en (3), pZ(z) es la densidad de probabilidad de los parámetros
aleatorios, y n es el número de puntos de la muestra inicial.
Los puntos candidatos para la actualización del metamodelo
(x*, z*) se an˜aden a la muestra original, que se utiliza para la actua-
lización de los modelos Kriging.
5. Aplicación numérica
5.1. Función de Branin
El objetivo de este primer ejemplo es mostrar la aplicabilidad
y la precisión de la metodología propuesta mediante la resolución
del problema de disen˜o óptimo robusto de una función analítica, la
función de Branin [29]. Esta función se utiliza habitualmente como
test en problemas de optimización global y se ha considerado en
este trabajo por presentar mínimos locales y por ser claramente
multimodal en la variable x, lo que da lugar a un amplio conjunto de










































































































s. a : w ≤ 5, (16b)
0 ≤ A1,2 ≤ 2. (16c)
Tabla 2
Errores en la aproximación de los momentos estadísticos
Kriging Real Error (%)ƒ(x,  z)˜
Figura 1. Función de Branin. (a) función real, (b) modelo Kriging.
oluciones para el problema de disen˜o óptimo robusto. La función
e Branin es:
 (x, z) =
(











cos(x) + 10.  (14)
El espacio de disen˜o está limitado a −5 ≤ x ≤ 10. Se considera
omo fuente de incertidumbre el parámetro aleatorio z, que varía
egún una distribución normal con media z = 5 y desviación están-
ar z = 2. El problema de disen˜o óptimo robusto es:
ín
x
{f (x,z)(x), f (x,z)(x)}, (15a)
5 ≤ x ≤ 10.  (15b)
El modelo Kriging inicial f˜ (x, z) se ha obtenido a partir de un
ipercubo latino óptimo de 40 puntos en el dominio (x, z). La
inimización de PRESSRMSE (8) da como resultado una función
e correlación gaussiana y una función de regresión constante.
a muestra inicial de 40 puntos se ha incrementado con 5 pun-
os adicionales en las zonas de mayor error (10a). El coeﬁciente
e determinación estimado es PRESSR2 = 0,989, mientras que el
btenido a partir de una muestra de 10.000 puntos es R2 = 0,999.
La función real y el modelo Kriging resultante se muestran en la
gura 1. Los 2 primeros momentos estadísticos de la respuesta se
an aproximado en el dominio de disen˜o a partir de un hipercubo
atino óptimo de 30 puntos, mejorado con 10 puntos adicionales en
as zonas de más  error (10a).
El problema de optimización multiobjetivo se ha resuelto uti-
izando la función de escalarización aumentada de Tchebycheff,
doptando un vector de pesos de taman˜o 10, cuyos valores varían
niformemente entre 0 y 1. Los parámetros utilizados para el algo-
itmo genético son: número de repeticiones (8), taman˜o de la
oblación (24), probabilidad de cruce (80%), elitismo manteniendo
os 2 mejores disen˜os y número máximo de generaciones (80). ElFigura 2. Función de Branin. Frente de Pareto, soluciones de mínima media, mínima
desviación estándar y solución de compromiso seleccionada.
conjunto de disen˜os óptimos obtenidos tras 3 actualizaciones del
modelo Kriging forma el frente de Pareto de la ﬁgura 2. Este frente
permite obtener una solución de compromiso entre el disen˜o de
mínima media (x* = 9, 915) y el disen˜o de mínima desviación están-
dar (x* = 0, 695). En este caso en la ﬁgura 2 se ha seleccionado el
punto de menor distancia al origen. La ﬁgura 3 muestra los óptimos
de Pareto sobre los modelos Kriging de la media y de la desviación
estándar. Para comprobar el error cometido con la aproximación
de los momentos estadísticos, se ha realizado una simulación de
MonteCarlo con una muestra de 50.000 puntos, que se evaluaron
con la función real y con el modelo Kriging. La tabla 2 muestra los
resultados para los disen˜os de mínima media y de mínima desvia-
ción estándar. Los errores en ambos disen˜os son inferiores al 0,1%
en media y al 0,15% en desviación estándar.
5.2. Estructura de 4 barras
El segundo ejemplo numérico es la estructura de 4 barras [2]
mostrada en la ﬁgura 4.
En el nudo 4 de la estructura se aplica una fuerza horizontal P.
Las áreas A1 (barras 1 y 3) y A2 (barras 2 y 4) se consideran varia-
bles de disen˜o deterministas. Los módulos de Young E1 (barras 1 y
3) y E2 (barras 2 y 4) se consideran variables aleatorias que siguen
distribuciones normales con medias E1 = 210 y E2 = 100 y des-
viaciones estándar E1 = 21 y E2 = 5. La densidad del material es
	 = 1. El problema consiste en la minimización del desplazamiento
horizontal (u) del nudo 4, sujeto a una restricción de masa w ≤ 5.
La formulación del problema de disen˜o óptimo robusto es:
mín
A1,A2
{u(A1, A2), u(A1, A2)}, (16a)x* = 9.915 f(x,z)(x) 9.887 9.895 −0,081
f(x,z)(x) 10.113 10.127 −0,138
x* = 0.695 f(x,z)(x) 21.408 21.410 −0,009
f(x,z)(x) 5.700 5.706 −0,105




































































































u(  A1, A2, E1, E2  )˜
plazamiento. Todos los disen˜os obtenidos están situados en la fron-
tera que delimita la región factible y varían desde el disen˜o óptimo
Non dominated points4
x10–4igura 3. Función de Branin. Óptimos de Pareto sobre los modelos Kriging de la
edia (a) y de la desviación estándar (b).
El modelo Kriging inicial se ha obtenido a partir de un hipercubo
atino óptimo de 100 puntos, mejorado con 50 puntos adiciona-
es en las regiones de mayor error. Las funciones de correlación
 de regresión resultantes de la minimización del PRESSRMSE (8)
on gaussiana y cuadrática, respectivamente. La respuesta real y el
odelo Kriging resultante se muestran en la ﬁgura 5. El coeﬁciente
e determinación estimado es PRESSR2 = 0,986, mientras que el
btenido a partir de una muestra de 10.000 puntos es R2 = 0,984.El problema de optimización multiobjetivo se ha resuelto uti-
izando la función de escalarización aumentada de Tchebycheff,
doptando un vector de pesos de taman˜o 10, cuyos valores varían











Figura 4. Estructura de 4 barras.Figura 5. Estructura de 4 barras. (a) desplazamiento real, (b) modelo Kriging.
algoritmo genético son: número de repeticiones (8), taman˜o de
población (40), probabilidad de cruce (80%), elitismo manteniendo
los 2 mejores disen˜os y número máximo de generaciones (100).
La ﬁgura 6 muestra el frente de Pareto obtenido a partir de una
población inicial de 10 disen˜os, tras 10 actualizaciones del modelo
Kringing inicial. Las ﬁguras 7 muestran los óptimos de Pareto sobre












Figura 6. Estructura de 4 barras. Frente de Pareto, soluciones de mínima media,
mínima desviación estándar y solución de compromiso seleccionada.
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ﬁciente de determinación estimado es PRESSR2=0,9973, mientrasigura 7. Estructura de 4 barras. Óptimos de Pareto sobre los modelos Kriging de la
edia (a) y de la desviación estándar (b).
e mínima media (A1=1,766, A2=0,002) hasta el disen˜o óptimo de
ínima desviación estándar (A1=0,3685, A2=1,9789).
La ﬁgura 8 muestra las funciones de densidad de probabilidad y
cumulada de probabilidad, reales y aproximadas, para los disen˜os
ptimos de mínima media y de mínima desviación estándar.
os errores cometidos en la aproximación de los momentos esta-
ísticos se muestran en la tabla 3.
.3. Celosía de 25 barras con incertidumbre en cargas y material
En este ejemplo se aplica la metodología propuesta a la reso-
ución del problema de disen˜o robusto de la celosía de 25 barras
ostrada en la ﬁgura 9. Las variables de disen˜o consideradas son
as dimensiones de los elementos estructurales clasiﬁcadas en 7
rupos, tal y como muestra la ﬁgura 9. Las variables de disen˜o
stán limitadas inferiormente a un valor de 0,6452 cm2. La estruc-
ura está sometida a unas cargas verticales en los nudos del cordón
nferior cuyo valor nominal es F = 44,  48 kN. El material de las
arras tiene una densidad 	=7.833,41 kg/m3 y un módulo de Young
=206.842,8 MPa. La tensión máxima admisible a tracción y com-
resión es y|t,c = 206.843 MPa. El desplazamiento de todos los
udos en las direcciones x e y está limitado a un valor máximo
e 5,08 cm.  El problema está parametrizado con 7 variables de
abla 3
rrores en la aproximación de los momentos estadísticos
Kriging Real Error (%)
A1 = 1, 766 u(A1, A2) 3.843e-3 3.846e-3 0,073
A2 = 0, 002 u(A1, A2) 4.007e-4 3.961e-4 1,151
A1 = 0, 369 u(A1, A2) 3.965e-3 3.967e-3 0,033
A2 = 1, 979 u(A1, A2) 1.721e-4 1.786e-4 3,629Figura 8. Función de densidad de probabilidad y función acumulada de probabili-
dad. (a) Disen˜o de mínima media, (b) Disen˜o de mínima desviación estándar.
disen˜o (áreas) y 2 variables aleatorias (1 y 2) que siguen una dis-
tribución normal. 1∼N( = 0,  = 0.05) está relacionada con las
fuerzas aplicadas mediante la fórmula F = F(1 + 1), mientras que
2∼N( = 0,  = 0.05) está relacionada con el módulo de Young
mediante la fórmula E = E(1 + 2). Siguiendo la línea de Lagaros
et al. [30], el problema de disen˜o robusto consiste en la minimi-
zación del peso de la estructura y de la varianza de la respuesta
estructural representada por la desviación estándar del despla-
zamiento vertical del nudo 10. Se analiza: 1) la precisión de los
modelos Kriging de la respuesta estructural en el dominio estocás-
tico y de disen˜o; 2) la precisión de la metodología propuesta para
la obtención de los momentos estadísticos, 3) la precisión de los
disen˜os óptimos obtenidos en comparación con métodos conven-
cionales.
El modelo Kriging inicial se ha obtenido a partir de un hiper-
cubo latino óptimo de 200 puntos. Las funciones de correlación
y de regresión resultantes de la minimización del PRESSRMSE (8)
son exponencial-gaussiana y cuadrática, respectivamente. El coe-que el obtenido a partir de una muestra de 10.000 puntos es
R2 = 0, 9971. La ﬁgura 10 muestra el modelo Kriging de la desviación
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Figura 9. Celosía de 25 barras.






























































Figura 11. (a) Frentes de Pareto obtenidos utilizando modelos Kriging y UDR (Univa-
riate Dimension Reduction). (b) Errores cometidos en la aproximación de la desviación
estándar mediante modelos Kriging para los óptimos de Pareto.mér. cálc. diseño ing. 2014;30(2):97–105
estándar del desplazamiento vertical del nudo 10 en el espacio de
disen˜o.
El problema de optimización multiobjetivo se ha resuelto uti-
lizando la función de escalarización aumentada de Tchebycheff,
adoptando un vector de pesos de taman˜o 10. El frente de Pareto
resultante tras 8 iteraciones se muestra en la ﬁgura 11 (a). El
resultado obtenido se compara con el conseguido con métodos
convencionales existentes en la bibliografía. En este trabajo se
ha seleccionado el método Univariate Dimension Reduction (UDR)
[31,32] por ser uno de los métodos más  eﬁcientes para la obten-
ción de los momentos estadísticos en procesos de disen˜o óptimo
robusto [33]. La ﬁgura 11 (a) muestra el frente de Pareto resultante
estimando los momentos estadísticos mediante el método UDR. En
esta ﬁgura se observa un buen acuerdo entre los frentes de Pareto
obtenidos mediante el método UDR y la metodología propuesta.
El número de evaluaciones del modelo de simulación necesarias
utilizando el método UDR fueron 3,6e5 de acuerdo con la expre-
sión: (4 × Nva + 1) × Nopt × Npop × Ngen. Nva es el número de variables
aleatorias de problema, Nopt el taman˜o de vector de pesos, Npop
el taman˜o de la población, y Ngen el número de generaciones. El
número de evaluaciones del modelo de simulación necesarias con
la metodología propuesta (280) es considerablemente inferior.
La ﬁgura 11 (b) representa, para cada disen˜o óptimo de Pareto, el
error cometido en la estimación de la desviación estándar mediante
el modelo Kriging en comparación con una simulación MonteCarlo
de 1e5 simulaciones. Los errores oscilan entre −3% y 5%.
6. Conclusiones
Se ha propuesto una metodología para la resolución del pro-
blema de disen˜o óptimo robusto que utiliza modelos Kriging para
resolver, de forma eﬁciente, el problema de cuantiﬁcación de incer-
tidumbre en la optimización. A diferencia de otros trabajos, en
la metodología propuesta el modelo Kriging aproxima, de forma
simultánea, la respuesta estructural en el dominio de disen˜o y en
el dominio estocástico. Asimismo, la metodología incluye un crite-
rio de actualización de los modelos Kriging, basado en la estimación
del error en la predicción, que permite mejorar la calidad de la
aproximación en las regiones cercanas al frente de Pareto.
La metodología propuesta permite: 1) obtener los indicadores
de robustez del disen˜o (momentos estadísticos de la respuesta
estructural) utilizando un número reducido de evaluaciones en
comparación con los procedimientos convencionales; 2) desacoplar
los procesos de cuantiﬁcación de incertidumbre y de optimización,
resolviendo el problema con un número de evaluaciones del simu-
lador muy  inferior al enfoque anidado, y 3) mejorar la precisión de
la aproximación en las regiones cercanas a los óptimos de Pareto
hasta alcanzar un nivel deseado.
Para demostrar la aplicabilidad y la precisión de la metodolo-
gía propuesta se han resuelto un ejemplo matemático y 2 ejemplos
de disen˜o óptimo robusto de estructuras de nudos articulados. La
metodología propuesta no está limitada a problemas de disen˜o
óptimo robusto de estructuras de nudos articulados. Su principal
campo de aplicación es el disen˜o óptimo robusto de problemas
de ingeniería que requieren un elevado coste computacional para
su resolución debido a: 1) la utilizacion de software in house
o comercial, que obliga en muchos casos a utilizar estrategias
de cuantiﬁcacion de incertidumbre no intrusivas (MonteCarlo), y
2) la utilización de complejos modelos de simulación de alto coste
computacional.
Los resultados obtenidos muestran que los modelos Kriging son
una herramienta eﬁcaz para aproximar los momentos estadísticos
de la respuesta estructural con un bajo coste computacional, y para
actuar como soporte de la optimización en la búsqueda de ópti-







































[32] H. Xu, S. Rahman, A generalized dimension-reduction method for multidi-J. Martínez-Frutos, P. Martí / Rev. int. méto
omputacional los hace muy  adecuados para su aplicación a proble-
as  de ingeniería que requieren modelos complejos de simulación.
Una ventaja adicional de la metodología propuesta es que las
proximaciones globales creadas durante la optimización se pue-
en reutilizar en nuevos procesos de optimización, en exploración
e los espacios de disen˜o y estocástico, o en aplicaciones compu-
acionalmente exigentes. Quedan para futuras investigaciones el
studio de nuevas técnicas de metamodelos que permitan su apli-
ación a problemas de alta dimensionalidad, así como su aplicación
 otras formulaciones del problema de optimización bajo incerti-
umbre tales como el disen˜o óptimo basado en ﬁabilidad.
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