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In this thesis, we develop efficient numerical solvers for nonlinear systems of partial
differential equations (PDEs). These systems of PDEs concern two different sets of physi-
cal problems.
The first set includes chemotaxis models such as Keller-Segel models and cancer cell
invasion models. Solutions of these models are observed to experience the blow-up phe-
nomenon or the development of sharp and spiky features. Therefore, efficient and accurate
numerical techniques must be employed in order to capture the solutions’ behaviors. For
this research, we design efficient solvers for these systems in the one and two spatial di-
mensions. In particular, we plan to apply adaptive moving mesh methods in which the
mesh points are continuously redistributed by a coordinate transformation from the com-
putational domain to the physical domain so that the grid nodes are concentrated in regions
of large solution variations in the physical domain.
The second system is the system of nonlinear PDEs that govern the plasma modulation
instability of wave collapse. It is known that the nonlinear interaction of lower-hybrid wave
with a much lower frequency plasma perturbation leads to the development of modulation
instability which causes oscillations of electric field and formations of cavitons. Cavitons,
which are regions where plasma’s density is observed to be decreased, collapse in finite
time and during this period, the trapped energy of electric field oscillations is dissipated
and electrons are heated up. Direct experiment observations of collapse phenomenon of
cavitons can be difficult. Therefore, numerical simulations are desired.
To overcome the above challenges and achieve the thesis’ goals, we first study the
basic mechanisms of the adaptive moving mesh methods by implementing adaptive grid
methods using finite difference and finite element discretization. We then apply them for
iii
well known toy problems e.g., Burgers’ equations. On the other hand, we re-implement
the pseudo-spectral method and we also apply the method to compute solutions to simple
problems e.g., solving Poisson problems with periodic boundary conditions.
Once the methods are tested with toy examples, we are ready to apply them to obtain
numerical solutions to the nonlinear diffusion-reaction-chemotaxis models (cancer inva-
sion models and Keller-Segel models) and the system of nonlinear equations that govern
the modulation instability. In particular, we apply adaptive moving mesh methods for non-
linear diffusion-reaction-chemotaxis models. These model equations are discretized using
finite difference (FD) and/or finite element (FE) methods. Positivity preserving schemes
are used for the spatial discretization of these chemotaxis models to ensure that the phys-
ical solutions remain positive at all time levels. Numerical experiments are performed to
demonstrate the performance of the adaptive mesh methods. Our numerical results show
that the proposed moving mesh methods reduce the computational cost while improving
the accuracy of the computed solutions when comparing to uniform grid methods. Mean-
while, we follow the approach of [64] to further test our pseudo-spectral solver for solving
the governing system of plasma modulation instability in two and three spatial dimensions.
The pseudo-spectral method utilizes the computation of the fast Fourier transform (FFT)
which is done by using FFTW library. High order time integration techniques are applied to
calculate solutions at the a time. We further extend the pseudo-spectral method to a highly
scalable solver by implementing it in parallel using Message Passing Interface (MPI). Our
MPI code allows us to speed up the computations especially in the three dimensional prob-
lem. Next, we use our solvers to numerically study the effect of plasma’s shear velocity on
the wave collapse phenomenon. Finally, we implement a solver that uses adaptive moving
mesh finite difference method for the system of PDEs that govern the modulation instability
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In most practical applications, it is required to use numerical approaches to solve the gov-
erning systems of partial differential equations (PDEs) that model the studies of interest
since conducting experiments can be challenging; in some applications, it is almost im-
possible to collect the data for performing the desired experiments. However, obtaining
accurate numerical solutions to such problems poses another difficulty as the solutions to
these nonlinear PDEs usually experience extraordinary patterns e.g., singularities and/or
shock formations. In order to capture these solutions behaviors, a large number of resolu-
tions must be used. This leads to the inefficiency in which it could take months to years
to numerical solve the governing equations even with nowadays advanced computers. This
causes a huge inconvenience in post processing and analyzing the results. In this thesis, we
consider two real world applications, the nonlinear chemotaxis and the nonlinear dynamics
of modulation instability problems, that are not only experimentally but also computation-
ally challenging. In the later chapters, we will propose efficient numerical techniques and
implementations to efficiently obtain the numerical solutions to these problems. We will
show that our proposed adaptive methods are more efficient than the uniform grid methods
by greatly reducing the number of grid points used while still maintaining good approxi-
mations to numerical solutions. This leads to reducing the overall computational time.
1
1.1 Chemotaxis models
Solutions to reaction-diffusion-taxis partial differential equations (PDEs), for example the
Keller Segel model [44, 45, 46] and cancer invasion model [17, 18, 61, 33, 35, 34, 60, 70, 6]
can be unstable, exhibit very rapid variations at the boundary regions, and can blow-up
within a finite period of time [6, 2, 15, 11]. In particular, in references [44, 45, 46] brief
descriptions about the Keller-Segel models are discussed. It is noted that the Keller-Segel
models are the basic models for chemotaxis diffusion-reaction systems. In [17, 18] various
chemotaxis models are derived and analyzed.
Andasari et al. [6] derived the full equation model for the cancer invasion process at
an early stage. The model involves interactions of cancer cell densities and concentrations
within the urokinase plasminogen activation system (uPA) system. Mathematically, the
early stage cancer invasion model is described through a system of five reaction diffusion
chemo-taxis nonlinear PDEs. The parameter coefficients in the equations are also given and
discussed. In particular, it is pointed out in the same reference [6] that these parameters are
obtained by conducting experiments. Numerical simulations presented in [6] show that the
numerical solutions of the cancer invasion model can also be unstable and experience rapid
variations.
Due to this rapid variational behavior, solutions of these models can become negative
over time when only standard schemes are used for the spatial discretization since solutions
to these models must be positive as they represent biological concentrations of species such
as cell densities, enzymes and proteins. This raises several computational and theoretical
challenges. Over the last decade, several numerical methods have been developed for solv-
ing the cancer cell invasion models, for example see [35, 75, 24, 31, 13, 17, 18, 6, 5]. In
[17, 18, 6], the authors propose uniform positive preserving finite volume methods using
flux limiters to numerically solve the chemotaxis systems in the one and two spatial dimen-
sional applications. These methods are able to capture the heterogeneous behaviors of the
solutions and preserve the physical properties of the numerical solutions. However, these
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methods use uniform grid approach which can be computational expensive since it requires
to use a large number of grid points across the physical domain. In particular, for a fixed
uniform grid method, a very fine grid resolution is required in order to accurately resolve
the spatial gradients of the solution in the regions of large solution variations. As a result,
the computation can become prohibitively expensive and inefficient. Therefore, it is impor-
tant to use some sort of grid adaptations in order to compute the solutions of these models
more efficiently and accurately. In [5], the author use a standard discontinuous Galerkin
discretization on an adaptive moving mesh to compute the numerical solutions to the cancer
invasion model. The method allows grid nodes to concentrate in the regions where spiky
features develop. However, preservation of solutions’ positiveness was not mentioned in
this reference.
The above challenges motivate the thesis’ first project which is to formulate new ap-
proaches to numerically solve the chemotaxis models: cancer invasion and Keller-Segel
(K-S) models. In particular, we propose positivity preserving adaptive moving mesh meth-
ods using finite difference discretization technique for obtaining numerical solutions to
early stage cancer invasion model. Our positivity preserving adaptive mesh methods al-
lows us to capture the rapid variation behaviors of the cancer concentrations during the
invasion process on tissue domain and maintain the positiveness of the solutions which
are biological concentrations. Next, we formulate a positivity preserving adaptive moving
mesh finite element method for the numerical solutions of the K-S models. Our adaptive
moving mesh method grants us the ability to determine good estimates for the blow-up
times of the solutions. Positivity preserving scheme helps keeping solutions to K-S model
to stay positive at all time since they also represent certain biological concentrations.
The adaptive mesh method uses a fixed number of grid points that are continuously
redistributed in time so that the mesh points are concentrated in regions of large solution
variations in the physical domain. Thus, the spatial derivatives of the solutions are approx-
imated more accurately which allow us to improve the overall accuracy of the solutions
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of the models while reducing the computational cost significantly. The already developed
adaptive moving mesh is computed as the solution of the optimal mass transfer problem,
also known as Monge-Kantorovich problem (MKP) (see [69, 68]). The optimal solution
of the MKP is computed using the parabolic Monge-Ampére (PMA) method described in
[69, 68]. The use of positivity preserving schemes for the spatial discretization is critical
in order to ensure that the solutions, which represent some physical/biological concen-
trations, of these models will remain positive at all time levels. To our knowledge, the
use of adaptive moving mesh with positivity preserving discretizations for these diffusion-
reaction-chemotaxis models have not been done before.
1.2 Nonlinear dynamics of modulation instability
While studying adaptive moving mesh methods, we also look at a totally different problem.
In particular, we study turbulent processes in the Earth’s atmospheric layers. There exist
many studies of Langmuir waves at the Earth’s high altitude atmosphere. It was shown in
ionosphere and menosphere layers that the development of modulation instability, which is
derived from periodic waveform, leads to localization of oscillations of the electric field.
This leads to the formation of cavitons, which are regions where we observed decreasing
plasma density. These cavitons collapse with in finite time. During this period, the energy
trapped in cavitons is dissipated and the electrons are heated up [7, 74, 64, 48].
Therefore, understanding the collapse phenomenon of these cavitons in plasma waves
has become one of the research topics of interest for researchers and scientists at Wright-
Patterson Air Force Research Lab (AFRL). In particular, we are interested in the interac-
tions between an electromagnetic wave, which is shot at sea level into the Earth’s iono-
sphere layer where there exists plasma waves that are fluctuating at some random low
frequencies. An important concept, which was mentioned in [7], stated that the collapse
of waves ensures an effective mechanism of energy absorption from wave oscillations in a
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collision-less transparent plasma. This process determines the character of the interaction
of the plasma with high power electron beams and electromagnetic radiation. As a result
of the collapse, the energy of the waves’ oscillations is transferred not to all electrons, but
only to a small group of them.
Unfortunately, direct experimental observation of the collapse of cavitons can be ex-
tremely difficult due to the cavitons’ small size and short lifetime. Therefore, numerical
simulations are desired in order to capture the collapse periods and examine the size of
cavitons during these periods. However, this leads to other challenges. The biggest diffi-
cult in developing numerical solver is due to the nature of the problem. In particular, the
considered regions in the ionosphere layer are quite large. Thus, designing a numerical
solver for a fully three dimensional application can be extremely expensive in which large
resolutions are required to accurately capture and resolve the cavitons’ behaviors during
the collapse periods. Kosmatov et al. [48] gives a broad introduction to various types of
collapse phenomenon of Langmuir, hybrid, and electromagnetic waves. In addition, in the
same reference, a computer solver is designed to solve the 3D Schrodinger equation that
model the collapse phenomenon. In the papers [64, 65], the authors discuss in details about
the modulation instability. On the other hand, they derived the full system of equations that
describe the nonlinear interaction of the electric potential and the fluctuated plasma waves
that leads to the collapse of the waves. Finally, they also designed an effective numerical
method using pseudo-spectral method with high order explicit time integration scheme to
compute solutions to a system of nonlinear hydrodynamic equations that govern the col-
lapse phenomenon of these plasma’s lower hybrid waves in 2D and 3D. The solutions to
this system experienced both the linear phase and nonlinear phase. In the nonlinear phase,
the solutions collapse and develop a singularity. This represents the regions where the cavi-
tons collapse. However, the numerical methods presented in [64, 65] require doubling the
domain of interest; thus, doubling the number of resolutions in each dimension in order
to make the solutions periodic so that the pseudo-spectral method can be applied. As the
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second project in this thesis, we implement a numerical solver to efficiently reduce the
computational time of this problem. In particular, we first re-implement pseudo-spectral
method, which was used to study the modulation instability phenomenon numerically in
[64, 65], then we extend the existing implementation of the pseudo-spectral method into a
parallel application to further optimize the computing costs. We then apply the our parallel
code to numerically solve a more complex version of the system of equations in which we
consider the effect of the plasma’s shear velocity. Numerical studies on the modulation in-
stability phenomenon under the effect of plasma’s shear velocity have not been done before
and are of interest to scientist and researchers at Wright-Patterson Air Force Research Lab
(AFRL).
On the other hand, we apply an adaptive grid method for this problem. The adaptive
method allows us to reproduce the solutions without the need of doubling the resolutions
while keeping the grid sizes small enough to accurately capture the cavitons during the
collapse stage. Application of mesh adaptation for numerical capturing of collapse phe-
nomenon of cavitons has also not been considered before.
1.3 Thesis outline
The thesis is organized as follow. In Chapter 2, we carefully review the basic mecha-
nisms of the adaptive moving mesh for one dimension spatial PDEs. The extension of the
methods to 2D problems can be found in Appendix A. In Chapters 3 and 4, we apply the
moving mesh method to efficiently compute solutions to cancer invasion models at early
stage and Keller-Segel chemotatic models, respectively. Positivity preserving schemes are
applied to maintain positiveness of the computed solutions of these systems since they rep-
resent biological concentrations. Here, we remark that there have been many studies on
the development of the adaptive moving mesh and its applications. However, to our knowl-
edge, the application of the moving mesh methods using positivity preserving schemes for
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diffusion-reaction-chemotaxis models has not been done before. To achieve the second
goal of the thesis, in Chapters 5, we re-implement the existing pseudo-spectral method,
which is reviewed in Appendix B, to numerically compute solutions to the magneto-hydro-
dynamics(MHD) equations that govern cavitons’ collapse. We test our solver using the
same conditions provided in [64]. In the same chapter, we extend the solver to parallel
implementation and apply it to study the influences of the plasma’s shear velocity, which
is governed by solar winds, on the modulation instability phenomenon of wave collapses
in Chapter 6. The effects of plasma’s shear velocity on cavitons’ collapses have not been
studied before. In Chapter 7, we incorporate grid adaptation into the solver for the MHD
equations by using adaptive moving mesh method. Finally, concluding remarks on the
methods that are applied to numerically solve the chemotaxis models: cancer invasion




Adaptive Moving Mesh Methods
The general purpose of the moving mesh partial differential equations (MMPDEs) is to use
less resolution in portion of the physical domain where the solution is smooth and more
resolution at places where magnitudes of solutions’ gradients are large in order to improve
the accuracy of the solutions [40, 69, 68].
The idea of the MMPDEs method allows the grid nodes to move in time as the phys-
ical solutions are integrated. The adaptive mesh is determined as an image of a coordinate
transformation x = x(ξ, t), defined from the logical or computational domain Ωc ⊂ Rd
to the physical domain Ω ⊂ Rd. The mesh points are continuously redistributed by a co-
ordinate transformation x = x(ξ, t) so that they are concentrated in the regions of large
solution variations or sharp gradients. Therefore, the spatial derivatives of the solution of
the physical model are approximated more accurately. The transformation x = x(ξ, t),
is determined by equidistributing a measure of the solution error over each mesh element
(sub-interval in 1D) in the physical domain Ω (see [40, 25, 71, 69]). In practice, the so
called mesh density function ρ(x, t) is used as a measure of the error of the physical solu-
tion. The equidistribution of ρ(x, t) can then be expressed by the constraint [41]
ρ(x)J = 1, ξ ∈ Ωc, x ∈ Ω ⊂ Rd (2.1)
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where J is the Jacobian of the transformation, J = xξ (for d = 1) and J = xξyη − xηyξ (for
d = 2,x = (x, y), and ξ = (ξ, η)).
Huang et al. [40] gave very detail tutorials on how to implement adaptive moving
mesh using MMPDEs approach for nonlinear PDEs in the one, two and three spatial di-
mensions. They used Burgers’ equation as the model equation in the examples where they
present different implementations of the adaptive moving mesh method. In the same ref.
[40], there are also discussions on how to choose mesh density functions ρ(x) under differ-
ent norms. Convergence analysis of the moving mesh method is also included in [40]. Budd
et al. [13] applied moving mesh methods for computing numerical solutions to chemotac-
tic models in the one dimension spatial problem. The adaptive mesh method allows the
authors of [13] to closely estimate the blow-up time in the one dimensional problem. Re-
cently, Amoddeo et al. [5] used a discontinuous Galerkin moving mesh method to solve the
cancer invasion model in one spatial dimension. However, in [13, 5], no discussion on how
to maintain the positiveness of the solutions to chemotactic problems is found. We would
like to remark that maintaining the solutions’ positiveness for these models is a crucial
step as the chemotactic models’ solutions represent certain biological concentrations. In
the next two chapters, Chapters 3 and 4, we focus on the formulations of adaptive moving
mesh methods for the diffusion-reaction-chemotaxis models: cancer invasion and Keller-
Segel models in one and two spatial dimensions, respectively. We will also give detailed
discussions for the implementation on how to preserve positiveness of the solutions to each
of these models.
2.1 One dimensional moving mesh methods
A brief review of the basic principles of the MMPDEs method for solving nonlinear partial
differential equations in one spatial dimension is given in this section. As a practical exam-
ple, we demonstrate the implementation of the adaptive moving mesh method by solving a
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simple model problem, Burgers’ equation, with an initial condition and Dirichlet boundary
conditions [40]






x ∈ (0, 1), t > 0 (2.2)
subject to the following boundary conditions
u(0, t) = u(1, t) = 0, (2.3)
and the initial condition is given as




In equation (2.2), the parameter ε is called the diffusion coefficient. For small values of
ε, we would expect the physical solution u(x, t) to develop a steep front that propagates
toward the right end of the physical domain and die out due to the homogeneous Dirichlet
boundary condition at x = 1 [40]. We can foresee one challenge in solving this problem
lies in the resolution of this propagating steep front. Without using enough resolution,
the solutions could experience oscillatory behaviors in the regions where the shock wave
is formed. Thus, if we use uniform grid methods to capture the shock formation without
oscillatory behaviors, it could be very expensive.
In the following subsections, we present several adaptive moving mesh methods to
illustrate the advantage of adaptivity over uniform approach for this example. In partic-
ular, Subsection 2.1.1 discusses the finite difference discretization for MMPDEs method.
Subsection 2.1.2 briefly goes over the finite element formulations and discretization for
MMPDEs method.
2.1.1 Moving mesh finite difference method
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Recall that the adaptive moving mesh can be computed as an image of a coordinate trans-
formation. In one spatial dimension, we have x = x(ξ, t) : Ωc = [0, 1] → Ω = [0, 1],
where Ωc and Ω are the computational and physical domains, respectively. This transfor-
mation is chosen such that physical solution is also transformed onto the computational
domain û(ξ, t) = u(x(ξ, t), t). The transformed solution should be smooth to approximate
using the uniform mesh imposed on Ωc.
As in [40], we describe the corresponding moving mesh as
Jh(t) : xj(t) = x(ξj, t), j = 1, · · · , N .
For a fixed uniform mesh on the computational domain Ωc:
J ch : ξj =
j − 1
N − 1
, j = 1, · · · , N .
Finite difference discretization of the one dimensional Burgers’ equation for û(ξ, t)
on this moving mesh can be derived using so-called quasi-Lagrange approach. Burgers’
equation is transformed from the physical domain to the computational domain using the
the chain rule:
ûξ = uxxξ ,
ût = ut + uxxt ,
where xt denotes the mesh speed. The computation for this quantity will be discussed later.





















The standard second order central difference scheme can be used to discretize (2.5)
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for j = 2, · · · , N − 1. The boundary condition gives u̇1 = u̇N = 0.
The only task left is to compute the adaptive mesh x(ξ, t). This can be done by the so-
called moving mesh partial differential equations (MMPDEs) method. Further details on
the method and different formulations of MMPDEs can be found in ref. [40]. For instance,









where ρ(x, t) is the mesh density function which acts as a measure for solutions errors over
the physical domain. The parameter τ is the time relaxation parameter which controls the
response time of mesh movement to changes in ρ(x, t) [40]. The smaller the value of τ , the
quicker the mesh x(ξ, t) moves. In practice, τ = 0.01 seems to be a common value to use
in most applications [40].
Next, we discuss about the choices of the mesh density function ρ(x, t). The common
choices for ρ(x, t) can be
an arc-length function: ρ =
√
1 + |ux|2 (2.8)
curvature function: ρ = 4
√
1 + |uxx|2 . (2.9)
Different classes of optimal mesh density functions are mentioned and studied in [40]. It
is remarked that choosing a proper monitor function is the key to efficiency of the moving
mesh method.













for j = 2, · · · , N − 1. We fix the end points of the mesh thus ẋ1 = ẋN = 0. On the
other hand, the first and second spatial derivative of physical solution u(x, t) can also be
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transformed into the computational domain using chain rule




































2[(x2 − x1)(u3 − u1)− (x3 − x1)(u2 − u1)]
(x3 − x1)(x2 − x1)(x3 − x2)
uxx,N =
2[(xN−1 − xN)(uN−2 − uN)− (xN−2 − xN)(uN−1 − uN)]
(xN−2 − xN)(xN−1 − xN)(xN−2 − xN−1)
Finally, the mesh density function ρ is smoothed several times in order to avoid slow-
ing down the time integration of physical system of ordinary differential equations (ODEs)
(2.6), this is particularly necessary when the solution of the ODEs system is not smooth.









ρj−1 + 2ρj + ρj+1
4
.
Relations (2.6) and (2.10) together with their respective boundary conditions consti-
tute to a coupled system of ODEs which can be solved simultaneously or alternatively. For
now, in this example, we solve them simultaneously using built-in MATLAB ode113 or
ode15i solver, which is an explicit or implicit solver, respectively [63]. The alternative
solution procedure, which is recommended for high dimensional problems [40], will be
discussed in a later chapter.
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(a) uniform grid, N = 161


















(b) adaptive grid, N = 41










Figure 2.1: Solutions to Burgers’ equation (2.2) using (a) uniform grid finite difference
method and (b) adaptive MMPDEs method. Mesh trajectory as a function of time in the
MMPDEs method is shown in (c).
Figure 2.1 shows numerical results to problem (2.2) with diffusion coefficient ε =
1.0e−4 using adaptive MMPDEs finite difference method versus uniform grid finite differ-
ence method at different time points. In the uniform grid approach, a resolution ofN = 161
points is used while in the MMPDEs approach, only N = 41 points is used. From the plots
in Figure 2.1, we can see that the adaptive moving mesh method allows us to capture the
steep front formation of the physical solution very well using much less resolution when
comparing to the uniform grid approach. On the other hand, oscillations, which are unnec-
essary numerical artifacts, are no longer visible in solution computed using the MMPDEs
method. We remark that in the simulation using adaptive moving mesh method, we use
curvature monitor function (2.9) and τ = 0.01. Trajectories of the grid nodes of the adap-
tive mesh are shown through the entire course of the simulation. This plot helps us tracking
down the moving direction of the shock wave. The mesh trajectories also show how well
the mesh points respond to the changes in the physical solution.
2.1.2 Moving mesh finite element method
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In what follows, we again consider the model equation (2.2) subject to boundary condition
(2.3) & initial condition (2.4) as stated at the beginning of Section 2.1.
The variational formulation of model (2.2) can be derived as follow. The finite element
(FE) method discretization in space is based on the Galerkin formulation. Let V = {v | v ∈
H1(0, 1), v(0) = v(1) = 0} = H10 (0, 1). Multiplying equation (2.2) by a test function












φx dx , (2.11)
where f(u) = 0.5u2 is the nonlinear flux. Note that the right hand side of equation (2.11)
results from integration by parts and the boundary terms vanish due to φ(0) = φ(1) = 0.
Equation (2.11) is called the variation/weak form. Note that one of the advantages of FE
method is to reduce the order of solutions’ spatial derivatives by one degree.
First, let us consider the linear FE approximation on uniform mesh Jh and define the




xj−xj−1 , x ∈ [xj−1, xj]
xj+1−x
xj+1−xj , x ∈ [xj, xj+1]
0, otherwise
(2.12)
Let V h be (N−2) dimensional subspace of V spanned by basis functions φ2, · · · , φN−1
i.e., V h = span{φ2, · · · , φN−1} then the linear FE approximation uh(·, t) ∈ V h to the exact
















φx dx ∀φ ∈ V h ,
uh(xj, 0) = u(xj, 0) j = 1, · · · , N .
The approximated solution uh can be represented as a linear combination of the basis func-
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where uj(t) = u(xj, t) are coefficients to be evaluated. Now, taking φ = φk for k =



























= 0. Note that the integrals in equation (2.13) can
be computed accurately using numerical Gaussian quadrature. ODEs system (2.13) can be
solved by available integration explicit/implicit techniques.
Follow the approach in ref. [40], formula (2.13) can be extended onto a moving mesh.
In the one dimensional moving mesh approach, the basis functions and approximation func-




xj(t)−xj−1(t) , x ∈ [xj−1(t), xj(t)]
xj+1(t)−x
xj+1(t)−xj(t) , x ∈ [xj(t), xj+1(t)]
0, otherwise
(2.14)
and V h(t) = span{φ2(·, t), · · · , φN−1(·, t)}.









































where ẋj is the mesh speed at node j. Note that the extra term uhxXt has a similar functional
role as the convection term in the moving mesh finite difference method.
Therefore, there exists a convection term in equation (2.13). In particular, our ODEs
































(φk)x dx , (2.15)
for k = 2, · · · , N−1. System of equations (2.15) and the one dimensional discretized form
of MMPDE 5 (see [40]) can be solved simultaneously or alternatively to obtain the solution
of Burgers equation on the moving mesh. In high dimensional applications, the alternative
solution procedure is highly recommended due to the non-linearity of MMPDE5 equation.
We would like to remark that one can use the parabolic Monge-Ampère (PMA) approach
to compute the adaptive mesh (see [69, 68]). In later chapters of the thesis, we will discuss
more about the PMA method and give more details on alternative solution procedure for
solving system consisting of physical and moving mesh equations. In this section, we use
MMPDEs as main methods for computing mesh movement.
In the following, we would like to present numerical solutions to the one dimensional
Burgers’ equation (2.2) using the adaptive moving mesh finite element method. We take the
diffusion coefficients to be ε = 1e−4. For moving mesh FEM, we choose time relaxation
parameter τ = 0.01 and ρ(x) to be the standard arc-length monitor function. The boundary
and initial conditions are given by equations (2.3) & (2.4). Plots of solutions obtained
from the two methods are shown in Figure 2.2. In the moving mesh approach, we solve
the physical equations and mesh equations using the simultaneous solution procedure. We
17















FEM Solutions to 1D Burgers Eqn on uniform grid
(a) uniform grid, N = 81



















(b) adaptive grid, N = 41









Mesh trajectories as a function of time
(c) mesh trajectories
Figure 2.2: (a) FEM solution using N = 81 uniform nodes. (b) FEM solution using
moving mesh approach with N = 41 nodes. (c) Mesh trajectory as function of time in the
moving mesh approach.
use MMPDE5 for the mesh equations. Similar to finite difference moving mesh approach,
we can see that the finite element moving mesh approach with only N = 41 grid points
are able to resolve nicely and accurately the shock’s formation while the uniform mesh
approach can not. The oscillations in the solution obtained by the uniform approach is due
to insufficient resolution in order to approximate the solution’s gradient in the region of
shock’s formation. One advantage of the moving mesh methods over the uniform methods
is to use much less number of nodes but still provide relevant and accurate solutions for this
type of PDEs. In the next section, we will provide some evidence to illustrate this point.
We also would like to mention that we attempted to use the alternative solution proce-
dure for the moving mesh FEM. However, we can’t solve Burgers equation with ε = 1e−4.
We have tried many forms of the monitor function ρ and many values of τ . We also switch
the mesh equations’ solver from MMPDE 5 approach to PMA approach [69, 68] but it
does not help with the integration. The smallest value for diffusion coefficients that we
can solve Burgers equation in the alternative approach is ε = 1e−3 with a very small time
step ∆t = 1e−3 or even 1e−4. Thus, using alternative approach yields a very inefficient
method for this example.
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2.2 Performance of the moving mesh method in one spa-
tial dimension
In this section, we record the CPU run time for the adaptive moving mesh and uniform
mesh methods using various number of grid points in solving the one dimensional Burgers’
equation






x ∈ (0, 1), t > 0
subject to the following boundary conditions
u(0, t) = u(1, t) = 0,
and the initial condition is given as




In the above equations, we use the diffusion coefficient ε = 1.0e−3. The goal is to illustrate
the advantages of the moving mesh methods over uniform mesh methods. In Table 2.1,
we record CPU run times of the moving mesh and uniform mesh methods using finite
difference discretizations while Table 2.2 shows CPU run times of the moving mesh and
uniform mesh methods using finite element discretizations. The CPU times in both tables
are recorded when we integrate the solutions from time t = 0 to t = 1 using simultaneous
solution procedure.
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Methods Resolutions Spurious Oscillations Computational Time
Adaptive mesh N = 21 NO .17 secs
Adaptive mesh N = 41 NO .55 secs
Uniform mesh N = 41 YES .05 secs
Uniform mesh N = 81 YES .10 secs
Uniform mesh N = 161 YES .27 secs
Uniform mesh N = 321 YES 1.13 secs
Uniform mesh N = 641 NO 9.34 secs
Table 2.1: Performance comparison: adaptive mesh versus uniform mesh methods under
finite difference discretization using various number of grid nodes. Computations are done
on a single 2.20 GHz processor.
Methods Resolutions Spurious Oscillations Computational Time
Adaptive mesh N = 21 NO .59 secs
Adaptive mesh N = 41 NO 3.57 secs
Uniform mesh N = 41 YES .33 secs
Uniform mesh N = 81 YES 1.26 secs
Uniform mesh N = 161 YES 7.0 secs
Uniform mesh N = 321 NO 37 secs
Table 2.2: Performance comparison: adaptive mesh versus uniform mesh methods under
finite element discretization using various number of grid nodes. Computations are done
on a single 2.20 GHz processor.
From both Tables 2.1 and 2.2, we see that using small number of resolutions N = 21
or 41, we can capture the shock-wave in the solutions without introducing noisy oscillations
in the solutions. While in the uniform grid methods, it takes about 321 to 641 grid nodes
to capture the shock formation in the solutions without having oscillatory behaviors in
solutions. As a result, the adaptive moving mesh methods are approximately 50 times
more efficient than the uniform grid methods for this particular example.
2.3 Performance of the moving mesh method in two spa-
tial dimension
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We record the computational time that it takes to run the whole simulation for the moving
mesh approach and compare the CPU run time with the uniform approach’s CPU run time
under the same resolutions. In particular, we use the diffusion coefficient ε = 0.01 for the


















where u = u(x, y) : R2 → R, [x y]T ∈ Ωp = [0, 1]× [0, 1] ⊂ R2. The diffusion coefficient
ε ∈ [1.0e−4 1.0e−1]. The initial condition and boundary conditions are given such that
the exact solution is







We compute the solutions of the Burgers equation using the moving mesh and uniform
mesh approaches for N = 16, 31 and 61 grid nodes in each dimension. As for the setup of
the moving mesh methods (see Appendix A), we choose ∆t = 0.01 for the alternative so-
lution procedure in the moving mesh method. MMPDE5 is used as the governing equation
for the mesh with parameter τ = 0.01 and
ρ(x, y) =
 4√1 + 5(|ux|2 + |uy|2) 0
0 4
√
1 + 5(|ux|2 + |uy|2)
 .
Table 2.3 presents the CPU time of each simulation on the same machine.
Uniform mesh Moving mesh
N CPU time L1 error CPU time L1 error
16 1.6 secs 4.08e−2 7.26 secs 1.82e−2
31 22.1 secs 1.17e−2 31.8 secs 6.3e−3
61 397.66 secs 3.51e−3 231.86 secs 3.1e−3
Table 2.3: Computational efficiency of the MMPDE finite element method versus the
uniform mesh approach. ε = 0.01. Machine specs: 2.5 GHz Intel Core i7 with 16GB
RAM.
We can see that whenN is small, the CPU run time of uniform mesh approach is much
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faster than the moving mesh method. This is due to the fact that we have to solve the mesh
equations. However as N increases, the overall computational time of the moving mesh is
less than the uniform mesh’s time. This maybe explained by the fact that the moving mesh
method makes the physical ODEs less stiff in the case of small diffusion coefficient. This
leads to the fact that MATLAB’s built-in integration solvers will take less time to compute
the solutions by allowing much larger time steps in the moving mesh approach. Therefore,
our moving mesh FEM is faster overall and more accurate than the uniform mesh FEM.
2.4 Chapter summary
We briefly review the one dimensional moving mesh methods using finite difference and fi-
nite element discretizations. Numerical experiments for the 1D Burgers’ equation are given
to illustrate the capabilities of the adaptive moving mesh methods in computing numerical
solutions to nonlinear PDEs using a small number of grid points. For details on the two
dimensional adaptive moving mesh methods, we refer to Appendix A.
We further demonstrate the performance of the adaptive moving mesh methods which
is their advantages over the standard uniform mesh methods in reducing the overall compu-
tational time for obtaining numerical solutions to equations of interest while still maintain-
ing good accuracy. The demonstrations are performed on a nonlinear Burgers’ equation
in one and two spatial dimensions. In the next Chapters 3 and 4, we apply the moving
mesh methods to numerically obtain solutions to diffusion-reaction-chemotaxis systems of
equations which are known to have steep gradients in solutions.
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Chapter 3
A Positivity Preserving Adaptive Moving
Mesh Method for Cancer Cell Invasion
Models
In this chapter, a direct application of the adaptive moving mesh finite difference approach,
studied in Chapter 2 and Appendix A, is applied to formulate an efficient numerical method
for the numerical solutions of the recently developed cancer cell invasion model of Andasari
et al. [18, 6]. The model is a nonlinear system of five reaction-diffusion-taxis partial differ-
ential equations describing the time evolution of the cancer cells density and four densities
of proteins within the extra-cellular matrix (ECM). Solutions to this system is known to
experience extremely rapid variations within a small portion of the domain which lead to
developments of sharp and spiky structures in the solutions. Brief discussions about the
model can be found in [18, 6]. In the regions of these singular structures, solutions have
steep gradients. Thus, large errors of the solutions are expected to occur in these regions.
This means using a uniform grid approach can result in an extremely computational ex-
pensive method especially in high dimensional application. Therefore, methods that utilize
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some sort of mesh adaptivity are desired for this problem.
In the past, several numerical approaches have been applied to solve this system of
nonlinear PDEs. In particular, Andasari et al. [6] formulated a positivity preserving uni-
form finite volume method to numerically capture the rapid variations of the cancer con-
centrations in one and two spatial dimensions. The authors of [6] used minmod limiter for
their positivity preserving scheme. On the other hand, Amoddeo [5] formulated a moving
mesh using the standard discontinuous Galerkin discretization to solve the same system in
one spatial dimension. The computation of the moving mesh in [5] is done using MMPDE
approach, which is presented in [40].
Combining the idea of [6] and [5], we implement a positivity preserving adaptive
moving mesh finite difference method for the cancer invasion model. The adaptive mesh
method uses a fixed number of grid points that are continuously redistributed in time so
that the mesh points are concentrated in regions of large solution variations in the physical
domain [40, 69, 68]. Thus, the spatial derivatives of the solution are approximated more
accurately which improves the overall accuracy of the solution of the model while reducing
the computational cost significantly. The adaptive mesh is computed as the solution of
the optimal mass transfer problem, also known as Monge-Kantorovich problem (MKP)
(see [69, 68]). The optimal solution of the MKP is computed using the parabolic Monge-
Ampére (PMA) method described in [69]. The use of a positivity preserving scheme for
the spatial discretization is critical in order to ensure that the solution of the model will
remain positive at all time levels. According to our knowledge, the idea of using moving
mesh approach with positivity discretization scheme has not been applied to this diffusion-
reaction-chemotaxis system of equations, which govern the early stage cancer invasion
process, before.
The outline of this chapter is as follows. In Section 3.1, we give a brief review of
the cancer cells invasion model which is given in [18, 6]. In Section 3.2, we describe the
adaptive moving mesh finite difference method. Section 3.3 provides the numerical details
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of the adaptive mesh algorithm and the solution procedure for solution of the cancer cell
invasion model and the adaptive mesh . Section 3.4 presents several numerical experiments
to demonstrate the performance and efficiency of the proposed adaptive mesh method for
solving the cancer cells invasion model. In Section 3.5, a discussion of the results and some
concluding remarks are given.
3.1 Early stage cancer cell invasion model
In this section, we give an overview of the mathematical model of the cancer cell invasion of
tissue first introduced by Chaplain and Lolas [18] and subsequently described by Andasari
et al. [6]. The main part in the process of the cancer cell invasion into the surrounding
tissue or extra-cellular matrix (ECM) is the over-expression of proteolytic enzymes, such
as the urokinase-type plasminogen activator (uPA) and matrix metalloproteinases (MMPs),
by cancer cells to breakdown ECM proteins which enables the cancer cells to migrate
through the tissue. According to [6, 18], the urokinase plasminogen activation system
(uPA system) consists of the following concentrations: urokinase plasminogen activator
(uPA), urokinase plasminogen activator receptor (uPAR), plasmin which is the degrading
enzyme, the ECM protein vitronectin (VN), and the plasminogen activator inhibitor type-1
(PAI-1). The process of the cancer cell migration and invasion into the surrounding ECM
can be described by a dynamical system consisting of the five concentrations uPA, PAI-1,
plasmin, uPAR and VN since the uPAR concentration can be expressed as a percentage of
the cancer concentration [6]. The following Figure 3.1 gives the schematic diagram that




























Figure 3.1: Diagram illustrating the uPA system interactions. Solid lines show direct effect
of the interactions between two species on their concentrations. Dashed lines show indirect
effect of two species interactions on other concentrations.
The mathematical model describing the interactions between the five concentrations
(uPAR, uPA, PAI-1, plasmin, and ECM component VN) is a nonlinear system consisting
of five reaction-diffusion-taxis partial differential equations. The model, in dimensionless
units, is given as follows (see [6, 18] for more details):
∂c
∂t
= Dc∆c−∇ · (χuc∇u+ χpc∇p+ χvc∇v) + µ1c(1− c), (3.1a)
∂v
∂t
= −δvm+ φ21up− φ22vp+ µ2v(1− v), (3.1b)
∂u
∂t
= Du∆u− φ31pu− φ33cu+ α31c, (3.1c)
∂p
∂t
= Dp∆p− φ41pu− φ42pv + α41m, (3.1d)
∂m
∂t
= Dm∆m+ φ52pv + φ53cu− α54m, (3.1e)
where c = c(x, t), v = v(x, t), u = u(x, t), p = p(x, t) and m = m(x, t) denote the
cancer cells density, the VN concentration, the uPA concentration, the PAI-1 concentration
and the plasmin concentration, respectively. Operators ∇ and ∆ are the spatial gradient
and Laplacian. The system (3.1a)-(3.1e) is defined on a physical domain Ω representing
26
the region of the ECM. The solution of the system (3.1a)-(3.1e) is determined uniquely
using appropriate initial and boundary conditions.
According to Andasari et al. [6], in (3.1a), the parameter Dc denotes the random
motility or diffusion rate of the cancer cells, where χu and χp are chemotaxis rates of the
cancer cells due to the presence of uPA and PAI-1 concentrations, respectively. Haptotaxis
rate χv of cancer cells is due to VN concentration, and µ1 is the cancer cells’ proliferation
rate. In (3.1b), the parameter δ indicates the degradation rate of VN by plasmin that is
balanced by PAI-1 inhibitor at a rate φ22, where the VN growth rate φ21 is indirectly affected
by the PAI-1 and uPA interaction, and the proliferation rate of VN is given by the parameter
µ2. In (3.1c), Du denotes the diffusion rate of uPA, φ31 is the interaction rate between uPA
and PAI-1, φ33 gives the rate of interaction of uPA with its receptor uPAR, and α31 is the
uPA’s production rate by cancer cell. In (3.1d), Dp denotes the PAI-1’s diffusion rate, φ41
and φ42 denote the interaction rates of PAI-1 with uPA and VN concentration, respectively,
α41 is the production rate of PAI-1 due to plasmin. In (3.1e), Dm is the diffusion rate
of plasmin; φ52 and φ53 are the binding rates of PAI-1 to VN and uPA to cancer cells,
respectively; and φ54 is the degradation rate of plasmin.
In our numerical simulations, we use the following set of dimensionless parameter
values that are taken from [6, 5].
P =
{
Dc, Du = 2.5e-03, Dp = 3.5e-03, Dm = 4.91e-03,
χu = 3.05e-02, χp = 3.75e-02, χv = 2.85−2, µ1 = 0.25, µ2 = 0.15,
α31 = 0.215, α41 = 0.5, δ = 8.15, φ21 = 0.75, φ22 = 0.55, φ31 = 0.75,
φ33 = 0.3, φ41 = 0.75, φ42 = 0.55, φ52 = 0.11, φ53 = 0.75, φ54 = 0.5
}
,
where we vary a very important parameter, the cancer diffusion coefficient’s value Dc =
1.14e-02, 4.25e-03, 1.0e-03 and 3.5e-04 to study the behaviors of the cancer concentra-
tions as this value changes. It is pointed out by Andasari et al. [6] that the parameter set P
is chosen based on conducting experimental studies. Further details on the parameters set
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can be found in [6, 19, 18].
We assume the same zero-flux boundary conditions for the concentrations in the sys-
tem (3.1a)-(3.1e) across the boundary of the physical domain Ω as stated in [6, 5] i.e.,
∇w · n = 0, on ∂Ω, (3.2)
where w(x, t) = [c(x, t), v(x, t), u(x, t), p(x, t), m(x, t)]T is the vector that consists of the
solutions’ concentrations and n is the unit normal to the boundary of the physical domain
∂Ω. The initial conditions in one spatial dimension for the system can be defined as
















m(x, 0) = 0,
x ∈ Ω (3.3)
for some small number ε. In our computations we use ε = .01. The solution of the system
(3.1a)-(3.1e) can then be uniquely determined by (3.2) and (3.3).
3.2 Adaptive moving mesh finite difference method
The adaptive mesh is determined as an image of a coordinate transformation x = x(ξ, t),
defined from the logical or computational domain Ωc ⊂ Rd to the physical domain Ω ⊂ Rd.
Following the general procedure discussed in the Appendix A, a fixed number of mesh
points are continuously redistributed by a coordinate transformation x = x(ξ, t) so that
more grid points concentrated in the regions of large solution variations or sharp gradients
and less grid points in other regions. Therefore, the spatial derivatives of the solutions of
the physical model (3.1a)-(3.1e) can be approximated more accurately especially in the
regions where the physical solutions have steep gradients. The transformation x = x(ξ, t),
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is determined by equidistributing a measure of the solution error over each mesh element in
the physical domain Ω (see [25, 71, 69]). In practice, one can use the mesh density function
ρ(x, t) as a measure of the physical solutions’ error. The discussion on the choices for the
mesh density function for this problem is given in Subsection 3.2.2.
The equidistribution of ρ(x, t) can then be expressed by the constraint [41]
ρ(x)J = 1, ξ ∈ Ωc, x ∈ Ω ⊂ Rd (3.4)
where J is the Jacobian of the transformation, J = xξ (for d = 1) and J = xξyη − xηyξ (for
d = 2,x = (x, y), and ξ = (ξ, η)).
Following the approach described in [69, 68], we determine the coordinate transfor-




|x(ξ)− ξ|2 dξ (3.5)
subject to the equidistribution principle (3.4). This minimization problem is equivalent to
the L2 optimal mass transfer problem, also known as the L2 Monge-Kantorovich problem
(MKP) [10, 69].
The solution of the L2 MKP is unique and is characterized as the gradient of some
convex potential Ψ [47, 12],
x(ξ) = ∇Ψ(ξ). (3.6)
Substituting (3.6) into (3.4) we obtain the Monge-Ampère equation (MAE)
ρ (∇Ψ(ξ)) det(D2Ψ(ξ)) = 1, (3.7)
where det(D2Ψ(ξ)) is the determinant of the Hessian.
We compute the solution of (3.7) as steady solution of the parabolic Monge-Ampère
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with the initial and boundary conditions defined as
Ψ(ξ, 0) = Ψ0(ξ) =
1
2
ξ · ξT (3.9)
and
∇Ψ · n = ξ · n, for ξ ∈ ∂Ωc, (3.10)
where ∂Ωc is the boundary of Ωc and n is the unit normal to ∂Ωc. To ensure that the mesh
points can only move tangentially and not in the directions that are normal to the boundary











= ξ = b,
for a one dimensional domain Ω = Ωc = [a, b]. These constraints can be extended into
higher spatial dimension.




where ∇ξ is the gradient operator with respect to the computational domain’s variable ξ.





∣∣∣∇ξΨτ (ξ, τ)∣∣∣2 dξ)1/2 ≤ TOL
where Ψτ is the partial derivative of Ψ with respect to τ and TOL is the user specified
tolerance.
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3.2.1 Transformation of the physical model to Ωc
As mentioned in the above Section 3.2 that the adaptive mesh is determined as an image of
a coordinate transformation x = x(ξ, t), defined from the computational domain Ωc to the
physical domain Ω, in order to solve the the cancer cell invasion model (3.1a)-(3.1e) using
moving mesh approach, we need to transform the model to the computational domain Ωc.
The coordinate transformation follows straightforwardly by the application of Chain Rule.
In this subsection, we give details of the transformation of the model (3.1a)-(3.1e) to the
computational domain Ωc in one spatial dimension. The transformations of the model in
2D and 3D follow similarly.
Let us re-define w(x, t) = [c(x, t), v(x, t), u(x, t), p(x, t), m(x, t)]T be the vector
consisting of solutions of the system (3.1a)-(3.1e) at time t, over the physical domain Ω =
[a, b]. Then the equations (3.1a)-(3.1e) can be written in the following vector form
∂w
∂t




Dc∆c−∇ · (χuc∇u+ χpc∇p+ χvc∇v) + µ1c(1− c)
−δvm+ φ21up− φ22vp+ µ2v(1− v)
Du∆u− φ31pu− φ33cu+ α31c
Dp∆p− φ41pu− φ42pv + α41m
Dm∆m+ φ52pv + φ53cu− α54m

. (3.13)
We remark that the spatial operators ∇ and ∆ are defined with respect to the physical
domain variable x. In one spatial dimension, using Chain Rule, we write the spatial gradient


















This implies that the Laplacian of solution w can be written with respect to computational
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variable ξ in the following manner





















= wt + ẋwx, (3.16)
where ẋ represents the speed of the mesh. From (3.14) and (3.16) we obtain










+ f(w(x(ξ)), t) (3.18)
where the term ẋwξ
xξ
in equation (3.18) is called the convection term that arises due to the
moving of the mesh. It is clear that in the uniform mesh methods, this term equals zero.
Here, using relations (3.14) and (3.15), we can write the expression ∇ · (χuc∇u) in
the first equation of relation (3.13) as
















Similar formulations can be derived for the other two chemotactic terms in the first equation
of (3.13). Using the expression (3.19) together with equations (3.14)-(3.15), the right hand
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+ µ1c(1− c) (3.20a)



























+ φ52pv + φ53cu− α54m. (3.20e)
Note that the concentrations c, v, u, p and m in system (3.20a)-(3.20e) are functions of
computational variable ξ.
3.2.2 Mesh density function
According to [40], in most practical problems, a common choice for the mesh density
function ρ(x, t) is the arc-length function
ρ(x, t) =
√
1 + w2x . (3.21)
There are applications that people use the curvature function
ρ(x, t) = (1 + w2xx)
1/4. (3.22)
Our numerical experiments show that both the mesh density functions (3.21) and (3.22)
produce reasonable adaptive meshes for solving the system (3.18) when the motility values
Dc are between O(10−3) and O(10−2). However, for smaller motility values, for example
Dc = O(10
−4), even though the cancer concentrations do not experience much variations at
the early stage of the invasion, the solutions of the system (3.18) become quickly unstable
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due to the sharp structures that are developed as time evolves. This indicates that the
magnitudes of the spatial gradients of the cancer concentrations become extremely large
for this value of Dc. Therefore, for this size of motility value, the traditional arc-length
mesh density function (3.21) becomes extremely large. In this case, the equidisribution of
the arc-length mesh density function (3.21) will result in mesh over concentration or mesh
overlapping in these regions of large gradients and can potentially lead to the breakdown of
the computation. An indication of mesh overlapping is det D2Ψ < 0. Therefore, the mesh
density function must be carefully chosen in order to avoid any mesh overlapping. Here,






where α is a user defined parameter and∣∣∣∣∂w∂x






We find the mesh density function (3.23) to work well for all choices of cancer motility Dc
ranging between O(10−4) and O(10−2) using α = 5.
3.2.3 Solution procedure
In this section, we present the solution procedure employed for solving the cancer cell
invasion model (3.20a)-(3.20e). We use an alternate solution procedure to solve the system
(3.18) for the physical solution w and (3.8) for the steady solution Ψ∞ and then taking its
gradient to obtain the adaptive mesh x. We recall that according to [40], the alternative
solution procedure is more practical than the simultaneous procedure especially in the case
where we use high resolution and/or in high dimension. The steps of the alternate procedure
are outlined as follows:
Given the adaptive mesh xn and the solution wn at time level n, then the adaptive
mesh and the physical solution are solved alternately as follows:
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1. Compute the mesh density function ρ(xn) from (3.23).
2. Solve (3.8) for the steady state solution Ψ∞
3. Compute xn+1 = ∇Ψ∞ and set ẋ = (xn+1 − xn)/∆t
4. Compute wn+1 by integrating (3.18) from tn to tn+1
5. Set n = n+ 1 and go to 1.
3.3 Numerical approaches
In this section, we give details on the discretization of system (3.18), (3.20a)-(3.20e) using
finite difference techniques in the computational domain Ωc for the case of one spatial
dimension, the discretization of the 2D case follows similarly. After performing the spatial
discretizations, we employ high order explicit ODE solver to integrate the system of ODEs
(3.18) in time.
Let D represents the diffusion coefficients Dc, Du, Dp and Dm and ψ represents the
solution components c, v, u, p and m. Suppose that Ω = Ωc = [a, b]. We subdivide Ωc
into N − 1 equal subintervals each of length ∆ξ = (b− a)/(N − 1) using the grid points
ξj = a+(j−1)∆ξ, for j = 1, 2, · · · , N. The diffusion terms in (3.18) are discretized using









































































Note that Ψ0 is the physical solution defined at a ghost point in the above formula. We
apply the homogeneous Neumann boundary conditions (3.2) and centered difference to




= 0⇒ Ψ2 = Ψ0 .
We also assume the following approximations
x1 − x0 = x2 − x1 ,
x2 − x0 = 2(x2 − x1) .
Similar treatments can be applied for the solutions and mesh at the boundary point j = N .
Using the above arguments and approximations, at j = 1 and j = N , relation (3.24)

































































j+1/2, if Kj+1/2 ≥ 0
Kj+1/2c
−
j+1/2, if Kj+1/2 < 0
(3.28)












To ensure the positivity of the solution of the system (3.18), we make use of the linear
construction [57, 20]























The minmod function is defined as
minmod (φ1, φ2, φ3, · · · ) =

minj {φj} , if φj > 0 ∀j,
maxj {φj} , if φj < 0 ∀j,
0, otherwise,

















if ẋj < 0.
(3.32)
Notice that the boundary points are fixed, i.e. ẋ = 0 for j = 1 and j = N. We would like
to point out that the upwind scheme (3.32) helps to stabilize the solution of the physical
problem as mentioned in [53].








+ f(wj, t), j = 1, 2, · · · , N (3.33)
where f(wj, t) denotes the spatial discretization of (3.20a) – (3.20e). We would like remark
that a small time step ∆t is required when using the alternate solution procedure described
in Section 3.2.3. This is required so that the adaptive mesh does not change significantly
within the time interval [t, t+ ∆t]. In our computations, we find that choosing ∆t = 0.01
would be sufficiently small enough to guarantee that the mesh does not change a whole lot
during one time integration interval. The system (3.33) can be integrated efficiently using
MATLAB ode113 solver, a variable time step Adams-Bashforth-Moulton method [63].
For the adaptive mesh computation, we first use the standard centered difference for
the spatial discretization of the parabolic Monge-Ampr̀e equation (3.8). Then a fast ODE
solver can be used to integrate in time for the steady-state solution. In our computation we
use fourth-order Runge-Kutta method for the time integration. The mesh density function
is smoothed several times in order to avoid slowing down the time integration of (3.8)
especially in the case when the solution of the system (3.33) is not smooth. Here, we
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smooth the mesh density function using the weighted averaging scheme,
ρ̄j =
ρj−1 + 2ρj + ρj+1
4

















In this section, we present several numerical experiments to demonstrate the performance
of the designed adaptive moving mesh method for solving the cancer cell invasion model
(3.1a)–(3.1e) with the initial condition (3.3) and the homogeneous Neumann boundary
condition (3.2).
For the one-dimensional experiments we set Ωc = Ω = [0, 10] which corresponds to
a thickness of 10mm of the extra-cellular matrix (ECM). The parameter values used for all
our computations are the same as in the set P (see Section 3.1).
3.4.1 Failure of simulations without positivity preservation
Here, we will illustrate that without using positivity preservation scheme for the system
(3.12), numerical solutions, especially the cancer concentrations, will become negative
with large magnitudes. As we observe from Figure 3.2, there exist negative values in can-
cer concentrations at around time t = 25. We note that numerical results presented in
Figure 3.2 are obtained by integrating system (3.12) using parameters values in set P with
Dc = 3.5e−4. This shows that if we discretize the chemotaxis terms in first equation of
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system (3.12) using standard finite difference technique then cancer solutions will expe-
rience negative values which is non-physical since cancer solutions biologically represent
cancer concentrations. In addition, accumulative large negative values in cancer solutions
will lead to breakdown of simulations at a later time.















(a) t = 5
















(b) t = 15

















(c) t = 25


















(d) t = 35
Figure 3.2: Numerical solutions of the system (3.12) at time t = 5, 15, 25, 35 without
using positivity preservation scheme. Shown are the cancer cell density c (blue solid line);
the ECM density v (red dashed line); the uPA concentration u (green dotted line); the PAI-
1 concentration p (black solid line); and plasmin concentration m (magenta dash-dotted
line).
3.4.2 Numerical behaviors of the cancer solutions
In this example we study the behavior and some important features of the solution of the
cancer cell invasion model (3.1a)–(3.1e).
We first employ the adaptive moving mesh method to solve the system (3.1a)–(3.1e)
for a value of cancer cell motility coefficient Dc = 4.25e-03. We use an adaptive grid
of size N = 251 and compute the solution of the system from time t = 0 to t = 300
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which corresponds to a period of 34 real days. In Figure 3.3, we plot the initial solutions
w(x, t = 0) as given in (3.3). Figure 3.4, presents the profiles of w(x, t) at some selected
times t = 75, 105, 120, 300. We observe that the cancer cells travel from left side to right
side of the domain. In the evolvements of the solutions over time, we observe new spiky
features emerge in the profile of the cancer cell density. From Figure 3.4 (c), we see the
invasion of cancer cells almost completes at time t = 120 (≈ 14 days). From Figure 3.4
(d), we notice that at time t = 300 the peaks of the density profiles are almost equally
spaced and the heights of these features are about the same. This is an indication of spatial
heterogeneity and that a steady state solution is reached by the time t = 300. We verify
this by running the simulation past t = 300 and observe almost no change to the numerical
concentrations.
We now use a smaller value for the cancer cell motility coefficient Dc = 3.5e-04 and
keep the values of other parameters same as in set P . We integrate the system (3.1a)–
(3.1e) using N = 451 adaptive grid points since we expect that more number of spikes will
arise in the cancer cell’s solution profile for a smaller diffusion coefficient of the cancer
concentration. Also, these spikes appear to be sharper and taller than the ones when we
set Dc = 4.25e-03. We compute the solutions to the systems from time t = 0 to t = 500
which corresponds to a period of 58 days. Figure 3.5 presents the profiles of w(x, t) at some
selected times t = 75, 150, 300, and 500. Similar to the case Dc = 4.25e-03, we observe
that the cancer cells travel from left side to right side of the domain. The appearance
of these sharp structures in the concentrations indicates that there is an inhomogeneous
clustering of cancer cells within the ECM. Figure 3.5 (a)-(b) shows that the cancer cells
have invaded half of the spatial domain (x = 5) at time t = 75 (8.5 days) and at time
t = 150 (≈ 17.5 days) the cancer cells have occupied the whole domain (x = 10).
We would like to point out that the results obtained here using the adaptive moving
mesh finite difference method qualitatively agree with the results of [6, 5]. Note that for
the results presented here we use less than 50% fewer grid points than that used in [6, 5]
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Figure 3.3: Example 1. Initial solution of the system (3.12) at time t = 0. Shown are the
cancer cell density c (blue solid line); the ECM density v (red dashed line); the uPA con-
centration u (green dotted line); the PAI-1 concentration p (black solid line); and plasmin
concentration m (magenta dash-dotted line).
which can help to reduce the overall computational cost significantly.
The plots of the mesh trajectories for the cancer cell motilityDc = 4.25e-03 andDc =
3.5e-04 are shown in Figure 3.6. Note that only one for every two (for Dc = 4.25e-03) and
one for every three (for Dc = 3.5e-04) trajectories of consecutive grid nodes are plotted.
The darker and denser portions of the mesh trajectories plots indicate the locations
where the grid points are concentrated, these are typically the locations where the solutions’
peaks are found. From Figure 3.6(a), for Dc = 4.25e-03, one can see that as the very first-
developed peak travels from the left to right of the domain, the grid points are clustering
along its path. Approximately in the time interval [125, 130] the peak reaches the right
boundary x = 10 which is an indication of the completion of the invasion. Moreover, one
can observe that more grid points are redistributed at the positions where new peaks start
to grow during the invasion process. We can also see that when the invasion process is
complete, a few more of peaks start to appear in the solutions. Notice that the grid points
are barely moving from time t = 300 to 500, this can be interpreted as the solutions’ spikes
stay at the same locations and there are no newly developed spikes during this time which
illustrates that the steady state solution is attained around the time t = 300.
Similar solution behavior can be seen for the case Dc = 3.5e-04, Figure 3.6(b). More
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(a) t = 75

















(b) t = 105

















(c) t = 120



















(d) t = 300
Figure 3.4: Example 1. Time evolution of the solutions of (3.12) ploted on Ω = [0, 10] at
selected times t = 75, 105, 120, 300 for the motility value Dc = 4.25e-03 using N = 251
grid points. Shown are the for cancer cell density c (blue solid line); the ECM density v
(red dashed line); the uPA concentration u (green dotted line); the PAI-1 concentration p
(black solid line); and plasmin concentration m (magenta dash-dotted line).
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(a) t = 75


















(b) t = 150

















(c) t = 300
















(d) t = 500
Figure 3.5: Example 1. Time evolution of the solutions of the system (3.12) plotted on
Ω = [0, 10] at various time point t = 75, 150, 300, 500 for the random motility value
Dc = 3.5e-04 using N = 451 grid points. Shown are the cancer cell density c (blue
solid line); the ECM density v (red dashed line); the uPA concentration u (green dotted
line); the PAI-1 concentration p (black solid line); and plasmin concentration m (magenta
dash-dotted line).
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(a) Dc = 4.25e-03 (b) Dc = 3.5e-04
Figure 3.6: Example 1. Adaptive mesh trajectories plotted as a function of time for the cell
motility values Dc = 4.25e-03, and 3.5e-04. Note that only one for every two in (a) and
three in (b) consecutive grid nodes are shown.
specifically, the very first developed peak is moving from the left to the right of the domain
but at a slightly slower rate when compared to the case Dc = 4.25e-03. From Figure 3.6
(b), one can see that for Dc = 3.5e-04, the mesh points are noticeably denser at the loca-
tions where the rapid variation structures emerge than for the case Dc = 4.25e-03. It can
be seen that the completion of the invasion occurs around t = 150. Notice that at the later
phase of the invasion, the mesh trajectories show branched patterns and no steady state is
reached. This corresponds to the heterogeneous spatio-temporal phase of the cancer con-
centrations as noted in [6, 5]. We also remark that it is possible to determine the locations
of these irregular features at a specific point in time by tracing the thick lines on the mesh
trajectories.
3.4.3 Effect of the cancer motility coefficient Dc
It is known that the cancer cells become more malignant as a result of mutations in genes.
This leads to accelerating the invasion of the cancer cells into the ECM. One can verify
this behavior through the solution of the cancer cell invasion model (3.12) by varying the
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values of the cancer cell random motility coefficient Dc. To this end, we consider the effect
of increasing the parameter Dc on the growth of the cancer cells at time t = 70 (≈ 8 days)
for four different values of Dc = 3.5e-04, 1.e-03, 4.25e-03, and 1.4e-02. In Figure 3.7, we
present the plots of the solution components at time t = 70 for the chosen four values of
the motility coefficient Dc. These plots illustrate that the cancer cells invade the ECM at a
faster rate for large values of Dc. However, the spiky features in cancer solutions become
more sharp and taller for a smaller Dc value. Also, the cancer solutions experience more
rapid variation behaviors as the motility value decreases and approaches zero. In this sense,
the cancer cell density profile develops some more peaks and these peaks become sharper
and finer as time evolves. On the other hand, for Dc = 1.4e-02 we find that the steady
solution is already attained by the time t = 250 (≈ 28.9 days). Figure 3.8 shows the steady
state solutions (c∗, v∗, u∗, p∗, m∗) = (1.0, 0.04723, 0.22236, 0.88920, 0.34278) obtained
at time t = 250 for the motility value Dc = 1.4e-02.
3.4.4 Convergence study
In this example, we investigate the convergence of the solution of the system (3.12) com-
puted using the adaptive moving mesh method. From the above numerical experiments, we
note that the cancer cell density c changes more rapidly than all other four concentrations
v, u, p and m. Therefore, we focus our convergence study on the solution c.
To this end, we need to estimate the order convergence of the method. This can be
done by computing the absolute value of the slope s of the lines
log(εpN) = s log(κ) + const , (3.35)
where κ can be chosen to be ∆xmax which is maximum length of the sub-intervals in Ω,
∆xmin which is minimum length of the sub-intervals in Ω), and the number of grid pointsN
in the mesh. We remark that when κ = N , the slope s should be negative. The quantity εpN
denote the relative Lp errors between the numerical solution that is computed using N grid
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(a) Dc = 1.4e-02
















(b) Dc = 4.25e-03


















(c) Dc = 1.0e-03
















(d) Dc = 3.5e-04
Figure 3.7: Example 2. Profiles of the solution components for the system (3.12) plotted at
time t = 70 (≈ 8 days) using four different values for the random motility coefficient Dc.
Shown are the cancer cell density c (blue solid line); the ECM density v (red dashed line);
the uPA concentration u (green dotted line); the PAI-1 concentration p (black solid line);
and plasmin concentration m (magenta dash-dotted line).


















Figure 3.8: Example 2. Profiles of the steady state solution components of the system
(3.12) plotted for the time t = 250 for Dc = 1.4e-02. Shown are the cancer cell density
c (blue solid line); the ECM density v (red dashed line); the uPA concentration u (green
dotted line); the PAI-1 concentration p (black solid line); and plasmin concentration m
(magenta dash-dotted line).
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points and the exact solution using the same number of points. However, the exact solution
to the cancer invasion model is unknown. Therefore, we decide to compute a reference
solution c∗ using 1025 grid nodes. In this sense, we assume that c∗ is a very close estimate
to the exact solution.
Let cN be the computed solution from solving the system (3.12) using the adaptive
moving mesh method with N grid points. We study the rate of convergence of the solution
of the system (3.12) by calculating the relative errors in Lp-norm (p = 1, 2) of the computed
























The integrals in formula (3.36) can be accurately approximated by using a fourth order
Simpson’s method. The algorithm for implementing Simpson’s method can be found in
[16].
We study the convergence of the cancer solution computed with the adaptive moving
mesh method using the upwind scheme (3.32) for the convection terms xt · wx and the
central upwind scheme for the chemotaxis terms (3.27). We keep the same spatial dis-
cretization schemes for all the other terms as described in Section 3.3. We examine the
convergence of the solution using the motility value Dc = 4.25e-03 at a fixed point in time
t = 75, the time when the cancer cells invade more than half of the physical domain.
Figure 3.9 presents the log-log plots of the Lp−norm relative errors εpN vs ∆xmin,
∆xmax, andN . These plots illustrate that the order of the convergence of the cancer solution
is super-linear as we approximated the slopes of the lines in Figure 3.9 to be ±1.7. This is






























































































Figure 3.9: Example 3. Convergence rate of the cancer solution of (3.12) obtained using
the adaptive moving mesh method. Shown are the Lp - norm relative error (p = 1, 2) are
plotted vs (a) minimum grid spacing Ω; (b) maximum grid spacing in Ω; and (c) number of
the grid nodes; for Dc = 4.25e-03 and at time t = 75.
3.4.5 Efficiency and accuracy of the adaptive grid method
To demonstrate the efficiency and the accuracy of the adaptive grid method, we will com-
pare the CPU time of the adaptive method against the CPU time of the uniform grid method.
For valid comparison, we will advance the solutions of system (3.1a)-(3.1e) with initial
conditions (3.3) and boundary conditions (3.2) from time t = 0 to t = 150 and we record
the overall CPU time that it takes for the entire integration. The parameters for the system
can be taken from the set P with Dc = 3.5e−4. Table 3.1 gives CPU run times for adap-
tive mesh using N = 451 grid nodes and uniform mesh using N = 501, N = 2001 and
N = 4001 grid nodes. Figure 3.10 shows plots of solutions computed using uniform mesh
approach with N = 2001, 4001 grid points.
Methods CPU time for integrating from t = 0 to t = 150
Adaptive mesh (N = 451) 121 secs
Uniform mesh (N = 501)
Simulation breaks down
(negative solutions at early time)
Uniform mesh (N = 2001) 321 secs
Uniform mesh (N = 4001) 621 secs
Table 3.1: Performance comparison: adaptive mesh versus uniform mesh methods with










































Figure 3.10: Snapshots of solutions to system (3.1a)-(3.1e) at time t = 150 using uniform
mesh approach: (Left) N = 2001, (Right) N = 4001.
When comparing solutions in Figure 3.10 to solutions presented in Figure 4 of refer-
ence [6], we see that even using N = 4001 grid points, our uniform grid approach did not
give correct estimate on the migration process of the cancer concentration. In particular,
solutions presented in [6] suggests that at time t = 150, the cancer cells should complete
the invasion process i.e., the cancer concentration c(x, t = 150) > 0. However, our uni-
form grid method’s solutions show that the cancer concentrations still do not reach the right
boundary of the physical domain. On the other hand, our adaptive mesh solutions (using
N = 451 grid nodes), which are plotted in Figure 3.5, show better agreements with the ones
presented in reference [6] for the case using Dc = 3.5e−4. On the other hand, Table 3.1
shows that our adaptive moving mesh approach achieve better CPU times when comparing
to uniform grid approach. Therefore, our adaptive mesh method allows us to use much less
resolutions than the uniform mesh method while still maintaining good predictions for the
cancer migration process.
3.4.6 Two dimensional results
In this example, we employ the adaptive moving mesh method to solve the cancer cell
invasion model (3.1a) - (3.1e) in two spatial dimensions. We set Ωc = Ω = [0, 5]2 and
solve the system (3.1a) - (3.1e) on an adaptive grid of size 121 × 121 with homogeneous
Neumann boundary conditions for all the concentrations. We use parameters’ values same
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as denoted in parameter set P . The initial conditions are defined as
c(x, y, 0) =

1, if y ≥ 4,
0, elsewhere
v(x, y, 0) = 1− c(x, y, 0) (3.37)
u(x, y, 0) = 0, p(x, y, 0) = 0, m(x, y, 0) = 0, (x, y) ∈ Ω
Figure 3.11 presents the plots for the cancer cell density c(x, y, t) and ECM density
v(x, y, t) at the initial time t = 0 (top two figures) and at time t = 200 (bottom two
figures). As noted in the 1D case, the botom two plots illustrate the heterogeneity pattern
of the cancer cell density and the degradation of the ECM. From Figure 3.11 (bottom two
figures), we can see that the cancer cells have penetrated the ECM to the bottom boundary
by the time t = 200. Figure 3.12 shows the corresponding adaptive mesh computed at time
t = 0 and t = 200.
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Figure 3.11: 2D results of solving the system (3.1a) - (3.1e) using adaptive moving mesh
method. Shown are the cancer cell density c(x, y, t) (left column) and the ECM density
v(x, y, t) (right column). Top figures correspond to solutions at time t = 0. Bottom figures
corresponds to solutions at time t = 200.




























A brief overview about the system of five nonlinear reaction-diffusion-taxis equations that
governs the cancer migration process at an early stage is given. We have carefully for-
mulated a moving mesh finite difference method with positivity preserving scheme to ef-
ficiently solve the one dimensional cancer cell invasion problems. Details on the coordi-
nate transformation and discretization are also given. The proposed positivity preserving
scheme to our adaptive moving mesh finite difference method allows us to maintain the
positiveness of the concentrations of the cancer cells and the upA system’s proteins and
enzymes. The adaptive moving mesh method is successfully employed to solve the cancer
cell invasion model in one spatial dimensions. The one and two dimensional numerical
results of the adaptive moving mesh method are in good agreements to solutions presented
by [6, 5] in terms of capturing the rapid variation behaviors of the cancer solutions and
estimating the cancer’s time progression through out the tissue. On the other hand, the
adaptive grid method shows big advantages over the uniform grid method in efficiency and
the ability to well predict the progression of the cancer concentrations over time. This is
shown in Subsection 3.4.5. Convergence of the adaptive method is also conducted to show
the reliability of the obtained solutions using the methods. The correct choice of the mesh
density function is the key to the success of the adaptive mesh method. This is a nontrivial
task, particularly for the cancer cell invasion model which is mainly due to the rapid varia-
tions of the solution. We have conducted extensive numerical experiments and have found
that the mesh density function (3.23) to work well for the cancer invasion model. It helps
preventing mesh overlapping.
In the next chapter, we formulate another moving mesh method using finite element
discretization with positivity preserving technique to numerical solve a simpler version of
the diffusion-reaction-chemotaxis cancer invasion model, the Keller-Segel model.
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Chapter 4
A Positivity Preserving Moving Mesh
Finite Element Method for Keller-Segel
Chemotaxis Models
In the most basic and simplest form, the early stage cancer invasion model, that is described
in Chapter 3, can be expressed as the Keller-Segel model [44, 45, 46]. The chemotaxis term
refers to mechanisms by which cellular motion occurs in response to an external chemical
stimulus. chemotaxis interaction is an important process in many medical and biological
applications, including bacteria/cell aggregation and pattern formation mechanisms, as well
as tumor growth. There are many literature and analysis about chemotaxis models which
can be found in the following references [4, 11, 14, 15, 21, 22].
The simplest form of the Keller-Segel (K-S) model involves the time evolution of the
cell density u(x, t) and the concentration of a chemical substance v(x, t). In dimensionless
form, the K-S model is described by the nonlinear system of advection-reaction-diffusion-
chemotaxis partial differential equations (PDEs). The solution of the Keller-Segel model
is known to have very large variations, can develop sharp structures and may exhibit finite-
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time blow-up patterns within small regions of the domain Ω (see, for example, [36, 37,
62, 20]). Thus the numerical solution of the K-S system can be challenging. Using a
uniform grid to solve the K-S model can be extremely expensive due to the development
of sharp structures of the solutions in some regions of the physical domain. Therefore,
incorporating grid adaptation into numerical methods is necessary for solving these type of
PDEs to improve efficiency of the methods.
Capturing the K-S model’s solution behaviors accurately is a nontrivial task. There
exist numerical methods that have been developed for solving the K-S model. For exam-
ple, Tyson et al. in [72] described fractional steps method for solving chemotaxis models.
On the other hand, numerical methods using finite volume, conservative upwind finite ele-
ment and positive preserving central-upwind scheme have been applied to the chemotaxis
K-S and haptotaxis models, for example see [30, 62, 20]. In addition, various types of
discontinuous Galerkin methods [54, 28] have been applied to the K-S model. Budd et
al. [13] employed a moving mesh method finite difference method for solving the chemo-
tactic systems in one spatial dimension. The computation of the adaptive mesh in [13] is
done via MMPDE approach. These methods provide good estimate of blow-up times for
chemotactic models.
In this chapter, we introduce a new approach to efficiently and accurately solve the
Keller-Segel system of equations using the adaptive mesh method with solutions’ posi-
tiveness preserving. In particular, we formulate a moving mesh finite element method for
solving the K-S system (4.1) in order to accurately resolve the fine structures and cap-
ture the blow-up patterns of the solutions in two spatial dimensions. What is different
from the above existing methods, which are used for obtaining numerical solutions to K-S
model, is that the computation of the adaptive moving mesh as the solution of the optimal
mass transfer problem, also known as Monge-Kantorovich problem (MKP), was originally
developed in [69, 68]. In addition, positivity preserving scheme is applied for the finite
element discretization (see [50]) to maintain the physical properties of the Keller-Segel’s
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solutions which is to stay positive at all time level. This is very crucial since solutions to
the Keller-Segel model represent biological concentrations of certain species and they can
become negative due to numerical oscillations when using standard numerical methods.
Recall from Chapter 3 that the moving mesh method uses a fixed number of grid nodes
that are continuously redistributed in time by a coordinate transformation defined from the
computational domain Ωc to the physical domain Ω so that the grid nodes are concentrated
in regions of large solution variations in the physical domain. As a result, the computation
of the physical solution is more accurate, for example see [71, 27, 41, 40].
The chapter is organized as follows. In Section 4.1, we give a brief description on the
Keller-Segel system of equations . In Section 4.2, we summarize the adaptive moving mesh
method by solve the parabolic Monge-Ampère equation that is described in Section 3.2 and
give the details of the solution procedure and the finite element discretization of the Keller-
Segel model using nodal basis functions defined on triangular meshes. In Section 4.3, we
present our numerical experiments and the results of the convergence study of the proposed
method. Finally in Section 4.4, some concluding remarks on this chapter are given.
4.1 Keller-Segel models









, x ∈ Ω
∂v
∂t
= ∆v − v + u, x ∈ Ω,
(4.1a)
(4.1b)
where u(x, t) denote concentration for cell densities and v(x, t) is concentration for chemo-
attractant. We can relate this back to the previous chapter that u(x, t) can act as cancer
cell while v(x, t) represents a concentration in the uPA system in the cancer cell inva-
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sion model. Here, Ω is a bounded domain in Rd and χ represents chemotactic sensitivity
function. In particular, the value of χ measures the intensity of the nonlinear interaction
between concentrations u(x, t) and v(x, t). For now, we treat χ as constant with respect to
the chemical concentration v(x, t). ∆ and ∇ represent the spatial Laplacian and gradient
operators.
The system (4.1) is subject to the homogeneous Neumann boundary conditions
∇u · n = ∇v · n = 0 , x ∈ ∂Ω, (4.2)
where n is the outer normal vector to the boundary ∂Ω.
Since it is assumed that the diffusion of the cell density u(x, t) is much slower than the
diffusion of the chemical attractant concentration v(x, t). In this case, the time derivative
of v(x, t) can be ignored, and the Keller-Segel model (4.1) will then reduce to a simpler







−∆v = u− v.
(4.3a)
(4.3b)
The system (4.3) can also be solved using the boundary conditions (4.2).
However, for the rest of this chapter, we give mathematical formulations and numer-
ically solve the parabolic-parabolic Keller-Segel system (4.1) which subject to boundary
conditions (4.2) and some initial conditions.
4.2 The moving mesh finite element discretization
In this section, we first summarize the computation of the adaptive moving mesh. Similar to
Chapter 3, we use the parabolic Monge-Ampère (PMA) method as described in Section 3.2
to determine the coordinate transformation for the adaptive mesh. The Keller-Segel system
is then discretized using the θ−time integration finite element method using P 1 polynomi-
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als on triangular meshes. The strategy for computing the adaptive moving mesh is similar
to the one described in Section 3.2. In the following, we summarize the procedure for com-
puting the moving mesh. Given the adaptive mesh xn and the physical solutions un at time
level n, the PMA moving mesh proceeds as follows:
Algorithm 1 Moving mesh algorithm
1. Compute the mesh density function ρ(xn).
2. Solve (3.8) for steady state solution
3. Set xn+1 = ∇Ψn+1.
For the rest of this section, we give some more details on the moving mesh finite
element formulation and the discretization of the Keller-Segel model (4.1). In particular, in
Subsection 4.2.1, we derive the weak formulation of the Keller-Segel chemotaxis system
of equations (4.1) - (4.2) for a moving mesh. Then in Subsection 4.2.2, we give details
of the finite element discretization for the weak formulation of the chemotaxis model. In
Subsection 4.2.3, we employ a positivity preserving algorithm as described in [67] for our
adaptive moving mesh method to preserve the positivity of the physical solutions u(x, t)
and v(x, t) at all time levels. Finally, in Subsection 4.2.4, we discuss the solution procedure
for computing the adaptive mesh and the solutions of the Keller-Segel chemotaxis model.
4.2.1 Variational formulation on the moving mesh













+ ẋ · ∇v, (4.4)
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where ẋ is the mesh speed, ẋ = (ẋ, ẏ) in 2D. Therefore, using (4.4) we write the Keller-
Segel model (4.1) as





, x ∈ Ω,
v̇ − ẋ · ∇v = ∆v − v + u, x ∈ Ω.
(4.5a)
(4.5b)
Let V = {q | q ∈ H1(Ω) such that ∇q · n = 0}, a collection of function in Hilbert
space that has vanishing derivatives at boundary. Multiplying system (4.5) by a test function






















(u− v) qdΩ .
We use the 〈·, ·〉 for the L2 inner product over Ω, i.e. 〈f, g〉 =
∫
Ω
f · g dΩ and integration
by parts to rewrite the above equations as
〈u̇, q〉 − 〈ẋ · ∇u, q〉 = 〈∇u · n, q〉Γ − 〈∇u,∇q〉 −
(
〈u∇v · n, q〉Γ − χ〈u∇v,∇q〉
)
,
〈v̇, q〉 − 〈ẋ · ∇v, q〉 = 〈∇v · n, q〉Γ − 〈∇v,∇q〉+ 〈u− v, q〉
where the notation 〈f, g〉Γ denotes the boundary integration over surface Γ of domain Ω,∫
Γ
f · g dΓ.
Applying the homogeneous Neumann boundary conditions (4.2), the boundary inte-
grals in the above relations vanish. This leads us to read the classical weak formulation for
the Keller-Segel model (4.5):
Find u ∈ V and v ∈ V such that
〈u̇, q〉 − 〈ẋ · ∇u, q〉 = −〈∇u,∇q〉+ χ〈u∇v,∇q〉 ∀q ∈ V,




4.2.2 Finite element approximation
We partition the physical domain Ω into non-overlapping linear elements on triangular
meshes Kl, l = 1, 2, · · · , N where N is the total number of the elements. Let T h(Ω) to
denote the linear triangular mesh of Ω, i.e. T h(Ω) =
N⋃
l=1
Kl. Let Vh be the finite element
space such that Vh ⊂ V . Then the variation formulation (4.6) can be approximated as
follows:
Find u ∈ Vh and v ∈ Vh such that
〈u̇h, qh〉 − 〈ẋ · ∇uh, qh〉 = −〈∇uh,∇qh〉+ χ〈uh∇vh,∇qh〉 ∀qh ∈ Vh,
〈v̇h, qh〉 − 〈ẋ · ∇vh, qh〉 = −〈∇vh,∇qh〉 − 〈v − u, qh〉 ∀qh ∈ Vh.
(4.7a)
(4.7b)
Assume that {φj}Nj=1 is the nodal basis of the finite dimensional subspace Vh. Here
we define φj as the standard piecewise P 1 polynomial basis function associated with the
node xj, j = 1, 2, · · ·N . Thus for solving problem (4.7), it is sufficient to find uh ∈ Vh
and vh ∈ Vh such that
〈u̇h, φi〉 − 〈ẋ · ∇uh, φi〉 = −〈∇uh,∇φi〉+ χ〈uh∇vh,∇φi〉, (4.8a)
〈v̇h, φi〉 − 〈ẋ · ∇vh, φi〉 = −〈∇vh,∇φi〉 − 〈v − u, φi〉, (4.8b)
for i = 1, 2 · · ·N .








Substituting the approximations uh and vh into the system (4.8) we get the system of ordi-
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vj〈∇φj,∇φi〉+ (vj − uj) 〈φj, φi〉
]
, (4.10b)
for i = 1, 2 · · ·N .
The systems of ODEs (4.10a) and (4.10b) can be decoupled by treating vk explicitly
in the temporal discretization of the system (4.10a). Thereofre, the ODE systems (4.10)
can be written in matrix form as
MU̇ = (C − A+ χB)U
MV̇ = MU + (C − A−M)V,
(4.11a)
(4.11b)
where U and V are column vectors with entries uj and vj, j = 1, 2, · · ·N, and the entries
of the N ×N matrices M,A,B,C are given by




Aij = 〈∇φj,∇φi〉 =
∫
Ω
















We would like to remark that the practical implementation of these matrices follow directly
from Section A.6.
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We use a θ−scheme for the temporal discretization of (4.11) as follows:
[M − θ∆t (C − A+ χB)]Un+1 = [M + (1− θ)∆t (C − A+ χB)]Un
[M − θ∆t (C − A−M)]V n+1 = [M + (1− θ)∆t (C − A−M)]V n + F
(4.13a)
(4.13b)
where F = M(θUn+1 + (1 − θ)Un). If θ = 1, then scheme (4.13) is backward Euler. If
θ = 0.5, then scheme (4.13) is Crank-Nicolson and if θ = 0, then scheme (4.13) is forward
Euler.
We would like to point out that the entriesBij of the matrixB in (4.13a) are calculated
explicitly, i.e. vk, k = 1, 2, · · · , N are evaluated at time level n. Therefore, each of the
linear systems (4.13a) and (4.13b) is an implicit Crank-Nicolson discretization. The linear
systems (4.13a) and (4.13b) are solved alternately for Un+1 and V n+1 respectively. Given
the solutions Un and V n at time level n, we compute the solutions Un+1 and V n+1 at
time level n + 1 using an alternating solution procedure as summarized in the following
algorithm:
Algorithm 2 Alternate solution procedure
1. Solve the linear system (4.13a) for Un+1
2. Set F = M(θUn+1 + (1− θ)Un)
3. Solve the linear system (4.13b) for V n+1
4.2.3 Positivity preserving algorithm for the physical solutions
In this subsection we introduce a positivity preserving property to the finite element dis-
cretization given in Subsection 4.2.2. The solutions to system of ODEs (4.13) may become
negative especially in the regions where there are large changes in the solution values from
one mesh element to another in the physical domain. In these regions, the magnitudes of
the solutions’ gradients are extremely large. If some entries (M−θ∆t(C−A+χB))i,j > 0
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for some i 6= j and if (M + (1− θ)∆t(C−A+χB))i,j < 0 for some i, j then the solution
u may become negative as shown in Strehl et al. [67, 50]. To enforce the positivity of the
physical solution at the discrete level, we use conservative modifications of the matrices M
and C +χB as described in [49, 50, 67]. More specifically, the system mass matrix M can
be approximated by its diagonal counter part M̃




where mij is the (i, j) entry of matrix M . On the other hand, the negative entries of
K := C+χB can be eliminated by adding an artificial diffusion matrixD. For conservation
purposes, the matrix D must be symmetric with zero row and column sums i.e.,
dij = max{−kij, 0, −kji} = dji, ∀i 6= j.
Therefore, system of ODEs (4.13) becomes
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R := M̃ + (1− θ)∆t (C − A+ χB +D)
S := M̃ − θ∆t (C − A+ χB +D)
It is pointed out in [67, 50] that scheme (4.14) is positive preserving if matrix R has no
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negative entries and matrix S is an M-matrix which satisfies the following conditions
Si,i ≥ 0, ∀i,
Si,j ≤ 0, ∀i 6= j,
∑
j




According to [50], by adding artificial diffusion matrixD, we have (C+χB+D)i,j =
(K + D)i,j ≥ 0 for all j 6= i. By definition of matrix A, we also have −Ai,j ≥ 0 for all
j 6= i. Therefore, off-diagonal entries Si,j = −θ∆t (C − A+ χB +D)i,j ≤ 0 since
(C + χB +D −A)i,j ≥ 0 for all j 6= i. This implies condition (4.15b) is satisfied. On the
other hand, according to [50], conditions for (4.15a) and (4.15c) are satisfied if
Si,i = mi − θ∆t(C + χB − A+D)i,i > θ∆t
∑
j 6=i
(C + χB − A+D)i,i ≥ 0 ∀i . (4.16)
We now consider the off-diagonal entries of matrix R which is Ri,j = (1− θ)∆t(K−
A+D)i,j for all j 6= i. We observe that Ri,j ≥ 0 ∀j 6= i since (K +D−A)i,j ≥ 0 for all
j 6= i. Next, in order to have matrix R to have no negative entries, the following condition
must be satisfied
Ri,i = mi + (1− θ)∆t(C + χB − A+D)i,i ≥ 0 ∀i . (4.17)
It is noted in [67] that the above positive preserving technique ensures that the so-
lutions u(x, t) and v(x, t) remain positive under the restrictions (4.16) and (4.17) which
depends on the choice of θ and ∆t. For instance, it is mentioned in [50] that if one chooses
θ = 1 i.e., using fully implicit backward Euler time integration scheme, then no restriction
on time step ∆t is required to ensure positivity for the solutions u(x, t) and v(x, t).
In addition, Streth et al. [67] and Kuzmin et al. [50] also remarked that the above
technique is only a positivity-preserving discretization of low order/resolution in their ap-
plications. Thus, they applied flux corrections by adding anti-diffusive fluxes. However,
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one advantage of the adaptive moving mesh method, which is to focus a lot of resolution
at the regions where solutions experience steep gradients, allows us to make the loss of
resolution in these regions. On the other hand, adding anti-diffusive flux corrections could
make the system (4.14) become nonlinear which requires one to perform fixed-point itera-
tions. This causes the method to become computational expensive. Therefore, we scale the
artificial diffusion Dij by the mesh density function ρij/maxi,j (ρij). This helps reducing
the artificial diffusions’ values in regions of low solution gradients, thus, improving the
solution accuracy of the scheme.
We remark that in the Section 4.3, Numerical Experiments, of this chapter, we use a
Crank-Nicolson time integration scheme for the temporal discretization i.e., we set θ = 0.5
in equation (4.14).
4.2.4 The solution procedure of the moving mesh finite element method
In this Subsection we describe the solution procedure for computing the physical solutions
u(x, t) and v(x, t) of the Keller-Segel model and the adaptive mesh x(t).
Given the adaptive mesh xn and the solutions wn = [un, vn] at time level n, then the
steps for computing the adaptive mesh and the physical solutions at time level n + 1 are
summarized as follows:
Algorithm 3 Solution procedure for the physical solution
1. Compute the adaptive mesh xn+1 using Algorithm 1.
2. Compute the mesh velocity ẋ = (xn+1 − xn)/∆t.
3. Enforce positivity preserving and then solve the system (4.14) using Algorithm 2
which is discussed in Section 4.2.2.
4. Set n = n+ 1 and go to 1.
We would like to point out that the matrices M, A, C and B of system of equations
(4.13) are time dependent since the area of each mesh element changes over time due to
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movement of the vertices. Therefore, these matrices must be re-assembled at every time
step. On the other hand, if the mesh is uniform and static, i.e. ρ(x) = 1, the matrix C = 0
since ẋ = 0 , ∀t > 0. In this case, all the other matrices remain fixed and only need to be
assembled once except for the matrix B since it depends on solution v(x, t) at each time
step.
4.3 Numerical experiments
In this section we present several numerical experiments demonstrate the performance of
the parabolic Monge-Ampère moving mesh finite element method (PMA-FEM) for solving
the Keller-Segel chemotaxis model in two spatial dimensions. We first, in Subsection 4.3.1,
present the numerical results for solving the parabolic-parabolic Keller-Segel system (4.1)
with boundary conditions (4.2). The density function u(x, t) and the chemo-attractant
v(x, 0) are initially defined by Gaussian profiles centered at the center of the domain. In
this section, we also study the effect of the parameter χ, the chemotaxis sensitivy constant,
by varying the its values. In Subsection 4.3.2, we employ the PMA-FEM for the K-S system
(4.1) with initial cell density u(x, 0) defined as a Gaussian centered away from the center
of the domain where v(x, 0) = 0. In Subsection 4.3.3, we consider the PMA-FEM for the
numerical solution of chemotactic systems with nonlinear reaction terms. Such systems are
used for modeling pattern formation. In Subsection 4.3.4 we conduct a convergence study
of the proposed moving mesh finite element method for both cases: using and not using
positivity preserving scheme.
4.3.1 Blowup at the center of the square domain for K-S model
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In this subsection, we consider the K-S model (4.1) and the respective boundary condition
(4.2) in a square domain Ω = [−0.5, 0.5]× [−0.5, 0.5]. The initial conditions are given as
u(x, y, 0) = 840 exp(−84(x2 + y2))
v(x, y, 0) = 420 exp(−42(x2 + y2))
. (4.18)
In this case, it is shown in [28, 54] that the cell densities solutions u(x, t) blow-up at the
center of the domain within finite time and the blow-up time for this choice of initial data
is shown to be around 1.21e−4.
In the first numerical experiment, we use χ = 1. We use a fixed number of 3200
elements for the triangular mesh T h i.e., 41 grid points in each dimension. We choose
time step ∆t = 1e−5 in Algorithm 3. The monitor function is chosen to be ρ(x) =
4
√
1 + 5|∇u|2 as it is noted that the magnitude of the gradient of solution v(x, t) is much
less than those of solution u(x, t) for all t during the simulation. Based on our numerical
experiments, this choice of monitor function is suitable for this example since it prevents
having det(D2Ψ) < 0 which is an indication of mesh overlapping especially when the
simulation is near the blow-up time.
In the top row of Figure 4.1, we present the plots of the cell density u(x, t) at times
t = 0 and t = 1.2e−4 from left to right. In the bottom row, from left to right, of Figure 4.1,
we plot the initial adaptive mesh x at time t = 0, final adaptive mesh x at time t = 1.2e−4
and a zoomed-in version of the adaptive mesh x at t = 1.2e−4.
We observe from Figure 4.1 that the cell density u(x, y) blows up at the center of the
domain with the estimated blow-up time around t ≈ 1.2e−4. The estimated blow-up time
is determined as the time right before the numerical simulation breaks down. We can also
see from Figure 4.1 that our PMA-FEM allows more mesh elements to move toward the
center of the domain in order to resolve the sharp formation of cell densities u(x, y). In
addition, from the zoomed-in version of the adaptive mesh at the near blow-up time, we
observe that the mesh elements are well-aligned i.e., no mesh overlapping.
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Figure 4.1: In the top row, plots of the cell density u(x, y) shown at times (left) t = 0
and (right) t = 1.2e−4. The bottom row shows the computed adaptive meshes at times
(left) t = 0 and (middle) t = 1.2e−4; and (right) a zoomed-in of the adaptive mesh at
t = 1.2e−4.
To study the effect of the value of χ on the blow-up time, we also perform simulations
with χ = 2 and χ = 3 using the same initial condition given by the relation (4.18). In these
simulations, we choose 65 grid nodes in each dimension. This corresponds to choose 8192
fixed elements. The time step ∆t is chosen to be 1e−5. The monitor function is chosen to
be ρ(x) = 4
√
1 + 5|∇u|2. As expected, we observe from Figure 4.1 and Figure 4.2 that the
larger the value of χ, the faster the solution u(x, t) tends to blow up. In these simulations,
the approximated blow-up time for the case χ = 2 is around 5e−5 while the approximate
blow-up time for the case χ = 3 is around 4e−5. Similar to the case χ = 1, we see the
mesh elements are concentrating at the center of the domain to resolve the blow-up peak of
the solution u(x, t).
4.3.2 Blowup at the corner of the square domain for K-S model
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Figure 4.2: In the top row, plots of cell density u(x, y) at near the blow-up time for values
of χ: (left) χ = 2 and (right) χ = 3. In the bottom row, plots of the computed adaptive
mesh x at near blow-up time are shown in the bottom row: (left) χ = 2 and (right) χ = 3.
In this section, we consider the K-S model (4.1) with boundary condition (4.2) in a square
domain Ω = [−0.5, 0.5]× [−0.5, 0.5]. The initial conditions are given as
u(x, y, 0) = 1000 exp(−100((x− 0.15)2 + (y − 0.15)2))
v(x, y, 0) = 0.
(4.19)
For this example, we choose χ = 1 and use a fixed number of 3200 elements on
triangular mesh. This corresponds to choosing 41 grid points in each dimension. It has
been shown, in this case, that the solution of the Keller-Segel model will blow up at the
boundary of the domain [37, 38, 39, 29] and that the blow up time of the solutions u(x, t)
is around t = 0.162. Thus, we choose ∆t = 1e−3 in Algorithm 3. Similar to the center
blow-up simulation given in Subsection 4.3.1, the monitor function is chosen to be ρ(x) =
4
√
1 + 5|∇u|2. This choice of mesh density function also help preventing mesh overlapping
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for this numerical experiment near the blow-up time.
Figure 4.3 presents solutions u(x, y), in the top row, and v(x, y), in the bottom row,
at the selected times t = 0, 5e−2, 1.55e−1. We observe that the maximum value of the
cell density u(x, t) is decreasing as the Gaussian profile moves towards the corner of the
domain. When it reaches very near the corner of the domain, the solution u(x, t) increases
rapidly and eventually blows up within finite time. During this process, we observe that
the solution v(x, t) starts to pick up some values and also move toward the same corner
and tends to blow up there. However, the chemo-attractant’s concentration v(x, t) has a
much slower blow-up rate when compare to the cell densities concentration u(x, t). Our
numerical simulation for this example shows that the blow-up time occurs around t =
1.55e−1 which is vey close to the estimated blow up time given in [29].
Figure 4.3: Plots of the cell density u(x, y, t) (top half) and plots of chemical concentration
v(x, y, t) (bottom half) obtained at times t = 0, 5e−2, 1.55e−1.
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4.3.3 Pattern formation
In this Subsection, we consider a slight modified system of the Keller-Segel model by
adding the nonlinear reaction term in first equation of system (4.1). The reaction term
corresponds to the growth of cell densities. On top of that, we impose the diffusion rate of
cell densities u(x, t) by scaling the diffusion term ∆u by a constant Du. Also, the reaction
in the second equation of system (4.1) is also scaled by a constant β. In this case, the







+ u(1− u), x ∈ Ω
∂v
∂t
= ∆v − βv + u, x ∈ Ω.
(4.20a)
(4.20b)
As indicated in references [3, 66], the physical parameters are chosen as Du = 0.0625,
χ = 8.5 and β = 32 and these values are obtained based on conducting experimental
studies. The initial conditions are given by
u(x, y, t = 0) = 1 + σ(x, y)




random, if ||x− (8, 8)T || < 1.5
0, otherwise
The domain Ω is chosen to be the square domain [0, 16]2. In particular, we initialize
the solution u(x, t) to have random values in a circular neighborhood at the center of the
physical domain Ω and have unit concentration else where. Solution v(x, t) is initialized
to be uniform across the domain.
In our numerical simulation, we use 65 grid nodes in each dimension; this corresponds
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to using 8192 simple triangular elements. For this example, we define the monitor function
as ρ(x) =
√
1 + |∇u(x, t)|2 and choose ∆t = 0.1. It is noted in [66] that the solutions
of the model is very sensitive to the choices of the physical parameters Du, χ and β. We
remark that we have applied the positivity preserving scheme described in Section 4.2.3 for
this example.
As we notice from Figure 4.4, the pool of the spikes of the solution u(x, t) slowly
expands to the boundaries of the domain Ω with more spikes evolving. During the spikes
expansion of u(x, t), the dense portion of the adaptive mesh x also expands to capture these
spiky features of u(x, t) in the pool since the magnitudes of the gradients of these spikes
are large. We would like to remark that the behavior of solutions computed using the
FEM-PMA method agrees with the solution behavior presented in [66, 67] for the pattern
formation model (4.4).
Figure 4.4: In the top row, plots of the cell density u(x, y) at times (left) t = 1, (middle)
t = 5, and (right) t = 10. In the bottom row, plots of the chemical concentration v(x, y)
are shown at times t = 1, 5, 10.
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4.3.4 Convergence study of the adaptive mesh finite element method
In this Subsection, we study the convergence of the FEM-PMA method for solving the
Keller-Segel model. We first illustrate the convergence rate of the adaptive moving mesh
method using an example as described in [54]. It is commonly known that the exact so-
lutions to the Keller-Segel system (4.1) do not exist. Therefore, to conduct convergence
study we need to have exact solutions so that we can evaluate the Lp-norm errors between
the numerical solutions, computed using our method, and the exact solutions. Lp-norm
errors are then used to calculate the convergent rate of the method. The formulas for the
calculations of Lp-norm errors and the convergent rate will be given shortly later. To ob-
tain exact solutions, we need to modify the original model (4.1) by inserting two additional
flux terms fu(x, y, t) and fv(x, y, t) on the right hand sides of system (4.1). This will help
us designing exact solutions for concentrations u(x, t) and v(x, t). Then using the exact
solutions, we can derive the formulas for these two fluxes.
For the first convergence study, we apply the adaptive moving mesh finite element








+ fu(x, y, t)
∂v
∂t
= ∆v + u− v + fv(x, y, t)
, (x, y) ∈ [0, 2π]2 (4.21)
where χ = 1. To this end, we choose exact solutions to the problem (4.21) to be as follows,






Using the above exact solutions, we can derive the following equations
∇u = ∇v = −exp(−t) [sin(x) sin(y)]T , (4.22)






= − exp(−t)(cos(x) + cos(y)) . (4.24)
Using relation (4.22), we have
u∇v = − exp(−2t) , [sin(x)(cos(x) + cos(y)) sin(y)(cos(x) + cos(y))]T
= −0.5 exp(−2t) [sin(2x) + 2sin(x)cos(y) 2sin(y)cos(x) + sin(2y)]T .
This implies
∇(u∇v) = −0.5 exp(−2t) [2cos(2x) + 4cos(x)cos(y) + 2cos(2y)]
= − exp(−2t) [cos2(x) + cos(x)cos(y) + cos2(y)− 1] .
On the other hand, from system (4.21), we have
fu = ut −∆u+∇(u∇v) = ∇(u∇v)
fv = vt −∆v − u+ v = 0 .
Therefore, the chosen fluxes fu and fv are given as follows,
fu(x, y, t) = −2 exp(−2t)
(
cos2(x) + cos(x)cos(y) + cos2(y)− 1
)
fv(x, y, t) = 0
.
We compute the numerical solution uh using N = 11, 21, 41 and 81 points in each
dimension. In this study, we use the monitor function ρ(x) = 4
√
1 + 5|∇u|2 and ∆t =
1e−3. We then calculate the Lp error of the the numerical solution uh(x, y, t) using the
exact solution for the cell density u(x, y, t) at a fixed time t = 0.1 for each grid resolution.















where J is the Jacobian of the coordinate transformation, Ω and Ωc are the physical and
computational domain, respectively. Again, we note that the positivity preserving scheme
is not implemented for this convergence study.
Table 4.1 presents the Lp-errors (p = 1, 2) between numerical and exact solutions to
system (4.21) when using different number of grid nodes in each dimension. Also, it gives





where N1 and N2 are two consecutive resolutions in Table 4.1. εLp(Nγ) is the value of the
Lp-error between the numerical solutions and exact solutions using resolution Nγ where
γ = 1, 2. ∆ξ(Nγ) is the step size that corresponds to using Nγ degree of freedom in the
reference domain Ωc. Note that ∆ξ(Nγ) = ∆η(Nγ).
By observing Table 4.1 and Figure 4.5, we see that the adaptive moving mesh finite
element method converges quadratically. This result is consistent with using P 1 polynomi-
als on triangular meshes for the spatial discretization. A loglog plot of the errors versus the
spatial step size in each dimension is also given in Figure 4.5.
N L1 error Order L2 error Order
11 4.52e−1 1.02e−1
21 1.21e−1 1.90 2.74e−2 1.90
41 2.96e−2 2.03 6.30e−3 2.12
81 6.73e−3 2.14 1.45e−3 2.12
Table 4.1: Order of convergence for problem (4.21) under Lp errors for p = 1, 2.
In what follows we study the order of convergence of the solution computed using the
positivity preserving discretization. To this end, we consider the above Keller-Segel model
(4.21) for which the exact solution is given by
u(x, y, t) = v(x, y, t) = exp
(
− (x2 + y2 + t)
)
.





























Figure 4.5: Loglog plot of Lp errors versus ∆ξ = ∆η for p = 1, 2.
Neumann boundary conditions if we choose Ω = [−5, 5]2.
Follow the same approach in the above example, it is easy to verify that the fluxes
fu(x, y, t) and fv(x, y, t) are given by
fu(x, y, t) = fv(x, y, t) + (−4 + 8(x2 + y2)) exp
(
− 2(x2 + y2 + t)
)
fv(x, y, t) = (3− 4(x2 + y2)) exp
(
− (x2 + y2 + t)
) .
The following Table 4.2 and Figure 4.6 present the order of accuracy of the method
when positivity preserving scheme is used for the presented example. In this case, we use
the time step ∆t = 1.d−3. and the final time is 0.1. As we can see that our method loses
some of the accuracy. However, due to the modification of artificial diffusion matrix D by
values of the normalized mesh density function ρ, we manage to have the method achieving
super-linear convergence instead of linear convergence.
N L1 error Order L2 error Order
17 6.14e−2 2.44e−2
33 1.21e−2 2.35 4.60e−3 2.41
65 3.82e−3 1.66 1.07e−3 2.10
129 1.22e−3 1.64 3.73e−4 1.52





























Figure 4.6: Loglog plot of Lp errors versus ∆ξ = ∆η for p = 1, 2.
4.4 Chapter summary
A brief discussion on the Keller-Segel model is given. After that, a careful derivation on the
weak formulation of the Keller-Segel model is included using the adaptive moving mesh
finite element method. The weak form is then used for obtaining numerical solutions of the
Keller-Segel chemotaxis model in two spatial dimension. The method is designed in such
a way that the important physical properties of the solutions, such as the positiveness of
the solutions, are preserved. Our numerical experiments show that the developed moving
mesh finite element method captures the precise behavior patterns of the solutions of the
chemotaxis Keller-Segel model. Moreover, it gives the correct estimates of the blow-up
time for the cell density u(x, t). It has been demonstrated that the moving mesh finite
element method allows the use of a sufficiently small number of grid points (or elements)
while still maintaining the same level of accuracy of the physical solutions compare to the
solutions that are produced by existing published methods. In particular, for the center
blow-up simulation, our adaptive moving mesh method allows us to use a small number of
points N = 41 in each spatial dimension to estimate the blow-up time to be 1.21e−4 while
the method proposed in [54] used N = 160. We note that the blow-up time of 1.21e−4 for
this particular set up is estimated by several reliable references [54, 28, 29]. As a result the
computational cost can be reduced significantly for the considered models. On the other
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Development of Numerical Solvers for
Nonlinear Wave Collapse Phenomena at
the Lower Hybrid Resonance
The very low frequency (VLF) and extremely low frequency (ELF) part of the electromag-
netic wave and its interaction with ionospheric plasma is of great interest due to non-linear
interaction between plasma and waves resulting in wave localization, possibility of trans-
verse ion heating, filament type structure formation, and, explosive-like growth of wave
amplitude leading to resonance between waves and ions. The VLF waves are also used in
the ionosphere to create high level of density irregularities in the radiation belt region and
to deflect energetic electrons and ions from the region to prevent their negative effects on
satellite electronics. Modulation instability of electromagnetic waves is a dominant fea-
ture of ionospheric plasma turbulence. Nonlinear stage of modulation instability leads to
Langmuir collapse. The latter causes wave localization within which the plasma is expelled
by wave pressure. This phenomenon is also expected for the waves in magnetized plasma
with frequencies close to the frequency of the lower-hybrid resonance. For waves trapped
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in such cavities the longitudinal component of phase velocity is much larger than the elec-
tron thermal velocity and in such scenario ion Landau damping is the main mechanism for
wave energy dissipation. However, as the wave spectrum shifts towards higher k-values the
phase velocity falls within the electron Maxwell-Boltzmann distribution, thus resulting in
Landau damping by electrons. This process results in high-energy electron-tail formation.
The numerical simulation of modulation instability and the study of the collapse of waves
in the vicinity of the lower hybrid resonance including both magnetosonic and lower-hybrid
waves is the main focus of the present work. Such phenomena is described by the system
of nonlinear coupled partial differential equations (PDEs) equation for the complex ampli-
tude of the high-frequency potential and density perturbation including damping from both
electrons and ions into collision-less damping of the low frequency oscillations.
Numerical solvers are developed to numerically study the system of equations that
govern modulation instability [64, 65] in two and three dimensional space using pseudo-
spectral method. We then extend it to a parallel solver. Finally, we test both of our serial
and parallel solvers for the same system of equations that are given in [64, 65] with the
same initial conditions as we would like to verify the solving capabilities of our solvers for
the model equations. We observe that our solvers allow us to capture the collapse periods of
the cavitons accurately and efficiently. Also, our parallel implementation is highly scalable.
These observations are illustrated in the latter section of this chapter. Once the solvers are
verified to work well, our goal is to use it to solve a more complex version of the governing
system of equations. Specifically, we will use our solver to numerically study the collapse
phenomenon of cavitons under the effect of plasma’s shear velocity which is governed by
solar winds. The study of this objective will be given in the next chapter. According to
our understanding, numerical studies of modulation instability under the effect of plasma’s
shear velocity have not been done before.
In Section 5.1, we present the governing, coupled-system of nonlinear PDEs describ-
ing the modulation instability and collapse phenomena of waves in the lower hybrid reso-
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nance. In the same section, the conversions of the governing equations from dimensional
form to dimensionless units is presented. In Section 5.2, we present the standard units
of dimensional quantities, that will be used in the dimensionless conversions, of the gov-
erning system of PDEs. Section 5.3 describes the conversion of ion-acoustic PDE to the
dimensionless form. In Section 5.4 and 5.5, we present numerical solutions to the govern-
ing system of equations for 2D and 3D problems, respectively. In Section 5.6, we perform
efficiency and accuracy comparisons between the pseudo-spectral method and the standard
finite difference method on uniform grids. In Section 5.7, we discuss the parallel imple-
mentation for the pseudo-spectral method and conduct some speed-up study on the parallel
code. Finally, in Section 5.8, we give a brief chapter’s summary.
5.1 Governing equations and units conversion
The system of equations describing the modulational interaction of LH waves with the
slow quasi-neutral density perturbation such as the ion-acoustic modes are described by






























where Φ is the electric potential, δn is the density perturbation, ω’s are the angular frequen-
cies, M is the ion mass, m is the electron mass, e is the electron charge and R is dispersion
length. For complete derivation of these equation we refer to Ref. [64] and Ref. [65].
In these equations, ωpe = (4πe2/m)1/2 is the electron Langmuir frequency, ωce =
eB0/(mc) is the electron cyclotron frequency. The frequency of the lower hybrid resonance
is given by ωα = ωpi(1 + ω2pe/ω
2
ce)
−1/2 where ωpi is the ion Langmuir frequency. The
operator ∆ represents the two-dimensional Laplacian operator and the second derivative in
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the z-domain is represented by a separate term as seen in equation (5.1) due to the fact that
the dimensional length in the z-direction of the rectangular domain is much-much larger
than those in the x and y directions. In case of two dimensional simulation the term with





The Poisson bracket of functions f and g, {f, g}, represents the nonlinear interactions
of the two physical quantities (potential and density). It is defined to be:










5.2 Dimensionless conversion parameters
Following the approach in ref. [64, 65], equations 5.1 and 5.2 are converted to dimen-
sionless form by scaling electric potential, density, position (x), time (t) by corresponding
dimensional quantities. The dimensionless quantities are marked with tilde symbols (ã) for
the corresponding dimensional variable, a. Employing the same conversion equations as in
Ref. [64, 65], the following identities are used for converting the system of equations from









































Description of plasma parameters that appear in the above equations are:
• ωα, is the angular frequency of the lower hybrid wave with unit of rad/sec or sec−1.












, is the dispersion length, has dimension of Length.















which in itself is dimensionless.




, is also a dimensionless and so is quantity s =
√
1/α2 which is also
dimensionless.






since charge times electric potential is equal to potential energy, the numerator has











K2 has dimensionless unit since n0 has same
unit as the dimensional density perturbation δn. Also, M , m have units of mass, [M],
and, ωα and ωce have the units of rad/sec (1/sec).
The plasma parameters are summarized as follows:
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Quantity Dimension Notes





Temperature [ML2T−2] same as energy
ω [T−1] angular frequency (rad/sec)
Given the dimensionless forms of position and time in Eqn. (5.3) the operators corre-

















































































5.3 Dimensionless form of potential and ion-acoustic den-
sity equations
























{Φ, δn} . (5.5)
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Note that there exists an extra integral on the left hand side of equation (5.5). This term
represents the damping effect of the potential Φ. We let














D = − 2
iωα
∫
















Again, denote ã to be the dimensionless of variable a. Using equations (5.3) and (5.4), we
consider the following derivations:





























































































































































































































Γ̂∆Φ = i{Φ, δn}
−2i ∂
∂t








Γ̂∆Φ + i{Φ, δn} . (5.6)













dk exp(ik · r)[Γi(k⊥, k‖) + Γe(k⊥, k‖)]
and the quantities Γi and Γe are given explicitly by equations (33b) and (33c) in [64]. It is
noted that Γ is the Fourier inverse of Γi + Γe .






































































Notice that there are a common term 1
K4Mωα




















































= Te on the second term of LHS and ω2pe/(4πe
2n0) = 1/m on the









































































2 can be set to 1.0 for certain plasma conditions.
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Therefore, the dimensionless version of system (5.1)-(5.2) are given as follow
− 2i ∂
∂t

















5.4 Numerical solutions in the two spatial dimensions
The pseudo-spectral solver is first benchmarked by studying the modulation instability for
the same initial and boundary conditions as those used by Shapiro [64, 65], particularly for






equation (5.8) is set equal to zero. The equations for the 2D case (including damping) (5.8)
- (5.9) are written as:
− 2i ∂
∂t












The numerical solutions to system of equations (5.10)-(5.11) can be uniquely determined
by using the following plasma conditions Te/Ti = 2 and ωpe/ωce = 3 (see [64]) and with
the following initial conditions:









where φ0 = 4.0











(0, x, y) = 0



















which are, homogeneous Dirichlet boundary conditions for the density perturbation and
homogeneous Neumann boundary conditions for the electric potentials. These conditions
are also applied for the 3D problems.
The computation of the damping term, Γ̂∆Φ =
∫
Γ(r−r’)∆Φ(r’)dr’, is realized to be
the convolution of Γ(r) and ∆Φ(r). To efficiently compute this term, a common property
of Fourier transform is employed, F [f × g] = F [f ]×F [g] . In particular, the evaluation of
the damping terms utilizes the following steps:
1. Evaluations of the damping terms of ion Γi and electron Γe in the Fourier space
follow directly from reference [64].
2. According to formula (33a) in the same reference, Γ is the inverse Fourier transform
of Γi+Γe. In other words, Γi+Γe is the Fourier transform of Γ(r). Thus, to compute
the damping operator Γ̂∆Φ, we compute the Fourier transform of vorticity ∆Φ.
3. Multiply Fourier transform of vorticity with Γi + Γe.
4. Take the inverse Fourier transform of the product in step 3 and we finally get Γ̂∆Φ
since the Fourier transform of a convolution of two functions is product of the two
functions’ Fourier transforms.
Pseudo-spectral method discussed in Appendix B.1 and Section B.2, is used for the
computation of the spatial derivatives in equations (5.10)-(5.11). We note that in order to
apply the pseudo-spectral method, the solutions Φ and δn must be periodic for all t > 0.
Therefore, the 2D computational domain is extended to range from [0, LX ] × [0, LY ] to
[0, 2LX ]× [0, 2LY ] with NX = NY = 256. Under this extension of the physical domain,
the initial conditions become periodic. We used Predictor-Corrector (second order Runge-
Kutta) explicit time integration method to advance the system in time. In our numerical
simulations, we consider 2 cases: [A] without damping effects and [B] with the damping
effects. The domain of interest over which the solution is plotted is half of the computa-
tional domain with a 2D box of size [0, LX ]× [0, LY ] using NX = NY = 128 grid points
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where NX and NY is are the number of grid nodes in each dimension. Results are plotted
in Figure 5.1 and Figure 5.2 for the cases [A] and [B], respectively. Specifically, in both
figures, we give plot of the squared magnitude of Electric Field, which can be computed as
|E|2 = | − ∇Φ|2 and the density perturbation δn.
We observe that our numerical solver generate solutions that agree with the ones pre-
sented in [64] and that from Figures 5.1 and 5.2 that the collapse phenomenon of cavitons,
where we observe the depletion of plasma density, occur in the center of the physical do-
main. This validates that our solver is working properly. In addition, we also observe that
during the formations of cavitons the magnitude of the electric field ~E grows with time in
the caviton region. Also, a qualitative comparison of Figures 5.1 and 5.2 illustrates that the
damping term Γ̂∆Φ reduces the rate of wave collapse phenomenon since at the same time
point e.g., at t = 360, the peak value of |E|2 is smaller in the case of the existence of the
damping term than in the case of zero damping. This can be clearly seen by observing Fig-
ure 5.3. On the other hand, Figure 5.2 suggests that the damping term causes the solutions
to lose their symmetric properties when cavitons are formed.
In Figure 5.4, we give plots to the values of min(δn), max(|E|2), and I1 in the case




|∆Φ(x, y, t)|2dxdy .
The quantity I1 is an indication of energy conservation law; therefore, it should be
constant for all time t > 0. From Figure 5.4, we can see that the solution behaviors can
be classified into two phases: linear and nonlinear phases. The linear phase is from t = 0
to t ≈ 325 while the non-linear phase is from t ≈ 325 to t = 360 where the solutions’
magnitudes start to blow up to infinity. The nonlinear behavior of the solutions are due to
the fact that non-linear interactions of lower hybrid waves and the electric potential begin
to have impact on the solutions. We recall that the nonlinear interactions are expressed by
































































































density at time = 0
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Figure 5.1: 2D simulations without considering the damping term, Γ̂∆Φ. Surface plots
of the square of the magnitude of Electric Field and contour plots of density at time T =



















































































































density at time = 0
 
 














density at time = 232
 
 













density at time = 335
 
 

















density at time = 360
 
 











Figure 5.2: 2D simulations with considering the damping term, Γ̂∆Φ. Surface plots of
the square of the magnitude of Electric Field and contour plots of density at time T =
0, 232, 335, 360.
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Max |E|2 with damping
Max |E|2 without damping
Figure 5.3: Comparison on collapse rate of |E|2 profiles for the cases: (1) with damping
term and (2) without damping term.











































Figure 5.4: Plots of min(δn), max(|E|2) and I1 as functions of time.
We remark that the system of equations (5.10)-(5.11) are only valid until a certain time
t∗. Beyond that time t∗, the equation is not valid anymore. For example, with the choice
of plasma parameters Te/Ti = 2 and ωpe/ωce = 3, we can only run the simulation until
the max value of the dimensionless Electric field’s square magnitude |E|2 is approximately
equal to 6.0 which agrees with the simulation presented in [64]. Figure 5.4 shows that
during the collapse stage, the maximum value of density perturbation δn in the center of
cavity, which is the center of the domain, remains almost proportional to the maximum
value of |E|2.
We further test our serial implementation of the pseudo-spectral method for the same
set of equations (5.10)-(5.11). We use different initial condition for electric potential Φ and
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density perturbation δn. The solution of Φ is assumed to be of the following form (see
[65])
Φ(t, ~r) = A(t, ~r) exp[iS(t, ~r)] .
Then δn can be obtained from Φ by the following formula
δn = (∇S ×∇A2)z .
We note that these formulas are in dimensionless units. Using the above relation, we can
define the following periodic boundary conditions over a 2D box domain of size Lx×Ly =



















and δn|t=0 can be obtained using the above formula. In our simulation, we take α = 14
and nx = 5, ny = 0 which is also used in [65]. This initial condition correspond to a
maximum of |Φ|2 in the center of the domain. Time evolution of the solutions is shown in
Figures 5.5 and 5.6. Note that the ratio Te/Ti = 2.0 is used in this simulation. The graphs
(contour and surface plots) of initial conditions and solutions at collapse stage (t ≈ 116.5)
are shown in Figures 5.5 and 5.6. Note that max(|E|2)≈ 0.49 and min(δn)≈ −0.064 at
t = 0. max(|E|2)≈ 1.2 and min(δn)≈ −0.9 at t = 116.5. We observe that our numerical
solutions’ profiles look the same as the ones in [65] even though the values are different
and the collapsed final time is also different. This is due to the fact that we used different
plasma conditions. We observe that the lower hybrid waves are trapped inside the structure
that is of equal and opposite charge. Also, the waves are undergoing the collapse process
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density at time = 116.50



















Figure 5.5: Contour plot of squared magnitude of Electric Field and density perturbation





















































































Figure 5.6: Surface plot of squared magnitude of Electric Field and density perturbation
initial and final collapse time t = 0, 116.5.
5.5 Investigation of collapse of three dimensional lower
hybrid cavity






















where β̄ = 0 (pure electrostatic case) and ∆ is a 2D Laplacian operator.
The analysis by Shapiro shows that the cavity remains very elongated along the mag-
netic field (in the Z direction), therefore the spatial scale along the magnetic field has addi-
tional scaling factor of
√
M/m. The dimensionless longitudinal spatial coordinate is scaled
by z̄ = R
√
M/mK2 in the equations (5.1)-(5.2) together with the above set of dimension-
less units. This scaling factor is also used for the operator ∂
2
∂z2
conversion to its dimen-
sionless operator form in equations (5.13)-(5.14). The 3D system of equations are solved
numerically using pseudo-spectral method with grid points -NX×NY ×NZ = 32×32×64.
The initial conditions are given by
















δn(0, x, y, z) = i{Φ,Φ∗}
∂
∂t
δn(0, x, y, z) = 0
where the computational box size is LX × LY × LZ = 100R × 100R × 2000R. In the
simulations, we usedR = 2, ion-electron mass ratioM/m ≈ 1836 andK = 1.7663521732
which can be derived from the plasma conditions that Te/Ti = 2 and ωpe/ωce = 3.
For the variable z, we follow the same procedure as we did for converting to dimen-


























We ran the simulation from t = 0 to t = 900 which is nearly the final stage of the
3D collapse. The transverse components of the square of Electric Field magnitude, namely






























































































Figure 5.7: Transverse component of the square of Electric Field magnitude in X-Y plane.
To understand better the collapse process, we plot the max (peaked) values of the 2D
profile of the transverse component |E|2 against the index of slices in the z-dimension at
time t = 0 and t = 900. Note that the peaked values occur at x = Lx/2 and y = LY /2 i.e.,
at the center of cavity.
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 at time = 900
Figure 5.8: transverse component of the square of Electric Field magnitude in X-Y plane.
As shown in Figures 5.7 and 5.8, the cavitons are formed in the center of x-y plane
and along the z-dimension at the final stage of the collapse phenomenon. Also, the cavitons
are clearly observed in the first few z-layers that are close to the bottom of the domain i.e.,
near z = 0. For larger values of z, we observe almost no collapse of solutions. Similar
observations can be seen for the density perturbation in Figures 5.9 and 5.10. These figures
show contour plots of δn in the X-Y and X-Z planes, respectively, at the final stage of
the simulation. In particular, we can see from Figure 5.9 that at the first 8 slices in z-
dimension, the collapses of δn occur right at the center of X-Y plane in the same behavior
as transverse component of Electric Field magnitude squared. On the other hand, we can
see that the peak of the collapse is happening in the middle and near x-axis when δn is








 = 1, density at time = 900
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Figure 5.10: Contour plot of density perturbation δn at time t = 900 in X-Z plane.
For more descriptive information about the Electric field and density profiles, we show
the 2D slices plot of the solutions profiles of |E|2 and δn in the X-Y plane with different
values of z (or Nz) in Figures 5.11 and 5.12.
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Figure 5.11: 2D slices plot of the transverse components of |E|2 in the X-Y plane with
different values of z (or Nz) at final stage of the collapse phenomenon.
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Figure 5.12: 2D slices plot of the density in the X-Y plane with different values of z (or
Nz) at final stage of the collapse phenomenon.
5.6 Efficiency and accuracy of the pseudo-spectral method
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This section is dedicated to demonstrate the efficiency and accuracy of the pseudo-spectral
method in solving system of equations (5.8) and (5.9) which govern the modulation insta-
bility phenomenon. To highlight the efficiency of the Pseudo-spectral method, we compare
its CPU run time against the run time of the standard finite difference solver which we de-
veloped when we first started our numerical study for this problem. The CPU run time of
the two solvers are recorded in Table 5.1. In order for the comparison to be valid, we use
the same initial conditions, same boundary conditions that are defined on the same domain.
In particular, we use the following initial condition














































δn(0, x, y) = 0 .
where φ0 = 1.0, Lx = Ly = 32π and (x, y) ∈ [0, 32π] × [0, 32π]. Our initial conditions
for the potential and density have periodic boundary conditions.
We point out that in our finite difference solver, the spatial derivatives in system (5.8)
- (5.9) are discretized using standard center difference scheme. The Poisson brackets that
represent the nonlinear couplings are evaluated using the conservative Arakawa’s finite
difference scheme [8]. In addition, there is a subroutine that solve the Poisson equation to
obtain the values for the electric potential Φ from the values of vorticity ∆Φ at every time
step. This is done using FISHPACK, which is a FORTRAN library for solving separable
elliptic PDEs [1]. On the other hand, in Table 5.1, we will record the ability of conserving
the energy of the two methods (Pseudo-spectral and finite difference) at the final time of
the cavitons’ collapse phenomenon. We use the energy conservation ability of the methods






|∆Φ(x, y, t)|2dxdy .
Methods / Solvers CPU run time Conservation of energy
Pseudo-spectral (Nx = Ny = 128) 490 secs YES
Finite Difference (Nx = Ny = 129) 286 secs NO (energy loss about 2.0%)
Finite Difference (Nx = Ny = 257) 3.31 hours NO (energy loss about 0.8%)
Finite Difference (Nx = Ny = 513) 61.1 hours NO (energy loss about 0.3%)
Table 5.1: Performance comparison: pseudo-spectral solver versus finite difference solver
with different resolutions. CPU times are recorded on a 2.1 GHz processor.
From Table 5.1, we see that the pseudo-spectral method is much more efficient than
the standard uniform finite difference method. It can preserve the energy in the system
with using a much less number of grid points. On the other hand, we observe that when
using finite difference approach, the CPU run time increases relatively exponentially as we
double the resolution in each dimension. This may be explained by the need of solving the
Poisson equation for obtaining electric potential from vorticity i.e., solving a large sparse-
banded linear system at every time step.
5.7 Parallel implementation
The motivation for implementing the parallel version of the solver is to reduce the simula-
tion run times. This allows for efficient numerical results especially for the 3D simulations.
In particular, it takes approximately 20 hours to compute the solution from time t = 0 to
t = 900 when using a resolution 64×64×128 in a 3D box from [−LX , LX ]×[−LY , LY ]×
[−LZ , LZ ]; on a single Intel Xeon E5 2.1 GHz processor. Also, the same simulation could
take more than a week if using 128× 128× 256 on the same 3D domain.
We extend our serial implementation to parallel using Message Passing Interface
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(MPI). To be more specific, we use the MPI built-in collectives of FFTW library to par-
allel the evaluations of spatial derivatives of electric potential and density. Also, the MPI
built-in function of FFTW library allows us to design a parallel solver for computing so-
lutions to Poisson equation via pseudo-spectral approach. According to its documentation
[32], FFTW library’s MPI implementation divides the 2D/3D domain into slabs almost
evenly and compute the parallel FFT on each slab (see Figure 5.13).
Figure 5.13: FFTW block distribution of data. Picture is credited to [52].
Once we perform parallel FFT to compute the spatial gradients, Laplacian and/or solv-
ing Poisson equation for potential from vorticity, we obtain these “local” quantities on each
slab which can be used to update the “local” vorticity and density in the next time step. Only
if we would like to write data to file, we shall perform a gathering of local data to a global
data on master processor. Otherwise, we update solutions independently on each processor.
Efficiency of the MPI implementation is tested on simulations that use 2D resolutions
NX ×NY = 128× 128 and NX ×NY = 256× 256. For resolution 128× 128, we achieve
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approximately 3.8− 4× speed up when using 8 & 16 processors. However, for resolution
256× 256, we achieved 5.0× speed up for using 8 processors and 6.0× speed up for using
16 processors (see Figure 5.14). The facts that the code has the same speed up for both 8
processors & 16 processors in the case when we use NX × NY = 128 × 128 and we do
not achieve ideal speed up can be explained by communication overhead between proces-
sors. In particular, communication costs of sending & receiving data between processors
can be expensive when compared to a large fraction of the computational costs of doing
FFT in parallel for these resolutions. It is expected that in the 3D case, our MPI implemen-
tation shall give better speed up as comparison to serial implementation than the 2D case.
Specifically, our code attained 5.6× speed up when using 8 processors for the resolution
NX × NY × NZ = 64 × 64 × 128 and approximately 7.2× speed up when using 16 pro-
cessors for the same resolution. Machine’s specifications for performing this test are given
in the title of Figure 5.14.























64 × 64 × 128
Linux: 2x Intel Xeon E5, 2.1 GHz (12-Core, HT, 15MB Cache, 24 cores total),
RAM: 64GB (8 x 8GB DDR3) Operating at 1333 MF/s Max, MPICH2
Number of time steps: 250

























64 × 64 × 128
128 × 128 × 256
Figure 5.14: CPU time & speed up of the parallel and serial versions of our solvers for
several resolutions.
106
Using this parallel implementation, we are now able to run the whole simulation from
initial time to final stage of the collapse phenomenon using NX×NY ×NZ = 128×128×
256 within hours which is much more efficient than serial code that it could take more than
seven to ten days using 16 processors.
In addition, our parallel implementation scales rather well with the number of proces-
sors. We perform a test run with using 128 processors and observe a speed up about 25
times when compared to using only one processor (see Figure 5.15). The calculations were
done on Stampede Supercomputer of the Texas Advanced Computing Center.




























128 × 256 × 256
XSEDE - Stampede Supercomputer
Number of time steps: 250














128 × 128 × 256
Ideal speed-up
Figure 5.15: CPU time & speed up of the parallel and serial versions for the resolution
NX = NY = 128 and NZ = 256 (up to 128 processors) on Stampede Supercomputer.
5.8 Chapter summary
This chapter describes our implementation of the pseudo-spectral method for solving the
system of nonlinear PDEs describing the modulation instability of wave collapse discussed
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by Shapiro et al. [64, 65]. Theoretical discussions of the modulation instability, followed
by the governing coupled equations are presented. A brief summary on how to perform unit
conversion is discussed. Numerical experiments are performed using the same conditions
given in references [64, 65] to validate the current implementation. Besides, we perform
some studies on the efficiency and accuracy of the pseudo-spectral method by comparing it
to the standard uniform grid finite difference method. We remark that both methods allow
us to capture the cavitons’ collapsed period. However, we are able to show that the pseudo-
spectral method is more efficient than the finite difference method in term of CPU time and
more accurate in term of preserving the energy in the system especially at the final stage of
the collapse phenomenon.
We extend the existing pseudo-spectral implementation to a highly parallel solver,
which was done in [64, 65]. The parallel code allows us to efficiently obtain the numerical
solutions to the governing system in a reasonable time frame for further post-processing
and analyzing tasks.
In the next chapter, we will apply our implementations to solve a more complex ver-
sion of the governing equations (5.8) - (5.9) including the effect of shear velocity.
108
Chapter 6
Numerical Study Lower Hybrid
Turbulence Phenomenon Under the
Effect of Plasma Shear Velocity
A series of experiments have demonstrated that strongly sheared electron flows perpen-
dicular to the background magnetic field can drive electrostatic oscillations near the lower
hybrid frequency. It is predicted that during intense solar activity the plasma sheet bound-
ary layer can become highly compressed and the resulting gradient in across the layers
of plasma generates localized electric fields and highly sheared flows across the magnetic
field. A similar situation can arise in the flowing plasma surrounding a hypersonic vehicle
resulting in strong plasma turbulence. Stonikov et al. have performed theoretical analysis
of excitation of lower hybrid instability in plasma with unmagnetized ions and magnetized
electrons drifting across magnetic field due to the presence of external inhomogeneity.
In this chapter we perform numerical simulation of the modulation instability phe-
nomenon under the effect of plasma shear velocity. This task can be achieved by using the
solvers that we have developed, tested and discussed in the previous chapter. This chapter
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is organized as follows. In Section 6.1, the governing system of equations are presented and
converted from dimensional to dimensionless units. In Section 6.2, we discuss the choices
for the initial, boundary conditions and domain of interest in dimensionless units for the
system of equations. Section 6.3 is designed to perform computations of plasma parame-
ters in given plasma conditions. In Sections 6.4 and 6.5, we present numerical results to the
system of equations in two and three spatial dimensions. In Section 6.6, a brief summary
of the results is presented.
6.1 Governing equations and units conversion
Similar to Section 5.1 of Chapter 5, we consider the system of the nonlinear PDEs that
governs the turbulent plasma process in the ionosphere with the effect of shear velocity in


















































where we use the same formulas (5.3) for the conversion from dimensional units to dimen-
sionless units. The quantities Φ, ∆Φ and δn denote the electric potential, vorticity and
plasma density perturbation. Again, we note that the ∆ operator defines a two dimensional
Laplacian operator. Ṽ0y represents the plasma shear velocity and Ṽs is some normalized
constant. Note that Ṽ0y and Ṽs have dimensional units; hence, Ṽ0y/Ṽs is dimensionless.
Similar to Chapter 5, ωpe, ωce, ωpi represents the angular frequencies of the electrons and
ions while ωα represents the lower hybrid frequency. Ti and Te again are the ion and elec-
tron temperatures, respectively.
Next, let us estimate the typical parameter for the ionosphere plasma. We assume




, Ti = 4.0E3K = 0.3448ev = 0.5524E−12 g cm
2
s2
, B0 = 0.35Gs,
M = 1.6726E−24 g, m = 9.10938E−28 g. Using these values, we can compute the
necessary plasma parameters in Table 6.1.












Table 6.1: Plasma parameters for model. Note that these parameters are approximations.
The system of equations (6.1)-(6.4) is capable of modeling two types of waves: mag-
netosonic and lower hybrid (LH) waves in magnetized plasma. For the LH waves, the 3rd
term of equation (6.1) is removed. In this chapter, we intend to solve the full system. Under
certain plasma conditions of the ionosphere and using Table 6.1, we have the coefficient in








= 0.7714 ≈ 1 and the parameter α is set to one in the

















































































+ iCΦ = i{δn,Φ} .



















+ iCΦ = i{δn,Φ}
∂
∂t




















If we consider the effect of electron-neutral collisions, then the potential equation becomes:
∂
∂t
















CΦ− iν∆Φ + 1
2
{δn,Φ} ,




is the normalized electron-neutral collision coefficient. For now, set this
















The dimensionless forms of shear velocity profiles are given by:





















where x0 is the mid point, V0max = 1.0 (for velocity profile 1) and = 0.5 (for velocity
profile 2), and L is well chosen so that the velocity profiles are well contained inside the
spatial domain. This is equivalent to choose L such that V0(x) ≈ 0 outside the box i.e.,
L = LX/8 where LX is the width of the x-dimension of the considered domain.
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6.2 Initial and boundary conditions and domain of Inter-
est
The starting density and potential profile is set to be random density perturbation and ran-
dom electric potential distribution. We assume periodic boundary conditions for equations
(6.3) and (6.4) over the computational domain of [0, LX ] × [0, LY ] where LX = LY =
128.0 with NX = NY = 128 i.e., ∆x = ∆y = 1.0. The following Figure 6.1 will show
us the initial profiles of the squared magnitude of Electric Field, |E|2 and plasma density
perturbation, δn in dimensionless units.
Electric Field at time = 0
 
 















Figure 6.1: |E|2 and δn profiles at time t = 0.
6.3 Simulation setup
6.3.1 Computation of plasma parameters
In order to visualize the solutions in the real dimensionality for better understanding of the
collapse phenomenon, we need to understand how to convert the solutions as well as the
domain of interest back to their original dimensional units. To do so, we reconsider the
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complete set of plasma parameters’ values that were used in the following Table 6.2 which
is a more complete version of Table 6.1.








B0 0.35 (initial magnetic) G



















Table 6.2: Plasma parameters of the model (complete version)
Using the values of the plasma parameters specified in this table, we can compute the
following parameters
Electron thermal velocity VTe =
√
kboltzTe/m = 2.1323E7 cm/s
Ion thermal velocity VTi =
√
kboltzTi/M = 1.4365E5 cm/s
Electron Larmor radii re = VTe/ωce = 3.4615 cm




= 0.771 (dimensionless unit)
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6.3.2 Conversion of plasma density fluctuation & Electric Field to di-
mensional units
Let variable t̃ be dimensionless parameter for the dimensional parameter t. We have the






















































































































× (1.381E−23). Unit of γ is V oltcm .
Using these conversions, we can give plot of the initial density perturbation of plasma
and magnitude squared of the Electric field in dimensional units in Figure 6.2. Note that
the box’s unit is also in dimensional.
Figure 6.2: Dimensional |E|2 and δn profiles at time t = 0.
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6.4 Numerical results in two spatial dimensions
We present the numerical results to system of equations (6.3)-(6.4) in the two dimensional
application. Note that we used the pseudo-spectral method to compute the spatial deriva-
tives of the solutions Φ, ∆Φ and δn due to their periodicity over the chosen domain of
interest. For the time integration, we used an explicit second order Predictor-Corrector
method with a fixed time step ∆t.
As we integrate the system of equations (6.3)-(6.4) in time, we observe there exist
formations of periodic waves in the solutions profiles of |E|2 and δn from the random per-
turbations. The magnitudes of these waves grow larger along with time until they collapse
with highest magnitudes in the center of Y-axis under the effect of shear velocity profile II
(see Figure 6.4) and near the center of Y-axis under the effect of the other shear velocity
profile (see Figure 6.3).
Figure 6.3: |E|2 and δn profiles (in their dimensional units) correspond to using the first
shear velocity profile (see eqn (6.5)).
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Figure 6.4: |E|2 and δn profiles (in their dimensional units) correspond to using the second
shear velocity profile (see eqn (6.6)).
Examining the magnitude growth of solutions profiles which is plotted in Figure 6.5
for the first shear velocity profile and in Figure 6.6 for the second shear velocity profile, we
do observe that the solutions’ behavior also experiences linear and nonlinear phases as the
ones in Chapter 5.










































MIN  n (cm-3)
Figure 6.5: Max(|E|2) and Min(δn) as a function of time when using shear velocity
profile I.
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Figure 6.6: Max(|E|2) and Min(δn) as a function of time when using the shear velocity
profile II.
6.5 Numerical Results in three spatial dimensions
6.5.1 Dimensionless conversion in longitudinal direction (z-direction)




dimensionless conversion for variable z is slightly different than for variable x. Then the
longitudinal length scale z̄ = RK2
√
M/m is used in stead of RK. The reason for this
would be that, in real scale, the length in the z-dimension is much wider than those in the
x and y dimensions. In particular, we consider the following derivation with variable z̃ be


































, and clean up the vorticity
equation in a similar approach as in the 2D case, we obtain, in dimensionless form, the 3D
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version of the plasma coupled equations
∂
∂t








































We now advance the 3D system of equations in time using the Predictor-Corrector method.
The spatial derivatives and the process of solving the Poisson Equation for the electric
potential Φ from vorticity ∆Φ can be done by pseudo-spectral method, which is described
in Appendix B, using FFT in MPI in order to reduce the computational time.
For the set up of the 3D simulation, we choose the domain to be a three dimension
box of size LX × LY × LZ = 128.0 × 128.0 × 2560.0. It is noted that we should choose
∆x & ∆y not greater than 1.0. since we verified numerically that if we choose ∆x or ∆y
greater than 1.0, the the collapse formation can not be formed. Thus, a good choice for the
number of points in each dimension is NX ×NY ×NZ = 128× 128× 256.
6.5.3 3D results with shear velocity profile I
In this subsection, we would like to present plots of several slices in the XY plane with
different z-values as demonstration of the elongated formations of cavitons along the z-
direction in the collapse phenomenon using shear velocity profile I. The graphs for trans-
verse |E|2 is given in Figure 6.7 while the graphs for density perturbation δn are given in
Figure 6.8.
As we can observe from Figure 6.7 and Figures 6.8, the formations of increased mag-
nitudes wave forms of solutions profiles of |E|2XY and δn appear in every z-slice. This
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shows that collapse of waves elongates in the z-dimension. Recall that this elongated wave
collapse phenomenon was also observed in the 3D simulations of solutions presented in the
previous chapter.
Figure 6.7: Solutions with shear velocity I: 3D slices plot of the transverse |E|2 in the X-Y
plane with different values of z = 1384.5, 4351.3, 9032.3, 11274, 14373, 16680 (in meters)
at final stage of the collapse phenomenon.
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Figure 6.8: Solutions with shear velocity I: 3D slices plot of the density perturbation δn
in the X-Y plane with different values of z = 1384.5, 4351.3, 9032.3, 11274, 14373, 16680
(in meters) at final stage of the collapse phenomenon.
6.5.4 3D results with shear velocity profile II
In this section, we perform a 3D simulation with second shear velocity profile of plasma.
Similar to Section 6.5.3 we gave plots of |E|2 and δn at selected z-slice at the final time of
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the collapse stage. Again, from Figure 6.9 and Figure 6.10, we observe that the wave forms
are elongated in the z-dimension and at the center of the Y-axis along the X-axis.
Figure 6.9: Solutions with shear velocity II: 3D slices plot of the transverse |E|2 in the
X-Y plane with different values of z = 1384.5, 4351.3, 9032.3, 11274, 14373, 16482 (in
meters) at final stage of the collapse phenomenon.
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Figure 6.10: Solutions with shear velocity II: 3D slices plot of the density perturbation δn
in the X-Y plane with different values of z = 1384.5, 4351.3, 9032.3, 11274, 14373, 16482
(in meters) at final stage of the collapse phenomenon.
6.6 Chapter summary
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The high order explicit time integration pseudo-spectral solvers developed in Chapter 5 is
applied to efficiently obtain the numerical solutions for the system of equations (6.1)-(6.2)
(in dimensionless form) describing modulation instability with shear velocity. The solver
allow us to capture the collapse phenomenons of the regions where large changes occur
in the density perturbation and electric field. At the final stage of the nonlinear phase, we
observe the formations of wave-forms in the solutions’ profiles. These wave forms in the
density perturbation solutions correspond to the regions where we observe great change
in plasma density i.e., cavitons’ regions. However, under the effect of shear velocity of
plasma, we observe in numerical solutions that there are regions where plasma loses a
great number of density and regions where plasma gains a great number of density. These




Adaptive Moving Mesh Method for the
Nonlinear Plasma Equations
Finally, we formulate an adaptive moving mesh method for the system of nonlinear equa-
tions describing the modulation interaction of the lower hybrid (LH) waves with the slow
quasi-neutral density perturbation, ion-acoustic modes, presented in Chapter 5. We recall
that the system of equations (5.1)-(5.2) provides the descriptions to the modulation insta-
bility and collapse of lower hybrid waves in the Earth’s ionosphere. Numerical solutions
to this system show that there are formations of cavitons which are the regions where we
observe great loss of plasma density. At these regions, large magnitude of electric field
is also observed. Outside of these regions, magnitude of electric field is zero (or nearly
zero) and the plasma density is uniform. To capture this phenomenon numerically using
a uniform grid approach can be expensive. Instead, use mesh grid adaptation allows us to
reduce resolution in the regions where no loss in plasma density are observed. On top of
that, we can focus more resolution to resolve the solutions at cavitons’ regions.
Therefore, an application of the adaptive moving mesh finite difference method is
applied to system of equations (5.1)-(5.2) in two spatial dimension. The moving mesh is
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computed using PMA method which is presented in Chapters 3 and 4.
We consider the dimensionless version of system (5.1)-(5.2) in the two dimensional
problem without the pumping and damping effects as follow
− 2i ∂
∂t









Initial conditions for this problem are taken to be









where φ0 = 4.0












δn(0, x, y) = 0
where LX = LY = 32π and (x, y) ∈ [0, 32π] × [0, 32π]. Our initial conditions for the

















7.1 Coordinate transformation of physical model
Recall that the adaptive mesh is determined as an image of a coordinate transformation
x = x(ξ, t), defined from the logical or computational domain Ωc ⊂ Rd to the physical
domain Ω ⊂ Rd, d = 2 in this case. Therefore, the spatial derivatives of physical solutions
need to be transformed to the computational domain Ωc. In particular, the spatial gradients











































































































Similar to Section A.1, time derivative of vorticity ∆Φ in the computational domain











where ẋ = (ẋ, ẏ) is the mesh speed.
Let Q = ∂
∂t




















Therefore, by putting everything together, we have the following system of ODEs
d
dt




{Φ, δn} , (7.7)
d
dt
δn = ẋ · ∇(δn) +Q , (7.8)
d
dt







We apply the standard second order finite difference technique to discretize spatial deriva-
tives of solutions (7.5) and (7.6) in the computational domain Ωc with respect to variables
ξ and η. In particular, center difference technique is applied to compute derivatives for
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inner grid nodes. For the boundary points discretizations, we used ghost-points technique
to treat the gradient of the electric potential,∇Φ and the second order one-sided difference
technique to compute the gradient of the density perturbation,∇δn.
On the other hand, there is a sub-problem where we need to obtain the values of
potential Φ from given values of vorticity ∆Φ. Let us denote ∆Φ = V then using formula
(7.6) we have
V = ∆Φ = Φxx + Φyy = a11Φξξ + a12Φξη + a22Φηη + b1Φξ + b2Φη
where a11, a12, a22, b1, b2 are functions of xξ, xη, yξ, yη and J . To be more specific, in a
similar fashion to scheme (A.24), we can derive the following formulas for the functions


















































































We remark that the spatial derivatives of terms in equations (7.10)-(7.14) with respect to
the computational variables are discretized using the standard central differences. At the
boundary points, for robust implementation, we use the second order forward and backward
differences to evaluate the derivatives.
Next, we set up a linear system AΦ = V to solve for potential Φ using equations
(7.10)-(7.14). This linear system needs to be solved at every time step using the bi-
conjugate gradient stabilized method [73].
System of ODEs (7.7)-(7.9) can be efficiently integrated by using built-in MATLAB’s
ODEs solvers [63]. To solve for physical solutions, we employ the alternative solutions
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procedure which is similar to the one stated in Section 3.2.3
Given the adaptive mesh xn and the solutions Φn, ∆Φ and δn at time level n, then the
adaptive mesh and the physical solutions are solved alternately as follows:
1. Compute the mesh density function ρ(xn) =
√
β + α|∇δn|2 .
2. Solve (3.8) for the steady state solution Ψ∞.
3. Compute xn+1 = ∇Ψ∞ and set ẋ = (xn+1 − xn)/∆t.
4. Compute ∆Φn+1 and δnn+1 by integrating system (7.7)-(7.9) from tn to tn+1.
5. Solve the Poisson problem for Φn+1 using the values of vorticity at time level n+1,
∆Φn+1.
6. Set n = n+ 1 and go to 1.
We note that in the formula for mesh density function ρ(xn) =
√
β + α|∇δn|2, the
parameters β and α can be chosen by the user to adjust the sensitivity of solutions’ errors
over the physical domain. To be more specific, we note that the length of the 2D domain is
rather large, LX = LY = 32π, and the peaked/highest values of |δn| at the end of the non-
linear phase is relatively small when compared to LX = LY i.e., max(|δn|) ≈ 2; therefore,
if one chooses mesh density function to be the standard arc-length or curvature function
then the adaptive moving mesh method can not redistribute the grid nodes to resolve the
collapse of the solutions in nonlinear phase.
7.3 Numerical results
In this section, we present results to our numerical simulations in the two dimensional
problem. In particular, in Section 7.3.1, we present numerical solutions to system (7.7)-
(7.9) using the initial conditions (7.3) and boundary conditions (7.4). In Section 7.3.2, we
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present numerical solutions to the same system but using initial data for potential Φ as
defined in (5.12). Initial data for density perturbation δn(x, y, t = 0) can be taken to be
i{Φ,Φ∗} and ∂
∂t
δn(x, y, t = 0) = 0. The periodic boundary conditions are used for the
second example. The solutions are plotted in dimensionless units.
In our numerical simulation, we choose time step ∆t = 0.1 for the alternative solution
procedure. The monitor function ρ(x) =
√
β + α|∇δn|2 where the values of α and β are
problem dependent and determined by running several experiments. The initial adaptive
mesh can be computed by solving (3.8) for a few iterations using gradient of the exact
solution δn for mesh density function ρ(x) at time t = 0.
7.3.1 Two dimensional unbounded collapsing cavity with non-periodic
boundary conditions
In this example, we solve system (7.7)-(7.9) using the adaptive moving mesh approach
using the initial conditions (7.3) and boundary conditions (7.4) in the 2D box of lengths
LX = LY = 32π. Recall from Section 5.4 that the solutions to this problem experience the
linear and nonlinear phases where in the nonlinear phase, the solutions develop singularities
at the center of domain. In the regions where the singularities are formed, cavitons collapse
within finite time. We use temperature ratio
Te
Ti
= 2 for plasma condition.
In the simulation, we use N = 129 points in each spatial dimension. We choose
∆t = 0.1 in the alternative solution procedure. In order to capture the singularity of the
solutions, we find that choosing monitor function ρ(x, t) =
√
0.1 + 10|∇δn|2 not only
allow us to focus more resolution in the center of domain where cavitons are formed but
also prevent mesh tangling.
Figures 7.1 presents the numerical solutions |E|2 and δn at the final stage of the col-
lapse process, and Figure 7.2 shows the corresponding adaptive mesh. We notice that the
max values of |E|2 and δn at time t = 360 are slightly higher than those that are pre-
131
sented in Section 5.4 at the same time point. This can be explained by the fact that during
the nonlinear phase, the solutions are no longer smooth. Thus, large errors are expected
in computations of spatial derivatives using pseudo-spectral methods. On the other hand,
when using the adaptive grid method, more grid nodes are redistributed to better approxi-













0 0.5 1 1.5 2 2.5
Figure 7.1: (Left) Surface plot of |E|2(x, t = 360). (Right) Surface plot of δn(x, t = 360)
Figure 7.2: x(t = 360)
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In the following, we would like to discuss an important point for this example. Due
to smoothness and continuity of solutions during linear phase of numerical simulation, it
is preferred to use pseudo-spectral method over finite difference method to approximate
spatial derivatives. However, this require doubling the box’s length LX and LY . Hence, the
grid resolution is doubled in each spatial dimension to keep the resolutions, ∆x and ∆y,
the same. Moreover, during the nonlinear phase, the solutions start to collapse to singular
point which makes solutions no longer smooth. This causes pseudo spectral method to start
losing accuracy. Therefore, computing spatial derivatives using pseudo-spectral method
for this application can be computationally expensive and inaccurate, especially during
collapse stage of the solutions. On the other hand, adaptive moving mesh finite difference
method allows us to reduce step sizes ∆x and ∆y at regions where solutions collapse.
Thus, it helps minimizing errors in estimating spatial derivatives of solutions. It also does
not require us to double each spatial length of the 2D domain.
7.3.2 Two dimensional free collapsing cavity with periodic boundary
conditions
In this example, we apply the adaptive moving mesh finite difference method to solve























where φ0 = 14, nx = 5 and ny = 0. The 2D box’s lengths Lx = Ly = 200π. Periodic
boundary conditions are assumed for solutions Φ, ∆Φ and δn. Plasma condition for ion







In this simulation we use resolution N = 129 points in each spatial dimensional.
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Time step ∆t = 0.1 in the alternative solution procedure. We refer to Figures 5.5 and 5.6
that the box length is very large as compared to max value of |E|2 at the final stage of the
collapse phenomenon. Therefore, to have the mesh points concentrate at the regions where
these singularities of solutions form, we found that it is good to use the following monitor
function ρ(x, t) =
√
0.1 + 4|∇δn(x, t)|2 .
In Figure 7.3, we present the plots for numerical solutions |E|2 and δn near the final
time of the nonlinear stage of equations (7.1) and (7.2). Also, in Figure 7.4, we show
the adaptive mesh at the same time point where the solutions are plotted. Solutions from
Figure 7.3 agree with the one from Figure 5.5 in Section 5.4 in term of shape. We notice
that the max value of |E|2 in this case is higher than the solution presented in Section 5.4.
In a similar argument as in Section 7.3.1, this may be explained by the fact that during
the nonlinear phase of the collapse phenomenon, solutions develop singularities and sharp
features which can cause large errors in computing solutions’ derivatives using pseudo-
spectral method due to aliasing. In the case of using adaptive moving mesh, we focus
more resolutions to the regions where the singularities are formed to better approximate
the solutions and their spatial derivatives. We also observe from Figure 7.4 that the mesh
is more dense at the regions of singularities’ formations.
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Figure 7.3: (Left) Contour plot of |E|2(x, t = 116.5). (Right) Contour plot of δn(x, t =
116.5)
Figure 7.4: x(t = 116.5)
7.4 Chapter summary
We have successfully applied the adaptive grid methods to compute the solutions to sys-
tem of PDEs that describe the modulation instability of plasma in Earth’s ionosphere. The
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method is able to capture the collapsed solutions by focusing more grid nodes in the cavi-
ton’s regions. On the other hand, the method works well for all problem with prescribed
initial and boundary conditions. This is an advantage of the adaptive moving mesh method




This work describes the development of efficient adaptive moving mesh methods for solv-
ing nonlinear chemotaxis models: cancer cell invasion models and Keller-Segel models and
for plasma instability studies. The advantage of the adaptive moving mesh is the ability to
redistribute a fixed and sufficient number of grid nodes to the regions in physical domains
where solutions have steep and large gradients. This allows us to avoid using unnecessary
resolutions in regions where the solution does not experience rapid change i.e., have small
gradients. Positivity preserving schemes was applied to preserve the physical properties of
the solutions.
The numerical results of the cancer invasion model using adaptive moving mesh
method are comparable to those of Ref. [6, 5]. On top of that our adaptive moving mesh
method uses less than 50% to 75% fewer grid nodes. To further demonstrate the efficiency
of the proposed positivity preserving adaptive mesh method for the cancer invasion model,
we ran several simulation with cancer cell motility coefficient Dc = 3.5e-04 using fixed
uniform grid. This can be done by setting the mesh density function ρ(x, t) ≡ constant. In
these simulations, we use N = 501, 2001 and 4001. of equally spaced grid nodes in the do-
main Ω = [0, 10]. We observe that the computation breaks down soon after the simulation
starts for the caseN = 501 grid points. The simulation does not break down as we increase
137
number of grid points to N = 2001; however, the computed solution has become negative
at some points in Ω. Therefore, it is important to use a spatial discretization scheme with
a positivity preserving property i.e., if wn is positive then wn+1 is also positive for all time
level n. On the other hand, when usingN = 2001, only few sharp structures of the solution
that have been captured when a uniform grid is used. As we increase the number of grid
points to N = 4001, more sharp features are captured within the solutions at the same
time point when comparing to using N = 2001 (see Figure 3.10). However, the number of
sharp features are still less than that when using adaptive mesh method with N = 451. In
addition, even using 4001 grid points, the uniform grid method still gives wrong estimation
on the time that the cancer cells completely invade the tissue domain when comparing to
adaptive mesh approach and the result presented in Figure 4 of ref. [6]. The numerical
results indicate that the adaptive moving mesh method captures well the fine structures of
the solution. The correct choice of the mesh density function is the key to the success of
the adaptive mesh method. This is a nontrivial task, particularly for the cancer cell invasion
model which is mainly due to the rapid variations of the solution. We have conducted ex-
tensive numerical experiments and have found that the appropriate mesh density function
to work well for this problem among all the various choices that we have tested.
Meanwhile, the adaptive moving mesh finite element method for the numerical solu-
tion of the Keller-Segel chemotaxis model in two spatial dimensions given in Chapter 4 has
been demonstrated to have great efficiency in which it allows the use of a sufficiently small
number of grid points (or elements) while still maintaining the same level of accuracy of
the physical solutions when we compare our adaptive mesh method to the other published
existing methods. The numerical experiments show that the developed moving mesh finite
element method captures the precise behavior patterns of the solutions of the Keller-Segel
chemotaxis model. Moreover, it gives the correct estimates of the blow-up time for the cell
density u(x, t) in the numerical experiments as compared to previously published results.
On the other hand, we also have developed an efficient numerical solver for comput-
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ing solutions to the nonlinear system of equations that describe the modulation instability
process of plasma in the ionosphere layer of the Earth. Our method allows us to capture
the collapse period of the cavitons. On top of that, we also have implemented a parallel
version of our solver using MPI with FFTW. The parallel code allows us to further opti-
mize the CPU run time. This makes performing the 3D simulations of the solver feasible
and efficient. Finally, an adaptive moving mesh method is applied to efficiently solve this
system. The moving mesh method allows us to focus more resolutions at the regions where
cavitons are formed. It allows us to step over the pseudo-spectral method’s disadvantage
which needs periodicity of the solutions.
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Two Dimensional Moving Mesh Methods
The moving mesh methods in the two spatial dimension can be straightforwardly extended
from the one spatial dimension version. In particular, we will discuss the details on the im-
plementation of the two dimensional adaptive MMPDEs method for Burgers’ equation as
the model equation. This section includes details on coordinate transformation from phys-
ical domain Ωp to computational domain Ωc and the conservative finite difference schemes
of the equations in Ωc. In addition, a formulation of high dimensional MMPDE is employed
and its discretization using finite difference is also given. We then outline an alternative so-
lution procedure in order to solve the system of equations (physical and mesh).


















where u = u(x, y) : R2 → R, [x y]T ∈ Ωp = [0, 1]× [0, 1] ⊂ R2. The diffusion coefficient
ε ∈ [1.0e−4 1.0e−1]. The initial condition and boundary conditions are given such that
the exact solution is









We select a computational domain such that Ωc = Ωp = [0, 1]×[0, 1] and define ξj = j∆ξ,
ηk = k∆η where ∆ξ = ∆η = 1−0N−1 and N = NX = NY is the number of grid points in
each dimension. The indices j, k = 1, ..., N . In general, one can choose NX 6= NY . The
following matrix identity is a result of two dimensional coordinate transformation x =
x(ξ, t) where x = (x, y)T and ξ = (ξ, η)T are the physical domain’s and computational
domain’s variables, respectively. Derivation details of the identity can be found in Chapter







where the Jacobian J of the coordinate transformation can be calculated as
J = xξyη − xηyξ (A.3)
Using formula (A.2) and the Chain Rule, we can write the spatial derivatives of phys-
ical solutions u(x, t) with respect to computational domain variables as follow
∂u
∂x
= uξξx + uηηx =
1
J
(uξyη − uηyξ) (A.4)
∂u
∂y
= uξξy + uηηy =
1
J
(−uξxη + uηxξ) . (A.5)





domain Ωc where f(u) = 0.5u2 is the nonlinear flux term.



















+ ux ẋ+ uy ẏ
∂u
∂t




ẋ [uξyη − uηyξ] + ẏ [−uξxη + uηxξ]
}
(A.6)
Next, we consider the following expression ∇ · (a∇u) where a = a(x, t) and u =
u(x, t). In the case of Burgers equation, a = 1. According to derivations shown in [40],
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under the coordinate transformation, this term takes form






















































A.2 Finite difference discretization in computational do-
main
After performing the appropriate coordinate transformation, we will apply the finite dif-
ference (FD) techniques to discretize the spatial derivatives of the physical solution in the
computational domain. We start with the FD scheme for Jacobian and gradient terms. Us-
ing the standard second order central difference, the finite difference discretization of (A.3),



























(uj+1,k − uj−1,k)(xj,k+1 − xj,k−1)− (uj,k+1 − uj,k−1)(xj+1,k − xj−1,k)
]
(A.10)
where the indices j, k = 2, ..., N − 1. We can compute ux and uy at boundary points for
later use i.e., in computing the mesh density function. In order to do so, we need to know
the values of xξ, yξ, xη, yη at boundary points. This leads us to compute the value of Jj,k at
boundary points. In order to achieve this goal, we consider the following facts:
At corners of the computational domains i.e., when (j, k) ∈ {(1, 1), (1, N), (N, 1), (N,N)},
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= 0. Otherwise, we have the following formulas for xxi, xη
at δΩc:








































We refer to Figure A.1 to better visualize the location of (ξj, ηk) on uniform grid that is
imposed on the computational domain.
Similarly, the partial derivatives yξ, yη at the boundary points can be evaluated using
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the following formulas








































Therefore, the Jacobian at the boundary points in the computational domain can be com-
puted using the following equations:
At j = 1 and k = 2, ..., N − 1 : Jj,k =
y1,k+1 − y1,k−1
2∆η




At k = 1 and j = 2, ..., N − 1 : Jj,k =
xj+1,1 − xj−1,1
2∆ξ
At k = N and j = 2, ..., N − 1 : Jj,k =
xj+1,N − xj−1,N
2∆ξ
Up to this point, we know how to compute mesh derivatives xξ, yξ, xη, yη and Jacobian
J at all points (j, k); j, k = 1, ..., N . To complete the task of computing ux and uy at all
grid nodes, we need to know how to compute uξ and uη at boundary points. The quantity
uξ at j = 1, N and for all k, can be computed using second order forward and backward
difference, respectively. Similarly, uη at k = 1, N and for all j can be computed using
second order forward and backward difference, respectively. On the other hand, we can
use the prescribed boundary conditions and ghost-points technique to discretize uξ and uη
at boundary points.
Next, let us derive finite difference scheme for the time derivative on the computational
domain. A standard central difference can be used to discretize equation (A.6); however, it
is recommended to use up-winding scheme for the convection terms in (A.6) for better sta-
bility [53]. The up-winding scheme can be implemented as follow. For j, k = 2, · · · , N−1,
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we have four cases to consider



























(xj+1,k − xj,k)(yj,k+1 − yj,k)− (xj,k+1 − xj,k)(yj+1,k − yj,k)
∆ξ∆η
Case 2: If ẋ ≥ 0, ẏ < 0 use forward difference for ∂
∂ξ






















(xj+1,k − xj,k)(yj,k − yj,k−1)− (xj,k − xj,k−1)(yj+1,k − yj,k)
∆ξ∆η
Case 3: If ẋ < 0, ẏ ≥ 0 use forward difference for ∂
∂η






















(xj,k − xj−1,k)(yj,k+1 − yj,k)− (xj,k+1 − xj,k)(yj,k − yj−1,k)
∆ξ∆η

























(xj,k − xj−1,k)(yj,k − yj,k−1)− (xj,k − xj,k−1)(yj,k − yj−1,k)
∆ξ∆η
We can apply the same treatment for convection terms at the boundary points since we
know mesh derivatives xξ, yξ, xη, yη at δΩc. We note that ẋ and ẏ can be computed by
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Lastly, the finite discretization of equation (A.7) using half grid spacing takes form
[40]































(uj+1,k − uj−1,k) + aj,k
βj,k
2∆η



























































































































































































(xj+1,k − xj−1,k + xj+1,k±1 − xj−1,k±1)
To obtain (ξx)j+ 1
2










. We remark that the values of
Jacobian J at grid nodes (j± 1
2
, k) and (j, k± 1
2
) can be approximated by using the average
values of two nearest nodes along the ξ−axis and η−axis, respectively. Similarly for other
terms. Also, we recall that the calculation for∇·(a∇u) can be used for calculating∇·(∇u)
by setting a = 1.0.
A.3 Formulation and discretization of MMPDEs method


















We consider the choice of the arc-length monitor function M in 2D:
M = wI =
√1 + u2x + u2y 0
0
√









1 + |∇u|2 =
√
1 + u2x + u
2















= 0 if k = 1, N and ∀j
6= 0 otherwise
.
In particular, it is sufficient to assume that the boundary points are constraint to move
tangentially but not in the directions that are normal to the boundaries.
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, J = xξyη−xηyξ. Coefficients a11, a12, a22, b1, b2










































Recall that w =
√





























































































































































can be discretized using a standard central dif-
ference for j, k = 2, ..., N − 1. We also would like to refer back to Section A.2 on how to
compute these terms at the boundary points. Moreover, since we can calculate ux and uy














for all j, k.
Next, we use the second order center difference to approximate the spatial partial






at points (j, k). Since M and M−1 depends on ux
and uy which can be computed in the computational domain by relations (A.4) & (A.5) or
(A.9) & (A.10), the entries of M and M−1 are defined in Ωc. In particular, the quantity
w =
√
1 + u2x + u
2
y is a function of ξ and η. Thus, it is defined at all grid nodes (j, k).



















w−1j+1,k − w−1j−1,k 0

















−3w−1j,k + 4w−1j+1,k − w−1j+2,k 0






While in the case when j = N and k = 1, ..., N , we can use backward difference on index
j to compute ∂M
−1
∂ξ









3w−1j,k − 4w−1j−1,k + w−1j−2,k 0


























w−1j,k+1 − w−1j,k−1 0

















−3w−1j,k + 4w−1j,k+1 − w−1j,k+2 0






While in the case when k = N and j = 1, ..., N , we can use backward difference on index
k to compute ∂M
−1
∂η









3w−1j,k − 4w−1j,k−1 + w−1j,k−2 0






Finally, we can smooth the monitor functionM or its inverseM−1 using the following
weighted average scheme.
16M̃j,k = 4Mj,k + 2(Mj+1,k +Mj−1,k +Mj,k+1 +Mj,k−1)
+Mj+1,k+1 +Mj+1,k−1 +Mj−1,k+1 +Mj−1,k−1 . (A.23)
At the four corners,
5M̃1,1 = 2M1,1 +M1,2 +M2,1 +M2,2
5M̃1,N = 2M1,N +M1,N−1 +M2,N +M2,N−1
5M̃N,1 = 2MN,1 +MN−1,1 +MN,2 +MN−1,2
5M̃N,N = 2MN,N +MN,N−1 +MN−1,N +MN−1,N−1
At the other boundary points, we would just use the one-dimensional weighted average
scheme as we mentioned in Subsection 2.1.1.
The second derivatives of the adaptive mesh on the computational uniform grid can
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also be computed using finite difference schemes
xξξ =
xj+1,k − 2xj,k + xj−1,k
(∆ξ)2
xηη =
xj,k+1 − 2xj,k + xj,k−1
(∆η)2
xξη =
xj+1,k+1 − xj+1,k−1 − xj−1,k+1 + xj−1,k−1
4∆ξ∆η
Similarly for second spatial derivatives of y. Using the above formulas for xξξ, xηη and xξη,



























































































































for j = 2, ..., N − 1 and k = 2, ..., N − 1.






























x11 x12 x13 · · · x1N






xN1 xN2 xN3 · · · xNN

denote the nodal values of the x-coordinates in the computational grids of Ωc. Then reshape
it using MATLAB reshape function x = reshape(x, [N, 1]) to obtain the following vector
of sizeN2×1. Note that the MATLAB reshape function will stack the columns of x-matrix
one after another in a one-dimensional array.:
~x = [x11, ..., xN1, x12, ..., xN2, x13, ..., xN3, ......, x1N , ..., xNN ]T .
Similar technique can be applied for variable y. We will use column vector notation for
x-coordinates to set up the linear system Axn+1 = xn to solve for the adaptive grid in the
next time step i.e., solve for xn+1 using xn. In order to set up the A matrix, we first want to
group the like-terms and compute the coefficients of them. In particular,















































































Same procedure can be applied for generating the coefficient matrix A in solving the linear
system Ayn+1 = yn.
A.4 Solution procedure for the MMPDEs method
Now that we have known how to compute the physical solution u(x, t) and the adaptive grid
x(t). The following algorithm puts together a solution scheme for the physical solutions:
Given the adaptive mesh xn and the solutions un at time level n, then the adaptive
mesh and the physical solutions are solved alternately as follows:
Algorithm 4 Alternative solution procedure for the physical solution
1. Compute the adaptive mesh xn+1 which is discussed in Section A.3.
2. Compute the mesh velocity ẋ = (xn+1 − xn)/∆t.
3. Solve the discretized Burgers’ equation in the computational domain.
4. Set n = n+ 1 and go to 1.
A.5 Numerical results of MMPDEs method in two spatial
dimensions
In this section, we present the numerical result for solving the two dimensional Burgers’
equation using the adaptive MMPDEs method. Figure A.2 presents the numerical solution
u(x, y, t) and the corresponding adaptive mesh (x, y) at different time points. In the sim-
ulation, we used diffusion coefficient ε = 0.01. A standard arc-length monitor function is
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used with the time relaxation parameter τ = 0.01. We also usedN = 41 grid points in each
dimension. We then following the algorithm 4, which is stated in Section A.4, to compute
the physical solution u(x, t).
As observed from Figure A.2, we can see that more mesh elements are concentrated
at regions where the shock wave are formed at different time points. This observation is






























Adapt. Mesh at time t = 0.000





























Adapt. Mesh at time t = 0.500





























Adapt. Mesh at time t = 1.000
(c) u(x, y, t = 1.0)
Figure A.2: Physical solution u(x, y, t) and the adaptive grid x = (x, y) at time t =
0, 0.5, 1.0.
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A.6 Two dimensional moving mesh finite element method
Similar to Section A.2, instead of using finite difference discretization, we briefly formu-
late the two dimensional nonlinear Burgers’ equation under the adaptive moving mesh
approach with the finite element (FE) discretization i.e., we extend the method mentioned












+ f(x, y, t) (x, y) ∈ Ω = [0, 1]× [0, 1] . (A.25)
We assume that equation (A.25) is subject to Dirichlet boundary conditions and initial
condition u(x, y, 0) = u0(x, y).
The two dimensional FE discretization procedure follows the same steps as in the
one dimensional case. In particular, multiplying equation (A.25) by a test function φ and
integrate over the domain Ω to obtain:∫
Ω
ut φ dΩ =
∫
Ω






f φ dΩ . (A.26)
In equation (A.26), we assume that the basis function φ will vanish at the boundary ∂Ω of
the domain; therefore, the boundary integral, which results from integration by parts, also
vanishes.
Next, we consider the linear triangular element Ke as shown in Figure A.3 with three
nodes (x1, y1), (x2, y2) and (x3, y3). Let u be a variable interpolation of solution within Ke
such that u = a1 +a2x+a3y where x = (x1, x2, x3)T and y = (y1, y2, y3)T and coefficients






















x2y3 − x3y2 x3y1 − x1y3 x1y2 − x2y1
y2 − y3 y3 − y1 y1 − y2


















Figure A.3: Linear triangular element with three vertices. Counter-clockwise nodal con-
nectivity.
Note that magnitude of A denotes the area of the triangular element Ke. A > 0 if the
connectivity of element’s nodes is counter clockwise and A < 0 if it is clockwise. For FE
computations, the element nodal sequence must be in the same direction for every element
in the domain. Now, let us define the shape function for the linear triangular element Ke as
follow
H1(x, y) =








(x1y2 − x2y1) + (y1 − y2)x+ (x2 − x1)y
2A
.
We note that the gradient of basis function Hj are constants. The solution of the physical
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equation on each Ke can be represented as a linear combination of shape functions Hj
u = H1(x, y)u1 +H2(x, y)u2 +H3(x, y)u3 .
Note that Hi(xj, yj) = δij for i, j = 1, 2, 3 and
3∑
i=1
Hi(x, y) = 1 for all (x, y) on Ke.
For each element, consider the following integral
∫
Ke



























c dKe = cA where c is a constant, we have the following 3-by-3 symmetric






 where lij = (Hi)x(Hj)x + (Hi)y(Hj)y .
Using quadrature rules on triangle [26], we compute the following integrals numerically∫
Ke
ut φ dKe and
∫
Ke
f φ dKe .
However, the above integrals will have the exact local mass matrix [Me] and local stiffness
matrix [Fe] on each element of the same form



















for i 6= j
Next, we will use local mass and stiffness matrices together with the boundary con-
ditions to assemble the linear system for the entire domain by summing up the integrals
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in each element Ke for all elements in the domain Ω: Mu̇ = −Lu + F which yields the
solution to the heat equation by solving the following system of ODEs
Mu̇ = (F − Lu) (A.28)
where M,L, F are the system mass and stiffness matrices for the entire domain that can be
assembled from the local mass and stiffness matrices Me, Le, Fe, respectively.
In the following, we will extend the above FE formulation for the heat equation to the
nonlinear Burgers’ equation (A.1) with initial and Dirichlet boundary conditions (??) and
(??), respectively. Follow the same procedure for deriving the weak form as in the heat
equation, we realize that the integral
∫
Ω

















Again, the above expression F is obtained by integration by parts and the boundary terms
vanish. Approximation of the flux f = 0.5u2 on each element Ke can be written as f =
H1 f1 + H2 f2 + H3 f3 where fj = 12 u
2











































Hj(x, y) dKe =
A
3
for j = 1, 2, 3 (see [26]). Similarly, we can now assemble the
system stiffness matrix B for the nonlinear flux term f(u) using the local stiffness matrix
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[Be] in the same manner as we have done for L and M matrices. Thus the system of ODEs









Note that the system mass and stiffness matrices M,L,B are independent of time since the
mesh is uniformly fixed and the basis functions are independent of time. The system of
ODEs (A.28) and (A.29) can be efficiently integrated using MATLAB built-in solvers such
as ode113 (explicit multi-step method) or ode15i (implicit method).
However, in the moving mesh approach, these stiffness matrices M,L,B will be time
dependent since they depend on the area of mesh’s elements which are changing as the
mesh is changing over time. On the other hand, there will be extra convection terms which
involve the mesh speed ẋ due to the mesh is moving. Similar to the one dimensional case,
the mesh variables x and y defined in the physical domain Ω is time dependent. Thus, the

















































































uxxt φ dKe −
∫
Ke
uyyt φ dKe . (A.30)
Equation (A.30) implies that in the moving mesh approach, the right hand side of system
(A.29) has two extra convection terms∫
Ke
uxxt φ dKe and
∫
Ke
uyyt φ dKe .
We now seek approximations of ux, uy, xt, yt as linear combinations of the basis functions
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Hj, j = 1, 2, 3 and their partial derivatives on Ke as follow
ux = (H1)x u1 + (H2)x u2 + (H3)x u3 ,
uy = (H1)y u1 + (H2)y u2 + (H3)y u3 ,
xt = H1 ẋ1 +H2 ẋ2 +H3 ẋ3 ,
yt = H1 ẏ1 +H2 ẏ2 +H3 ẏ3 ,
where ẋj and ẏj for j = 1, 2, 3 are the mesh speeds of jth node in element Ke.
Let us consider the integral
∫
Ke
uxxt φ dKe. Using the above approximations, we have
uxxt = ((H1)x u1 + (H2)x u2 + (H3)x u3) (H1 ẋ1 +H2 ẋ2 +H3 ẋ3)
=
(































 and ψx :=

(H1)xH1ẋ1 + (H1)xH2ẋ2 + (H1)xH3ẋ3
(H2)xH1ẋ1 + (H2)xH2ẋ2 + (H2)xH3ẋ3
(H3)xH1ẋ1 + (H3)xH2ẋ2 + (H3)xH3ẋ3





Similar approach can be considered for
∫
Ke
uyyt φ dKe using the approximations of uy, yt
above. In particular, [Cye ] =
∫
Ke
φψTy dKe. Putting everything together, we have the fol-










where C is the convection terms’ global (system) stiffness matrix which can be assembled
using the local stiffness matrices [Cxe ] and [C
y
e ] from each element Ke.
Finally, we solve system (A.32) alternatively with the two dimensional version of the
MMPDE5 (see Chapter 5 in [40]) for the FEM approximated solution to the equation (A.1)
in the moving mesh approach. Notice that it is very expensive to compute the solutions in
moving mesh approach in high dimensional applications using the simultaneous procedure
due to the highly non-linearity of the mesh equations, in this case, the MMPDE5. One can
replace the MMPDE5 mesh solver by the solving the parabolic Monge-Ampere equation
(PMA) [69] for the steady state at each time step in the alternative solution procedure. The
details on the PMA method will be discussed in Chapter 3.
A.7 Numerical results of moving mesh finite element method
in two spatial dimensions
We present several numerical results for the moving mesh method with finite element dis-
cretization. We conduct three examples. In the first example, we compute the solutions to
the two dimensional Burgers equation using the moving mesh finite element method. In
the second example, we use the same method for the two dimensional heat equation with
a non-linear flux term. Finally, in the last example, we study the efficiency of the moving
mesh finite element method in comparison with the uniform grid approach.
Example 1: Moving Mesh FEM Solution of 2D Burgers equation
We solve system (A.32) together with the discretized version of the MMPDE5 in two
dimensional application using the alternative approach. We use N = 17 grid nodes in each
dimension. In the numerical simulation, we use diffusion coefficient ε = 0.01 and the
following monitor function
ρ(x, y) =
√1 + α(|ux|2 + |uy|2) 0
0
√
1 + α(|ux|2 + |uy|2)

where α is a user defined parameter. A good choice for the time relaxation parameter τ , for
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this problem, can be chosen in the range [0.01, 0.5]. The adaptive triangulation is generated
using the MATLAB’s delaunayTriangulation function [56] at each time step.
Figure A.4: FEM solution to the 2D Burgers equation under the moving mesh approach.
(Left) Mesh trajectory at t = 1. (Right) FEM solution at t = 1. Diffusion coefficient
ε = 0.01
The L1 norm error between the exact and numerical solutions, in this example, is




|uh − u|dΩ =
∫
Ωc
|uh − u|JdΩc ,
where Ωc is the computational domain and J is the determinant of the Jacobian matrix of
the coordinate transformation. Note that details on coordinate transformations for the 2D
moving mesh method can be found in [40].
Again, we would like to point out that the positiveness of the solutions are preserved
at all time t > 0 by applying the algorithm introduced in [9]. The algorithm is designed to
remove negative solutions while conserving the mass.
We decide not to conduct the convergence study on the moving mesh FEM since the
convergence of the method actually depends on various factors e.g., choices of monitor
function, time relaxation parameter τ , and the time step ∆t in the alternative solution pro-
cedure. This can be explained by the fact that the monitor function and τ choices affect the
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distribution of the mesh at time t. A good choice for the monitor function must be the one
that preserves the equidistribution principle and geometric conservation law. It also must
prevent mesh tangling or overlapping. On the other hand, a sufficiently small time step ∆t
is required to make the assumption of freezing the mesh in the time interval [t, t+∆t] valid.
In In this example, we use ∆t = 0.01.
Example 2: Moving Mesh FEM Solution of 2D heat equation









+ φ(1 + β − T )eγ−γ/T (A.33)
subject to the following Robin boundary conditions
∂T
∂x
(0, y, t) = 0, T (1, y, t) = 1
∂T
∂y
(x, 0, t) = 0, T (x, 1, t) = 1
and the following initial condition T (x, y, 0) = 1. The parameters φ = 0.5, β = 1. We
will consider two simulations with γ = 20 and γ = 30. This example is taken from [23].
We will use the same standard arclength monitor function for both simulations. In
particular,
ρ(x, y) =
√1 + (|ux|2 + |uy|2) 0
0
√
1 + (|ux|2 + |uy|2)
 .
Note that during each time integration iteration, the monitor function is smoothed a few
times using the weighted average scheme to make the mesh ODEs less stiff. Besides, we
use 81 nodes i.e., N = 9 degree of freedom in each dimension for both simulations.
Figure A.5 presents solutions to the case when γ = 20 at selected time. In the case
γ = 20, the steady state solution is reached at t ≈ 0.4. Figure A.6 presents steady state
solution to the case when γ = 30 at time t ≈ 0.19. We notice that the solution reaches its
steady state faster when value of parameter γ is larger. This means that the heat transferring
rate in the case γ = 30 is much faster than in the case γ = 20. Therefore, a smaller value of
the time relaxation parameter τ should be used in the simulation when γ = 30 so that the
173
mesh (x(t), y(t)) can move with the same approximate rate as the heat solution T (x, y, t).
Moreover, the larger the γ’s value, the steeper the gradients of steady state solutions at the
top and right boundaries of the domain. This can be noticed by examining the density of
the mesh at steady state solution.
We remark that the exact solution to this problem is unknown to us. However, we
compare our solutions’ behaviors for both simulations with results presented in [23] and
they agree.
Figure A.5: Solutions to 2D heat equation using MMFEM at selected time t = 0.29, 0.33
and 0.4 using φ = 0.5, β = 1, γ = 20.
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Figure A.6: Steady state solution to 2D heat equation using MMFEM at time t = 0.19
using φ = 0.5, β = 1, γ = 30.
A.8 Appendix summary
We have extended the moving mesh methods to solve the two dimensional nonlinear PDEs.
In particular, we give detailed derivations for the coordinate transformation from physical
domain Ωp to computational domain Ωc in 2D. Finite difference and finite element dis-
cretization techniques are then applied to discretize the physical PDE in the computational
domain Ωc. We formulate a solution procedure to solve the physical PDEs together with
the PDEs that govern the mesh movements. Several numerical experiments are performed




Fourier Transform, Fast Fourier
Transform and Pseudo-Spectral Method
This chapter is dedicated to discuss about the Fourier transform (FT), its application and
efficient methods for computing the FT. In particular, we study the properties and effi-
cient implementation techniques of Fourier transform, e.g., fast Fourier transform (FFT)
for high dimensional applications. We then discuss about some applications that utilize
Fourier transform including pseudo-spectral method for computing derivatives of periodic
solutions. The definitions and properties of Fourier transform in one and higher dimensions
as well as several methods for the fast implementation of Fourier transform in O(N logN)
can be found in [76, 59].
For practical implementation, in MATLAB, it can be done by calling fft and ifft
functions for performing the one dimensional FFT and inverse FFT of one dimensional ar-
rays, respectively. For two and/or higher dimensional array, one can use fftn and ifftn.
In FORTRAN and/or C++, we use the FFTW library [43]. In particular, in Section B.1, we
present numerical derivatives for several periodic signals in the one and two dimensional
cases using pseudo-spectral method. In B.2, we present examples on solving the two di-
mensional Poisson problem where the right hand side source terms are periodic function
over the considered domain. We remark that learning how to solve Poisson problem using
pseudo-spectral method is necessary since in the system of nonlinear PDEs that describes
the plasma modulation instability for wave collapse, we would need to solve a Poisson
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equation to obtain the values of the electric potential Φ from vorticity which is a known
quantity that we advance in time. The solutions Φ is subject to periodic boundary condi-
tion. The details of this sub problem will be discussed in a later chapter.
B.1 Pseudo-spectral method for computing spatial deriva-
tives of periodic functions
One of many straight-forward applications of the Fourier transform is the pseudo-spectral
method in which one can compute the spatial derivatives of given solutions or data that
have periodic boundary conditions [43]. According to algorithms presented in [43], we
can compute the first and second order derivatives in one and two dimensional problems.
For three dimensional application, the extension is straight forward. Therefore, in this
subsection, we review the pseudo-spectral method for computing numerical derivatives of
several one dimensional functions that are periodic over the considered domains.
Given a periodic function f(x) over a domain Ω = [a, b], we can compute the spatial
derivative f ′(x) as follows:
1. Compute the wave number k. In the discrete case, k = 2πi j where i is the imaginary






+ 1, · · · ,−1. Note that N is the number
of degree of freedom.
2. Compute the Fourier transform of the function f(x) using fast Fourier transform
(FFT).
3. Compute f ′(x) by taking the inverse Fourier transform of the product F [f ] × k, the
product of the wave number k and Fourier transform of function f .
For now, we assume N to be even and in particular N = 2p for some integer p since
choosing N to be a power of 2 guarantees the best implementation of the fast Fourier
transform [58]. We remark that the derivative f ′(x) of a periodic function f(x) is also
periodic over the domain Ω. Therefore, to compute f ′′(x), we repeat the steps above by
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taking f ′(x) = f(x). Extensions to compute the gradients and Laplacian operators of two
or three dimensional functions is straight forward. In particular, we refer to [43] for the
algorithms to compute gradients and Laplacian in higher dimensions. In the following, we
give several examples for 1D and 2D cases.
Example 1: Given f(x) = cos(x)sin2(x) periodic over the domain Ω = [0, 2π]. The
exact forms for the first and second derivatives are f ′(x) = −sin3(x) + 2cos2(x)sin(x)
and f ′′(x) = −3sin2(x)cos(x) + 2cos3(x) − 4cos(x)sin2(x). We apply the above algo-
rithm to compute the first and second derivatives for the function f(x) numerically. We
then compare them to the exact derivatives. In Figure B.1, we give plots to the exact and
numerical derivatives of the function f(x) . For both cases: first and second derivatives,
we calculate the relative 2-norm errors between the exact solutions and the numerical solu-
tions to beO(10−13) usingN = 64 discrete points. This is expected since f(x) is a smooth,
continuous and periodic function.


















































Figure B.1: (Left) Exact and numerical first derivatives of f(x). (Right) Exact and numer-
ical second derivatives of f(x).
Example 2: Given the function f(x) = exp(− |x|
2
γ
) over the domain Ω = [−3, 3]. Note
that if we choose γ small enough then we can assume periodicity of f(x) i.e., we assume a
copy of f(x) for every interval of length 6 units starting from left and right end of Ω. The
plot of f(x) is given in Figure B.2 with γ = 0.01. In this case, we observe that the function
f(x) is almost zero almost every where in Ω = [−3, 3] and f is non smooth in the neighbor
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of x = 0.











Figure B.2: Plot of f(x) = exp(− |x|
2
γ
) where γ = 0.01.
Similar to Example 1, we derive the exact forms of the first and second derivatives of
















other hand, we compute the numerical approximations to its first and second derivatives
using pseudo-spectral method for 2 cases: using N = 64 and N = 128. Plots of exact and
numerical derivatives for the 2 cases are shown in Figure B.3. We observe that for the case
using N = 64, the numerical approximations to the first and second derivatives of f(x) are
indeed very inaccurate. In particular, we observe strong oscillations of numerical solutions
near the center of the domain Ω where the solutions deviate. In this case, the relative 2-
norm errors in the first and second derivatives are calculated to be .17 and .071, respectively.
However, once we double the resolutions from N = 64 to N = 128, we obtain a much
better approximations. The relative errors are calculated to be O(10−5). Furthermore, if
we increase resolutions to N = 256, the errors become O(10−14). Therefore, in order
to minimize the errors, we need to use enough resolutions; otherwise, we will encounter
aliasing which is an effect that causes signals becoming indistinguishable. This leads to
bad approximations.
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(a) N = 64













































(b) N = 128
Figure B.3: Plots of derivatives of f(x) = exp(− |x|
2
γ
) where γ = 0.01. Derivatives are
evaluated using pseudo-spectral methods with N = 64 and N = 128 grid points.
Example 3: Given f(x, y) = cos(xy) exp(− |x
2+y2|
γ
) defined on the domain Ω = [−2π, 2π]2.
In this case, the exact gradient expression of f(x, y) is given as
∇fT = [fx fy]T =









We notice that f(x, y) is periodic in both x and y directions; therefore, we can compute
the approximated gradients∇f̃ by using pseudo-spectral method:
∇f̃ =
[
F−1(F [f ]× kx) F−1(F [f ]× ky)
]T
where kx and ky are wave numbers associated with the x and y dimensions.
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We compute the numerical gradients of function f(x, y) using different resolutions
Nx ×Ny and calculate the relative 2-norm errors against the exact gradients for each com-
ponent of the gradient vector using the following formula
Rel. error ε(g) =
||g̃ − g||2
||g||2
where g̃ is the approximated quantity and g is the exact one. The errors are recorded in the
following Table B.1.
Nx Ny Rel. error ε(fx) Rel. error ε(fy)
16 16 44.0115 44.0115
32 32 0.6428 0.6428
64 64 5.3e−3 5.3e−3
128 128 2.82e−11 2.82e−11
64 16 5.3e−3 44.0115
64 32 5.3e−3 0.6436
16 64 44.0115 5.3e−3
32 64 0.6436 5.3e−3
Table B.1: Relative 2-norm errors between numerical and exact gradients for function
f(x, y) given in Example 3 under different resolutions Nx ×Ny.
Similar to the previous example, we notice that if we don’t use enough points in each
dimension, we would expect the relative errors to be large for the respective derivative due
to aliasing problem along that dimension. Once we used enough resolution, in this case
is Nx × Ny = 128 × 128, we would achieve infinite convergent rate. In Figure B.4, we
give surface plots of the function f(x, y) and its numerical gradients ∇f̃ = [f̃x f̃y] using
Nx × Ny = 32 × 32. From Figure B.4, we observe very clear oscillatory behaviors in the
numerical gradient of the original function f(x, y).
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Figure B.4: Plots of function f(x, y) in Example 3 and its numerical gradients ∇f̃ using
Nx ×Ny = 32× 32.
B.2 Pseudo-spectral mthod for Poisson problem
We are ready to apply the pseudo-spectral method for computing numerical solutions to
Poisson problem given that the solutions have periodic boundary conditions. Consider the
following 2D Poisson Equation:









defines the Laplacian operator. Φ(x, y) and ρ(x, y) are defined
on a grid [0, L1]× [0, L2] where Φ(0, y) = Φ(L1, y) and Φ(x, 0) = Φ(x, L2).










where kx and ky are the wave numbers correspond to x and y variables. Finally, one can
obtain Φ from Φ̂ by taking the inverse Fourier transform on both side of equation (B.2)
The pseudo-spectral method requires O(N log(N)) operations, where N is the total
number of degree of freedom. The implementation of this method in FORTRAN utilizes
the Fast Fourier Transform from the West (FFTW) [43]. The solver is tested with the
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following examples.
Example 1: Take ρ(x, y) = −2π2sin(πx)sin(πy) in equation (B.1). ρ(x, y) is defined
on [0, 2] × [0, 2]. The exact solution of equation (B.1) in this example is Φ(x, y) =





























































































































Figure B.5: (Top-Left) 2D plot of numerical solution of Φ(x, y). (Top-Right) 2D plot of
exact solution of Φ(x, y). (Bottom-Left) 1D slice of the solutions along the y-axis, i.e., x is
fixed. (Bottom-Right) 1D slice of the solutions along the x-axis, i.e., y is fixed.
Example 2: Take ρ(x, y) = −2sin(x)cos(y) in equation (B.1). ρ(x, y) is defined on
[0 2π] × [0 2π]. In this example, the exact solution of problem (B.1) is Φ(x, y) =






























































































































Figure B.6: (Top-Left) 2D plot of numerical solution of Φ(x, y). (Top-Right) 2D plot of
exact solution of Φ(x, y). (Bottom-Left) 1D slice of the solutions along the y-axis, i.e., x is
fixed. (Bottom-Right) 1D slice of the solutions along the x-axis, i.e., y is fixed.
B.3 Appendix summary
In summary, an efficient numerical algorithm has been presented to evaluate the spatial
derivatives of periodic solutions using the Fourier transform approach. The numerical ex-
amples presented in this chapter illustrate the efficiency of the pseudo-spectral method that
allows us to numerically compute the derivatives of periodic and smooth solutions at a
good accuracy and using only O(NlogN) operations where N is the total number of grid
nodes used. The pseudo spectral method is applied to solve a system of nonlinear PDEs
that describes the wave collapse phenomenons in the Earth’s ionosphere in Chapters 5 and
6.
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