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Abstract 
In this work, we propose a fully discrete energy stable scheme for the phase-field moving 
contact line model with variable densities and viscosities. The mathematical model consists of a 
Cahn–Hilliard equation, a Navier–Stokes equation and the generalized Navier boundary condition. 
A scalar auxiliary variable is introduced to transform the nonlinear potential into an equivalent 
form, allowing the nonlinear potential to be treated effectively and semi-explicitly. A pressure 
stabilization method is used to decouple the computation of velocity and pressure. Some subtle 
implicit-explicit treatments are adopted to deal with convention and stress terms. An artificial term 
is added to balance the explicit nonlinear term originating from the surface energy at fluid-solid 
interface. We establish a rigorous proof of energy stability for the proposed time-marching scheme. 
Then a finite difference method on staggered grids is used to spatially discretize the constructed 
time-marching scheme. We prove that the fully discrete scheme satisfies the discrete energy 
dissipation law. Numerical results demonstrate accuracy and energy stability of the proposed 
scheme. Using our numerical scheme, we analyze the evolution of kinetic energy, mixing energy 
and surface energy at fluid-solid interface during the bubble rising process. Three-dimensional 
droplet spreading is also investigated on a chemically patterned surface. Our numerical simulation 
accurately predicts the expected energy evolutions and it successfully reproduces expected 
phenomena that an oil droplet contracts inwards on a hydrophobic zone and spreads outwards 
quickly on a hydrophilic zone.  
 
1. Introduction 
The moving contact line (MCL) problem, which occurs when the interface of two immiscible 
fluid components touches the solid wall, is a classical problem that appears in many industrial 
applications [1, 2]. For instance, in petroleum industry, the wettability of rock affects the 
efficiency of flooding on residual oil, thus determining oil recovery [3]. It is well known that the 
classical Navier–Stokes equation with the no-slip boundary condition is not applicable for the 
MCL problem, since non-physical singularities will occur in the vicinity of the MCL [1, 2, 4]. 
Numerous models have been proposed over the years, aiming to understand the hydrodynamic 
behavior near the MCL, including molecular dynamics (MD) models [5, 6], lattice Boltzmann 
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model [7, 8], sharp interface models [9-11] and the phase-field model [12-14] considered in this 
work. The phase-field model has been widely used in simulations of two immiscible fluid 
components by coupling the fourth-order Cahn–Hilliard equation with the Navier–Stokes 
equations via convection and stress terms [3, 15-21]. In this approach, a phase-field variable is 
introduced to distinguish the two immiscible phases, and the interface is treated as a thin and 
continuous layer to remove the singularities [22, 23]. Numerous numerical schemes [24-28], 
which satisfy the corresponding discrete energy dissipation law, have been proposed to improve 
the efficiency and stability of the phase-field model.  
A series of pioneering works on the phase-field MCL models can be found in [6, 16, 18, 
29-32]. Here we only focus on the work of Qian et al. Numerous MD studies had proven that there 
exists a relative slipping between the fluid and wall, and Qian et al. further found that the amount 
of slipping is proportional to the sum of tangential viscous stress and uncompensated Young stress 
[5, 6, 33, 34]. Subsequently, they proposed a continuum model, consisting of the Cahn–Hilliard 
equation, the Navier–Stokes equation and the generalized Navier boundary condition (GNBC), to 
resolve the MCL conundrum [1]. The numerical results based on the proposed continuum model 
can quantitatively reproduce the MCL slip velocity profiles obtained by MD simulations [33]. 
Most recently, they presented variational derivation of the GNBC through the principle of 
minimum energy dissipation, as formulated by Onsager for small perturbations away from 
equilibrium [1, 33]. This derivation reveals that the proposed slip boundary condition is consistent 
with the general principle of irreversible thermodynamic process [1].  
From the numerical point of view, developing energy stable schemes to solve this continuum 
model is quite a challenging topic. Recently, several attempts had been made in the literature to 
improve the efficiency and stability of numerical schemes for the phase-field MCL models. In [35], 
the authors proposed a least-square finite element method with a temporal discretization by the 
operator-splitting to overcome difficulties associated with the boundary conditions and 
nonlinearity. Gao and Wang [36, 37] developed conditionally energy stable schemes for a 
phase-field MCL model using the convex splitting method. A finite difference method on the 
semi-staggered grids was used to discretize the nonlinear coupled system in space. In addition, the 
schemes based on the pressure correction method and the pressure stabilization method were 
compared in their work. However, a rigorous proof of the energy stability of the fully discrete 
scheme was not provided. Also, the implementation of the nonlinear scheme produced by convex 
splitting method was complicated and computational costs were high. Using the stabilization 
approach, Shen et al. [13] developed a linear, decoupled and energy stable scheme for a matched 
density system with static contact line conditions, and a linear coupling scheme for dynamic 
contact line conditions. Aland and Chen [12] also constructed a linearly coupled scheme for a 
matched density system with the nonlinear potential treated by the stabilization method, and they 
proved the unconditional energy stability for the fully discrete finite element scheme. Similarly, 
using the stabilization approach, Yu and Yang [14] proposed a nonlinear coupled scheme for a 
non-matched density system with dynamic contact line conditions, and the spatial discretization 
was completed by a spectral-Galerkin method. The stabilization approach mentioned above 
requires the second derivative of the double well potential to be bounded. Nevertheless, this is not 
satisfied by the double well potential. In [38], an energy stable scheme for the phase-field MCL 
model was constructed based on the invariant energy quadratization (IEQ) approach. The IEQ 
approach introduces an auxiliary variable to transform the nonlinear potential into a new form, 
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which provides the fundamental support for the linearization treatment. However, this approach 
requires that the nonlinear potential is bounded from below, and this may not hold for some 
physical interesting models. Most recently, a scalar auxiliary variable (SAV) approach is proposed 
in [39], it enjoys all advantages of the IEQ approach but overcomes most of its shortcomings [40, 
41]. The SAV approach only requires that the free energy associated with the nonlinear potential is 
bounded form below, which is necessary for the free energy to be physically sound [39].  
In this work, for the first time, we apply the SAV approach to construct an efficient and 
accurate scheme for the phase-field MCL model. We prove that the proposed time marching 
scheme is energy stable. The finite difference method on the staggered grids, i.e., also known as 
the MAC method [42-44], has been widely used in many engineering applications. It has been one 
of the simplest and effective numerical methods to solve the Navier–Stokes equations. Thus, the 
finite difference method on the staggered grids is implemented to spatially discretize the 
constructed time-marching scheme. Then we provide a rigorous proof of energy stability for the 
fully discrete scheme. Several two-dimensional (2D) and three-dimensional (3D) numerical 
experiments are conducted to validate accuracy, efficiency and energy stability of the proposed 
scheme.  
The rest of paper is organized as follows. The coupled Cahn–Hilliard and Navier–Stokes 
system with the GNBC is introduced in Section 2. In Section 3 and Section 4, a time-marching 
scheme and a fully discrete scheme are presented and the corresponding energy estimates are 
given. Several numerical experiments are conducted in Section 5 and the paper is finally 
concluded in Section 6.  
2. The governing equations 
In an immiscible two-phase system with the MCL, there are two types of free energy: the 
mixing energy controlling the interfacial dynamics [19], and the surface energy at the fluid-solid 
interface determining the MCL dynamics [1].  
Mixing energy. In the phase-field model, a phase-field variable is introduced to distinguish 
two pure phases, and the interface is treated as a thin and continuous layer, inside which the two 
phases are mixed and store a mixing energy. The Ginzburg–Landau free energy functional is 
usually used to represent the mixing energy 
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where ϕ denotes the phase-field variable. It takes two constant values (often 1 and -1) in the pure 
phases, and varies continuously across the interface. ε is a parameter associated with the thickness 
of interface. A typical choice for F(ϕ) is the double well potential [13], and it can be written as  
    
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λ denotes the rescaled interfacial tension, and the scaling depends on the particular choice of F(ϕ) 
[19]. The square gradient term in (2.1) represents weakly non-local interactions between fluids 
that contribute to the complete mixing of phases, and the second term, bulk energy, prefers total 
separation of phases and produces the classical sharp-interface picture [19]. The competition 
between the two terms creates a diffuse interface in equilibrium [27].  
Surface energy at the fluid-solid interface. When the diffuse interface touches solid wall, the 
MCL problem occurs. The angle between the fluid-fluid interface and solid wall is called “static 
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contact angle θs” [45, 46]. The interfacial free energy per unit area M(ϕ) at the fluid-solid is the 
function of local composition (θs and ϕ). The typical surface energy at the fluid-solid surface 
reads:  
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Note that the scaling 2 3 for λ is a consequence of the particular choice for F(ϕ) [19]. The total 
free energy of the two-phase system is the sum of the mixing energy Emix and the surface energy at 
the fluid-solid interface Ewf, and it can be written as 
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Two quantities w and L can be defined from the variation of the total free energy Ef [33] 
      d d ,fE w L         (2.5) 
where w is the chemical potential in the bulk 
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and L is the corresponding quantity at the solid wall [33],  
    .nL M       (2.7) 
Minimizing the total free energy Ef with respect to ϕ yields the equilibrium conditions w = C 
(constant) in the bulk and L = 0 at the fluid-solid interface [33].  
The chemical potential gradient w will arise a diffusive current in the bulk,  
 ,D M w  J   
where Mϕ is the constant mobility parameter. The diffusive current JD and the material time 
derivative of ϕ satisfy the continuity equation (mass conservation law), 
 ) ,(t D M w     Ju  (2.8) 
where u is the velocity. Equation (2.8) is the typical Cahn–Hilliard–type equation. The momentum 
equation for the hydrodynamics takes the usual form of Navier–Stokes equation 
      0,t D p w          u u u J u u  (2.9) 
 0, u  (2.10) 
where p is the pressure and  
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The density ρ and viscosity η satisfy the following linear relations 
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The following conservation property can be easily derived from (2.8), (2.10) and (2.11):  
   0.t   u J  (2.13) 
If we consider the extra body force in the momentum equation, e.g., the gravitational force, 
equation (2.9) can be modified into 
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     0,t D p w            u uu u u J g   
where g is the acceleration of gravity.  
The impermeability condition requires the normal diffusive current and velocity to vanish at 
the solid wall 
 0, 0, on .nw    u n  (2.14) 
To remove singularities near the solid wall, the GNBC introduces the following slip boundary 
condition the fluid-solid surface [1, 14], 
   , on ,s n L         u u  (2.15) 
where
s w u u u is the slip velocity of fluid on the solid wall, uw is the wall speed and uτ is the 
velocity along the boundary tangential direction τ.    n n is the gradient along τ. β is the 
slip coefficient associated with the local composition at the solid surface, and it can be used to 
define a slip length ls = η/β. For the sake of simplicity, we take β as a constant in this work. 
Physically, L(ϕ) measures the deviation from equilibrium conditions at the solid 
wall,
n   u denotes the tangential viscous stress, and  L    is the unbalanced Young stress 
[1]. Equation (2.15) indicates that the slip velocity at the solid wall is proportional to the sum of 
the tangential viscous stress and the unbalanced Young stress.  
The GNBC also imposes the dynamic contact line condition at the solid wall 
  , on ,t L      u  (2.16) 
where γ is the positive phenomenological relaxation parameter. Equation (2.16) means that the 
material derivative of ϕ at the solid surface is proportional to the deviation of L from its 
equilibrium value [1]. In equilibrium, L = 0, the slip boundary condition (2.15) reduces to the 
Navier boundary condition .s n    u u  
The equations (2.6) – (2.16) form a complete set of governing equations for the phase-field 
MCL model, and the total energy of the hydrodynamic system is the sum of kinetic energy Ek and 
free energy Ef 
      
2 2
d
2
d
2
.ftot kE E FE M
 
    
 
      
 
  u   (2.17) 
Assuming uw =0, we can easily derive the following PDE energy dissipation law for the 
above governing system:  
    
22 221
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dt
L             u u   (2.18) 
 
3. Energy stable numerical scheme 
3.1. Transformed governing system 
The main challenge of solving the phase-field MCL model is to construct an efficient and 
easy-to-implement numerical scheme. Several studies [27, 47] have demonstrated that numerical 
schemes may lead to spurious solutions if they do not satisfy discrete energy laws when time step 
sizes and mesh sizes are not carefully chosen. Hence, to accurately simulate the contact line 
dynamics, it is especially desirable to design schemes that satisfy the corresponding discrete 
energy laws. In this section, we present an efficient and accurate scheme with unconditional 
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energy stability to solve the phase-field MCL model.  
There are mainly four difficulties [14, 27] in developing the desired scheme, including (1) the 
treatment of nonlinear double well potential; (2) the nonlinear coupling terms between the 
phase-field variable and velocity through stress and convective terms; (3) the coupling of velocity 
and pressure through the incompressibility constraint; (4) the nonlinear term in L originating from 
the surface energy at fluid-solid surface.  
For the difficulty (1), the commonly used techniques, such as convex splitting and 
stabilization approaches, may not be optimal choices due to some imperfections. The scheme 
constructed by the convex splitting approach usually involves a nonlinear coupled system, which 
is computationally expensive to obtain numerical results [38]. The stabilization approach requires 
the second derivative of the double well potential F(ϕ) to be bounded. Nevertheless, this is not 
satisfied by F(ϕ). Thus, a novel scalar auxiliary variable (SAV) approach is used in this work to 
deal with F(ϕ), and it has been successfully applied to solve a large class of gradient flows [40, 41]. 
For the difficulty (2), we apply some subtle explicit-implicit treatment to the nonlinear terms. For 
the difficulty (3), the pressure stabilization method [48] is used to decouple the computation of 
velocity and pressure, and it allows us to solve a Poisson equation with the constant coefficient. 
For the difficulty (4), a stabilization term is added artificially to balance the explicit nonlinear 
term.  
The idea of SAV approach is natural and simple. A scalar auxiliary variable is introduced to 
transform the total energy into an equivalent form, and then the nonlinear term can be treated 
semi-explicitly [39, 40, 49]. More precisely, we define a new scalar variable  
  1 ,U E   (3.1) 
and rewrite the total energy as 
    
2 2 2, d ,
2
d
2
tot U U ME
 
   
 
     



 u   (3.2) 
where    1 d .E F    Now a new and equivalent governing system can be obtained 
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 
 
1
+ ,F
E
U
w



       (3.4) 
 
 
 
12
1
,t tFU d
E
 
 
    (3.5) 
   0,t D p w          u u u J u u   (3.6) 
 0, u   (3.7) 
with the impermeability boundary condition at the solid wall 
 0, 0, on ,nw    u n   (3.8) 
and the slip boundary condition 
   , on ,s n L         u u   (3.9) 
as well as the dynamic contact line condition 
7 
  , on ,t L      u   (3.10) 
where 
    ' , on .nL M         (3.11) 
Then we can derive the PDE energy dissipation law for the transformed system (3.3) – (3.11). 
Assuming uw =0, then the transformed governing system satisfies the following energy dissipation 
law 
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We can see that the transformed system (3.3) – (3.11) satisfies the exactly same energy 
dissipation law with the original system for the time-continuous case. Next we will try to develop 
an energy stable time-marching scheme for the transformed system.  
3.2. Energy stable time-marching scheme 
We now present an efficient and energy stable scheme for the transformed governing system. 
To deal with the case of nonmatching density, a cut-off function is defined 
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Given ϕn, un, pn, ρn, and ηn, the scheme calculates ϕn+1, un+1, pn+1, ρn+1 and ηn+1 in two steps. 
In the step 1, we solve the following coupled system to update ϕn+1, wn+1, un+1, ρn+1 and ηn+1:  
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with boundary conditions 
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    1 1 1 , on .n n n n nnL M S             (3.19) 
In the step 2, we update pn+1. To avoid solving an elliptic equation with the variable coefficient 1/ρ, 
the pressure-stabilized method is adopted to solve the pressure Poisson equation 
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where  1 2min , 2.    
 
Remark 3.1. (1) The introduction of the scalar variable U allows the double well potential to be 
treated semi-implicitly. Once we obtain ϕn+1, Un+1 can be explicitly calculated by equation (3.14), 
and thus do not involve extra computational cost. Compared with the traditional approaches, e.g., 
the convex splitting approach, the SAV approach only requires nonlinear parts of free energy are 
bounded from below, which is necessary for the free energy to be physically sound [39]. Also, this 
approach is not restricted to the specific forms of nonlinear parts of free energy, and it works well 
for the double well potential in this study. (2) A stabilization term  1n nS    is added to balance 
the explicit nonlinear term  ' .nM  (3) The last three terms in (3.15) are a first-order 
approximation of the term    2.t  u J u This term vanishes in (2.9) due to (2.13) [14, 
27]. (4) The stabilization method [14] can also be used to construct energy stable schemes for the 
phase-field MCL model, and we give these schemes in Appendix A.  
 
Before carrying out the energy estimates for the above scheme, we define a variable as 
follows 
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Theorem 3.1. Assuming uw = 0, and S≥L1/2, then the semi-implicit scheme (3.12) – (3.20) is 
energy stable and satisfies the following energy dissipation law:  
  
2 2 2 2
1 1 1 1 1 ,
2
n n n n n n n
tot tot
t
E E D tM w t L t 

         
 
      u u   (3.21) 
where ||·|| denotes the L2 – norm in Ω and 
       2
2
22 21
, ,1 .
2 22
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t t
n
o
nE
t
p U M
 
  

 

     u  (3.22) 
 
Proof. The difference between kinetic energies 1n
kE
 and n
kE is estimated as [50, 51] 
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2 2
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,
, , ,
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n n
k k
n n n n n
E E  
  
   
 
 
   
   
 
  
 
  
u u
u u u
u u u u u u
  (3.23) 
where (·, ·) denotes the inner product in L2 (Ω). 
According to the equation (3.15), we have 
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       
 
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1
1 1 1 1
= 2
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D p pt t
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t
  
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
    

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      
u u u u J u u
u u u J u
 (3.24) 
By taking the L2 inner product of (3.24) with un+1, and using equation (3.23) and the 
following identities 
     11 1
1
,
2
0,n n nn n n n   
 
   
 
u uu u u    
     11 1
1
, 0
2
,n n nn n  
 
  
 
  u uu JJ    
we can derive that 
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
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 
  

   
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 
 
     
  
u
u
u u
u u u u
 (3.25) 
For the boundary term in (3.25), using (3.18), we have 
 
   
 
1 1 1 1 1
2
1 1 1
,
,
,
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n
n
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t t L
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     
    
    
 
  

   
   
u u u u
u u
 (3.26) 
Note that the slip velocity us is equal to the tangential velocity uτ due to the velocity of wall uw 
being zero.  
By taking the L2 inner product of (3.20) with δt2(pn+1－2pn+pn-1)/χ and with－δt2pn+1/χ 
separately, we obtain 
 
      
 
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1
2
2 , ,
2
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p
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    
  
       
 
 
 u
 (3.27) 
and 
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2
22 2
1 1 11
2
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p p p p t p



          u  (3.28) 
Combining (3.27) and (3.28), we have 
 
   
     
1 1 1 1 1
2 2 2
2 22 2
1 1 1 1
2 , ,
2 .
2 2 2
n n n n n n
n n n n n n n
t p p p t p
t t t
p p p p p p p
 
  
  
    
   
     
           
u u
 (3.29) 
We then take the difference of (3.20) at step tn+1 and tn to derive 
    
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2 22
1 1 1 12 , .
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2 4
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 

         u u u u   (3.30) 
Summing up equations (3.25), (3.26), (3.29) and (3.30), and drop off some positive terms, we can 
derive that 
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  
 

  

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u
 (3.31) 
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By taking the L2 inner product of (3.12) with δtwn+1, we have 
    
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1 1 11 1, 0.,n nn n n n nw t tM ww    
        u  (3.32) 
Taking the L2 inner product of (3.13) with－(ϕn+1－ϕn), we obtain 
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 (3.33) 
where    
1 .
n nnb F E   
For the boundary term in (3.33), using equations (3.19), (3.17) and Taylor-expansion, 
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we can derive  
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Taking the L2 inner product of (3.14) with 2δtλUn+1, we get 
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Summing up equations (3.32) – (3.35), we derive that 
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Summing up equations (3.31) and (3.36), and dropping off some positive terms, we have 
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 (3.37) 
By the assumption S ≥ L1/2, we get the desired result.                           □ 
 
Remark 3.2. (1) At the numerical level, the reformulated energy functional is different from the 
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original energy functional because of the introduction of the term
2
2 2 .nt p   Thus, the 
discrete energy dissipation law for the reformulated energy functional in equation (3.20) may not 
be available for the original energy functional. (2) The equations (3.12) – (3.20) form a 
nonlinearly coupled system. In our simulations, instead of using sub-iterations, we replace un+1 by 
un in (3.12) and 1n

u by nu in (3.17), then we can obtain
1n  and un+1 by solving two decoupled 
linear elliptic equation. To avoid the spurious solutions, small time steps are used to obtain the 
desired accuracy. Now we briefly explain how to solve 1.n  Using equations (3.12) – (3.14), we 
have 
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u
  (3.38) 
where 1 1nnw wA    and 1 1.n n nA b  
    nb arises from boundary conditions of . If we 
denote  
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 
      
   
then equation (3.38) can be rewritten as 
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           u   (3.39) 
Multiplying (3.39) by 1
wA
 and then taking the inner product with bn, we obtain 
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 
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The value of  1, nnb   can be obtained from (3.40) 
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b
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Finally, we can obtain 1n  from (3.39) 
  1 1 1 1, .
2
n n n n n
w w
tM
A S b A Ab
 
        (3.41) 
At each time step, we need to solve two fourth-order equations with variable coefficients to 
obtain 1n  . 
 
4. Spatial discretization and energy stability analysis 
A finite difference method on the staggered grids is implemented for the spatial discretization. 
The 2D computational domain is Ω = [0, Lx] × [0, Ly], where Lx and Ly are positive real numbers. 
The domain Ω is divided into rectangular meshes, and mesh centers [52, 53] are located at 
1 1
, 1, , , , 1, , ,
2 2
i x x j y yx i h i n y j h j n
   
          
   
 
where hx = Lx/nx and hy = Ly/ny are mesh sizes, and nx and ny are the number of meshes in each 
direction. Then we define four sets of uniform grid points as follows 
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     
     
1/2 1/2
1/2 1/2
, 1, , 1; 0, , 1 , , 0, , 1; 1, , 1 ,
, 0, , 1; 0, , 1 , , 1, , 1; 1, , 1 ,
ew ns
i j x y i j x y
i j x y i j x y
E x y i n j n E x y i n j n
C x y i n j n V x y i n j n
 
 
             
             
 
where ewE is the set of west-east edge points, nsE is the set of south-north edge points, C is the set 
of cell-centered points and V is the set of vertex-centered points. Points of ghost cells are also 
included in above point sets. We continue to define the following function spaces 
    : , : , { }, { }: : .ew nsh h h hU u E V v E P C VN          
The horizontal component u of velocity u is defined on Uh, and the vertical component v of u is 
defined on Vh. ϕ, w, p, ρ and η are defined on Ph.  
i i+1
j+1
j
j-1
i-1
Ph
Vh
Nh
Uh
 
Figure 1. Finite difference spaces Uh, Vh, Ph and Nh 
Some finite difference operators [52-54] are defined to complete the spatial discretization:  
(a) west-east-edge-to-center difference operator dx: Uh → Ph & Nh → Vh 
    , 1/2, 1/2, , 1/2 1/2, 1/2 1/2, 1/2
1 1
, ;x i j i j i j x i j i j i j
x x
d u u u d
h h
              
(b) south-north-edge-to-center difference operator dy: Vh → Ph & Nh → Uh 
    , , 1/2 , 1/2 1/2, 1/2, 1/2 1/2, 1/2
1 1
, ;y i j i j i j y i j i j i j
y y
d v v v d
h h
              
(c) center-to-west-east-edge difference operator Dx: Ph→ Uh & Vh → Nh  
    1/2, 1, , 1/2, 1/2 1, 1/2 , 1/2
1 1
, ;x i j i j i j x i j i j i j
x x
D D
h h
                 
(d) center-to-south-north-edge difference operator Dy: Ph → Vh & Uh → Nh 
    , 1/2 , 1 , 1/2, 1/2 1/2, 1 1/2,
1 1
, ;y i j i j i j y i j i j i j
y y
D D
h h
                 
(e) west-east average operator Ax: Ph → Uh, Uh → Ph & Vh → Nh 
      1/2, 1, j , , 1/2, 1/2, 1/2, 1/2 1, 1/2 , 1/2
1 1 1
, , ;
2 2 2
x i j i i j x i j i j i j x i j i j i jA A u u u A                     
(f) south-north average operator Ay: Ph → Vh, Vh → Ph & Uh → Nh 
      , 1/2 , 1 , , , 1/2 , 1/2 1/2, 1/2 1/2, 1 1/2,
1 1 1
, , .
2 2 2
y i j i j i j y i j i j i j y i j i j i jA A v v v A                     
With these finite difference operators, we can fully discretize the scheme (3.12) – (3.20) in a 2D 
domain, and the 3D spatial discretization is similar.  
          1 1 1 1 1 0,n n n n n n n nx x y y x x y yt d u A d v A tM d D w d D w                (4.1) 
     1 1 1 1 ,n n n n nx x y yw d D d D U b           (4.2) 
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U U b        (4.3) 
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East and west boundaries of the rectangular domain are denoted by Γew, and the remaining 
boundaries are denoted by Γns. An operator D = (Dx, Dy) is introduced to simplify the 
discretization. The fully discrete boundary conditions are given based on these operators:  
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where Jx is defined on Uh, and Jy is defined on Vh. 
 
Remark 3.2. In the above fully discrete scheme, we use the central difference scheme to 
discretize advection terms in the Cahn–Hilliard and Navier–Stokes equations. It is well known that 
the central difference scheme is inaccurate and unstable at large Péclet number, where the 
advection dominates the fluid flow. Hence, in all our simulations, advection terms are discretized 
by a composite high resolution scheme. More precisely, the fluxes at cell faces are evaluated with 
a MINMOD scheme [55, 56], which is a combination of the central difference, first-order and 
second-order upwind schemes. The MINMOD scheme not only achieves the second-order 
accuracy in space, but also preserves the physical properties of convection [56]. A preconditioned 
biconjugate gradient stabilized method (BICGSTAB) is used to solve the above variables.  
 
To simplify the proof of energy stability, we define some weighted inner products (see [52, 
53]): 
 , ,
1 1
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The following weighted inner products are also defined to deal with boundary conditions. If f 
and gUh, then 
    1/2, 1/2, 1/2, 1/2,
1 1
, 1/ 1/ .
ew
ny ny
x j j x nx j nx j
j j
f g h g f h g f  
 
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If f and gVh, then 
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For any cell-centered function ϕ defined on Ph, we define  
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For the velocity u, we define  
 
2
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Theorem 2.2. Assuming uw = 0, and S ≥ L1/2, then the fully discrete scheme (4.1) – (4.9) is energy 
stable and satisfies the following discrete energy law: 
 
1
,
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v d s r
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E E
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here 
        
, 2
, 1 , ,1 = ,1 + ,1 .
h NS EW
n n n n n
x y P x y ns x y ewU h h F M h h M h h M      

        
n
totE is the total energy,
n
vR is the viscous dissipation rate,
n
dR is the diffusion dissipation rate,
n
sR is the 
dissipation rate induced by the fluid slip at the solid wall, and
n
rR is the dissipation rate associated 
with composition relaxation at the fluid-solid interface [1].  
 
Proof. The detailed derivation can refer to the Appendix B.  
 
5. Numerical Results 
In this section, several numerical experiments are conducted to validate accuracy, efficiency 
and energy stability of the fully discrete scheme.  
5.1. Accuracy test 
We first use the case of Couette flow to test the convergence of the proposed scheme. All 
simulations are conducted in a 2D domain Ω = [0, 3] × [0, 1] with periodic boundary conditions 
applied on the left and right boundaries. The top and bottom walls move at the equal but opposite 
velocities wu
 = 0.2 and the GNBCs are imposed on them. The initial profile of ϕ is set as 
  
1
, tanh ,
4 22
x xL Lx y x

  
    
  
 (5.1) 
where Lx is the width of domain and other parameters used in simulations are as follows:  
ρ1 = 1, ρ2 = 1.1, η1 =1, η2 =1.1, Mϕ = 1×10-3, ε = 0.01, λ = 1.2, γ = 100, θs = 60°, β = 5.26. 
We first use a constant time step-size δt = 5×10-4 and a spatial resolution nx = 480, ny = 160 to 
solve the constructed scheme. Figure 2 gives the results at t = 3.  
 
Figure 2. The pressure field (background color), contour line of ϕ = 0 and the quiver plot of velocity u, v at t =3. 
 
To test the convergence of time step-size δt, a spatial resolution nx = 480 and ny = 160 is 
adopted to reduce the error related to the spatial discretization. The solution obtained with a small 
time step-size δt = 6.25×10-5 is used as an exact solution due to the absence of exact solution. 
Different time step sizes δt = 1×10-3, 5×10-4, 2.5×10-4 and 1.25×10-4 are selected to calculate the L2 
norm error [57] and convergence order for the phase-field variable ϕ, the chemical potential w, the 
velocity u and the pressure p at t = 0.2. Results in Table 1 demonstrate that the proposed scheme 
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can achieve the first-order accuracy in time.  
 
Table 1. The L2 norm error and convergence order for the phase-field variable ϕ, the chemical potential w, the 
velocity u and the pressure p at t = 0.2 with different temporal resolutions.  
δt Error(ϕ) Order Error(w) Order Error(u) Order Error(p) Order 
1×10-3 2.89×10-2 - 9.45×10-2 - 1.30×10-2 - 2.94×10-2 - 
5×10-4 1.44×10-2 1.01 4.59×10-2 1.04 6.47×10-3 1.01 1.45×10-2 1.02 
2.5×10-4 6.41×10-3 1.17 2.03×10-2 1.17 2.79×10-3 1.21 6.37×10-3 1.19 
1.25×10-4 2.17×10-3 1.56 6.71×10-3 1.60 8.97×10-4 1.63 1.98×10-3 1.68 
 
To further test the spatial convergence in x, we use ny = 160 and δt = 0.1 hx for a series of nx = 
200, 400, 600 and 800. The solution at nx = 1000 is used as a reference solution. The L2 norm error 
at time t =3 is calculated. The system at t =3 is close to the steady state, so the error related to the 
temporal discretization can be neglected. Similarly, we use nx = 480 and δt = 0.1 hy for a series of 
ny = 100, 200, 300 and 400 to test the spatial convergence in y. The exact solution is obtained at ny 
=500. Again, the L2 norm error is calculated at time t = 3. We can conclude from Table 2 that the 
proposed scheme can achieve the second-order accuracy in space. 
 
Table 2. The L2 norm error and convergence order for the phase-field variable ϕ and the pressure p at t = 2 with 
different spatial resolutions.  
nx Error(ϕ) Order Error(u) Order ny Error(ϕ) Order Error(u) Order 
200 9.21×10-2 - 3.71×10-3 - 100 1.44×10-1 - 4.62×10-3 - 
400 1.56×10-2 2.52 4.92×10-4 2.91 200 2.76×10-2 2.38 1.02×10-3 2.18 
600 4.12×10-3 1.95 1.12×10-4 2.13 300 5.67×10-3 2.28 2.61×10-4 1.97 
800 1.02×10-3 2.01 3.36×10-5 1.74 400 1.46×10-3 1.95 7.51×10-5 1.89 
 
Now, we verify the discrete energy law of the fully discrete scheme. To ensure no energy is 
input, we set the velocities of walls wu
 = 0. The spatial resolution is nx = 480 and ny =160. Figure 3 
shows the energy evolutions at five different time step-sizes. The tendency of energy curves 
confirms that our scheme is energy stable. We also observe differences between energies obtained 
by different time step-sizes, which indicate that large time step-sizes induce more numerical 
errors.  
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Figure 3. Evolution of the total energy Etot at different time step-sizes. 
 
5.2. Numerical validation 
In this section, we use a classical benchmark to validate the proposed fully discrete scheme. 
The computational domain is Ω = [0, 1] × [0, 2] with the GNBC imposed on the bottom wall (uw 
= 0). Periodic boundary conditions are applied on the left and right sides of Ω. Initially, a 
semicircular droplet with the radius R0 = 0.5 and the contact angle θ0 = 90º is placed on the bottom 
wall, as shown in Figure 4(a). The gravitational effect is neglected in this case. The droplet driven 
by the unbalanced Young stress will spread or recoil to the equilibrium shape with the prescribed 
equilibrium contact angle θe. In equilibrium, the spreading length L and droplet height H in Figure 
4(b) can be analytically obtained by the law of mass conservation [58]. We conduct several 
simulations in a wide range of surface wettability for both hydrophilic and hydrophobic cases (θe 
varies from 45º to 135º). We use a grid size of 320 × 160 and time step-size δt = 5×10-4 in all 
simulations. Other parameters are same as the case in Section 4.1. Numerical spreading length L 
and droplet height H agree well with analytical results obtained by equation (5.2) for all values of 
θe in Figure 5. 
 
   
 0 0sin , 1 cos .
sin cos sin c2 s2 o
2 e e
e e e e e e
L R H R
 
 
     

 
   (5.2) 
 
R0 H
Lθ0 θe
(a) (b)
 
Figure 4. Illustration of (a) initial shape of the droplet with the radius of R0 released on the bottom surface and (b) 
equilibrium shape of the droplet.  
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Figure 5. The comparison of analytical and numerical values of spreading length L and droplet height H at 
different equilibrium contact angles θe. θe ranges from 45º to 135º with an interval 15º. 
 
5.3. Bubble rising dynamics 
In this section, we simulate a lighter bubble rising process under the gravitational effect. The 
computational domain is Ω = [0, 1] × [0, 2] with the GNBCs imposed on all fixed walls (uw = 0). 
The initial profile of ϕ is set as 
       2 20 01, tanh ,
2
x y x x y y r

 
      
 
 (5.3) 
where (x0, y0) is the initial position of bubble center and r is the initial radius of bubble. 
Parameters used in simulations are as follows: 
ρ1 = 100,  ρ2 = 1000,  η1 =1,  η2 =10,  Mϕ = 1×10-5,  ε = 0.01,  λ =25.99,  g = 0.98, 
γ = 500,  θs = 60°,  β = 5.26,  nx = 180,  ny = 360,  x0 = 0.5,  y0 =0.5,  r = 0.25. 
If not explicit specified, the time step-size δt = 5×10-4 is used in all simulations. Figure 5 gives the 
bubble rising dynamics. Initially, the circular bubble rises and deforms constantly under the 
gravitational effect. After the bubble touches the top wall, it moves along the solid surface and 
eventually reaches equilibrium at t = 15.  
t = 0 t = 1.5 t = 3 t = 7.35 t = 7.5 t = 7.65 t = 7.8t = 6.6
t = 8.25 t = 8.55 t = 8.7 t = 9 t = 9.15 t = 9.6 t = 10.8 t = 15
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Figure 5. Bubble rising dynamics under the gravitational effect.  
 
To quantitatively estimate the dynamics of bubble rising process, we introduce two measured 
quantities in this work, namely, the mass center and rising velocity [57, 59]. Figure 6 demonstrates 
the mass center and rising velocity of the bubble before it reaches the top wall. A significant 
increase in the rising velocity can be observed at the initial stage, as shown in Figure 6(b), and 
then the velocity decreases slowly to a constant value at t = 3 when the bubble shape will reach a 
temporary steady state. Before the bubble reaches the top wall, the rising velocity experiences a 
dramatic drop. We also note that there are obvious differences between results obtained by the 
stabilization and SAV approaches at the same time step-size. The question then arises as to which 
method is more accurate? Next we will use the bubble rising case to compare the accuracy of the 
above two approaches.  
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Figure 6. Mass center and rising velocity of the bubble before it touches the top wall obtained by the stabilization 
and SAV approaches with δt = 5×10-4. (a) mass center; (b) rising velocity. 
 
(a) t = 1.5 (b) t = 8.55
(c) t = 8.7 (d) t = 9.9
 
Figure 7. Profiles of the bubble (ϕ=0) at different times obtained by the stabilization approach (blue line: δt =1.5×
10-4 and black line: δt = 5×10-4) and SAV approach (red line: δt = 5×10-4).  
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Obvious differences between bubble profiles obtained by two approaches at the same time 
step-size δt = 5×10-4 can be observed, as shown in Figure 7. While the profiles obtained by the 
stabilization approach with δt=1.5×10-4 are almost consistent with those obtained by the SAV 
approach with δt = 5×10-4. This indicates that the SAV approach may be more accurate than the 
stabilization approach, possibly due to the fact that the SAV function is directly related to the 
energy functional. The introduction of extra term in the stabilization approach may result in 
deviations from exact solutions.  
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Figure 8. Evolution of the total energy Etot.  
 
The decline of the total energy Etot in Figure 8 confirms the energy stability of our scheme. 
The whole system reaches equilibrium at around t =12. Figure 9 shows the evolutions of three 
different energy terms. Initially, the kinetic energy Ek and mixing energy Emix experience a 
dramatic rise coming from part of the reduced gravity potential energy. Hereafter, the kinetic 
energy Ek and mixing energy Emix remain almost unchanged until t = 6, and the consumed gravity 
potential energy is mainly used to deal with various kinds of dissipation (e.g., viscous dissipation 
and diffusion dissipation). As the bubble gradually approaches the top wall, the kinetic energy Ek 
drops significantly and partially transforms into the mixing energy Emix. The surface energy at 
fluid-solid interface Ewf remains the same before t = 7.4. To clearly demonstrate the complicated 
energy changes after the bubble touches the top wall, we give the evolutions of different energy 
terms within the specific time window (6, 10) and mark three important moments in Figure 10. 
Once the bubble touches the top wall, the surface energy at the fluid-solid interface Ewf and mixing 
energy Emix decrease rapidly, and part of them are converted into the kinetic energy Ek (the first 
blue dotted line). Similarly, the kinetic energy Ek sees an increase again when the yellow phase 
touches the left and right walls (the middle blue dotted line). At around t = 8.6, the MCL on the 
top wall disappears. After that, the mixing energy Emix decreases slowly, while the surface energy 
at the fluid-solid interface Ewf increases slightly until the interface reaches the steady state with the 
prescribed contact angle 60°.  
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Figure 9. Evolutions of kinetic energy Ek, mixing energy Emix and surface energy at the fluid-solid surface Ewf. 
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Figure 10. Evolutions of kinetic energy Ek, mixing energy Emix and surface energy at the fluid-solid interface Ewf 
within the time window (6, 10).  
5.4. 3D droplet spreading on a chemically patterned surface 
In this section, three-dimensional simulations of droplet spreading on a fixed chemically 
patterned surface (uw = 0) are conducted to demonstrate the numerical efficiency of our method. 
The computational domain is Ω = [0, 0.8]2 × [0, 0.4] with the GNBCs imposed on the bottom and 
top walls. A hemispherical droplet initially locates at the center of bottom wall with the radius r = 
0.25. On the bottom wall, we set the wetting angle θ1 for the subdomain (gray zone) Ω1={(x, y, 
0)R3, 0.3≤x≤0.5, 0.3≤y≤0.5} and θ2 for anywhere else (white zone). If not explicit specified, 
parameters used in simulations take default values as follows: 
ρ1 = 0.9,   ρ2 = 1,   η1 =1.1,   η2 =1,   Mϕ = 1×10-3,   ε = 0.012,   λ =1.2, 
γ = 500,   β = 5.26,   nx = ny = 80,   nz = 40,   δt = 0.1 hx 
We consider two different scenarios: (a) θ1 =60° and θ2 = 120°; (b) θ1 = 120° and θ2 = 60°. 
Each simulation is run until the droplet reaches the steady state.  
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(a) t = 0.04 (a) t = 0.6 (a) t = 1
(b) t = 0.04 (b) t = 0.6 (b) t = 1
 
Figure 11. Evolutions of droplets on chemically patterned surfaces (a) θ1 = 60° (gray zone) and θ2 = 120° (white 
zone); (b) θ1 = 120° (gray zone) and θ2 = 60° (white zone). 
 
Evolutions of droplets on chemically patterned surfaces are presented in Figure 11. At t = 1, 
droplets almost reach equilibrium (the total energy Etot reaches a minimum and no longer changes) 
on both surfaces. As we expected, the droplet contracts inwards on a hydrophobic zone (contact 
angle θ > 90°) and spreads outwards on a hydrophilic zone (contact angle θ < 90°) until the steady 
state reaches. Energy curves in Figure 12 indicate the energy stability of our scheme.  
(a) θ1=60º (b) θ1=120º
 
Figure 12. Evolutions of the total energy Etot. (a) θ1 = 60° (gray zone) and θ2 = 120° (white zone); (b) θ1 = 120° 
(gray zone) and θ2 = 60° (white zone).  
 
We further extend our simulations to a more complicated chemically patterned surface. The 
domain is Ω = [0, 0.9]2 × [0, 0.5]. A hemispherical droplet is placed on the center of the patterned 
surface. The radius of oil droplet is 0.28. Wetting angles of the droplet on gray zones and white 
zones are θ1 = 60° and θ2 = 120°, respectively. Each square box has the same size (0.1×0.1). The 
evolution of the droplet is presented in Figure 13.  
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(a) t = 0.04 (b) t = 0.6 (c) t = 1
 
Figure 13. Evolution of a droplet on a chemically patterned surface with θ1 = 60°and θ2 = 120°. 
 
(a) (b)
 
Figure 14. Positions of contact line from t = 0 to t = 1 and top view of the droplet at t = 1. (a) Positions of contact 
line; (b) top view of the droplet in equilibrium.  
 
Figure 14 shows the positions of contact line from t = 0 to t = 1. In general, the droplet 
contracts inwards on a hydrophobic zone and spreads outwards quickly on a hydrophilic zone. We 
can also observe an interesting phenomenon on the corner of two white square boxes, which is 
marked with a red rectangle in Figure 14(a). Initially, the droplet at the corner contracts inward on 
the hydrophobic white box. Then the droplet on the white box moves outwards because of the 
spreading of the droplet on two gray boxes near the white box, and eventually the droplet reaches 
the corner of two white boxes when the whole system reaches a steady state.  
6. Concluding remarks 
In this paper, a fully discrete energy stable scheme is presented for the phase-field MCL 
model with variable densities and viscosities. The phase-field moving contact line model consists 
of the Cahn–Hilliard equation, the Navier–Stokes equation and the GNBC. We first construct an 
energy stable time-marching scheme, in which the nonlinear potential is transformed into an 
equivalent form. A pressure stabilization method is used to decouple the computation of velocity 
and pressure. Some subtle implicit-explicit treatments are adopted to discretize convection and 
stress terms. An artificial term is added to balance the explicit nonlinear term originating from the 
surface energy at fluid-solid surface. We rigorously prove that the proposed time-marching scheme 
is unconditionally energy stable. Then a finite difference spatial discretization on staggered grids 
is used to spatially discretize the time-marching scheme. We prove that the fully discrete scheme is 
unconditionally energy stable. Numerical results demonstrate that our scheme may be more 
accurate than schemes obtained by the stabilization approach. Using our numerical scheme, we 
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analyze the evolution of kinetic energy, mixing energy and surface energy at the fluid-solid 
interface during the bubble rising process. 3D droplet spreading is also investigated on a 
chemically patterned surface. Our numerical simulation accurately predicts the expected energy 
evolutions and it successfully reproduces expected phenomena that the droplet contracts inwards 
on a hydrophobic zone and spreads outwards quickly on a hydrophilic zone.  
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Appendix A 
In this section, we give an energy stable scheme constructed by the stabilization approach. 
Given ϕn, un, pn, ρn, and ηn, the scheme calculates ϕn+1, un+1, pn+1, ρn+1 and ηn+1 in two steps. In the 
step 1, we solve the following coupled system to update ϕn+1, wn+1, un+1, ρn+1 and ηn+1:  
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and the definition of 1ˆn  can refer to section 3.2. 
with boundary conditions 
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In the step 2, we update pn+1. To avoid solving an elliptic equation with the variable coefficient 1/ρ, 
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the pressure-stabilized method is adopted to solve the pressure Poisson equation 
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where  1 2
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min , .
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Appendix B 
In this section, we establish a rigorous proof of energy stability (Theorem 3.2) for the fully 
discrete scheme (3.37) – (3.46). The following summation-by-parts formulae are important to 
prove the unconditional energy stability of the fully discrete scheme. 
 
Lemma S1. If ϕPh and fUh, then 
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where ϕ0, j and ϕnx+1, j are the values of ghost cells. Then by the definition of Ax, we can easily 
derive 
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Now we can conclude the desired result.                               □ 
Similarly, we can derive the other summation-by-parts formulae. If ϕPh and fVh, then 
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If fNh, and gUh, then 
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If fNh and gVh, then 
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Lemma S2. For any variables  1,n n hu u U
  and  1, ,n n hv v V
  let  ,n nu v be denoted by un. 
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Proof. Using the summation-by-parts formula (B.1), we have 
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Similarly, we can derive 
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Now the desired result can be easily obtained based on the above four equalities.           □ 
 
Now we began to prove the unconditional energy stability of the fully discrete scheme. Using 
the Lemma S2, we can derive that 
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(1) Taking the discrete inner-product of (4.4) and (4.5) with 2un+1 and 2vn+1 respectively, 
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 (2) Taking the discrete inner-product of (4.6) with 2δt2(pn+1-2pn+pn-1)/χ, we can derive 
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(3) Taking the discrete inner-product of (4.6) with -2δt2pn+1/χ, we have 
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(4) Now summing up equations (B.6) and (B.7), we get 
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(5) Next, we take the difference of (4.6) at the time step tn+1 and tn to derive 
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(6) Combining the equations (B.5), (B.8) and (B.9), we get 
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(7) For the boundary term in (B.10), using (4.8), we can derive 
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(8) Taking the discrete inner-product of (4.1) with 2wn+1, we have 
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(9) Taking the discrete inner-product of (4.2) with –2(ϕn+1–ϕn), we have 
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 (B.13) 
(10) Taking the discrete inner-product of (4.3) with 4λUn+1, we obtain 
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(10) For the boundary term in (B.13), applying (4.7) and (4.9) we have, 
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By Taylor expansion  M  , we know there exist ζ such that 
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(11) Combing equations (B.12) - (B.15) and applying the Taylor expansion, we have 
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(12) Finally, multiplying (B.10), (B.11) and (B.16) with hxhy/2, respectively, and summing up 
them together, we get, 
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Now by the assumption of S ≥ L1/2, we can conclude the desired energy stability estimate.   □ 
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