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ABSTRACT
The growing number of multi-relational networks pose new
challenges concerning the development of methods for solv-
ing classical graph problems in a multi-layer framework,
such as link prediction. In this work, we combine an ex-
isting bipartite local models method with approaches for
link prediction from communities to address the link predic-
tion problem in multi-layer graphs. To this end, we extend
existing community detection-based link prediction mea-
sures to the bipartite multi-layer network setting. We obtain
a new generic framework for link prediction in bipartite
multi-layer graphs, which can integrate any community de-
tection approach, is capable of handling an arbitrary number
of networks, rather inexpensive (depending on the commu-
nity detection technique), and able to automatically tune its
parameters. We test our framework using two of the most
common community detection methods, the Louvain algo-
rithm and spectral partitioning, which can be easily applied
to bipartite multi-layer graphs. We evaluate our approach
on benchmark data sets for solving a common drug-target
interaction prediction task in computational drug design and
demonstrate experimentally that our approach is competitive
with the state-of-the-art.
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1 INTRODUCTION
Many real world applications can be modeled as bipartite
graphs, vertices of which are divided into two distinct groups
[31]. The problem setting that motivates our work is the
prediction of links between drug candidates and biological
targets, an essential step of computational drug design. But
there are other link prediction settings that fall into the same
category, for instance user-product recommendation.
The available data on drug-target interaction prediction
are of heterogeneous structure, i.e. represented by networks
the edges of which have different origins. This makes the
straightforward use of most existing link prediction methods
impossible. Current solutions are limited by the number or
type of networks, often referred to as layers, e.g. three layers,
with two assumed to be similarity networks [4, 6, 26].
To address these restrictions, we take inspiration from
existing methods that use community detection to perform
link prediction [17, 29, 33, 36]. While this decouples the prob-
lem into how to find communities in multi-layer graphs, and
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how to exploit them for prediction, existing link prediction
measures [5, 12, 34] are not directly applicable to the bipar-
tite setting. To address this restriction, we extend several of
those measures to our problem setting. In addition, we go
a step further by proposing alternatives to those measures
based on an existing bipartite local model. While we evaluate
two concrete approaches for community detection, spectral
partitioning and the Louvain algorithm, both of which can be
easily applied to multi-layer graphs, we do not require any
particular community detection approach. Our long-term
contribution is the adaptation of existing link-prediction-by-
community-detection measures to the bipartite multi-layer
setting, which we evaluate experimentally, and the selec-
tion of the best measure and community detection approach
combination. In addition, we demonstrate that the param-
eter settings of the community detection methods can be
effectively set via internal cross-validation.
The rest of the paper is organized as follows. Section 2
discusses related work on link prediction and community
detection in multi-layer networks. Section 3 provides basic
notations and definitions. Section 4 explains how we adapt
existing measures for our framework. Section 5 describes
the data used for evaluation, the experimental setup and
presents the results. Finally, Section 6 concludes and outlines
future work.
2 RELATEDWORK
Existing methods for link prediction in bipartite multi-layer
networks for addressing the drug-target interaction problem
can be grouped into three classes: similarity, random-walker,
and latent models based. The first group assumes 2 out of 3
possible layers to be similarity networks for drugs and targets
respectively, and exploits similarity information to perform
link prediction on the third bipartite layer [4, 11]. The sec-
ond models the behavior of a random-walker to perform link
prediction in multi-layer graph using PageRank adaptations
[6, 7, 21]. Such methods are dependent on fixing the similar-
ity networks and while the approach was extended to any
number of networks in [21], it pays for this flexibility with
high computational cost. The last group of methods maps
drugs, targets and their interactions into a combined feature
space, and performs drug-target interaction prediction using
distance functions or regression analysis [35, 37]. The most
recent family of methods in this mold is often referred to
as graph embeddings [15]. The main disadvantage of this
group of methods is a certain lack of interpretability.
The idea to use community information to predict links
in graphs is not novel. Clauset et al. [8] proposed to exploit
a learned hierarchical generative community model to esti-
mate the probabilities of missing links in partially known
networks. The authors of [17, 33, 36] combine community
detection with existing edge prediction methods to improve
prediction accuracy. These methods are based on the hy-
pothesis that vertices in the same community have similar
properties, and missing edges are more likely to be found
within communities. Missing edges are predicted by node
similarity using nearest-neighbor measures [36], Stochastic
BlockModels [17], or in-group/out-group neighbor similarity
measures [33]. Edges can be predicted for vertices belonging
to the same community even if there is no path between
them within the community [19]. The density of links in a
particular community or between two communities can be
exploited in a naïve Bayes model [27]. The authors of [1]
reimagine communities as groups of edges rather than ver-
tices, and [29] use community detection to modify similarity
measures. Finally, there is a set of methods which extend
the concept of shared neighborhoods [25] to community
neighborhoods [5, 12, 34]. In addition, in [18] neighborhood
measures have been extended to multiple layers.
Community detection in multi-graphs can also be per-
formed in different ways: directly, by ensemble-based meth-
ods, or by graph flattening. The direct methods perform dis-
covery of communities on the multi-layer network directly,
e.g. by adapting objective functions for community detection
to the multi-layer setting [10, 22, 32]. Ensemble-based meth-
ods perform community detection on each layer separately,
and aggregate discovered communities afterwards [32]. Flat-
tening approaches, finally, summarize multiple edges into
single ones and use the resulting single-layer network to
discover communities by using one of the common com-
munity detection approaches such as spectral partitioning
[24] or Louvain algorithm [3]. In this work, we use the last
type of approach due to their ease of use and potentially low
computational complexity.
3 DEFINITIONS AND PROBLEM SETTING
3.1 Basic notations
A graph is a tuple G =< V ,E >, where V = {v1,v2, ...,vn}
denotes a set of vertices or nodes, and E ⊆ V × V a set
of edges defined by distinct vertex pairs (u,v) ∈ V × V
with u , v (without self-loops). We also use the notion of a
bipartite graph, which we define as a graph whose vertices
can be divided into two classesV1 andV2 such that there is no
edge between vertices of the same class: G =< V1 ∪V2,E >,
E ⊂ V1 ×V2.
We address weighted and unweighted graphs in the same
manner. We define a weighted graph as one with a labeling
function for edges E 7→ Ae withAe ∈ [0, 1], where 0 denotes
that there is no interaction between vertices, 1 confirmed
interaction, and an intermediate value represents an inter-
action probability. An unweighted graph is one where every
edge is labeled by 1.
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Figure 1: Example of a bipartite multi-layer graph
with 6 layers for drug-target prediction problem (blue
nodes represent drugs or ligands, green nodes repre-
sent targets): drug-target network is in deep blue (bi-
partite layer based on IUPHAR network), drug net-
works are in light blue and violet, target networks are
in green, grey and brown. New possible interactions
are represented by dashed edges with questionmarks.
To exploit different sources of information in one sin-
gle structure, we employ multi-layer networks. We define a
multi-layer network as a weighted graph where more than
one edge (u,v) can exist for a pair of verticesu,v . Multi-layer
networks can be decomposed into disjunct set of graphs Gl
that contain at most a single edge for each pair of vertices,
called layers or just networks. As we wrote above, our origi-
nal setting is a bipartite one. To combine it with the multi-
layer framework, we define a bipartite multi-layer graph as
a multi-layer network whose vertices can be divided into
two classes, and where exactly one of the layers is a bipartite
graph (see Fig. 1 for an example). Note, following Kivelä et
al. [20], the multi-layer networks used in this work are not
node-aligned1, not layer-disjoint2, have diagonal couplings3
which are categorical4, and the number of layers can be any.
We represent graphs as matrices. The adjacency matrix
A has size n × n, n = |V |, and Ai j represents the weight of
the edge (vi ,vj ). In the case of multi-layer networks, we
aggregate the weights of multiple edges between vi and vj
by summing them up. Note that A has zeros on the main
1All nodes are shared between all layers
2Each node is present only in a single layer
3Inter-layer edges, that cross layers, are only between nodes and their
counterparts
4Diagonal couplings for which all possible inter-layer edges are present
diagonal, because graphs as used in this work have no self-
loops. The degree matrix D is the diagonal matrix
D =

deд(v1) 0 . . .
0
. . . 0
0 deд(vn)
 , deд(vi ) =
n∑
j=1
Ai j
of same size as A, where deд(vi ) represents the degree of
vertex vi . The degree of a vertex is the sum of the weights of
the edges adjacent to vi [14].
The last, and arguably most important, matrix used in this
paper is the Laplacian matrix. The Laplacian matrix, denoted
by L, is a matrix of the same dimensionality as A and D,
defined as the difference between the degree matrix and the
adjacency matrix: L = D −A. L has the same values as D on
the diagonal, and off the diagonal Li j is equal to −Ai j .
3.2 Problem setting
We define the problem of link prediction in bipartite multi-
layer graph addressed in this paper as follows.
For a given bipartite multi-layer graph G = GV1V2 ∪G(n)V1 ∪
G(m)V2 with 1 + n +m layers, where:
• GV1V2 = ⟨V1∪V2,Ei , λv , λeV1V2 ⟩ is a bipartite layer with
u ∈ V1 labeled with identifiers of type V1, v ∈ V2
labeled with identifiers of type V2, ∀(u,v) ∈ E,u ∈
V1,v ∈ V2 and λeV1V2 : EV1V2 7→ {0, 1},
• GiV1 = ⟨V1,EiV1 , λv , λe iV1 ⟩, λe iV1 : E
i
V1
7→ [0, 1] are layers
of type V1,
• GiV2 = ⟨V2,EiV2 , λv , λe iV2 ⟩, λe iV2 : E
i
V2
7→ [0, 1] are layers
of type V2,
Predict, whether for a given (u,v) < E,u ∈ V1,v ∈ V2
λe ((u,v)) = 1.
We limit ourselves to predict whether there is an activity
or not, leaving the prediction of its strength as future work.
4 OUR APPROACH
In our problem setting, we want to predict links between two
distinct types of nodes, e.g. drugs and targets in our experi-
ments (see Fig. 1). To achieve this, we perform community
discovery using an existing community detection approach,
then exploit the discovered communities to solve the link
prediction task.
4.1 Link prediction by community
detection in a bipartite setting
To be able to use existing link-prediction-by-community-
detection measures, we have to adapt them to the bipartite
setting. Due to the construction of the networks we use
and the community detection methods we evaluate, result-
ing communities can be mixed, i.e. containing both types of
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Figure 2: An example of community to community
matching (label on edges represent number of exist-
ing edges between vertices of matched communities).
nodes, drugs and targets, as well as pure, of either type, drugs
or targets only. Also, the community detection methods we
use produce non-overlapping communities only. Mixed com-
munities can be exploited directly with existing measures
for link prediction via community detection (see Section 2),
but pure communities cannot, ignoring a large number of
drug-target pairs. To overcome this, we treat all communities
as non-mixed and split mixed communities into pure ones.
Notably, this split does not have to be done explicitly, but a
mixed community can be treated as two pure ones with links
between them. We exploit discovered communities in one of
two proposedways: bymatching “community to community”
or “node to community”.
4.1.1 Community to community. In this case, each drug
community is paired with each target community, then an
adapted measure is used to perform link prediction between
paired communities. Each non-interacting drug-target pair
between paired communities is assigned the same link proba-
bility score. At the end of the matching, each non-interacting
drug-target pair from the network will have been assigned a
single score, which can be used to rank predictions. We refer
to this approach as community to community (or CC).
In the example shown in Figure (Fig. 2), for instance, com-
munity C1 is twice connected to community C3 and twice
to community C4. C2, on the other hand, is connected once
to C3 and once to C4. This matching therefore implicitly
assumes that all ligands in C1 have a connection of strength
two to all targets in C3 etc. The big advantage of this match-
ing is that even vertices that have no bipartite connection at
all can receive a positive score.
4.1.2 Node to community. Anotherway of exploiting com-
munities is to pair each node of one type with communities
of the other type. The advantage of that method is that for
a selected drug di and target tj , the prediction can be made
twice: once analyzing connections of a drug with target com-
munities and second analyzing target connections with drug
communities, providing a more reliable estimate. This ap-
proach is also referred to as Bipartite Local Models [2].
Figure 3 illustrates an NC matching that is equivalent to
the CC matching in Figure 2: l1 is connected twice toC3 and
once toC4, and l2 once toC3, while t1 is connected twice to
C1 and once to C2, and t2 once to C1, for instance. For the
rest of the figure: l3 is connected once to C4, l4 once to C3
and once to C4, l5 neither to C3 nor C4. t3 is connected once
to C1, once to C2, t4 is connected once C1, once to C2.
Vertices belonging to the same community will therefore
not necessarily receive the same score but a vertex such
as l5 will be strongly punished because it is not connected
with a bipartite edge. The link probability score between di
and tj is computed by aggregating the two results [4]. We
report results using mean as an aggregation function. Our
experiments showed that the difference between max and
mean is negligible, and we use mean to get a more reliable
result. We do not consider min as aggregator, because in the
case of no evidence for existence of the link in one of the
independent predictions the combined probability is also 0.
We refer to this approach as node to community (or NC).
4.2 Adapting existing link prediction
measures
Wedivide all existing link predictionmeasures into two broad
categories: neighborhood measures and others, which we
refer as community-based. The first group of measures are
based on the notion of neighborhood, i.e. the set of vertices
directly connected to the examined vertices. The semantic
similarity between neighborhood and community, i.e. sets
of vertices in both cases, allows us to use neighborhood
measures in our setting. The other measures are not based
on a notion of neighborhood, but on other metrics, and thus
are grouped into a separate group in our work.
4.2.1 Neighborhood measures. Many existing link predic-
tion measures exploit the neighborhoods of vertices e.g. in
the form of common neighbors (CN), the Jaccard coefficient
(JC), preferential attachment (PA), or SimRank (SR) [25]:
CN (di , tj ) = |{v | (di ,v) ∈ E} ∩ {u | (tj ,u) ∈ E}|, (1)
JC(di , tj ) =
CN (di , tj )
|{v | (di ,v) ∈ E} ∪ {u | (tj ,u) ∈ E}| , (2)
PA(di , tj ) = Γ(di )·Γ(tj ),with Γ(di ) =
|V |∑
k=1
Aik , Γ(tj ) =
|V |∑
k=1
Ajk ,
(3)
SR(di , tj ) =
CN (di , tj )
PA(di , tj ) . (4)
Link Prediction via Community Detection SAC ’20, March 30-April 3, 2020, Brno, Czech Republic
Figure 3: An example ofnode to communitymatching (labels on edges represent number of existing edges between
vertices and matched communities, dotted edges represent non-interacting pairing)
Γ denotes the weight of a neighborhood of a vertex, which
for the individual vertices is equivalent to their degree.
Due to the nature of communities we obtain, there is little
overlap between vertices’ neighborhoods, preventing the di-
rect use of neighborhood-based measures. To overcome this,
we adapt neighborhood measures for use with our communi-
ties, treating them like neighborhoods: the CNmeasure turns
the number of common neighbors of communities di and tj
into the number of connections, JC represents the fraction
of all possible connections of di and tj that are connected to
both, PA is defined by a product of degrees of communities
di and tj , finally SR is equal to the number of connections
of communities di and tj normalized by the product of their
degrees. Using the CC and NC formulations, our bipartite
adaptations take the form:
(1) Instead of the measures from Eq. 1-4 we define CNCC ,
JCCC , PACC and SRCC versions corresponding to CC
matching:
CNCC (di , tj ) = |{(d, t) ∈ E | d ∈ C(di ), t ∈ C(tj )}|, (5)
JCCC (di , tj ) =
CNCC (di , tj )
|C(di )| · |C(tj )| , (6)
PACC (di , tj ) = Γ(C(di )) · Γ(C(tj )), (7)
SRCC (di , tj ) =
CNCC (di , tj )
PACC (di , tj ) , (8)
where C(di ), C(tj ) represent communities of a drug di
and a target tj respectively. We overload Γ for commu-
nities as Γ(C(v)) = ∑v ∈C(v),u<C(v)w(v,u).
(2) The NC version of CN is defined as the average of
the two independent predictions, CNNC (di ) = |{t |
(di , t) ∈ E, t ∈ C(tj )}|, CNNC (tj ) = |{d | (tj ,d) ∈
E,d ∈ C(di )}|, for di , and tj respectively:
CNNC (di , tj ) = 12
(
CNNC (di ) +CNNC (tj )
)
. (9)
In the same manner, we can define NC versions for
other measures from [25], the JC (Eq. 10), PA (Eq. 11)
and SR (Eq. 12), taking into account that PANC (di ) =
Γ(di ) · Γ(C(tj )) and PANC (tj ) = Γ(tj ) · Γ(C(di )):
JCNC (di , tj ) = 12
(
CNNC (di )
|C(tj )| +
CNNC (tj )
|C(di )|
)
, (10)
PANC (di , tj ) = 12 (PANC (di ) + PANC (tj )), (11)
SRNC (di , tj ) = 12
(
CNNC (di )
PANC (di ) +
CNNC (tj )
PANC (tj )
)
. (12)
4.2.2 Community-based measures. Other measures pro-
posed in the literature are based on one or several of the
following assumptions: all vertices have the same semantic,
all edges have the same semantic, edges are unweighted,
or vertices whose link is to be predicted find themselves in
the same community. We therefore cannot use most of the
measures proposed in the literature but we can adapt some
to our bipartite setting.
(1) Cannistraci et al. [5] in their CAR-based measures pro-
pose to exploit the density of communities to reward
(or penalize) densely (sparsely) connected neighbors of
the vertices whose link is to be predicted. Our adapted
CAR-based common neighbors (CCN) will be defined
as CN regularized by community local degree, in turn
defined as the sum of weights of all edges inside com-
munity. The NC formulation of CCN takes the form:
CCNNC (di , tj ) = 12
(
CCNNC (di ) +CCNNC (tj )
)
, (13)
with CCNNC (di ) and CCNNC (tj ) in turn defined as:
CCNNC (di ) = |{t | (di , t) ∈ E, t ∈ C(tj )}|·
∑
tl ,tk ∈C(tj )
A(tl , tk ) and
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CCNNC (tj ) = |{t | (tj ,d) ∈ E,d ∈ C(di )}|·
∑
dl ,dk ∈C(di )
A(dl ,dk ).
In the same manner, the CAR-based Jaccard coefficient
(CJC) is redefined as CCN normalized by the size of
the community:
C JCNC (di , tj ) = 12
(
C JCNC (di ) +C JCNC (tj )
)
, (14)
with C JCNC (di ) = CCNNC (di )|C(tj )| and
C JCNC (tj ) =
CCNNC (tj )
|C(di )| .
(2) Xie et al. [34] propose to exploit the connection of ver-
tices to communities, summing over all communities.
Our adaptation of their measure, which we refer to as
Neighboring community-based (NCB) is defined as the
normalized sum of all CN regularized by the size of
the respective community. The NC formulation of this
measure will take the form:
NCBNC (di , tj ) = 12
(
NCBNC (di ) + NCBNC (tj )
)
, (15)
with NCBNC (di ) and NCBNC (tj ) in turn:
NCBNC (di ) =
ct∑
k=1
|{t | (di , t) ∈ E, t ∈ Ck }|
|Ck | ·
|{t | t ∈ Ck }|
|T | and
NCBNC (tj ) =
cd∑
k=1
|{d | (tj ,d) ∈ E,d ∈ Ck }|
|Ck | ·
|{d | d ∈ Ck }|
|D | .
Moreover, assuming communities are pure, i.e. consist-
ing only of either drugs or targets, these equations can
be simplified to the sum of all CN normalized by the
number of vertices of one type:
NCBNC (di ) = 1|T |
ct∑
k=1
|{t | (di , t) ∈ E, t ∈ Ck }|,
NCBNC (tj ) = 1|D |
cd∑
k=1
|{d | (tj ,d) ∈ E,d ∈ Ck }|.
(3) Ding et al. [12], finally, propose to exploit the neigh-
borhoods of communities. Our adaptation of their mea-
sure, called Community relevance Jaccard coefficient
(CRJC), is defined as the number of common nodes of
examined communities and nodes of the opposite type
connected to those communities normalized by the
total number of nodes in this selection. The adapted
measure is better suited to a CC formulation:
CR JCCC (di , tj ) =
|CR JCCC (di ) ∩CR JCCC (tj )|
|CR JCCC (di ) ∪CR JCCC (tj )| , (16)
with CR JCCC (di ) and CR JCCC (tj ) in turn:
CR JCCC (di ) = {t | (d, t) ∈ E,d ∈ C(di )}∪{d | d ∈ C(di )} and
CR JCCC (tj ) = {d | (t ,d) ∈ E, t ∈ C(tj )} ∪ {t | t ∈ C(tj )}.
5 EXPERIMENTAL EVALUATION
To evaluate the two community detection methods, effects of
their parameter settings, and prediction measures defined in
the preceding section, we performed experiments on several
benchmark data sets for drug-target activity prediction.
5.1 Experimental setup
We begin by evaluating the different measures described
in Section 4 with two common community detection ap-
proaches, keeping most of the parameters fixed, and select
the best performing measure. Following this, we show how
an internal cross-validation can be used to fixed a methods’
parameters, and report on their results, which we compare
to the state-of-the-art.
We also perform experiments on the larger and more chal-
lenging IUPHAR data set and give some scalability results.
The results of those experiments can be found in our supple-
mentary material5.
5.1.1 Community detectionmethods. We test our approach
with spectral partitioning [24] and the Louvain algorithm
[3] as community detection methods. The first finds the best
cut to partition nodes based on eigenvalues of the Laplacian
matrix and a threshold method [13, 30], the second greedily
optimizes modularity, a generic measure to determine the
quality of any partition produced by a community detection
method [13, 28]. We apply spectral partitioning to multi-
layer graphs by “flattening” the graph, i.e. summing edge
weights to derive the adjacency and degree matrices before
performing partitioning. Since Louvain does not employ ma-
trices, we translate the graph into a single-layer graph by
summing up the weights of all edges between two vertices.
5.1.2 Parameters to optimize. Spectral partitioning has
two parameters: the value ofm and the thresholding method.
Them parameter represents the number of eigenvectors cor-
responding to the m smallest non-zero eigenvalues used to
partition the graph into at most 2m groups. As thresholding
methods we can use sign cut (or default), which partitions
entries based on whether they are greater or less than zero,
bisection cut (ormedian), using the median value of entries in
an eigenvector as a threshold, producing two components of
approximately equal size [16]. We also evaluatemean, which
uses the average, and sum that exploits the fact that there are
approximately equally as many positive and negative values
in eigenvectors of Laplacian matrix, i.e. in practice they sum
to a value close to zero. Moreover, the same threshold can be
applied to all eigenvectors, or each individual eigenvector
can have its own threshold. We call the former approach
global, and the latter individualized. Additionally, the global
5https://zimmermanna.users.greyc.fr/supplementary-material.html
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threshold can be computed by applying the aggregating func-
tion (mean, median or sum) to all eigenvectors or only to
them actually used. We refer to this latter type as localized.
To sum up, we evaluate 9 different thresholding methods:
global, localized, individualized and their combinations with
mean, median and sum. The combination global sum is a spe-
cial case since taking the first eigenvector, whose entries all
have the same, positive value, into account violates the “close
to zero” property sum thresholding exploits. We therefore
do not evaluate that thresholding method, but add default
thresholding to the mix for the experimental evaluation.
The Louvain algorithm has only one parameter – reso-
lution limit – which defines a modularity scale. Practically
speaking, at different moments of time t , the difference be-
tween optimal partitioning and partitioning produced by the
Louvain is various and the resolution parameter represents
this change in time [23].
5.1.3 Data sets. We perform our experiments on the data
sets introduced in [35]: Enzyme, G-protein coupled receptors
(GPCR), Ion Channels (IC) and Nuclear Receptors (NR). In
addition, we use the Kinase set [9]. These data sets have been
used in prior work on drug-target interaction prediction
[4, 6, 26, 37], and can be considered benchmarks. The data
consist of 3 networks: drug similarities, target similarities
and drug-target interaction (the bipartite graph). The data
sets’ basic properties are presented in Table 1.
5.1.4 Evaluation protocol and quality measures. To per-
form evaluation of our experiments, we performed a 5×5-
fold cross-validation, with each fold containing 20% of all
drug-target interactions, acting as test set for link prediction
once, while community detection is performed on the other
80%. The process is repeated 5 times, the results are averaged
among all runs. We evaluate all the predictions by AUC (Area
Under ROC Curve) and AUPR (Area Under Precision-Recall
Curve), averaging the results.
5.1.5 Implementation. We implemented spectral parti-
tioning and link prediction measures in Python6, and we
used python-louvain package as implementation of Louvain.
5.2 Experimental results
5.2.1 Link prediction measures evaluation. We first test
the different link prediction measures from Section 4 on
communities produced by either spectral partitioning or the
Louvain algorithm. To reduce computational complexity,
we use default parameters for community detection: default
as threshold for spectral partitioning and 1.0 as resolution
limit for the Louvain algorithm. Note that we optimizem
for spectral partitioning on the test data in this experiment,
6https://zimmermanna.users.greyc.fr/supplementary-material.html
because there is no a priori number of eigenvalues that will fit
all data. The results are presented in Fig. 4, with community to
community formulations on the left, node to community ones
on the right of each plot. The best-performing measure for
each group is indicated by a + sign over the corresponding
bar. We also report on the figure the optimal m value for
every measure in spectral partitioning.
The results show that a number of measures, e.g. SRCC ,
CNNC , SRNC ,CCNNC ,C JCNC ,NCBNC , have acceptable per-
formance in terms of AUC on most of data sets while the
Jaccard coefficient usually performs best for both the CC
and NC versions. These two, JCCC and JCNC , are therefore
the measures we will use going forward. Another result is
that for these parameter settings spectral partitioning and
the Louvain algorithm give approximately the same AUC,
but the latter improves on AUPR. Finally, using node to com-
munity predictions requires a lowerm, i.e. less fine-grained
partitions, for spectral partitioning.
5.2.2 Parameter selection via internal cross-validation and
state of the art comparison. In link prediction, as in any other
predictive task, the main issue is choosing parameter val-
ues, in the case of spectral partitionm and the thresholding
method, in the case of Louvain the resolution limit. In the
absence of other knowledge, one would use cross-validation
as a systematic method to optimize parameters. Several-fold
cross-validation is also the method of choice to evaluate the
performance of a classifier, however, so that we use a double
cross-validation in this section: splitting off an external test
fold (containing 20% of present edges) to evaluate the model,
and using an internal five-fold cross-validation to fix the
model’s parameters.
During the internal cross-validation, we performed grid
search over the different parameter settings, varyingm in the
interval [1, 25], and testing this value with all nine options
for thresholding. We report averaged results using mean.
Table 2 presents the results for spectral partitioning. It
shows both the results of internal evaluation, i.e. on the vali-
dation set used to fix parameter values, and of the external
evaluation, i.e. on the unseen training data. The main con-
clusion to draw is that those values align very closely w.r.t.
AUC, i.e. that there is no risk of overfitting when building the
model. Concerning AUPR, interestingly enough, the results
on the testing folds are in fact higher than for the validation
data used in the internal cross-validation. Notably, using
NC matching always gives better results than CC matching,
often by a large margin.
The only parameter to optimize for Louvain is the resolu-
tion parameter, which we vary in the interval [0.1, 1] using
steps of 0.1. As in the case of spectral partitioning, the per-
formance of Louvain is rather close in terms of AUC but the
differences in AUPR are even more pronounced (Table 3).
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Figure 4: Link prediction measures evaluation on the benchmark data sets. The symbol + denotes the best per-
forming measure for each group of formulations in each data set.
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Table 1: Basic properties of Benchmark and IUPHAR data sets and running times (* – for 1 fold in average with
Spectral partitioning and JCCC measure)
Data set Drugs Targets Interactions Layers |V | |E | Sparsity CC Running time*, s
Enzyme 445 664 2926 3 1109 321832 0.524 1 58.67
GPCR 223 95 635 3 318 29853 0.592 1 3.99
IC 210 204 1476 3 414 44127 0.516 1 7.06
NR 54 26 90 3 80 1846 0.584 1 0.15
Kinase 68 442 1527 3 510 101266 0.780 1 9.94
IUPHAR 8137 2502 12456 6 10639 26706838 0.472 1 3477.8
Table 2: Spectral partitioning parameter optimization
via internal cross-validation
Data set Measure Internal External
AUC AUPR AUC AUPR
Enzyme JCCC 0.85 0.14 0.85 0.19
JCNC 0.91 0.19 0.92 0.26
GPCR JCCC 0.79 0.11 0.80 0.15
JCNC 0.84 0.19 0.85 0.25
IC JCCC 0.82 0.31 0.83 0.40
JCNC 0.87 0.32 0.88 0.41
NR JCCC 0.73 0.21 0.72 0.24
JCNC 0.75 0.19 0.77 0.23
Kinase JCCC 0.76 0.17 0.77 0.23
JCNC 0.85 0.26 0.86 0.35
Table 3: Louvain algorithm resolution optimization
via internal cross-validation
Data set Measure Internal External
AUC AUPR AUC AUPR
Enzyme JCCC 0.94 0.52 0.96 0.69
JCNC 0.95 0.56 0.96 0.71
GPCR JCCC 0.73 0.18 0.80 0.31
JCNC 0.85 0.28 0.89 0.49
IC JCCC 0.94 0.50 0.95 0.65
JCNC 0.96 0.61 0.97 0.78
NR JCCC 0.79 0.27 0.82 0.45
JCNC 0.81 0.30 0.80 0.42
Kinase JCCC 0.72 0.15 0.73 0.19
JCNC 0.90 0.38 0.91 0.50
GPCR is a bit of an outlier for this experiment in that the
differences between internal quality estimation and test fold
results are larger than for the other data sets. The superior
performance of NC matching holds, however.
Concerning comparison with the state-of-the-art, the Lou-
vain using JCNC comes close to the performance of the state-
of-the-art methods reported in [4] in terms of AUC: 0.97
compared to 0.96 for our method with Louvain for Enzyme,
0.95 compared to 0.89 for GPCR, 0.98 compared to 0.97 for
IC, 0.88 compared to 0.82 for NR, and 0.9 compared to 0.91
for Kinase.
5.2.3 Baseline comparison. Our problem setting was ad-
dressed in [21], using a random walk approach which is
basically an extension of PageRank for any number of layers,
and thus can be considered as a baseline in this work. JCCC
and JCNC in combination with both spectral partitioning
and the Louvain clearly outperform that baseline in terms of
AUC: 0.84 vs 0.96 (Louvain) and 0.92 (spectral partitioning)
for Enzyme, 0.8 vs 0.89 and 0.85 for GPCR, 0.76 vs 0.97 and
0.88 for IC, 0.63 vs 0.82 and 0.77 for NR, and 0.61 vs 0.91 and
0.86 for Kinase, respectively.
5.2.4 Interpretability. Our approach offers a straightfor-
ward option for interpretation/explainability of a link pre-
diction: for each of the two vertices, we can show the com-
munities they belong to, the weights of intra-community
edges, the number and layout of inter-community edges, and
their numerical translation by the measure and matching
technique. This is a possibility that is not available for recent,
well-performing techniques based on graph embeddings.
6 CONCLUSION AND PERSPECTIVES
We have presented a framework for link prediction in bi-
partite multi-layer graphs using graph community structure
and link prediction measures adapted from those proposed
in the literature. We have found empirically that combining
the well-known and relatively straightforward Jaccard coef-
ficient, particularly in a BLM formulation, with the Louvain
algorithm for community detection allows us to achieve re-
sults that are competitive with the state-of-the-art. We have
also demonstrated that it is possible to set the parameter
values of the community detection techniques via internal
cross-validation and that they transfer well to unseen data.
In our supplementarymaterial7, we show the evaluation of
our approach on the much larger and sparser IUPHAR data
7https://zimmermanna.users.greyc.fr/supplementary-material.html
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set. Using those data, we have verified predicted interactions
in terms of their biological semantics, shown that external
validation aligns well with validation using known labels in
test data, and assessed scalability.
We have limited ourselves to two easy-to-use community
detection methods in this work, and will evaluate the use
of other methods in the future. We also intend to perform
experiments on non-biological data to test generic side of
our approach. As we mentioned in Section 3, so far we have
only looked at predicting interaction as a binary setting but
the more challenging setting would be to predict the strength
of the interaction. Finally, we intend to add layers derived
from other information sources to the networks and use our
approach to identify possible redundancies among them.
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