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Abstract—Salient segmentation aims to segment out attention-
grabbing regions, a critical yet challenging task and the founda-
tion of many high-level computer vision applications. It requires
semantic-aware grouping of pixels into salient regions and
benefits from the utilization of global multi-scale contexts to
achieve good local reasoning. Previous works often address it as
two-class segmentation problems utilizing complicated multi-step
procedures including refinement networks and complex graphical
models. We argue that semantic salient segmentation can instead
be effectively resolved by reformulating it as a simple yet intuitive
pixel-pair based connectivity prediction task. Following the intu-
ition that salient objects can be naturally grouped via semantic-
aware connectivity between neighboring pixels, we propose a
pure Connectivity Net (ConnNet). ConnNet predicts connectivity
probabilities of each pixel with its neighboring pixels by lever-
aging multi-level cascade contexts embedded in the image and
long-range pixel relations. We investigate our approach on two
tasks, namely salient object segmentation and salient instance-
level segmentation, and illustrate that consistent improvements
can be obtained by modeling these tasks as connectivity instead of
binary segmentation tasks for a variety of network architectures.
We achieve state-of-the-art performance, outperforming or being
comparable to existing approaches while reducing inference time
due to our less complex approach.
Index Terms—Salient segmentation, Convolutional neural net-
works, Salient instance-level segmentation, Connectivity.
I. INTRODUCTION
Salient segmentation, the task of locating attention-grabbing
regions in the image, is a fundamental challenge in computer
vision and is often used as a pre-processing step for object
detection [1], video summarization [2], face detection [3]
and motion detection [4]. Traditionally, salient segmentation
methods have to a large extent relied on hand-crafted models
and feature selection [5], [6].
Fueled by the recent advances that deep Convolutional
Neural Networks (CNN) have brought to the field of com-
puter vision, achieving state-of-the-art performance in tasks
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Fig. 1: Motivation for using connectivity for salient segmen-
tation. Salient regions are modeled as connected regions. Our
method predicts if a given pixel is connected to its neighbor
based on local and global relations between pixels.
such as classification [7], [8], object detection [9], [10] and
segmentation [11], [12], salient segmentation has increasingly
been performed using CNNs [13], [14], [15]. These provide
more robust features as more high-level information is being
extracted from the image and allow for end-to-end learning,
where model parameters can be learned jointly and inference
can be performed in a single pass through the network.
Modern approaches to salient segmentation make to a large
extent use of fully convolutional neural networks [11], viewing
the task as a binary pixel-wise classification problem. These
approaches incorporate recent advances in the computer vision
field such as adversarial training [16], [17] and attention mod-
els and often make use of pre-processing and post-processing
steps such as superpixel segmentation [13], [18] and graphical
models [13] to improve overall performance. These steps can
be complex in their own right, leading to larger training
and inference times. Further, these approaches often are not
learnable as part of the overall architecture, leading to complex
multi-stage models.
Inspired by the fact that salient segmentation models are
becoming more and more complex, we propose to take a step
back and look at the underlying foundation of the problem.
Instead of approaching the task as a segmentation problem
we believe that improvements can be achieved by splitting the
segmentation task up into the sub-task of predicting foreground
connectivity between neighboring pixels. We make use of
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2a Relation-aware Convolutional Network for the prediction
tasks. Due to its hierarchical nature it allows us to integrate
semantic-awareness to our connectivity prediction and effec-
tively disentangle background regions. Instead of having a
combined objective that maintains semantic rationality and
overall region smoothness, each sub-task only focuses on
groupings in a specific direction. To preserve global multi-
scale context, our approach further integrates long-range de-
pendencies to improve overall performance. Note, this does not
exclude the use of advanced approaches such as multi-scale
refinement networks, conditional random fields, attention, and
additional adversarial losses, to improve performance, as the
overall architecture is near-identical to the architecture of a
segmentation network.
Another advantage of the connectivity objective is the fact
that it allows us to integrate relationship prediction between
pixels explicitly into the optimization problem, which can be
interpreted as mimicking graphical inference in a single unified
compact model. Further, this approach can also be viewed as
a way to learn better features, due to the fact that we force our
model to learn robust representations that allow us to predict
not only a given pixel but also its relation to the surrounding
pixels. More importantly, we can also interpret the approach
as an ensemble approach, utilizing the fact that connectivity
is a symmetric measurement and pairs of neighboring pixels
have to agree on connectivity. This will be further discussed
in Section III.
Based on this intuition, our proposed architecture, ConnNet,
is based on the idea that salient objects can be modeled
as connected pixel regions in the image utilizing local and
global relationships. This concept is illustrated in Figure 1.
We utilize a convolutional neural network to predict, for
a given pixel, whether the eight surrounding neighbors are
connected to it. Considering the pairwise connectivity between
the intermediate pixels allows us to obtain a final salient
segmentation result.
The main contributions of this work are:
• We illustrate that connectivity modeling can be a good
alternative to more traditional segmentation for the task
of salient segmentation. Comparing our approach to an
identical architecture trained for the segmentation task
we observe that ConnNet outperforms the segmentation
network on an extensive set of benchmark datasets.
• We develop an approach for salient object segmentation
that outperforms previous state-of-the-art approaches on
several datasets, but also, due to its simplicity, consider-
ably reduces inference time. We also extend the idea to
the task of instance-level salient segmentation.
• We investigate the influence of different pixel connectiv-
ity modeling approaches on the overall performance.
The remainder of this paper is organized as follows. Sec-
tion II reviews some of the related work and places our work
into context. Section III introduces the proposed connectivity-
based approach ConnNet. In Section IV we perform experi-
ments both on the salient object segmentation and the salient
instance-level segmentation task. Finally, in Section V we
provide concluding remarks.
II. RELATED WORK
Our approach is related to previous work in the fields of
semantic segmentation, salient object segmentation, instance
segmentation and instance-level salient segmentation, which
we briefly review in this section before introducing our pro-
posed methodology.
Salient object segmentation has been a field of interest in
computer vision for a long time, with traditional approaches
being largely based on hand-crafted feature design. Overall, we
can categorize most traditional approaches into methods that
perform salient object segmentation based on either low-level
appearances, such as color and texture [5], [6], [19], or high-
level object knowledge, such as object detectors and global
image statistics [20], [21], [22]. Further, hybrid approaches
that combine both low-level and high-level features exist [23],
[24]. These approaches commonly work well in the scenarios
that they are designed for, but often break down in more
complex cases [13], [25]. For instance, color can be largely
affected by lighting conditions and local contrast features
might struggle with homogeneous regions.
Convolutional neural networks (CNNs) have in recent years
led to large advances in the field of image segmentation, or
pixel-wise classification, due to their ability to learn complex
high-level information without requiring the extensive design
of handcrafted features [11], [8]. To achieve more robust and
more precise salient object segmentation, these models have
recently been extensively utilized for the task of salient object
segmentation, by rephrasing the task of salient object segmen-
tation as a binary pixel-wise classification. Initial approaches
utilized patch-base approaches [18], [26], [27], where the CNN
is presented with image patches and is trained to classify the
center pixel or center superpixel of a given patch. Inference in
these approaches is generally highly inefficient with regards to
computation and memory requirements, as the models have to
perform a forward pass for potentially every pixel in the image.
However, they did outperform traditional, non-deep learning
based methods illustrating the potential of CNNs for salient
object segmentation.
More recently fully convolutional neural networks [11],
networks that perform pixel-to-pixel segmentation in a single
forward pass, have replaced patch-based approaches. These
networks can be viewed as encoder-decoder architectures,
where the original image is mapped to a lower resolution rep-
resentation and then mapped back to the original architecture
using fractionally strided convolutions [11]. These networks
allow the design of end-to-end trainable models that extract
features and perform salient segmentation for the complete
image. Due to their superiority over patch-based approaches
both with regards to performance and computational efficiency,
they provide the base architecture for most of the recent state-
of-the-art approaches for salient object segmentation [13],
[14], [15].
Lately, to improve salient object segmentation performance,
several additional components are added to the architecture.
For instance, Liu et al. [14] and Wang et al. [15] integrate
recurrent neural networks into their architecture to refine the
salient object segmentation mask over several time steps. Li
3et al. [13] utilize a two-stream architecture, where one is a
fully convolutional CNN that produces a pixel-wise salient
mask and where the second stream performs segment level
salience segmentation on an image that has been segmented
into superpixels. Given the two salient masks, they further
propose the use of fully connected conditional random fields
to merge the two streams to improve spatial coherence. Adver-
sarial training techniques have also been proposed [16], [17],
where a discriminator is trained to distinguish between the
predicted and ground truth saliency maps. The discriminator
loss is optimized jointly with the segmentation loss and can
be interpreted as a regularization loss that penalizes higher-
order inconsistencies between the prediction and ground truth.
More recently, Hou et al. [28] proposed DSS, which utilizes a
skip-layer architecture based on the Holistically-Nested edge
detector architecture [29] by introducing short connections.
He et al. [30] propose a multi-task architecture in order to
predict both the number of salient objects as well as the salient
map making use of an adaptive weight layer that encodes
numerical features. Lee et al. [31] use low level hand-crafted
features to supplement the high-level CNN features in order
to improve performance while Wang et al. [32] introduce a
block-wise recurrent module in order to improve salient object
localization and a refinement network to improve boundary
predictions. Further, a pixel-wise contextual attention model
was proposed to learn global and local contextual maps in
order to only include helpful context areas for the final saliency
prediction [33]. To our knowledge, the current state-of-the-art
models in salient object segmentation are MSRNet [34] and
DSS [28]. MSRNet incorporates the idea that information at
different scales will be useful for the salient object segmenta-
tion task in a model that makes use of multi-scale refinement
networks and utilizes attention to combine different scales.
Instance-aware salient segmentation is a more challenging
task that was recently proposed in Li et al. [34], who pro-
pose to extend the salient object segmentation MSRNet to
instance-level salient segmentation. This is done by finetuning
a copy of their MSRNet for salient contour detection. A
multiscale combinatorial grouping is then used to convert these
contours into salient object proposals. The total number of
salient object proposals is then reduced using a MAP-based
subset optimization method to provide a small compact set
of proposals. An instance-level salient segmentation result is
obtained by combining the salient object segmentation and
the salient object proposals and by applying a conditional
random field refinement step. The task of instance-aware
salient segmentation is inspired by the recent advances in
semantic instance segmentation [35], [36], [37], [38]. Instance
segmentation aims to combine the task of object detection and
semantic segmentation in order to detect individual objects
and then segment each of them. Previous approaches consider
this task as end-to-end learning tasks [36], [37], by for ex-
ample designing instance-aware FCNs [37] or by sequentially
finding objects using a recurrent architecture [36]. Bounding
boxes and the segmentation have also been optimized jointly
and refined recursively in order to improve instance saliency
segmentation results [39]. Another common approach is to
consider this task as a multi-task learning problem [40], [38],
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Fig. 2: The different connectivity patterns used in this work.
Unless explicitly stated, our main focus in this work will be on
square-connectivity, where we for a given center pixel predict
the neighboring pixels C1-C8.
[35]. This can, for instance, be done by predicting category-
level confidences, instance numbers and the instance location
using CNNs and then employing clustering methods in a
merging step [40]. Alternatively, Dai et al. [38] propose a
model consisting of three different network stages, one for
differentiating instances using class-agnostic bounding boxes,
one for pixel-wise mask estimation, and one for predicting
a category label for each class. These stages are combined
in a cascading manner, where the later stages not only share
features with the earlier stages but also depend on the output
of the previous stage. Mask-RCNN [41] is another recent
approach, which adapts Faster-RCNN [10] to the instance
segmentation task by adding a segmentation branch parallel to
the object detection branch. It can be considered the current
state-of-the-art for instance segmentation.
III. CONNNET
In this section, we describe our contribution ConnNet,
which is a connectivity-based approach to salient segmenta-
tion. Section III-A introduces the general idea of predicting
connectivity for the task of salient segmentation. Section III-B
discusses how global relations are fused into the modeling
of connectivity. Our general architecture for connectivity pre-
diction is introduced in Section III-C. Finally, Section III-E
illustrates how to use the predicted connectivity to achieve the
final salient segmentation.
A. Connectivity
Instead of phrasing the salient segmentation problem as
semantic segmentation, we instead view it as a problem
of finding connected regions. Finding connected components
is a fundamental principle in image processing and many
traditional methods such as connected component labeling and
edge thinning rely on the modeling of connectivity [42]. In
our work, we mainly limit ourselves to two different types of
connectivity illustrated in Figure 2. These are 4-connectivity
and 8-connectivity, which means that we predict, for each
pixel, the neighboring four or eight pixels, respectively. For
the 4-connectivity the city block distance is used as a metric,
which is defined as d4(P,Q) = |(x− u)|+ |(y − v)| for two
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Fig. 3: Illustration of how diamond-connectivity (top) and
square-connectivity (bottom) are modeled in the proposed
method and how ground truth is generated. The original
image ground truth is padded with background pixels and
converted to connectivity cubes. For square-connectivity, the
cube consists of eight H × W matrices, one for each C1-
C8, assuming an input image of size H × W . The cube
for diamond-connectivity consists of four H × W matrices.
For instance, the first slice in the square-connectivity cube
indicates if pixels in the prediction mask are connected (both
salient) to its top left neighbor. All pixels in the connectivity
cube have binary values 0 indicating that pixels are not-
connected and 1 for connected pixels.
pixels P = (x, y) and Q = (u, v) and will result in a diamond
shape. Henceforth we will refer to it as diamond-connectivity.
For the 8-connectivity instead a chessboard distance is used,
d8(P,Q) = max(|(x − u)|, |(y − v)|), resulting in a square
shape, which we will refer to as square-connectivity.
Unless stated otherwise we are using square-connectivity in
most experiments. This means, that given an input image, the
prediction objective is to produce a H ×W ×C connectivity
cube, where H and W denote the height and the width of the
input image, and C denotes the number of neighboring pixels
that are considered for a given pixel, i.e. C = 8 for square-
connectivity. Two neighboring pixels are connected if both
of them are salient pixels. By this criterion, all background
pixels are not connected, which reduces the noise in the
learning process. For connectivity cube P , Pi,j,c represents the
connectivity of a pixel with its neighbor at a specific position,
where i, j represents the spatial position of the pixel in the
original image and c represents the relative position of its
neighbor. Provided the binary ground truth mask we generate
a binary mask for each of the C relative positions by checking
if each pixel and its neighbor at the corresponding location are
both salient. The C binary masks are then stacked to produce
the ground truth connectivity cube. Figure 3 illustrates this
process using a small example.
We believe that decomposing the binary segmentation task
into a connectivity prediction task provides several key ad-
vantages. Connectivity prediction can be viewed as a set of
sub-problems of the segmentation task. In segmentation, the
overall objective of grouping pixels into regions has to be
achieved, while at the same time ensuring overall semantic
rationality and region smoothing. For each of the connectivity
sub-tasks, each task only focuses on grouping pixels in a
specific direction. Additionally, we hypothesize that it can be
viewed as a way to improve overall feature robustness, as it
forces the network to learn features that are able to predict
connectivity in various directions. This is inspired by recent
developments in self-supervised learning where structure in
the data is utilized to create training labels [44], whereas we
in our case instead utilize the structure in the labels.
Introducing objectives based on pixel relations also allows
the model to incorporate aspects that are commonly found
in graphical models as it seamlessly integrates pair-wise rela-
tional inference into the feature learning process. This can lead
to contours that are better preserved and also to less coarse
salient segmentation results.
Due to the fact that connectivity is a symmetric measure
we can further interpret our approach as a simple type of
ensemble approach, where two neighboring pixels will predict
the connectivity with respect to the other pixel.
B. Local and global relations
Our proposed connectivity framework for modeling local
connectivity benefits from the inclusion of long-range relations
in order to exploit global semantic context. Following [45] we
make use of non-local blocks in our architecture to model
long-range relations, effectively fusing global image context
into the intermediate network feature representation.
yi =
1∑
∀j f(xi, xj)
∑
∀j
f(xi, xj)g(xj) , (1)
where g(xj) = Wgxj is a linear embedding, ∀j accounts for
all positions in the previous activation map and f() represents
a pairwise function that reflects the relationship between two
locations. In our work we make use of an embedded Gaussian
pairwise function, which has previously obtained good results
for modelling non-local relations [45]. For two points xi and
xj it is computed as
f(xi, xj) = e
Θ(xi)
Tφ(xj) . (2)
Here Θ(xi) = WΘxi and φ(xi) = Wφxi represents linear
embedding functions. The non-local operation fuses the local
relations xi with the global relations yi as
zi = Wzyi + xi . (3)
The weight matrices Wz , Wg , WΘ and Wφ are learned as part
of the end-to-end training.
C. Network architecture
This section introduces our network architecture for con-
nectivity prediction. Utilizing a CNN for this task allows us
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Fig. 4: Illustration of the network architecture of the proposed method. The backbone illustrated here is BlitzNet [43], however,
it can be replaced with alternative architectures. Features are extracted using a CNN, in our case a ResNet-50 network, then
processed by a down-scale stream (illustrated in green) and an upsampling stream (illustrated in blue). ResSkip blocks are
utilized to incorporate higher resolution features from the down-scale stream during the upsampling. We incorporate multi-
scale features with an ASPP module (optional) and upsample the connectivity cube to the original image dimensions using a
deconvolution (fractionally strided convolution) and finally convert the cube to the salient object segmentation. A non-local
block is inserted (NL).
to make use of high-level extracted features from the image to
learn semantic-aware connectivity, allowing us to disentangle
background regions effectively and incorporate object-level
information. Our proposed approach can be used to adapt any
semantic segmentation network to saliency segmentation. We,
therefore, implement the modeling of the global and local re-
lation based on two backbone CNN models, BlitzNet [43] and
Feature Pyramid Network (FPN) [46]. The proposed network
architecture is depicted in Figure 4. BlitzNet has shown its
potential in real-time scene understanding and object detection,
while FPN as a backbone for Mask RCNN [41] also shows
its applicability in tasks like object detection and instance
segmentation. The BlitzNet and FPN-based models shown in
the paper all utilize the ImageNet [47] pretrained ResNet-
50 [8]. According to practice in [45], one non-local block is
inserted into the ResNet, right before the last Bottleneck unit
of Block4, to model the global relation among pixels.
To effectively allow each pixel-pair to sense more local
information in the image, we make use of DeepLabs’ Atrous
Spatial Pyramid Pooling (ASPP) [48]. ASPP allows the inte-
gration of multi-scale features by introducing multiple parallel
atrous convolution filters at different dilation rates, which are
individually processed before they are finally fused together
again, allowing us to represent objects of a large variety in
scale using local connectivity. This module is not required
for modeling of connectivity and can therefore be considered
optional. For the BlitzNet backbone, we utilize four 3 × 3
atrous convolutions with rates 6, 12, 18, and 24, each followed
by two 1 × 1 convolutions to reduce the number of filters
to the number of neighboring pixels C. We then fuse the
representations by summing the results of the four different
branches, yielding a connectivity cube with the same shape of
the ground truth cube.
In the training phase, we utilize successive fractionally
strided convolution layers with stride 2 to upsample the
connectivity cube to the original input image size. During the
inference phase, for images with arbitrary size, there is one
more bilinear interpolation operation after the last deconvolu-
tion layer for each of the C channels to restore the original
resolution. A sigmoid function is applied to the connectivity
cube in an element-wise manner to get the probability scores.
D. Model Optimization
Training of the model is performed by optimizing the binary
cross-entropy
L =
1
N × C
C∑
c=1
N∑
i=1
[yci log yˆ
c
i + (1− yci ) log(1− yˆci )] (4)
where N denotes the number of elements in a H×W slice of
the connectivity cube and C denotes the number of connected
pixels that are considered. yci is the label indicating connec-
tivity or non-connectivity for a given pixel in position i with
6TABLE I: Quantitative results for our proposed method (ConnNet) compared to other recent approaches. To illustrate the effect
of including global relations, we use CONN and CONN+ to denote ConnNet without and with global relations, respectively.
We exclude results for the test results on the MSRA-B dataset for the RFCN and the DHSNet, as they were included in the
respective training datasets following [34]. We report maximum F-measure (larger is better) and highlight the best three results
for each dataset in the colors orange, blue and green, respectively. DSS† represents a recently improved version of DSS that
utilizes a pretrained ResNet-101.
BlitzNet-backbone FPN-backbone
Data Set MC MDF RFCN DHSNet DCL+ DSS MSRNet DSS† SEG CONN CONN+ SEG CONN CONN+
MSRA-B 89.4 88.5 – – 91.6 92.7 93.0 93.6 91.9 93.2 93.3 90.5 91.8 93.1
HKU-IS 79.8 86.1 89.6 89.2 90.4 91.3 91.6 92.0 88.9 92.5 92.8 89.3 91.1 92.1
ECSSD 83.7 84.7 89.9 90.7 90.1 91.5 91.3 92.8 91.5 92.5 93.3 89.4 91.3 91.9
PASCAL-S 74.0 76.4 83.2 82.4 82.2 83.0 85.2 83.8 81.6 84.0 84.9 81.8 84.3 86.4
2
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8 75
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ConnNet
Fig. 5: The connectivity cube is converted to salient regions
by counting the number of connected pixels. In the above case
an ideal example is shown.
its neighbor pixel in location c, and yˆci is the corresponding
predicted output of the network. Note, c is the relative position
from a given pixel as illustrated in the masks in Figure 3.
E. Inference phase
In the final step, given a H×W ×C connectivity cube, we
need to reverse the ground truth generation process illustrated
in Figure 3 to produce the salient mask. Connectivity is
predicted for an element yˆci if σ(yˆ
c
i ) > t. Here σ() corresponds
to the sigmoid nonlinearity and t is a threshold value, which
is discussed in Section IV-A2. We require that predictions for
two neighboring pixels should be in agreement with each other,
i.e. assuming square-connectivity as illustrated in Figure 3,
two neighboring pixels are connected if and only if the two
corresponding entries in the slices of the connectivity cube
agree. For example, given the predicted connectivity cube P
and assuming a threshold of 0.5, we predict C5 of a given
pixel and C4 of its right-hand neighbor as connected if and
only if σ(Pi,j,5) > 0.5 and σ(Pi,j+1,4) > 0.5. Salient pixels
are then found by counting the number of connected pixels to
a given pixel, allowing us to determine salient regions. This
is illustrated in Figure 5. All operations can be performed
efficiently using matrix operations, allowing for fast inference.
IV. EXPERIMENTS
We investigate the quantitative and qualitative improvements
that are achieved by reformulating the problem as a connectiv-
ity task instead of a segmentation task. For this, we investigate
two different tasks that require saliency segmentation, namely
saliency object segmentation and the more recent task of
instance-level saliency segmentation. In this work, we focus on
evaluating the effectiveness of the connectivity cube to exploit
pixel-connectivity to produce saliency masks. However, in
future work, this could be extended to tasks such as semantic
segmentation by adding additional output channels in order to
capture class-wise connectivity.
A. Salient Object Segmentation
1) Implementation: The proposed ConnNet is implemented
in Tensorflow [49] and trained and tested on a GTX Titan
X GPU. During training, we perform data augmentation by
randomly flipping the image horizontally, rescaling and ran-
dom cropping. The weights of the ResNet50 network were
initialized from a pre-trained model that has been trained on
ImageNet [47]. We use Adam [50] and stage-wise training,
where we initially only train the newly introduced layers,
finetune the ResNet50 feature extractor and finally finetune the
whole network end-to-end. The initial learning rate is 0.001,
and it is decreased to 0.00001 through training. We run the
model for 100K iterations, leading to an overall training time
of fewer than 20 hours.
Due to the use of Fully Convolutional Neural Networks,
inference is performed directly on the original image size.
To increase inference robustness, in addition to the original
image, we perform prediction for a horizontal flip of the
image. Inspired by [34], we make the network more robust
to multiple input scales, by rescaling both the flipped and
the original images with five different factors (0.5, 0.75,
1, 1.25, 1.5), leading to a total of 10 predictions for each
test image. We then combine these predictions by averaging
their connectivity predictions before we convert them into our
salient object detection mask. Note, predictions for images
with a scale factor different than 1 are resized to the original
image using bilinear interpolation. Inference for each image
takes on average 0.03s for an image size of 320×320, resulting
in a real-time prediction model.
2) Evaluation: We evaluate our performance on four bench-
mark datasets that are commonly used for the task of salient
object segmentation. The datasets are MSRA-B [6], HKU-
IS [26], PASCAL-S [25], and ECSSD [51]. Following [26],
[13], [34], we perform training on the combined training sets
of the MSRA-B and the HKU-IS datasets, which consists of
7Fig. 6: Visual comparison of the saliency maps obtained by the proposed method, ConnNet+, and the highest performing
methods in Table I. Reported ConnNet+ results are for BlizNet-backbone. Additional examples can be found in the Appendix
in Figure 10.
TABLE II: Comparison to additional backbones. To illustrate that connectivity does not necessarily rely on pre-trained networks,
the FCN network was trained both using pretrained weights and without pretrained weights (indicated with FCN-backbone†).
We observe that CONN still outperforms SEG after the specified number of epochs in Section IV-A1.
FCN-backbone† FCN-backbone DeepLab-backbone BlitzNet-backbone FPN-backbone
Data Set SEG CONN SEG CONN SEG CONN SEG CONN SEG CONN
MSRA-B 62.29 76.21 82.09 83.59 88.27 89.55 91.9 93.2 90.5 91.8
HKU-IS 59.52 75.65 78.21 82.82 84.19 88.69 88.9 92.5 89.3 91.1
ECSSD 55.89 73.56 76.29 81.59 82.19 87.52 91.5 92.5 89.4 91.3
PASCAL-S 49.59 72.38 70.54 72.65 76.68 78.59 81.6 84.0 81.8 84.3
2500 images each. Similarly, validation is performed on the
combined validation sets of the two aforementioned datasets.
Testing is performed on the test dataset for MSRA-B and
HKU-IS, and on the combined training and test datasets for
the others. This allows us to compare our method to previous
state-of-the-art approaches, as well as allows us to illustrate the
adaptability of the trained model to new datasets. We compare
ConnNet to seven recent state-of-the-art approaches, namely,
MC [18], MDF [26], RFCN [15], DHSNet [14], DCL+ [13],
DSS [28], and MSRNet [34].
Performance is evaluated using the F-measure, which is
defined according to [13] as
Fβ =
(1 + β2) · Precision · Recall
β2 · Precision + Recall , (5)
where β2 is set to 0.3, effectively up-weighing the impact of
the precision more than the recall. We report F-measure as per-
centages. Similar to previous approaches such as DCL+ [13]
and MSRNet [34], we introduce a threshold and report the
maximum F-measure. However, unlike previous approaches
we can not threshold the continuous saliency map directly,
as our connectivity to salient map conversion produces a
binary mask. Instead we threshold the continuous connectivity
prediction using a threshold t.
3) Comparison to state-of-the-art: Table I provides quan-
titative results for our method compared to previous state-of-
the-art. ConnNet+ and also ConnNet generally outperforms the
existing methods or perform comparably on the benchmark
datasets. Due to their simplicity, they also achieves good
training and inference performance with respect to other state-
of-the-art approaches. For instance, MSRNet requires 50 hours
of training time and inference takes 0.6 seconds, compared to
the less than 20 hours of training time and 0.03 seconds for
inference in ConnNet+ with the BlitzNet-backbone. Similarly,
DCL and DSS† have an inference time of 1 second and 0.5
seconds, respectively. Further, MSRNet consists of a total of
82.9 million trainable parameters compared to 71.0 million for
ConnNet+ with BlitzNet-backbone. Increasing the complexity
of our proposed model further by making use of larger pre-
trained network like ResNet-101 as was done in DSS† or
introducing multi-scale modeling during training combined
with attention in the backbone architecture as was done in
MSRNet will likely allow us to improve the results further at
the cost of complexity. Note, the inclusion of non-local blocks
8in the backbone of ConnNet+ which allows us to capture
global relations illustrates this.
A qualitative comparison of our method to the previous
state-of-the-art method, MSRNet, can be seen in Figure 6. We
observe that the behavior of the two methods is quite different,
for instance in the first column we see an example where
ConnNet+ outperforms MSRNet. The results for MSRNet
contains a few isolated regions that do not correspond to the
annotation. Since these regions are rather small and isolated, a
graphical model as a post-processing step might have removed
these, however, ConnNet+ instead is able to model these di-
rectly as the model integrates relationship prediction between
pixels directly. Similarly, we observe in the second image
that ConnNet+ is able to model fine details, while still not
mistaking sharp edges, such as the road as part of the region.
In the third image, we present an example where both methods
perform poorly, as the image differs considerably from the
general training data. Both models are able to segment out the
hand holding the match which is not salient according to the
ground truth, however, all struggle with the fine structure of
the tic-tac-toe game.
4) Segmentation vs. Connectivity: To compare the overall
improvement that we achieve by phrasing the salient object
segmentation task as a connectivity task instead of a segmenta-
tion task, we also train our proposed ConnNet with a segmen-
tation instead of the connectivity loss as a model variant. To
enable us to do this we modify the final convolutional layer of
the ConnNet to predict the background and the salient pixels.
We present the results in Table I as SEG. It can be observed
that our proposed method, based on connectivity, consistently
outperforms the segmentation approach on all datasets and for
both backbone architectures. This agrees with our intuition and
is partly due to the fact that we divide the segmentation into
sub-tasks, however, we additionally can view our approach as a
small ensemble inside the network, as connectivity predictions
have to agree for the final prediction to be correct. Further, the
fact that a general feature representation needs to be learned
to be able to predict connectivity to all neighboring pixels
can effectively be viewed as model regularization. Note, that
training time and test time for these two models are virtually
identical, as the connectivity cube ground truth generation
only adds a negligible overhead of 0.0105 ± 0.0018 seconds
per batch to each training pass (standard deviation and mean
reported over 1000 runs). A combined forward and backward
pass during training for an identical batch of size 8 takes
0.2430±0.0047. During inference the overhead of converting
the connectivity cube back to the binary prediction mask
makes up roughly one-third of the total inference time.
5) Different backbone architectures: To further illustrate
the improvements that can be obtained by using connectivity
compared to segmentation, we also evaluate two additional
commonly used segmentation backbones, namely FCN [11]
and DeepLab [48]. We again report both the results achieved
by training the models using a common segmentation loss
and compare it to a version where we employ the proposed
connectivity approach. The results are illustrated in Table II
and show that connectivity outperforms the segmentation
approach for all datasets and all backbones. For complete-
Input Ground truth Diamond-
connectivity
Square-
connectivity
Fig. 7: Examples of salient mask results for the diamond-
connectivity and the square-connectivity. We generally observe
that square connectivity provides superior results and more
complete salient masks. This agrees with our intuition that a
connectivity-based approach on only four neighboring pixels
might not be sufficient for the task of salient object segmen-
tation.
9TABLE III: Results for our ablation experiments. Here
we analyze the effect of different connectivity patterns.
Namely, we compare the diamond-connectivity and the square-
connectivity, here abbreviated by the number of neighbors
as N8 and N4, respectively. Further, we also extend the
connectivity patterns to include N12.
Data Set N4 N8 N12
MSRA-B 90.9 93.1 93.3
HKU-IS 89.6 92.1 92.2
ECSSD 90.2 91.7 92.0
PASCAL-S 82.5 86.4 86.5
ness, we also include the results for the Blitznet-backbone
and the FPN-backbone from Table I. Note, to illustrate that
connectivity does not require a pre-trained network, results for
the FCN architecture are reported with and without pretrained
backbone.
6) Ablation studies:
The effect of incorporating long-range relations. The effect
of introducing global relations can also be seen in Table I.
Here, we use CONN+ to denote our full model that integrates
the non-local block into intermediate layers of ConnNet to
enable effective local and global relation fusion. By comparing
the full model CONN+ with ConnNet, we can observe that the
incorporation of global relations improves the performance of
our proposed connectivity network on all datasets, indicating
that our connectivity model benefits from long-range pixel
relations.
The effect of connectivity structure. To evaluate the pro-
posed connectivity and to shed light on the effect of different
connectivity types, we also investigate the use of diamond-
connectivity (N4) for the FPN backbone. This slightly reduces
the number of parameters in the network by approximately
5000, a negligible amount when considering that the network
has 71.0 million. Table III shows that square-connectivity (N8)
generally outperforms diamond connectivity by 1− 3% on all
benchmark datasets. This is intuitive, as especially edges will
be highly affected by the way connectivity is modeled resulting
in potentially less defined edges for diamond-connectivity.
When increasing the connectivity to the 12 nearest neighbors
according to the city block distance (N12), we observe dimin-
ishing returns. Small improvements at the cost of additional
computational complexity.
Figure 7 displays examples of the salient segmenta-
tion masks obtained using the diamond- and the square-
connectivity. The overall results obtained by the two ap-
proaches are similar, however, we note that for the square-
connectivity the edges in the first image appear more well
rounded similar to the ground truth. Also for the second image
the tail of the kite is modeled more complete by the square-
connectivity. Finally, we see in the third part that the diamond
connectivity is not able to model the fine structure and lines
in the tic-tac-toe game.
B. Instance Saliency Segmentation
We also investigate the use of connectivity for the task of
instance-level salient segmentation, a task recently proposed
Fig. 8: Examples for instance saliency segmentation. The left
side illustrates the results for Mask-RCNN and the right side
the results for Mask-RCNN+CONN.
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Fig. 9: Qualitative examples illustrating the difference between
our connectivity approach and the segmentation approach
when modeling boundaries. Close-ups of boundary regions are
provided.
in [34]. Instead of just identifying salient regions, this task
aims to identify object instances in these regions. As the idea
of connectivity is applicable to a wide variety of models,
we chose to focus on Mask R-CNN [41], a state-of-the-art
model for instance-level semantic segmentation. Mask R-CNN
extends Faster-RCNN [10] by introducing a segmentation
branch for each region of interest. In this work, we replace this
segmentation branch with a connectivity branch. Note, here we
apply Mask R-CNN as is and do not make use of the non-
local block. Experiments are performed on the salient instance
segmentation dataset provided by [34], which consists of 500
training, 200 validation, and 300 testing images, respectively.
Results in Table IV illustrate that the modified Mask R-
CNN outperforms the original formulation of the Mask R-
CNN on the instance-level salient segmentation task and the
instance-level salient segmentation MSRNet [34]. We use the
mean Average Precision, mAP r [35] as our evaluation metric.
Figure 8 shows some qualitative results. In general we observe
similar results, however, for some examples we observe that
the segmentation approach struggles to split or detect instances
that our connectivity approach detects.
Figure 9 provides a qualitative comparison, where we
inspect boundary regions for our models when trained with
connectivity and when trained with segmentation branch. In
the highlighted regions it can be observed that our approach
is able to capture boundaries more accurately and that our
TABLE IV: Results for the instance saliency segmentation ex-
periment. We observe that Mask-RCNN+CONN outperforms
the original formulation of Mask-RCNN.
Method mAP r@0.5(%)
MSRNet 65.32
Mask-RCNN 77.20
Mask-RCNN+CONN 81.06
approach avoids modeling of small non-salient regions.
V. CONCLUSION
In this paper, we present an approach to salient object
and instance-level salient segmentation based on the idea of
connectivity modeling. The experimental results demonstrate
that connectivity consistently outperforms segmentation on
this task, confirming our intuition that it is beneficial to
integrate relationship prediction between pixels into the salient
segmentation model. We then show that a simple model
based on connectivity can outperform more complex models
trained on segmentation in both accuracy and speed. Finally,
we perform ablation experiments to provide insights into the
choice of connectivity. This work is a first step in the direction
of connectivity-based salient segmentation, and we believe that
more complex additions, such as conditional random fields,
regularization via adversarial training, and attention based
multi-resolution models will improve the overall performance
further at the cost of overall complexity.
The current drawback of our proposed connectivity ap-
proach is that it does not generalize well to other tasks such
as semantic segmentation as the naive approach of modeling
class-wise connectivity does not scale well to large number of
classes. In future work, we aim to explore ways of allowing the
use of connectivity for these tasks in a more scalable manner.
APPENDIX
ADDITIONAL QUALITATIVE EXAMPLES
Figure 10 contains additional qualitative examples for our
proposed method and extends Figure 6.
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