Abstract. We study the well-posedness of the Bellman equation for the ergodic control problem for a controlled Markov process in R d for a near-monotone cost and establish convergence results for the associated 'relative value iteration' algorithm which computes its solution recursively. In addition, we present some results concerning the stability and asymptotic optimality of the associated rolling horizon policies.
Introduction
The long run average or 'ergodic' cost is popular in applications when transients are fast and/or unimportant and one is optimizing over possible asymptotic behaviors. The dynamic programming equation for this in the finite state-action case goes back to Howard [13] . A recursive algorithm to solve it in the aforementioned case is the so called relative value iteration scheme [19] , dubbed so because it is a modification of the value iteration scheme for the (simpler) discounted cost criterion, the modification being to subtract at each step a suitable offset and track only the 'relative' values. Suitable counterparts of this for a more general state space are available, if at all, only under rather strong conditions (see, e.g., section 5.6 of [12] ). Our aim here is to consider a special case of immense practical importance, viz., that of a 'near-monotone' cost which penalizes instability [5] , and to establish both the dynamic programming equation and the relative value iteration scheme for it. Perforce the latter involves iteration in a function space and would have to be replaced by suitable finite approximations through either state aggregation or parametrized approximation of the value function. But the validity of such an approximate scheme would depend on provable convergence properties of the original scheme. Our aim is to provide this.
The results presented here may be viewed as discrete time counterparts of the results of [2] . It is not, however, the case that they can be derived simply from the results of [2] , which relies heavily on the analytic machinery of the partial differential equations arising therein. This, in particular, leads to convenient regularity results not available here.
For recent studies on the average cost optimality equation of Markov decision processes (MDP) on Borel state space, we refer the reader to [8, 10, 14, 17] . All these papers assume only the (weak) Feller property on the transition kernel, whereas in this paper the kernel is assumed to be strong Feller. However, a blanket geometric ergodicity hypothesis is assumed in [8, 14, 17] , whereas [10] assumes uniform local boundedness of the differential discounted value functions. We do not need these conditions in this work. See also Remark 3.1 where we show that for (weak) Feller transition kernels, under the assumptions in this paper we obtain an average cost optimality inequality (ACOI). For analogous results in this direction for MDPs in Borel spaces under very general conditions, see the recent paper in [21] .
Another important part of this work concerns the stability of rolling horizon policies and the asymptotic optimality of the relative value iteration. Analogous results in the literature have been reported only under very strong blanket ergodicity assumptions [7, 11] . For a review of this topic see [9] . In this paper, we avoid any blanket ergodicity assumptions, and impose a stabilizability hypothesis, namely, that under some Markov control the process is geometrically ergodic with a Lyapunov function that has the same growth as the running cost (see (H2) and Remark 6.1 in Section 6). This property is natural for 'linear-like' problems, and is also manifested in queueing problems with abandonment, or problems with the structure in Example 6.1. Under this hypothesis, we assert in Theorem 6.1 global convergence for the relative value iteration, and show in Theorem 6.2 that the rolling horizon procedure is stabilizing after a finite number of steps and is asymptotically optimal. These results also contain computable error bounds.
The article is organized as follows. The next section establishes the existence of stable randomized Markov controls, essentially following [5] , and introduces the notion of a split chain and the associated pseudo-atom. Section 3 then derives the dynamic programming equation to characterize the same. Section 4 establishes the convergence of 'value iteration', which is the name we give to the analog of value iteration for discounted cost with no discounting, but with the cost-per-stage function modified by subtracting from it the optimal cost. The latter is in principle unknown, so this is not a legitimate algorithm. It does, however, pave the way to prove convergence of the true relative value iteration scheme, which we do in section 5. Section 6 is devoted to the analysis of the rolling horizon procedure.
1.1. Notation. We summarize some notation used throughout the paper. We use R d (and R d + ), d ≥ 1, to denote real-valued d-dimensional (nonnegative) vectors, and write R for d = 1. For x, y ∈ R, x ∨ y = max{x, y}, x ∧ y = min{x, y}. For a set A ⊆ R d , we use A c and 1 A to denote the complement and the indicator function of A, respectively. The Euclidean norm on R d is denoted by | · |. We use the term non-trivial to refer to a function that is not a.e. equal to 0. We let B(R d ) stand for the Borel σ-algebra on R d . For a Borel probability measure µ(dx) on B(R d ) and a measurable function f (x), which is integrable under µ(dx), we often use the convenient notation For a locally bounded f ∈ B(R d ), we define
and O(f ) := {g ∈ B(R d ) : g f < ∞}.
Preliminaries

2.1.
Existence of stable randomized Markov control. We shall consider a controlled Markov chain {X n } n∈N taking values in R d . With each x ∈ R d is associated a control space which is a copy of a fixed compact metric space U
1
. The transition kernel P (A | x, u) is the probability of moving from state x to the Borel set A ⊂ R d in one step under the control action u.
We use the standard definition for an admissible strategy (control) and denote these by U. Under the control sequence {Z n } n∈N ∈ U, {X n } n∈N evolves according to We call the process {Z n } n∈N a simple Markov strategy (or a precise Markov control) if Z n = v n (X n ) for all n ∈ N for some measurable mapping v n : R d → U. We also say that {Z n } n∈N is a randomized Markov strategy (or a randomized Markov control) if for each n the random variable Z n is conditionally independent of X m , Z m for m < n, given X n , and its regular conditional law given X n is f n (X n ) for some measurable function f n : R d → P(U). Here, P(U) denotes the space of probability measures on U with the Prohorov topology. We add the adjective stationary to indicate that the strategy does not depend on n ∈ N, that is, v n = v (resp., f n = f ) for all n. The class of Markov randomized strategies is denoted by U m , and U sm denotes the subclass of stationary strategies.
We use P µ and E µ to denote the probability and expectation on the canonical space of the process X given an initial distribution µ of X 0 (resp., P x and E x when µ is the Dirac measure at x).
We enforce the following structural hypothesis on the controlled chain. This assumption is implicit in all the results of the paper, unless otherwise mentioned.
Remark 2.1. A sufficient condition for Assumption 2.1 is that P (dy | x, u) = ϕ(y | x, u)λ(dy) for some density function ϕ with respect to λ, the Lebesgue measure on R d , and that the map
is continuous.
Then the above set, being continuous image of a compact set, is compact. By Prokhorov's theorem, it is tight.
We let κ : R d × U → R denote a cost-per-stage function, which we assume to be continuous, bounded from below, and inf-compact, that is, the set {(x, u) ∈ R d × U : κ(x, u) ≤ c} is compact (possibly empty) for all c ∈ R. The control objective is to minimize over all admissible {Z n } the average cost criterion
We let β(x) := inf
We assume that
(2.1) Without loss of generality, we may assume that κ ≥ 1 since this does not alter the basic problem (the cost gets shifted by a common constant for all controls and initial laws). Definition 2.1. For v ∈ U sm we use the abbreviated notation P v (A | x) := P A | x, v(x) , and
, assuming that the integral is well defined. Similarly, we write P u (A | x) := P A | x, u for u ∈ U. Also for v ∈ U sm we let κ v (x) := κ x, v(x) . When necessary, to avoid ambiguity we explicitly include the strategy v as a superscript to the probability or expectation operator, that is, E v x , and denote the chain controlled under v as {X v n } n∈N 0 . Remark 2.3. The inf-compactness of κ together with (2.1) are sufficient for the existence of an optimal stationary strategy. This is asserted in Theorem 11.2 (i) of [5] .
The following observations are immediate.
(1) Near-monotonicity ensures that if a control sequence is unstable, that is, the corresponding empirical measures defined by
are not tight, then the cost will tend to infinity along some subsequence. In particular, this implies that an optimal control strategy, if any exists, must be stable a priori. (2) To facilitate the analysis of randomized strategies we may view U to be of the form U = P(U ′ ), that is, the space of probability measures on the Borel algebra of U ′ which is itself a compact metric space. Furthermore, P and κ are of the form
, and κ ′ : R d × U ′ → R satisfying conditions analogous to those stipulated for P , κ resp. above. This is the well known relaxed control framework.
We now recall some standard background from the theory of general state space Markov chains, see, e.g., [15] for a more detailed treatment. For v ∈ U sm we define the resolvent R v by
Consider the chain {X n } n≥0 controlled by v ∈ U sm . Recall that a measure ψ on B(R d ) is called a (maximal) irreducibility measure for the chain if For a ψ-irreducible chain, a set C is petite if there exists a positive constant c such that R v (x, A) > cψ(A) every A ∈ B(R d ) and x ∈ C. Recall also that a ψ-irreducible chain is called Harris if P x (τ A < ∞) = 1 for all A ∈ B + (R d ) and x ∈ R d , and it is called positive Harris if it admits an invariant probability measure.
Let
If there is countable cover of R d by f -regular sets, then the chain is called f -regular. An f -regular chain is always positive Harris, with a unique invariant probability measure π and satisfies
2.2.
Split-chain and the pseudo-atom. We introduce here the notions of the split chain and pseudo-atom, originally due to Athreya and Ney [3] and Nummelin [16] for uncontrolled Markov chains. We follow the treatment of [1, Section 8.4] . See [15] for an extended treatment, albeit in the uncontrolled framework.
As we have discussed earlier, there exists an optimal stationary strategy for the average cost criterion. We assume that (A1) Under every optimal stationary Markov strategy v ∈ U sm the chain is κ(x, v(x))-regular, and open-set irreducible, with the transition kernel mutually absolutely continuous with respect to ψ.
Hypothesis (A1) implies that under any optimal stationary Markov strategy the chain is aperiodic. Another implication of (A1) is that the invariant probability distribution π v ∈ P(R d ) of the controlled process under an optimal v ∈ U sm is mutually absolutely continuous with respect to ψ, and is therefore unique. In particular, this implies that β(x) = β, a constant that does not depend on x
The controlled transition probability P is assumed to satisfy the following minorization hypothesis.
(A2) There exists a compact set B ⊂ R d , which satisfies
such that for some measure ν ∈ P(R d ) with ν(B) = 1, and a constant δ > 0, we have
Remark 2.4. If the transition kernel has a continuous density, then a necessary and sufficient condition for (A2) is that the function Γ : B → R + defined by Γ (y) := min (x,u)∈B×U ϕ(y | x, u) is nontrivial. In particular if the density ϕ is strictly positive, then (A2) is automatically satisfied.
Definition 2.2. We define
Since δ > 0 can always be chosen so that (x, u) → P (B | x, u) − δ is strictly positive on B × U, we assume that δ • is a (finite) positive constant.
Next, we fix an optimal strategy v ⋆ ∈ U sm . Let P ⋆ (dy | x) denote the transition kernel and {X ⋆ n } the state process under v ⋆ . In addition, we use the abbreviations
Assumptions (A1)-(A2) are in effect throughout the paper without further mention.
) and B(X) denote its Borel σ-algebra. For a probability measure µ ∈ P(R d ) we define the corresponding probability measureμ on B(X) byμ
LetB := B × {1}, and refer to it as the pseudo-atom.
Definition 2.4 (Split chain). Given the controlled Markov chain
we define the split chain (X n , Z n ) := (X n , i n ), Z n n∈N as a controlled Markov chain with state space X and action space U, and transition kernel given by
Using Definition 2.3 and (2.4), the kernel Q of the split chain can be expressed as follows
for A ∈ B(B), and
Note that B c × {1} is not visited. Given an initial distribution π 0 of {X n }, the corresponding initial distributionπ 0 of the split chain is determined according to (2.3).
It is clear that an admissible control {Z n } or a Markov control v = (v 0 , v 1 , . . . ) with v i : R d → U maps in a natural manner to a corresponding control for the split chain, which is also denoted as {Z n } or v, respectively. We use the symbolȆ (x,i) to denote the expectation operator on the path space of the split chain, and adopt analogous notation as in Definition 2.1, that is, Q v ,Ȇ v (x,i) , and {X v n } n∈N 0 . In addition, we letτ := min{n ≥ 1 :X n ∈B} , that is, the first return time toB := B × {1}.
It is important to note, as seen by (2.8), that the marginal of the law of (X n , Z n ), n ≥ 0, on (R d × U) ∞ coincides with the law of (X n , Z n ), n ≥ 0, but the split chain has a pseudo-atom B × {1} with many desirable properties that will become apparent in the next section (see [ 3. An equivalent running cost for the split chain. Consider a functionκ :
withκ (x, 1), u not depending on u.
LetP(X) denote the class of probability measuresμ on B(X), which satisfy (1 − δ)μ(A × {1}) = δμ(A × {0}) for all A ∈ B(B). It follows by (2.8) , that for any initial π 0 ∈ P(X), we havȇ π 0 Q u ∈P(X). In other words,P(X) is invariant under the action of Q. This property implies that
In particular, the ergodic control problem of the split chain under the cost-per-stage functionκ is equivalent to the original ergodic control problem.
With the above property in mind we introduce the following definition.
Definition 2.5. We define the cost-per-stage functionκ : X × U → R for the split chain by
andκ (x, 1), u = 0 for all x ∈ B. For v ∈ U sm , we letκ v be as in Definition 2.1.
The Bellman equation
In view of the definitions of the preceding section, we lift our control problem to that of an average cost control of the R d × {0, 1}-valued process {X n } controlled by the U-valued process {Z n } with transition kernel Q and cost-per-stage functionκ defined in Definition 2.4 and Definition 2.5, respectively. That is, withȆ denoting the expectation operator for the split chain, we seek to minimize over all admissible {Z n } the cost lim sup
Definition 3.1. We say that v ∈ U sm is stabilizing, if the chain controlled by v is positive Harris andG
It is clear that under a stabilizing v, the chain has a unique invariant probability distribution which we denote as π v , and thatȆ
is finite for all (x, i) ∈ X. It is clear from the definition of Q that the first exit distribution of the split-chain from B × {1} does not depend on x ∈ B. Thus x →Ȇ v (x,1) [τ ] is constant on B. This together with the definition ofκ, according to whichκ (x, 1), u = 0 for all x ∈ B, imply that, for all f ∈ C b (R d ), withf defined according to (2.9), we have
In fact, (3.2) holds for any f ∈ B(R d ) ∩ O(κ v ).
Solution to the Poisson equation.
It follows by (A1) that every optimal v is stabilizing, and thereforeG v (x, i) is finite for all (x, i) ∈ X. By one step analysis, using (2.5)-(2.7), (2.9), and (3.1), we obtain
3)
Multiplying (3.3) and (3.4) by δ and (1 − δ), respectively, and adding them together, we obtain
(3.6)
We define
It follows by (3.5)-(3.7) that
It is clear that (3.2) together with Definition 3.1 imply thatG
by (3.3) and (3.7). Recall the definition in (2.2). We have the following simple lemma.
• for x ∈ B by (2.2) and (2.6), κ v ≥ 0 on B c × {0}, and κ v ≥ −β on B × {0}. Thus the result follows by iterating the Poisson equation, and using the fact thatG
3.2. The average cost optimality equation (ACOE). Consider some fixed optimal stationary Markov strategy v ⋆ ∈ U sm . As mentioned earlier, v ⋆ induces a Markov strategy on the split chain given by v ⋆ (x, i) = v ⋆ (x). We denote the split chain controlled by v ⋆ asX ⋆ n = (X ⋆ n , i ⋆ n ), n ≥ 0, and in order to simplify the notation, we replace v ⋆ with '⋆' in the conventions introduced in Definition 2.1, that is,
Recall that L(R d ) denotes the class of real valued lower semicontinuous functions which are bounded below in R d .
Moreover, every v ∈ U sm which satisfies
is an optimal stationary Markov strategy.
Proof. We first show that G ⋆ satisfies (3.9) a.e. in R d . We argue by contradiction. If not, there exists a stationary Markov strategy v ∈ U sm such that
for a nonnegative function g which is strictly positive on a set of positive Lebesgue measure, in view of (A1). Then iterating (3.11) , we obtain
Since (3.11) serves a stochastic Lyapunov condition, then it follows in view of (A1) that the chain under v is ergodic. Thus, dividing (3.12) by n and letting n ր ∞ we obtain
Since π v (κ v ) ≥ β by the definition of β, (3.13) implies that π v (g) = 0, a contradiction to open set irreducibility. This shows that (3.9) holds with V ⋆ replaced by G ⋆ . It follows from the strong continuity of the kernel P , and the continuity of κ, that the map T f defined by
is lower semicontinuous for every f ∈ B(R d ) which is bounded below in R d . We define
e. in R d , and P is strongly continuous, it follows that T G ⋆ (x) = T V ⋆ (x) for all x ∈ R d . This establishes (3.9). It is well known [18] that there exists a measurable selector from the minimizer of (3.10) [18] . Repeating the above argument, it follows that any such measurable selector v ∈ U sm is optimal for the ergodic criterion. This completes the proof. 
Thus, by (3.8) we have
and term on the right-hand side of (3.14) is in L(R d ). Since G ⋆ is the largest lower semicontinuous function dominated by G ⋆ [17] , we obtain
It is standard to show that any measurable selector from this equation is optimal. We refer the reader to [14, 17] on how to improve this to an ACOE under additional hypotheses.
Next we show that for any two optimal stationary Markov strategies v and v ′ , the functions G v and G v ′ are a.e. equal.
Proof. First, for any stabilizing control v we havȇ
If not, then we have the reverse inequality a.e. on some set A ∈ B(R d ), with π ⋆ (A) > 0, that is,
Now, suppose that v ∈ U sm is optimal, and consider the (nonstationary) Markov strategyṽ = (ṽ n , n ∈ N 0 ) defined byṽ
This, however, contradicts optimality. This shows that if v is optimal then we must have equality, that is,G (0)
This completes the proof.
The following corollary is now immediate from Lemma 3.2.
Corollary 3.1. Every optimal control v ∈ U sm satisfies (3.10).
Theorem 3.2. There exists a unique V ∈ L(R d ), satisfying ν(V ) = β, which solves
Proof. Let V be such a solution, and v a measurable selector from the minimizer [18] . Then
V (x) , if x ∈ B c . Then as in the derivation of (3.4) and (3.5), we havȇ
It follows by iterating (3.17) that V (x) ≥ G v (x), and therefore also V (x) ≥ V ⋆ (x) by (3.15).
implies that, if {X v n } n∈N 0 denotes the stationary ergodic chain controlled by v ∈ U sm , then M n := (V − V ⋆ )(X v n ) is a local nonnegative supermartingale and therefore converges a.s. By ergodicity of {X v n }, it must converge to a constant C a.s. By (A1), the stationary distribution is mutually absolutely continuous with respect to ψ, so 'a.s.' can be replaced by 'a.e.'. Since ν(V − V ⋆ ) = 0 and by (A1), (A2), ν is absolutely continuous with respect to ψ, it follows that C = 0, i.e., V = V ⋆ a.e. in R d . However, since P is strongly continuous, this implies that T V (x) = T V ⋆ (x) for all x ∈ R d , which establishes the result by (3.9) and (3.16).
The value iteration
Throughout this section as well as Section 4, v ⋆ ∈ U sm is some optimal stationary Markov strategy which is kept fixed.
4.1. The value iteration algorithm. We start with the following definition. 
, it is clear that the algorithm lives in the space of lower semicontinuous functions which are bounded below in R d . It is also clear that T is a monotone operator on
4.1.1. The value iteration for the split chain. Using (2.5)-(2.7) we can also express the algorithm via the split chain as follows. The value iteration functions {Φ (i) n } n∈N 0 , i = 0, 1, are defined as follows. The initial condition isΦ
, and for each n ∈ N, we haveΦ
, and
otherwise.
Thus, the algorithm takes the form
Notation 4.1. We adopt the following simplified notation. We letv n : R d → U be a measurable selector from the minimizer of (4.1), and define
Note that these depend on the initial value Φ 0 . Recall also that P ⋆ (· | x) = P (· | x, v ⋆ (x)), and
With this notation, for n ∈ N 0 , we have
and
It follows from optimality of v ⋆ and v ⋆ n that
where κ ⋆ = κ ⋆ − β, and
General results on convergence of the VI. Consider the following hypothesis.
For κ bounded, finiteness of the second moments ofτ implies (H1) (see, for example, [4, p. 66] ). In general, (H1) is equivalent to the finiteness of the second moments of the modulated first hitting times to B × {1} on a full and absorbing set.
It is straightforward to show using the f -norm ergodic theorem (see [15, Theorem 14 .0.1]) that under (H1) there exists a constant m such that 6) and for all g ∈ O(V ⋆ ). For a constant κ ∈ R we define the set
Under (H1) we show that the VI converges pointwise for any Φ 0 ∈ K(κ). In order to prove this result, we need several lemmas.
Lemma 4.1. Under (H1), if Φ 0 ∈ K(κ) for some κ ∈ R, then Φ n ∈ K(κ) for all n ∈ N, or in other words, the set K(κ) is invariant under the action of T . In addition,
Proof. Subtracting (4.3) from (4.4) we obtain
while by subtracting (4.5) from (4.4) we have
The result then follows from these.
Lemma 4.2. Assume (H1), and suppose Φ 0 ∈ K(κ) for some κ ∈ R. Then the following hold
Proof. Let {X ⋆ n } n∈Z denote the stationary optimal process controlled by
by Lemma 4.1. Then (4.7) implies that the process
is a backward submartingale with respect to the filtration {F k } k≤0 := σ X ⋆ −ℓ , ℓ ≤ k k≤0 . From the theory of martingales, it well known that M k converges a.s. and in the mean. The latter implies the convergence in L 1 (R d ; π ⋆ ) claimed in (4.9). By ergodicity of {X ⋆ n } n∈Z the limit is constant π * -a.s.
Convergence of Φ n in L 1 (R d ; π ⋆ ) together with (A2) imply that ν(Φ n ) converges. Since ν(V ⋆ ) = β, (4.10) then follows from (4.9).
by Fatou's lemma. Ifv is a measurable selector from the minimizer of (4.11), then arguing as in the proof of Theorem 3.1, it follows from Equation (4.11) thatv is optimal, and equality a.e. holds in Equation (4.11). The uniqueness of the optimal invariant measure π * , together with Lemma 4.2 and (A1) imply that Pv
On the other hand, we have
and applying the monotone convergence theorem and the stochastic representation in Definition 3.1, we obtain from (4.12) that lim sup
The second term on the right-hand side of (4.13) equals lim n→∞ ν(Φ n ) by Lemma 4.2, while the third term equals 0 by (4.6). This shows that Φ ≤ V ⋆ + lim n→∞ ν(Φ n ), and since we have already proved the opposite inequality, we must have equality. This proves the theorem.
Corollary 4.1. Assume (H1), and suppose that V ⋆ is bounded. Then
Proof. This clearly follows from Theorem 4.
Relative value iteration
We consider three variations of the relative value iteration algorithm (RVI). All these start with
An important variation of this is
Also, we can modify (5.1) to
wherex ∈ B is some point that is kept fixed. We letv n be a measurable selector from the minimizer of (5.1)-(5.3) (note that all three minimizers agree if the algorithms start with the same initial condition). We refer to {v n } as the receding horizon control sequence.
Lemma 5.1. Provided, Φ 0 = V 0 , then we have 4) and the same applies if V n is replaced by V n or V n . In addition, the convergence of {Φ n } implies the convergence of {V n }, and also that of { V n }, { V n } in the same space.
Proof. A straightforward calculation shows that
from which (5.4) follows. The proofs for V n and V n are completely analogous. We have
In turn, this implies the convergence of {V n } by (5.4). In the case of { V n } we obtain min R d V n → β as n → ∞, and analogously for { V n }.
The following theorem is a direct consequence of Lemma 5.1 and the results in Section 4, with (H2) defined as in the beginning of the next section. In addition, if κ is coercive then under (H2), then the receding horizon control sequence is asymptotically optimal.
The assertions concerning (H2) are proved in the next section. They are included in Theorem 5.1 in order to give a unified statement.
Stability of the rolling horizon procedure
Consider the following hypothesis.
(H2) There exist constants θ 1 > 0 and θ 2 such that
Remark 6.1. Hypothesis (H2) can be written in the following equivalent, but seemingly more general form.
(H2 ′ ) There exists v ∈ U sm , and a function
for some constants θ 1 > 0 and θ 2 , and
for some constant C and a compact set K.
It is clear that (H2) implies (H2 ′ ), while the converse follows by the stochastic representation of V v and (3.15).
We present an important class of problems for which (H2) is satisfied.
Example 6.1. Consider a linear quadratic Gaussian (LQG) system
where X t ∈ R d is the system state, U t ∈ R du is the control, W t ∈ R dw is a white noise process, and N (x, Σ) denotes the normal distribution in R d with mean x and covariance matrix Σ. We assume that each W t ∼ N (0, Σ w ) is i.i.d. and independent of X 0 , and that (A, B) is stabilizable. The system is observed via a finite number of sensors scheduled or queried by the controller at each time step. Let {γ t } be a Bernoulli process indicating if the data is lost in the network: each observation is either received (γ t = 1) or lost (γ t = 0). A scheduled sensor attempts to send information to the controller through the network; depending on the state of the network, the information may be received or lost. This behavior is modeled as
if γ t = 1, otherwise no observation is received. The value of γ t is assumed to be known to the controller at every time step. The query process {Q t } takes values in the finite set of allowable sensor queries denoted by Q. For each query q ∈ Q, we assume that det(F q F T q ) = 0 and (primarily to simplify the analysis) that DF T q = 0. Also without loss of generality, we assume that rank(B) = N u ; if not, we restrict control actions to the row space of B.
The observed information is lost with a probability that depends on the query, i.e.,
where the loss rate λ : Q → [0, 1).
The running cost is the sum of a positive querying cost R : Q → R and a quadratic plant cost The system evolves as follows. At each time t, the controller takes an action v t = (U t , Q t ), and the system state evolves as in (6.1). Then the observation at t + 1 is either lost or received, determined by (6.2) and (6.3). The decision v t is non-anticipative, i.e., it depend only on the history F t of observations up to time t defined by
This model is an extension of the one studied in [20] . More details can be found in [6] which considers an even broader class of problems where the loss rate depends on the 'network congestion'.
We convert the partially observed controlled Markov chain in (6.1)-(6.3) to an equivalent completely observed one. Standard linear estimation theory tells us that the expected value of the state X t := E[X t | F t ] is a sufficient statistic. Let Π t denote the error covariance matrix given by
The state estimate X t and can be dynamically calculated via the Kalman filter
with X 0 = x 0 . The Kalman gain K q,γ is given by
and the error covariance evolves on
When an observation is lost (γ t = 0), the gain K q,γt = 0 and the observer (6.4) simply evolves without any correction factor.
Define
and an operator T q on functions f :
It is clear then that Π t forms a completely observed controlled Markov chain on M + 0 , with action space Q, and kernel T q . Admissible and Markov policies are defined as usual but with v t = Q t , since the evolution of Π t does not depend on the state control U t .
As shown in [20] , there is a partial separation of control and observation for the ergodic control problem which seeks to minimize the long-term average cost,
The dynamic programming equation is given by
withΠ * := R − Π * + A T Π * A, and Π * ∈ M + the unique solution of the algebraic Riccati equation
If q * : M + 0 → Q is a selector of the minimizer in (6.5), then the policy given by v * = {U * t , q * ( Π t } t≥0 , with U *
and { X t } as in (6.4) , is optimal, and satisfies
In addition, the querying component of any optimal stationary Markov policy is an a.e. selector of the minimizer in (6.5).
The analysis of the problem also shows that V * is concave and non-decreasing in M It thus follows by (6.6) and (6.7) and the fact thatΠ * ∈ M + , that (H2) is satisfied for this problem. Note also that the RVI, VI are given by Proof. Under (H2) we obtain 
where we used P n V ⋆ + κ n ≥ β + V ⋆ by suboptimality. Iterating the above inequality, we get f n ≥ inf R d Φ 0 for all n ∈ N. Assuming without loss of generality that Φ 0 is nonnegative, this implies that
On the other hand, by (4.7) and geometric ergodicity, we obtain Φ n (x) ≤ V ⋆ (x) +c 0 c 1 + ρ n V ⋆ (x) (6.10)
for some constants c 0 and c 1 which depend on Φ 0 . Since π ⋆ (Φ n − V ⋆ ) is bounded from above by (6.10), and bounded from below by (6.9), the conclusions of Lemma 4.2 apply. Thus the result follows by the same argument as was used in the proof of Theorem 4.1.
We say that κ is coercive or norm like, if the sublevel sets {x ∈ R d : κ(x, u) ≤ c ∀ u ∈ U} are bounded in R d . Recall Definition 3.1.
Theorem 6.2. We assume (H2) and that κ is coercive. Then for every Φ 0 ∈ L(R d ) ∩ O(V ⋆ ) there exists N 0 ∈ N such that the stationary Markov controlv n is stabilizing for any n > N 0 . In addition v n is asymptotically optimal in the sense that lim sup
Proof. By (6.9) and (6.10) we have Hence, by (H2) and (6.11), we obtain P n Φ n = − κ n − Φ n+1 + Φ n + Φ n ≤ β +c 0c1 + θ Select N 0 such that (c 0 + 1 − θ 1 )ρ N 0 < θ 1 . Then the Foster-Lyapunov equation in (6.12) implies that the Markov chain controlled byv n , for any n > N 0 , is positive recurrent and κ n = κ n + β is integrable under its invariant probability measure denoted asπ n . In addition, π n (κ n ) ≤ β +c 0c1 + θ It then follows by (6.11)-(6.13) that κ n − Φ n+1 + Φ n is uniformly integrable underπ n . Sincê π n (κ n − Φ n+1 + Φ n ) = β by (6.12), we obtain lim n→∞π n (κ n − Φ n+1 + Φ n ) = β by uniform integrability. By the convergence of Φ n as asserted in Theorem 6.1, it then follows that π n (κ n ) → β.
This justifies in particular the use ofv n for large n as a 'rolling horizon' approximation of optimal long run average policy, as is often done in Model Predictive Control.
