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ABSTRACT
In this dissertation, we develop and discuss several loan evaluation methods from different perspectives in order to guide the investment decisions for peer-to-peer (P2P) lending. In evaluating
loans, credit scoring and profit scoring are the two widely utilized approaches. Credit scoring evaluates loans in terms of the default risk and recommends the loans with a low probability of default
(PD) to the investors. On the other hand, profit scoring evaluates loans in terms of the profitability
and recommends the loans with a high annualized rate of return (ARR) to the investors. While
having their own unique characteristics and could meet the requirements of different investors,
both scoring approaches have some drawbacks. Credit scoring aims at minimizing the risk, and
so it is more favorable to conservative investors. However, it fails to consider the profitability
of the loans. On the other hand, profit scoring aims at maximizing the profit, and so it is more
favorable to aggressive investors. However, it totally ignores the default risk of the loans. This
dissertation addresses the strengths and weaknesses of each scoring method by integrating them in
various ways in order to provide the optimal investment suggestions for different investors. Before
developing the methods for loan evaluation at the individual level, we applied the state-of-the-art
method called the Long Short Term Memory (LSTM) model to predict the default risk of P2P
lending at the aggregated level, thus providing investors a thorough understanding of the status
of the whole P2P market first. Then we proposed three methods based on the integration of credit
scoring and profit scoring in order to sort out the top loans, thus providing investors the data-driven
investment suggestions. The first method is the two-stage evaluation system, focusing on integrating the credit information into profit scoring. The second method is the profit-sensitive learning

i

method, focusing on integrating the profit information into credit scoring. The third method is the
bivariate model, aiming at simultaneously evaluating the risk and the profit by taking into account
their correlation. Experimental studies show that the proposed three methods all demonstrate their
superiority over the traditionally utilized credit scoring and profit scoring techniques in terms of
identifying the loans with a higher profit without introducing extra risk.
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CHAPTER 1

Executive Summary

In the peer-to-peer(P2P) lending market, borrowers apply for a loan through a virtual platform and
get the money if they meet certain criteria. Meanwhile, lenders lend the money to the borrowers
they choose and earn the possible profit generated by the interest rate. From the perspective of
lenders, they want to maximize profit while minimizing risk. Therefore, many studies have used
machine learning algorithms to help the lenders target the “best” loans for making investments.
The studies have mainly focused on two categories to guide the lenders’ investments: one category
aimed at minimizing the risk of investments (i.e., the credit scoring perspective) while the other
category aimed at maximizing the profit (i.e., the profit scoring perspective). For conservative
investors, they want to have some profit under the premise of lower the risk as much as they could.
On the other hand, for aggressive investors, they want to gain as much profit as they could under
the premise of avoiding too high risk. Therefore, it is crucial to find a good balance between
minimizing the risk and maximizing the profit. However, current studies of the P2P market focus
on studying either the risk or the profit independently, and there is seldom research focusing on the
integration of the two categories. Motivated by this, we propose three methods for loan evaluation
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that combine risk scoring and profit scoring together from three different perspectives. Before the
development of the loan evaluation methods, we analyzed the default rate of the whole P2P market
by applying the state-of-the-art method called the Long Short Term Memory (LSTM) model. This
model helps forecast the default rate of the P2P market at the aggregated level. Therefore, investors
can have a better understanding of the ongoing P2P market before entering the business. Then, we
articulate the three proposed methods for the task of individual loan evaluation, thus providing
investors the data-driven investment suggestions. The first method is the two-stage evaluation
system with the goal of integrating the credit information into profit scoring. The second method
is in the reverse way, which is based on the idea of integrating the profit information into credit
scoring. The third method is to predict the risk and the profit simultaneously by solving a multitarget problem through a bivariate model. Results show that compared to the widely utilized credit
scoring only or profit scoring only methods, the integrated scoring methods can provide better
guidance for the investors.

2

CHAPTER 2

Introduction

Born out of the 2008 financial crisis, peer-to-peer (P2P) lending appeared when some companies
started to develop the online platforms that can match anonymous lenders with borrowers [5].
P2P lending is also called “social lending” or “crowdlending”. Acting as the liaison between the
borrowers and the investors through the internet, these P2P lending platforms generate revenue by
charging the origination fee on the funded loans from the borrowers as well as collecting a service
fee from the investors [24, 76]. Compared with the traditional banking system which charges a
higher fee and takes a longer application process, P2P lending has a lower operating cost, and
the loans are approved quicker, which makes it a significant competitor to the traditional banking
system [98].
The borrowers on the P2P market are usually the people who are looking for a low-interest
personal loan or those who are not eligible for a loan at a traditional financial institution based on
their credit history. The lenders on the P2P market are typically those looking for various ways to
diversify their investment portfolios as well as to get a higher return than the traditional methods
such as banking accounts and Certificates of Deposit (CDs) [8]. P2P lending benefits the borrowers
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and the lenders mutually.
For P2P borrowers, they could receive the funding within a week or two, making it a convenient way if someone is in the situation of needing money badly due to some unexpected event.
Furthermore, P2P lenders tend not to charge a fee for prepayment if the borrower would like to pay
the loan off earlier than scheduled. More importantly, P2P lending might offer the borrowers more
options, and even their credit record is less than perfect. Finally, the P2P loans typically have a
very clearly defined repayment term (usually of 24 or 36 months or 72 months), which could help
the borrowers manage and plan the monthly expense.
For P2P lenders, they have the real freedom to pick and choose where to invest the money.
For instance, they can either invest only on one loan to keep the investment amount low or invest
in multiple loans to spread out the risk. Furthermore, compared to invest in traditional financial
instruments such as stocks, bonds, mutual funds, etc., the P2P lenders have the opportunity to get
a better return on their investments, given that the borrowers pay back their loans as scheduled. Finally, making investments in the P2P market is very straightforward, and managing the investment
account online is easy. Different from investing through the traditional platforms, P2P lenders can
maintain total autonomy in the P2P system [52, 73].
On the other hand, drawbacks exist in the P2P lending market. For the borrowers, even though
they may have more choices in the P2P market than in the traditional banking system, especially
when they have a poor credit history, they probably need to pay for this by a much higher interest
rate, which could potentially draw them into a further financial burden. Furthermore, the borrowers
with low credit scores need to pay for the higher origination fees charged by the P2P platform. For
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the lenders, the biggest challenge in the P2P market is the higher risk. The P2P loans are not
insured by Federal Deposit Insurance Corporation (FDIC). Once a loan goes default, the investor
may not get any further repayment. Therefore, the investors need to tolerate the risk of losing
part or even all of their principal if the borrowers default the loans. In addition, P2P investors
are not able to know their borrowers personally. They have to rely on the risk assessment by the
P2P platform and use the limited information available in the online system to make their own
investment decisions. For example, the interest rate assigned to the loan (by the platform) is an
indicator of the borrower’s risk: a higher risk tends to be associated with a higher interest rate
and vice versa. However, the association is not straightforward, and a low-interest rate is not
the guarantee of not going default. As a result, many P2P studies focus on developing machine
learning algorithms based on the extensive P2P data in order to provide the data-driven investment
suggestions for the investors [84, 58].
To help the investors target the safer loans, it is beneficial to evaluate each loan from the perspective of “the risk level”, which is typically done by estimating the probability of default (PD).
The loans with lower PDs are considered safer than those with higher PDs and vice versa. Before
making investment decisions, the PD for each loan can be predicted by considering its characteristics, such as the loan amount, the loan purpose, the assets owned by the borrower, etc. The
approach mentioned above is known as the credit scoring approach, which poses a classification
problem that categorizes the loans into either (1) the default group if the predicted PD exceeds a
certain predefined threshold, or (2) the non-default group otherwise. Subsequently, from the point
of view of credit scoring, the lenders should invest in non-defaulted loans or the loans with a low
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predicted PD because of the potential lower risk.
In the P2P market, minimizing the risk is one but not the only objective for the investors. The
profit gain of the loan also matters for the lenders, making it crucial to evaluate each loan from
the perspective of “the profit level”, which is known as the profit scoring approach. In [90], profit
scoring was first proposed as an alternative to credit scoring in P2P lending, and the internal rate
of return (IRR) was used as the measure of the profit. IRR is a well-known financial formula and
can be easily computed in P2P lending [14]. For example, suppose there are two borrowers, and
each obtained $100 from the certain lending agency. And assume in the end the first borrower paid
back $150 and the second borrower repaid $95. Then the IRR for the first and second borrowers
are

$150−$100
$100

= 50% and

$95−$100
$100

= −5%, respectively. In [90], the profit scoring approach poses

a regression problem that predicts the IRR for each loan, and the loans with highly predicted IRRs
are good candidates for investors. Later on, the authors in [120] pointed out that the annualized
rate of return (ARR), rather than IRR, is a more appropriate measure of profit. The reason is ARR
takes the actual term of loans into account. It is common that in P2P lending, the duration of the
repayments varies for different loans, making it unsuitable to use IRR to make comparisons. We
take the two borrowers who obtained a $100 loan each as the example again. This time suppose
the first borrower paid back $150 in 1 year, and the second borrower paid back the same amount,
$150, in 2 years. Obviously, the investor to the first loan got the same revenue back faster, so it
should be evaluated higher. But both loans generated the same IRR valued 50%. Meanwhile, the
ARRs for the first and second borrower are


$150 (1/1)
$100

= 1.5 and


$150 (1/2)
$100

= 1.2, respectively.

Therefore, ARR is a better metric in assessing the profitability of loans. From the point of view of
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profit scoring, the lenders should invest on the loans with a highly predicted ARR because of the
higher return in potential.
The credit scoring approach helps lenders minimize the potential default risk while the profit
scoring approach benefits lenders by maximizing the potential profit. Both methods can be used
to evaluate loans and make recommendations to investors. However, these two approaches work
from different perspectives with each other. For the credit scoring method, it targets the loans with
lower PDs while totally ignoring the associated profit. Therefore, “safe” loans are considered as
the “good” loans from the credit scoring perspective. Conservative investors prefer relying on the
credit scoring approach in order to ensure the “safeness” of the investment. On the other hand, the
profit scoring method focuses on non-defaulted loans only and tries to find out those with higher
profits, while totally ignoring the defaulted loans. Therefore, “profitable” loans among those not
defaulted are considered as the “good” loans from the profit scoring perspective. Investors prefer
relying on the profit scoring approach in order to make more “profit” from the investment.
In the P2P market, investors hope to minimize their risk as well as maximize their profit.
However, because of the trade-off between the risk and the profit, it is difficult to make an optimal
investment suggestion to meet the special requirements of the investors. If using the credit scoring
approach alone, it would not recommend the high-risk loans to the investors due to the high PD.
However, it is intuitive that the higher risk the loan has, the higher interest rate it is associated with,
thus the higher profit it may generate. On the other hand, the default loans fall outside of the radar
of the profit scoring approach since profit scoring only models the fully paid loans. However, there
certainly exists the situation that a defaulted loan leads to a higher profit than a non-default loan.
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Furthermore, as pointed out in [90], the factors determining profit differ from those determining
PD, although the overlapping factors exist. Therefore, it is valuable to evaluate the loans based on
their default risk and profit simultaneously. Subsequently, investors could balance risk and profit
when making investment decisions.
In this dissertation, we first evaluate the P2P loans at the aggregated level by analyzing the
default risk of the entire P2P market. A LSTM model with some microeconomic factor is applied
with the purpose of accurately forecasting the trend of default risk as time going on. Loan evaluation at the aggregated level could provide the investors with a thorough understanding of P2P
development. Thereafter, we develop three methodologies from different perspectives with the
purpose of evaluating P2P loans at the individual level. All the proposed methods are based on the
idea of integrating credit scoring and profit scoring together. The first method focuses on incorporating the credit scoring information into profit scoring based on a two-stage framework. We use
a two-stage Gradient Boosting Decision Tree model (GBDT) for our numerical experiments. The
second method focuses on incorporating profit information into credit scoring based on a profitsensitive multinomial logit model. A new loss function is defined for the multinomial logit model
in order to target the loans with higher profit. The third method aims at jointly modeling the two
outcomes: PD and ARR. We propose an innovative loss function that integrates logistic regression
and linear regression together. Throughout this dissertation, we present experimental studies by
comparing the proposed methods with the conventionally utilized credit scoring and profit scoring
approaches (i.e., the independent loan evaluation methods). Results all show that the integration
of credit scoring and profit scoring is promising and can lead to better recommendations to the
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investors.
By first analyzing the default risk of the entire P2P market and followed by proposing three
methods for evaluating individual loans, this dissertation work makes contributions from the perspectives as follows.

• First, it is the first time that the methodology for predicting the default risk of the entire
P2P market is provided. Unlike other studies in the P2P domain, which typically focus on
evaluating individual loans, we start the dissertation by developing a model to forecast the
default risk at the aggregated level. We believe that having a thorough understanding of the
entire P2P status is a premise for the lenders before they make any investment.
• Secondly, it is the first time that the two-stage method based on incorporating the credit
scoring approach into the profit scoring approach is proposed. Unlike the conventionally
utilized profit scoring methods, which only focuses on the profitability of the non-default
loans while totally discarding the risk or the default loans during the modeling process, the
proposed model takes into account the probability of default (i.e., PD). As a result, it can
identify “more profitable” loans without introducing extra risk. The proposed method can
benefit the aggressive investors in targeting on loans with higher profit without tolerating
more risk.
• Thirdly, it is the first time a profit-sensitive multinomial method is proposed for loan evaluation in the P2P market. The method is based on the idea of incorporating the profit information into credit scoring. Unlike the conventionally utilized credit scoring method, which
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only focuses on the risk while totally discarding the profit, the proposed method can identify “more profitable” loans while ensuring the low risk. The proposed method can benefit
conservative investors in terms of expecting higher profit under the premise of ensuring the
safety of the investment.
• Last but not least, it is the first time that a bivariate method for loan evaluation with the
goal of simultaneously predicting the risk and the profit is proposed. Unlike the single-target
problem, including the traditional credit scoring only or profit scoring only methods, as well
as the rest of the methods proposed in this dissertation, the proposed bivariate model solves a
multi-target task while considering the correlation of the outcomes. The proposed model can
benefit the investors who want to diversify their investment portfolio by seeking a balance
between the risk and the profit.

It is worth noting that the above-mentioned contributions have broader impacts outside the P2P
domain. The proposed framework can be applied not only to the P2P market but also to other areas
that have similar requirements as the P2P domain. For instance, during the process of the credit
card application, lenders or the credit card company can evaluate the customers by simultaneously
considering their “risk of going bankrupt” and their “profitability” in terms of the annual percentage rate (APR) using the framework proposed in this dissertation. More broadly, the methods
proposed here can be used to model any scenario that has two outcomes – one nominal and one
numerical – while there exists some trade-off between the two outcomes.

The remainder of the dissertation is organized as follows. Chapter 3 describes the Lending
10

Club data, which is used in our empirical studies throughout this dissertation. Chapter 4 presents
our analysis of the default risk of the entire P2P market. Chapters 5, 6, and 7 propose the three
innovative methods for individual loan evaluation based on the integration of credit scoring and
profit scoring in different ways. We finally conclude this dissertation in Chapter 8.

11

CHAPTER 3

Description of the Lending Club Data

In this chapter, we introduce the Lending Club data in detail, which is used in our empirical studies
throughout the dissertation. We will explain the motivation of choosing this data for our numerical
study, provide the variables contained in the data as well as the summary statistics, describe the
credit scoring and profit scoring measures for loan evaluation, and finally briefly talk about our
data pre-processing procedures.

3.1

Data Source

The P2P lending industry started in the United States in February 2006 with the launch of Prosper
1

, which offers a wide range of loans from debt consolidation to home improvement, short-term

and bridge loans, auto and vehicle loans, small business loans, baby and adoption loans, engagement ring financing, special occasion loans, green loans, and even military loans. More and more
P2P lending platforms in the US launched after Prosper, such as Lending Club2 , Funding Circle3 ,
1

https://www.prosper.com
https://www.lendingclub.com
3
https://www.fundingcircle.com/US/
2
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Crowd Lending Inc4 , Upstarti5 , and Sofi6 . In the empirical studies throughout the dissertation, the
loans originated on the Lending Club platform are analyzed because of two reasons. First, Lending
Club becomes the largest P2P platform concerning the issued volume and the revenue in the US
by June 2012. Figures 3.1 and 3.2 show the distribution map of loan volume and loan revenue
originated in each state in the US as of August 2016, respectively. We see that almost all the states
in the US have loans originated through Lending Club, with the revenue over 20 billion. Thus, the
status of loans from Lending Club is a good representative of the current situation and the progress
of the entire P2P market in the US. Secondly, the loan data, along with the transaction documents
on the Lending Club platform, are publicly available. All potential investors have free access to
the Lending Club data7 . Because of the richness of the historical data available, many previous
P2P studies utilized the Lending Club data [36, 67, 90, 119]. As a result, by utilizing their publicly
available data as well, we can not only make a fair comparison between our results to previous
findings but also make it possible for future researchers to replicate our work.

3.2

Business Model of Lending Club

According to the Securities Act of 1933, the Securities and Exchange Commission (SEC) required
P2P companies to register their offerings as securities in 2008. Lending Club gained approval
from the SEC to use a partner bank model that helps isolate it from some bank regulations and
thus helps reduce the cost. More specifically, Lending Club uses WebBank as its partner bank. It
4

https://www.crowdlending.com
https://www.upstart.com
6
https://www.sofi.com
7
https://www.lendingclub.com/info/downloan-data.action
5
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Fig. 3.1 Number of Loans Originated by Lending Club up to August 2016 in Each State in the U.S.

Powered by Bing
© GeoNames

Fig. 3.2 Loan Amount Originated by Lending Club up to August 2016 in Each State in the U.S.
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is WebBank, not the online P2P platform by Lending Club, who originates the loans and needs
to comply with various federal, state, and other regulations. Figure 3.3 shows the partner bank
model utilized by Lending Club [61], where the numbers demonstrate the process of matching
the borrower and the lender(s) through the online platform while originating the loan through
the partner bank. Therefore, WebBank originates the loan, which is subsequently purchased by
Lending Club. Lending Club then splits each loan into several notes and offers these notes to
various investors, who will receive the corresponding proportion of the loan repayments from the
borrower [79, 43].

Fig. 3.3 The Partner Bank Model Utilized by Lending Club

Lending Club issues various types of loans, including personal loans (such as debt consolidation, credit cards pay off, and home improvement), small business loans, auto refinancing, and
15

patient refinancing. The minimum personal loan amount offered is $1,000, which goes up to a maximum of $40,000. The range of the originated small business loans is from $5,000 to $500,000.
All the loans have a duration (or term, i.e., length of the scheduled repayment process) of either 36
or 60 months. Figure 3.4 shows the screenshot of the homepage of the Lending Club website. Behind the partner bank model used by Lending Club in Figure 3.3, it appears that Lending Club acts
as a third-party platform between the investors and the borrowers and the P2P transaction occurs
when: (1) a borrower applies for a loan and Lending Club approves his/her applications; and (2) an
investor decides to invest in the investment if he/she thinks the borrower meets specific criteria. To
be specific, Lending Club divides each loan into multiples of $25 (called notes in the partner bank
model shown by Figure 3.3). The investors can make their investment by purchasing the notes.

Fig. 3.4 The Homepage of the Lending Club Platform
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3.3

Variables

As mentioned in Section 3.1, the data sets from Lending Club are publicly available online. These
data sets contain comprehensive information on all the loans originated since 2007. The data is
updated as time goes on in terms of the loan’s repayment status, and a newly updated data set is
made available every quarter. As of March 2020, the data sets on Lending Club contain the loans
that were originated between 2007 to the fourth quarter of 2019.
As mentioned in Section 3.2, The Lending Club loans have either a 36-month or a 60-month
duration. In particular, most of the loans (about 75%) have a scheduled repayment period of 36
months, while about 25% of the loans have a period of 60 months. Across each of the repayment
processes, every loan has a dynamic change of its status. In the Lending Club data, a variable
named “loan status” is used to record the status for a given loan. Table 3.1 summarizes the definition of all the possible values of the loan status. Current refers to the scenario that the loan is
currently under the repayment process without any delay. Each loan has a 15-day grace period
to make the repayment late with no penalty. However, a late fee will be charged if the payment
does not arrive within the 15-day grace period. Late and Default in the Lending Club data denote
the status that the payment is between 16 and 120 days overdue and between 121 and 150 days
overdue, respectively. If the payment is delayed by more than 150 days, it is considered to be in
the status of Charged Off. Or, if the borrower has gone bankruptcy or died, the loan is also considered as Charged Off if Lending Club has decided that the loan will not be paid off. In such case,
Charged Off may occur even before the Default status. Thus, each loan has its final status when it
is expired: either Charged Off or Fully Paid. In this dissertation, we focus on developing the meth17

ods for evaluating the final status of a loan rather than the dynamic changing of the state. Thus,
we use the loans that have a final status in our analysis. To be specific, we only keep the loans that
are labeled as either Charged Off or Fully Paid in our analysis. The loans with some other status
listed in Table 3.1 are filtered out. Considering that most loans have a term of 36 months, we only
analyzed the loans that were issued before August 2016 (i.e., about 36 months before this study
started). In this case, the repayment process has already finished for most loans, and their maturity
dates have arrived. In other words, most loans are expired in our selected origination range and
should have a clear final status (i.e., Charged Off or Fully Paid). After screening out the unexpired
loans, a total of 1,123,895 loans remains in the Lending Club data set.
Table 3.1 Different Status of a Loan in the Lending Club Data
Status

Description

Current

During repayment as scheduled and 0 day past due.

In Grace Period

1 - 15 days past due.

Late

16 - 120 days past due.

Default

121 - 150 days past due.

Charged Off

150+ days past due or flagged by the platform.

Fully Paid

Fully paid back.

In the Lending Club data set, each loan is identified by the unique ID. Except for the variable
“ loan status”, the original data set includes hundreds of features describing the information of the
loan. After removing the features with a high percentage of missing (> 30% missing), 26 variables
are maintained in the future analysis. Different from the variable “ loan status”, which keeps
changing during the repayment process and has the final value when the loan expired, all these 26
variables have static values from the issued date until the expiration. Similar to the previous P2P
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studies, these features are grouped into three categories in our analysis: (1) the loan information;
(2) the credit information of the borrower; and (3) the other information from the borrower [120].
Their definitions and sources are presented in Tables 3.2, 3.3, and 3.4, respectively. Specifically, the
loan related information mainly consists of the principal amount, the term, the loan purpose, etc.
The credit information contains the borrower’s credit record such as the FICO score, the number
of inquiries during the last six months, the debt-to-income (dti) ratio, etc. The borrowers’ other
information covers the length of the borrower’s employment, whether or not owning the living
place, etc.
Table 3.2 Description of the Loan Information Variables Used in the Lending Club Data
Name

Description

Source

application type

whether the loan is an individual application or a joint
application with multiple co-borrowers

Self-report

grade

the grade of the loan assigned by Lending Club

Lending Club

initial list status

the initial listing status of the loan

Lending Club

installment

the monthly payment owed by the borrower

Lending Club

interest rate

the monthly interest rate of the loan

Lending Club

loan amnt

the total amount of principle of a loan

Lending Club

purpose

the purpose of the loan

Self-report

term

the term of the loan

Lending Club

verification status

whether the income of the borrower was verified or
not

Lending Club

The loan information

For a given loan, its information in terms of the features listed in Tables 3.2, 3.3, and 3.4 is
visible to the investors. Some variables provided by Lending Club are useful references in helping
the lenders decide which loan(s) to invest in. For example, the variable grade acts as one direct
decision tool for many lenders in making rational investment decisions. Lending Club has its own
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Table 3.3 Description of the Credit Information Variables Used in the Lending Club Data
Name

Description

Source

acc now delinq

the number of accounts on which the borrower is now
delinquent

Credit report

cr line month

the credit age of the borrower (in months) from the earliest credit trade line listed in the credit report to the date
when the loan was applied

Credit report

deling 2yrs

the number of delinquencies the borrower had in the past
two years

Credit report

dti

the ratio of the borrower’s monthly debt to the monthly
income

Credit report

fico range high

the upper boundary of the borrower’s FICO score range
when the loan was originated

Credit report

fico range low

the lower boundary of the borrower’s FICO score range
when the loan was originated

Credit report

inq last 6mths

the number of inquiries listed in the borrower’s credit report during the past 6 months

Credit report

open acc

the number of open trade lines in the borrower’s credit
report

Credit report

pub rec

the number of derogatories in the borrower’s credit report

Credit report

revol bal

the total credit revolving balance

Credit report

revol util

the amount of revolving credit limits that the borrower
currently has

Credit report

total acc

the total number of open credit accounts in the borrower’s
credit file

Credit report

Credit information
of the borrower
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Table 3.4 Description of the Borrower Information Variables Used in the Lending Club Data
Name

Description

Source

addr state

the state of the addresses provided by the borrower in the
loan application

Self-report

annual inc

the annual income information provided by the borrower

Self-report

emp length

the length of time in years the borrower is employed

Self-report

emp title

the job title provided by the borrower when applying for the
loan

Self-report

home ownership

the ownership status of the place where the borrower is living

Self-report

zip code

the first three digits of the zip code provided by the borrower
in the loan application

Self-report

Other information
from the borrower

tool that could segment the loans into seven different grades including A, B, C, D, E, F, and G,
where grade A corresponds to the loans judged to be the “safest” by lending Club while grade G
corresponds to the “riskiest” loans. Another example is the variable interest rate. Just like grade,
it is also shown for each loan when investors browse the loan listings on the Lending Club website.
But different from grade, it is usually set by an intermediary platform based on the borrower’s
credit information such as the FICO score, dti, etc. Figure 3.5 shows the boxplots of interest rate
across different grades. We see a strong correlation between grade and interest rate. Grade A is
associated with the lowest interest rate, while Grade G loans have the relatively highest interest
rates in average due to their higher probability of going default (PD). Accordingly, the investors
with different characteristics can make the comfortable investment strategies for themselves. For
example, conservative investors can select the relatively safer grades, such as grade A and/or B, to
minimize the investment risk. In contrast, aggressive investors may select the riskier grades, such
21

as grade G and/or F, to earn the possible return generated from the highest interest rate.
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Fig. 3.5 Interest Rate across Different Grades in the Lending Club Data

However, even though using grade is very simple, it is not a secure tool in guiding the lenders
in making their investment decisions. Figure 3.6 shows the boxplots of interest rate of the loans
at different grade segmented by loan status, where the definition of loan status can be found in
Equation 3.1. As we can see, there still exist the defaulted loans with the safest grade A. In other
words, conservative investors may lose money if investing by solely relying on the grade variable
provided by Lending Club. Therefore, many P2P researchers focus on developing statistical approaches or machine learning methods to predict the PD or the earning of the loans as accurately
as possible in order to provide better guidance to the investors.
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Fig. 3.6 Interest Rate across Different Grades Segmented by loan status in the Lending Club Data
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3.4

Loan Evaluation

As mentioned in Chapter 2, researchers of the P2P lending market can use statistical approaches or
machine learning methods to support investment decisions from two perspectives: (1) determining
the PD of the loans and recommend the “safe” loans to investors; and (2) identifying the profitable
loans and recommend the “more profitable” loans to investors [15]. The former approach refers
to the credit scoring method, aiming at evaluating whether or not the borrowers will repay all
the principle and the interest. The latter approach refers to the profit scoring method, aiming at
assessing how much profit the lenders can earn. In the following subsections, we will talk about
these two loan evaluation approaches in more detail based on the Lending Club data.

3.4.1

Credit Scoring Measure

As mentioned before, in the original Lending Club data, the variable loan status exists and denotes
the status of the loans. Table 3.1 contains the definition of all the different status a loan could have.
Recall that in our analysis, we only use the expired loans (i.e., not during repayment) ending in
one of two states: (1) fully paid; or (2) charged off. More specifically, loan status is re-coded in
our analysis into a binary value using Equation 3.1, where 0 and 1 represents the fully paid and the
charged-off loans, respectively. Table 3.5 shows the frequency of each category of Loan status.
About 80.44% of the loans are fully paid, while 19.56% are charged off. Note that for the rest of
the dissertation, we will use the word defaulted and charged off interchangeably.
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loan status =





0 if the loan is fully paid

(3.1)




1 if the loan is charged off

Table 3.5 Distribution of loan status in the Lending Club Data
Loan status

Frequency

Proportion

0

904,086

80.44%

1

219,809

19.56%

The traditional credit scoring approach develops a model that uses loan status as the target
variable and uses the features described in Tables 3.2, 3.3, and 3.4 as the independent variables.
It focuses on minimizing the risk of investment by identifying the loans that are fully paid while
avoiding those are charged off.
Figure 3.7 shows the stacked bar plot of the default rates across different grades labeled by
Lending Club. As expected, grade A has the lowest default rate, while grade G has the highest.
Therefore, from the perspective of credit scoring, conservative investors should focus more on the
loans from the safer grades (such as grades A or B) to minimize the default risk.

3.4.2

Profit Scoring Measure

The purpose of profit scoring is to evaluate the loans in terms of the profit generated by the investment. In the Lending Club data, there exists no variable that directly describes the profitability
of a loan. As discussed in Chapter 2, ARR is selected as the appropriate metric for the profit
measurement in this dissertation.
Although IRR has been suggested to be utilized as a proxy in the P2P lending domain in
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Fig. 3.7 Default Rates Across Different Grades in the Lending Club Data
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[90], it has some drawbacks when measuring profitability because of the special characteristics
of P2P lending. The definition of IRR can be found in Equation 3.2, where Principal denotes
the amount of the money borrowed and Total Repayment denotes the total money received by the
lender after the loan expired. Therefore, IRR doesn’t take the duration of a loan into account when
making comparisons. However, in the P2P market, the exact term of the loans varies because of the
possible delinquency or early repayment regardless of the pre-defined term (i.e., 36 months or 60
months) on the origination date. And for the investors, for the same amount of profit, they would
always prefer to earn it sooner than later.

IRR =

Total Repayment
Principal

(3.2)

On the other hand, ARR has standardized the return in terms of the exact repayment duration,
making it a more appropriate profit measure. The variable ARR is a self-defined variable, and it
is obtained using the existing variables in the original Lending Club data. Equation 3.3 displays
the calculation of ARR. In the original Lending Club data set, Principal and Total Repayment are
recorded by the variables loan amnt and total pymnt, respectively. The value of t is measured in
years and is calculated by taking the difference between the expiration date and the origination
date of the loan. These two dates are both available in the original Lending Club data.


ARR =

Total Repayment
Principal

1/t
(3.3)

It is worth noting that ARR calculated using Equation 3.3 is the actual ARR that occurs in
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real-world practices, which might be different with the theoretical ARR that is expected when the
loan is originated. The reason is the theoretical ARR is calculated based on the nominal interest
rate and the scheduled term. But our ARR is based on the actual amount that has been paid back.
Due to early or late repayments, the actual total repayment may be different with the scheduled
repayment amount. For example, consider an investment of $100 on a personal loan with a nominal
interest rate of 9% and a term of 3 years. The scheduled total repayment can be estimated using
[57], which is about $114. Thus, the theoretical ARR is calculated as


$114 1/3
$100

= 1.04. However,

because of the prepayment or the default behavior, the total pymnt recorded for this loan may be
different from the theoretically total repayment, which is $114. In our analysis, the real ARR,
instead of the theoretical ARR, is used to measure the profit of a loan since the real ARR is the
reality that happened in the P2P market.
It is also worth noting that in this article, the variable total pymnt is not used as an independent
variable for neither the credit scoring nor the profit scoring approach. So it is not listed in Tables
3.2, 3.3, or 3.4. Similar as the variable loan status, total pymnt only has the final value once the
loan expires. The loans that are in the process of repayment do not have the values for total pymnt.
Therefore, it is one of the final outcomes of the lending process. Thus, total pymnt is removed
from the dataset after calculating the ARR variable.
As shown by the histogram of ARR in Figure 3.8, the profitability of the Lending Club loans
has a uni-modal and asymmetrical distribution. The mean, median, and SD of ARR are 0.99, 1.07,
and 0.25, respectively. It is surprising that, on average, it is not profitable to invest in the P2P
market, as indicated by the mean value of ARR. Therefore, having a data-driven recommendation

28

that performs better than randomly choosing some loans to invest is essential for the lenders.
As given in Equation 3.3, we can see that the range of ARR is [0, ∞), while the value of
0 denotes the extremely worst situation when the loan gets zero repayments and the investor
loses all the investment. It is worth mentioning that in some other studies, ARR is denoted as

1/r
Total Repayment
− 1 with the range [-1, ∞) [120]. In our study, the value of ARR is shifted to
Principal
the right by one unit on the x-axis by using Equation 3.3, as shown in Figure 3.8. The reason to
do so is that in our proposed methodologies discussed later, ARR will be used as a weight parameter during the model training process. Having all non-negative ARR values in the data will
avoid possible confusion during model training and will make the model formulation a little easier.
Therefore, throughout this dissertation, ARR larger than 1 denotes a profitable loan, indicating that
the borrower paid back more than the principal, and vice versa.
Meanwhile, the distribution of ARR also depends on the grade of the loan. Figure 3.9 shows the
boxplots of ARR across different grades. It is self-evident that grade A has the smallest variation of
ARR, while grade G has the largest. In addition, it is obvious that there are always some profitable
loans, no matter what is the loan grade. It further indicates that grade is a simple while not the
absolute tool to guide the investment decisions.

3.4.3

Difference Between the Two Evaluations

As discussed, credit scoring uses loan status defined in Equation 3.1 as the target variable and aims
at predicting the PD of loans. Thus, it can evaluate the “safeness” of loans. On the other hand,
profit scoring uses ARR as the target variable and aims at predicting the profit of loans. Thus, it
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Fig. 3.9 ARR Across Different Grades in the Lending Club Data.
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can evaluate the “profitability” of loans. The discussion above leads to the question whether or not
the two scoring methods are equivalent.
Figure 3.10 shows the boxplots of ARR across different grades and also segmented by loan status.
It is shown that within each grade, the variation of ARR of the non-default loans is always much
smaller than that of the default loans. Furthermore, for each grade, there always exist some default
loans that lead to a higher ARR than those of the non-default loans. Among all the non-default
loans across different grades, the average ARR increases from grade A to G, which is consistent
with an increasing average interest rate from A to G. Among all the default loans across different
grades, the average ARR shows a slightly decreasing trend from grade A to G. However, some
default loans from grades C, D, E, and F could still result in a very high ARR. In addition, there
are always profitable defaulted loans, no matter what is the loan grade. Therefore, Figure 3.10
confirms that the “safer” loans, or the non-default loans, are not always associated with the “more
profitable” characteristic. In other words, non-default does not equal to a high profit while default
does not equal to no profit or absolutely a low profit. Thus, the loans recommended from the credit
scoring perspective are not always the loans with a high profit.
Figure 3.11 shows the cross distribution of loan status and ARR without grade segmentation.
It is intuitive that there exists a strong relationship between ARR and loan status: a defaulted loan
(e.g., loan status = 1) tends to be associated with a non-profitable ARR and vice versa. This can
be confirmed by the cross table between ARR and loan status shown in Table 3.6 as well. In
addition, Figure 3.11 also shows that the variation of ARR of the default loans is much larger than
that of the non-default loans, with some default loans resulting in an even higher ARR than those
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of the non-default loans. Consequently, the loans identified with the lowest PD may not always be
the best choice for investors, especially for those aggressive lenders, whose goal is to reach high
profitability. Meanwhile, the default loans with a profitable ARR may be a potential choice for
investors, but they should be recommended with caution.
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1.5
1.0
0.5
0.0
0

Loan status

1

Fig. 3.11 ARR Across Different Categories of Loan status in the Lending Club Data
Table 3.6 Cross Table of Loan status and ARR in the Lending Club Data
Loan status

ARR

Profitable

Frequency

Proportion

0

>1

Yes

904,086

80.44%

1

<= 1

No

200,859

17.87%

1

>1

Yes

18,950

1.69%

Moreover, previous studies showed that the explanatory variables differ in predicting loan status
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and profit [90]. Considering all the reasons mentioned above, we conclude that credit scoring and
profit scoring measure the loans from different perspectives, and one cannot be replaced by another.
A “safe” loan identified by the credit scoring approach cannot ensure a “highly profitable” loan for
the profit scoring purpose, while a “profitable” loan identified by the profit scoring approach cannot
avoid the default risk. It is critical to integrate credit scoring and profit scoring together to provide
a comprehensive evaluation of the loans, thus may provide better investment decisions.

3.5

Summary Statistics

In this subsection, we provide the summary statistics of the explanatory variables shown in Tables
3.2, 3.3 and 3.4.
The variable cr line month in Table 3.3 comes from the credit report of the borrowers. Actually, this variable does not exist in the original Lending Club data. It is calculated based on
the other two variables: issue d and earliest cr line. The variable issue d denotes the date when
the loan was issued while the variable earliest cr line is the date of the earliest credit tradeline
listed in the borrower’s credit report. It is reasonable to assume that cr line month, which is the
borrower’s credit age at the time when he/she applies for the loan, is a good representative of the
borrower’s credit information and could be predictive in loan evaluation. Consequently, after calculating earliest cr line, the two variables issue d and earliest cr line are removed to avoid the
possible multicollinearity issue [2]. All the other listed explanatory variables are available in the
original Lending Club data.
Table 3.7 presents the summary statistics of all the categorical variables described in Tables
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3.2, 3.3, and 3.4, along with the default percentage and the ARR statistics for each level of a
variable. As expected, the grade A loans have the lowest default rate, while the grade G loans
have the highest. The median of ARR keeps increasing from grade A to F. Most loans (76.07%)
have a term of 36 months and the loans with a longer-term (i.e., 60 months) have a higher default
rate. Only 0.52% of the loans are jointly applied while 99.48% are individual application. The
jointly applied loans have a higher default rate. Almost half of the borrowers (49.34%) have a
home mortgage, and the most common loan purpose is debt consolidation. From the default rate
column, it indicates that the loans of grade A, or for the wedding purpose, or of grade B are the top
three safe investments with the default rates of 5.91%, 11.78%, and 13.05%, respectively. From
the ARR column, it indicates that the loans of grade F, or of grade E, or of grade D are the top
three profitable investments on average with the average ARR of 1.12, 1.11, and 1.10, respectively.
The findings, as mentioned above, further indicate that safer loans are not equivalent to higher
profitable loans. Furthermore, it is also confirmed that the explanatory variables may differ in
predicting loan status and ARR.
Table 3.8 presents the summary statistics (mean, median, and standard deviation) of all the
continuous variables for the default loans and the non-default loans. In general, compared to
the default loans, the non-default loans tend to have the characteristic of having a higher annual
income, a lower number of delinquencies in the past two years, longer employment, a higher FICO
score, a lower number of inquiries during the past six months, a lower installment amount, a lower
interest rate, or a higher total credit revolving balance.
Figure 3.12 shows the heatmap of the continuous variables. There is a strong correlation be-
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Table 3.7 Cross Table of the Categorical Variables Used in the Lending Club Data
ARR
Name
Number of loans (%) Default (%) Mean
application type
Individual
1118063 (99.48%)
19.53(%)
0.99
Joint App
5832 (0.52%)
24.28(%)
0.97
grade
A
196993 (17.53%)
5.91(%)
1.02
B
331930 (29.53%)
13.05(%)
1.01
C
313243 (27.87%)
21.84(%)
0.99
D
167106 (14.87%)
29.84(%)
0.97
E
80240 (7.14%)
38.36(%)
0.93
F
27595 (2.46%)
45.00(%)
0.90
G
6788 (0.60%)
49.93(%)
0.87
home ownership Any
66 (0%)
25.76(%)
0.97
Other
134 (0%)
17.91(%)
1
Mortgage
554555 (49.34%)
17.06(%)
1.01
None
45 (0%)
15.56(%)
1.06
Own
117465 (10.45%)
20.17(%)
0.99
Rent
451630 (40.18%)
22.46(%)
0.98
initial list status
f
507080 (45.12%)
19.11(%)
1.00
w
616815 (54.88%)
19.93(%)
0.99
purpose
car
11687 (1.04%)
14.42(%)
1.01
credit card
253301 (22.54%)
16.56(%)
1.00
debt consolidation 659135 (58.65%)
20.8(%)
0.99
educational
313 (0%)
15.97(%)
1.00
home improvement 69453 (6.18%)
17.38(%)
1.00
house
4914 (0%)
22.55(%)
0.99
major purchase
23246 (2.07%)
17.64(%)
0.99
medical
11780 (1.05%)
20.95(%)
0.98
moving
7475 (0%)
22.52(%)
0.98
other
59776 (5.32%)
20.4(%)
0.99
renewable energy
762 (0%)
22.44(%)
0.98
small business
12951 (1.15%)
28.29(%)
0.95
vacation
6853 (0%)
18.88(%)
1.00
wedding
2249 (0%)
11.78(%)
1.03
term
36
855002 (76.07%)
15.38(%)
1.01
60
268893 (23.93%)
32.85(%)
0.95
verification status Not verified
329265 (29.30%)
14.29(%)
1.01
Source verified
433989 (38.61%)
20.68(%)
0.99
Verified
360641 (32.09%)
23.01(%)
0.98
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Median
1.07
1.08
1.04
1.06
1.08
1.10
1.11
1.12
1.10
1.07
1.07
1.07
1.08
1.07
1.07
1.07
1.07
1.06
1.06
1.07
1.06
1.07
1.08
1.06
1.07
1.08
1.08
1.08
1.08
1.08
1.08
1.07
1.09
1.06
1.07
1.08

St. dev
0.25
0.28
0.12
0.19
0.26
0.31
0.36
0.41
0.44
0.26
0.23
0.23
0.19
0.25
0.27
0.25
0.25
0.22
0.22
0.26
0.23
0.24
0.28
0.25
0.28
0.30
0.27
0.29
0.32
0.26
0.22
0.22
0.32
0.21
0.25
0.27

Table 3.8 Cross Table of the Continuous Variables Used in the Lending Club Data
Default

Non-default

Name

Mean

Median

St. dev

Mean

Median

St. dev

acc now delinq

0

0

0.08

0

0

0.08

annual inc

69891.52

60000

70667.05

77067.14

65000

68111.32

delinq 2yrs

0.35

0

0.94

0.31

0

0.86

dti

20.12

19.84

9.92

17.74

17.16

8.74

emp length

5.93

6

3.55

6.01

6

3.58

fico range high

690.87

684

24.85

701.01

694

31.87

fico range low

686.87

680

24.85

697.01

690

31.87

ing last 6mths

0.79

0

1.03

0.64

0

0.93

installment

459.09

401.26

253.18

432.56

372.21

255.74

int rate

0.16

0.15

0.05

0.13

0.12

0.04

loan amnt

15465.40

14300

8585.41

14155.62

12000

8484.36

open acc

11.98

11

5.60

11.50

11

5.36

pub rec

0.25

0

0.67

0.21

0

0.60

revol bal

15461.55

11191

19158.19

16748.93

11431

23134.24

revol util

0.56

0.57

0.23

0.53

0.53

0.24

total acc

25.10

23

12.11

25.14

23

11.88
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tween the FICO score and the interest rate. The variables int rate (interest rate) and dti (debt to
income ratio) are the top two variables that have the strongest correlation with ARR. However,
none of the variables shows a very strong correlation with ARR. Therefore, it further implies that
compared to relying on a single variable to make the investment suggestions, the advanced modeling techniques based on all the variables would yield better results.
It is worth noting that the summary statistics listed in Table 3.8 have very different orders of
magnitude. Therefore, all the continuous variables shown in Table 3.8 are standardized in our
following analysis.

3.6

Data Pre-processing

As discussed, we kept 1,123,895 loans along with 26 variables from the Lending Club data for our
further analysis, with all the continuous predictors being standardized. In summary, the cleaned
Lending Club data is obtained via the data pre-processing procedures as follows.
(a) Remove useless information. According to the target variable loan status, we only keep the
loans with a final value and discard those with a missing status. For the predictors (both numerical
and categorical), those having a missing/invalid percentage larger than 30% were removed. As
a result, there remain around one million observations. And the transaction time ranges from
October 2007 until January 2016.
(b) Re-code explanatory variables. As aforementioned, we standardize all the numerical features listed in Table 3.8 in order to avoid the bias caused by the various variable ranges of different
attributes. The standardization is completed by using the min-max normalization [82]. For all
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acc_now_delinq 1.00 0.01 0.13 0.01 0.01 -0.04-0.04-0.00 0.01 0.02 0.00 0.02 0.00 0.00 -0.03 0.03 -0.00
annual_inc 0.01 1.00 0.04 -0.16 0.06 0.08 0.08 0.03 0.31 -0.08 0.32 0.13 -0.01 0.29 0.04 0.18 0.03
delinq_2yrs 0.13 0.04 1.00 -0.01 0.02 -0.17-0.17 0.02 0.01 0.05 -0.00 0.05 -0.02-0.03-0.02 0.12 -0.01
dti 0.01 -0.16-0.01 1.00 0.04 -0.08-0.08-0.01 0.03 0.17 0.03 0.28 -0.04 0.13 0.16 0.21 -0.07

0.30

emp_length 0.01 0.06 0.02 0.04 1.00 0.02 0.02 -0.00 0.08 0.00 0.10 0.04 0.03 0.09 0.03 0.10 0.02
fico_range_high -0.04 0.08 -0.17-0.08 0.02 1.00 1.00 -0.09 0.06 -0.41 0.11 0.02 -0.19 0.04 -0.44 0.02 0.06

0.15

fico_range_low -0.04 0.08 -0.17-0.08 0.02 1.00 1.00 -0.09 0.06 -0.41 0.11 0.02 -0.19 0.04 -0.44 0.02 0.06
inq_last_6mths -0.00 0.03 0.02 -0.01-0.00-0.09-0.09 1.00 0.01 0.23 -0.02 0.13 0.06 -0.01-0.08 0.15 -0.04

0.00

installment 0.01 0.31 0.01 0.03 0.08 0.06 0.06 0.01 1.00 0.14 0.95 0.18 -0.06 0.31 0.13 0.20 -0.02
int_rate 0.02 -0.08 0.05 0.17 0.00 -0.41-0.41 0.23 0.14 1.00 0.14 -0.01 0.05 -0.04 0.25 -0.04-0.12

0.15

loan_amnt 0.00 0.32 -0.00 0.03 0.10 0.11 0.11 -0.02 0.95 0.14 1.00 0.19 -0.07 0.33 0.11 0.22 -0.03
open_acc 0.02 0.13 0.05 0.28 0.04 0.02 0.02 0.13 0.18 -0.01 0.19 1.00 -0.02 0.22 -0.15 0.70 -0.02

0.30

pub_rec 0.00 -0.01-0.02-0.04 0.03 -0.19-0.19 0.06 -0.06 0.05 -0.07-0.02 1.00 -0.10-0.08 0.01 -0.01
revol_bal 0.00 0.29 -0.03 0.13 0.09 0.04 0.04 -0.01 0.31 -0.04 0.33 0.22 -0.10 1.00 0.23 0.19 0.01
revol_util -0.03 0.04 -0.02 0.16 0.03 -0.44-0.44-0.08 0.13 0.25 0.11 -0.15-0.08 0.23 1.00 -0.11-0.01
total_acc 0.03 0.18 0.12 0.21 0.10 0.02 0.02 0.15 0.20 -0.04 0.22 0.70 0.01 0.19 -0.11 1.00 0.00
ARR

total_acc

revol_util

revol_bal

pub_rec

open_acc

loan_amnt

int_rate

installment

inq_last_6mths

fico_range_low

fico_range_high

emp_length

dti

delinq_2yrs

annual_inc

acc_now_delinq

ARR -0.00 0.03 -0.01-0.07 0.02 0.06 0.06 -0.04-0.02-0.12-0.03-0.02-0.01 0.01 -0.01 0.00 1.00

Fig. 3.12 Correlations of the Continuous Variables in the Lending Club Data
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the categorical features listed in Table 3.8, a one-hot encoding method is applied. Take the feature application type as an example, which has two categories: “Individual” and “Joint App”. In
our analysis, two columns named application type Individual and application type Joint App are
created, which are the indicators for the two categories, respectively.
(c) Impute missing values. For the categorical features, they have all been coded into numerical
values after the one-hot-encoding transformation. Their missing values are then imputed using the
mode value. For the numerical features, the median-based imputation is applied.
In the numerical experiment conducted in Chapter 4, the cleaned data need to be further processed to better meet the research objective for loan evaluation at the aggregated level. The details
of the further processing will be discussed in Section 4.4.1. In the experiments conducted in Chapters 5, 6, and 7, the cleaned data can be directly utilized to build the loan evaluation models at
the individual level. For Chapters 5, 6, and 7, the cleaned data is randomly split into a training
set (70%, i.e., 786,726 loans) for the model training purpose and a testing set (30%, i.e., 337,169
loans) for the model evaluation purpose.
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CHAPTER 4

Risk Prediction of the Entire Peer-to-Peer Lending Market by a LSTM
Model

In this chapter1 , we provide an evaluation of the entire peer-to-peer (P2P) market using one of the
state-of-the-art techniques for modeling the sequential data. Having a thorough understanding and
enough confidence in the development of the P2P market could further attract more lenders and
more investment from the existing lenders. Thus, rather than diving deeply into the loan evaluation
for P2P lending, helping investors get a general understanding of the current and future status of
the entire P2P market is usually the first step when making investment suggestions. Through the
P2P lending platform, investors hope to maximize their return while minimizing the risk via a
comprehensive understanding of the P2P market. They want to enter the market or adjust their
investment volume according to the status of the whole market. A low and stable default rate
across all the borrowers denotes a healthy P2P market and provides investors more confidence in a
promising investment. Therefore, having a powerful model to describe the trend of the default rate
in the P2P market is crucial.
1

This chapter is a slightly modified version of [113] published in ACMSE 2020 Proceedings and has been reproduced here, complying with ACM author rights.
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Different from the previous studies that focus on modeling the default rate at the individual
level, in this chapter, we are the first to comprehensively explore the monthly trend of the default
rate at the aggregate level for the P2P data from October 2007 to January 2016 in the US. We
use the long short term memory (LSTM) approach to sequentially predict the default risk of the
borrowers in Lending Club. Although being first applied in modeling the P2P sequential data, the
LSTM approach shows its great potential by outperforming the traditionally utilized time series
models in our experiments. Furthermore, incorporating the macroeconomic feature unemp rate
(i.e., unemployment rate) can improve the model performance by decreasing the Root Mean Square
Error (RMSE) on both the training and the testing data sets. Our study broadens the applications of
the LSTM algorithm by using it on the sequential P2P data and helps guide the investors in making
investment strategies at the aggregate level.
In the remainder of Chapter 4, details of our motivations, along with the findings based on
modeling the aggregated default risk of the entire P2P market, are discussed.
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4.1

Introduction

Peer-to-peer (P2P) lending, which means lending money from investors directly to borrowers
through a virtual platform, is one of the fastest-growing segments in the financial lending market. Through the P2P lending platform, approved borrowers could take control of their finance
while investors benefit via earning potentially competitive returns [5]. To help the investors make
the investment decision, the lending institutions continuously focus on exploring methods to understand the behavior of loan applicants during the economic cycles. They attempt to model the
default risk of the borrowers (i.e., repayment of the loans) and then provide credit assessment to
the lenders [50]. Meanwhile, it is equally crucial for the investors to have a whole understanding
of the entire P2P market by evaluating the borrowers’ risk at the aggregate level as time going on.
Lending platform with a continuously low and stable default risk may denote a healthy P2P lending
environment, thus could provide more confidence to the investors to have a successful investment
[23][70][17]. Therefore, how to model the trend of the default risk at the aggregative level becomes
a critical question that needs to be addressed.
The long short term memory (LSTM) model, which is one of the state-of-the-art methods to
model the sequential data (i.e., the order of the data matters), has been widely used in language
modeling, disease forecasting, and speech recognition [97][64][42][32]. In the financial domain,
LSTM has shown its superiority over traditional time series models in individual credit risk classification, overdue of bank loan prediction, and credit card fraud detection [48][59][107]. Although
the LSTM model has been applied to the above-mentioned fields, no research has been found to
analyze the time series data in the aggregative level generated in the P2P lending market. It is worth
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noting that different from modeling on the individual repayment that focuses on individual characteristics, modeling on the aggregative data will also need to consider the macroeconomic factors
that are relevant to the P2P market. For example, one macroeconomic factor, the unemployment
rate, is shown to be closely correlated to the interest rate in the P2P lending market [28]. Moreover,
the unemployment rate is empirically correlated with the gross domestic product (GDP) [94]. All
these findings show strong evidence that we need to incorporate the macroeconomic factors when
modeling the default rate in the P2P market.
Motivated by the aforementioned research, in this chapter, we demonstrate a comprehensive
case study with the goal of modeling the trend of the default rate of the P2P market at the aggregative level in the US. In our empirical study, we use the Lending Club data to test the robustness
of LSTM. We first combine the P2P data from the individual level to the aggregative level. Next,
we incorporate the employment rate (i.e., unemp rate) across different time points into the aggregated data by matching the date. Then, the LSTM model is employed to fit the aggregated default
rate. The superiority of the LSTM method is confirmed by comparing its performance to traditional time series models. Furthermore, the importance of the macroeconomic factor is proved
by comparing the performance of the LSTM models with or without unemp rate. The authors
believe that our findings could provide a reference from the aggregative level for the investors for
making their decisions. In summary, our study makes contributions from the following aspects:
• It is the first attempt that utilizes LSTM on the aggregated sequence data in P2P lending.
The LSTM model is shown to be superior to the traditionally used time series models;
• It is the first attempt that incorporates the macroeconomic factor named unemployment rate
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into LSTM modeling for the repayment prediction at the aggregative level. We found that
adding the macroeconomic factor is beneficial to the model performance.

The rest of the chapter is structured as follows. Section 4.2 summarizes the related work in the
entire P2P lending market. Section 4.3 provides a description of the LSTM algorithm along with
its origin algorithm – recurrent neural network (RNN). Section 4.4 introduces the details of our
analysis and Section 4.4.3 presents the results. Section 4.5 is the conclusion of the findings.

4.2

Related Work

Many previous studies focus on exploring different machine learning algorithms to model the
repayment of individual borrowers in P2P lending. They employ different models such as random
forest, decision tree, and neural network, to improve the classification accuracy for loan status or
to extract efficient features that are predictive of default [67][78][123]. These studies could guide
investment strategies for investors by providing evaluations of individual borrowers. However,
there is seldom research that describes the sequential development of the default risk in the P2P
market as time going on. In other words, there is no research that could provide a reference to the
investors on the overall evaluation of the default risk at the aggregative level in the P2P market. A
deep learning approach has been explored in many other areas for modeling the sequential data.
For example, RNN has been introduced into the Internet recommendation system for building a
recommendation system in [39]. LSTM has shown to be effective in the prediction of the future
behavior of customers in the e-commerce based data in [75]. In addition, LSTM has shown its
superiority over the traditionally utilized time series models when being applied to model the
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transaction fraud and credit scoring in [117][107]. Although not been applied in modeling the
sequential P2P data at the aggregative level, LSTM is expected by us to have its potential. Thus,
we did an empirical study to confirm our conjecture and details of our study will be discussed in
Section 4.4.

4.3

Algorithms

Since the LSTM model is used in this study, in this section, we will first briefly discuss RNN,
which is the origin of LSTM, and then illustrate the principle of LSTM.

4.3.1

Recurrent Neural Network

In traditional feed-forward neural networks (NNs), the information of the data moves towards one
direction: from the input layer, through the hidden layer(s), and finally reaches the output layer.
Thus, NNs only store the current information they received and have no memory of the past. As
a result, they have limited power when being used on sequential data, such as transaction data
or speech data [45]. On the other hand, RNN, a special class of NNs, has shown its potential
in modeling data with temporal dynamic behavior by many studies [33] [40]. Different from
NNs, data information cycles in RNN and the current information along with the previous step
information can both be stored. In other words, RNN has the internal while short-term memory
of the information that NNs do not [55]. Figure 4.1 displays an illustrative example of an RNN
structure. Each rectangle denotes a fully-connected NN structure (note: the structure in Figure
4.1 is shown as an illustrative example, and the exact NN structure needs to be self-defined in
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different studies) and the RNN is composed of a chain of repeating the same NN structure. At each
timestamp t, besides using the values of the independent variables at time t (i.e., Xt ) as the input,
RNN also uses the output from the previous timestamp (i.e., St ) as the input. The output at time t
of RNN (i.e., Ot ) can be calculated using Equation 4.1, where “·” denotes the Hadamard product
(i.e., pointwise multiplication), activation denotes a certain activation function (such as sigmoid
function), W and U denote the weight matrix for Xt and St , and b denotes the bias. By doing this,
‘memory’ could be added on RNN, and the sequential information of the data is stored as time
goes on. It is worth noting that in RNN, values of Ot and St+1 are the same for each time point t,
with the former denotes the current output and the latter represents the information passing to the
next time point t + 1.

Ot = activation(W · Xt + U · St + b)

4.3.2

(4.1)

Long Short Term Memory

LSTM is a variant of RNN but it is capable of remembering the information over a long period
of time and learning long-term dependencies of the information. In other words, it extends the
‘memory’ and could learn from inputs that have a very long time lags in between. Figure 4.2
displays an illustrative example of a LSTM structure. Comparing with the RNN structure in Figure
4.1, it is found that in Figure 4.2, LSTM contains an additional sequence of cell states Ct , which
not only stores the previous information, but also the information obtained many steps ahead.
Similarly, the output of LSTM at time t (i.e., Ot in Figure 4.2) can be calculated using Equation 4.2,
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Fig. 4.1 Illustrative Figure for an Example of RNN Structure
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where Wo , Uo , and Vo denote the corresponding weight matrix (for Xt , St , and Ct respectively),
and bo denotes the bias [38]. Similar as those in RNN of Figure 4.1, values of Ot and St+1 are the
same for each time point t, with the former denotes the current output and the latter represents the
information passing to the next time point t + 1.

Ot = activation(Wo · Xt + Uo · St + Vo · Ct + bo )

(4.2)

Fig. 4.2 Illustrative Chart for an Example of LSTM Structure

The critically innovative structure of LSTM is the cell state Ct . Its detailed structure is summarized based on the illustrations from previous studies [41][86]. As shown in Figure 4.2, the
sequence of cell states is similar to a conveyor belt or a carry track that controls whether to input,
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store, or delete information. For each cell state, it contains different gates that could optionally
delete, store, or output information: the forget gate ft (particially) deletes the information from the
previous state if it is not important, the input gate it determines the percentage of new input, and the
output gate Ot denotes the output at the current time step t. ft can be obtained by using Equation
4.3, where Wf and Uf denotes the weight matrix for Xt and St of the forget gate, and bf denotes
the bias. Similarly, it can be obtained by using Equation 4.4, where Wi and Ui denotes the weight
matrix for Xt and St of the input gate, and bi denotes the bias. After obtaining the information
that passing through the input gate (i.e., it ), LSTM uses another layer to generate a new candidate
value C̃, which denotes the information that could be added to the current state Ct . The candidate
value C̃ can be obtained by using Equation 4.5, where Wk and Uk denotes the weight matrix for
Xt and St , and bk denotes the bias. Finally, the current cell state Ct can be updated into the new
cell state Ct+1 by using Equation 4.6, where * denotes the matrix multiplication, ft *Ct denotes
the information LSTM wants to delete at time t, and it *C̃ denotes the information LSTM wants to
remain. Then, Ct+1 would be used to calculate the output in the next time step t + 1 (i.e., Ot+1 )
[63].

ft = activation(Wf · Xt + Uf · St + bf )

(4.3)

it = activation(Wi · Xt + Ui · St + bi )

(4.4)
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C̃ = activation(Wk · Xt + Uk · St + bk )

(4.5)

Ct+1 = ft ∗ Ct + it ∗ C̃

(4.6)

During the training of LSTM, the sequential cell states (examples including Ct−1 , Ct , and
Ct+1 ) are trained at a series of time points (including t − 1, t, and t + 1) by identifying the optimal
weights and bias with the goal of minimizing the pre-defined loss function. As mentioned above,
since each square in Figure 4.1 and 4.2 denotes a fully-connected NN structure, LSTM contains
similar hyper-parameters as traditional NNs, such as ‘number of nodes’, ‘batch size’ (i.e., number
of samples used for propagation in each iteration), and ‘number of epochs’ (i.e., number of times
that the learning algorithm sees the entire dataset). The optimal values of the hyper-parameters
need to be identified for different datasets before starting the model training.

4.4

Empirical Study

As discussed in Section 4.1, the study in this chapter is different from conventionally utilized loan
evaluation approaches in which each loan is evaluated individually in terms of its risk. Instead, we
focus on examining the default risk on the aggregated level with the goal of providing the investors
a thorough understanding of the entire P2P market. Thus, in this chapter, we aim to answer the
following research question explicitly based on P2P lending:
Can we find a robust model that can provide the sequential predictions of the default risk of
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the entire P2P market?
To address the above-mentioned question, we design a comprehensive empirical study using
the Lending Club data described in Chapter 3.

4.4.1

Data Pre-processing

After performing the data pre-processing procedures described in Section 3.6, we get a cleaned
Lending Club data on the individual level, which can be used for evaluating individual loans (details will be discussed in Chapters 5, 6, and 7). Since we aim at evaluating the aggregative default
risk in this chapter, additional data pre-processing procedures are needed. Furthermore, the variables described in Tables 3.2, 3.3, 3.4 in Chapter 3 are all individual level factors. When evaluating
the default risk on the aggregative level, it is critical to incorporate some factors that could affect
the development of the entire P2P market. This concern has been proved by many previous research, which showed the potential effect of the macroeconomic behavior on loan status such as
unemployment rate and SandP500 index [46]. Therefore, in our analysis in Chapter 4, we collect
one macroeconomic feature using the website 2 . The feature is named as unemp rate in the data,
and it is recorded monthly. Together with the independent variables described in Furthermore, the
variables described in Tables 3.2, 3.3, 3.4, the variable unemp rate will be served as an additional
numerical feature in the following analysis.
In summary, before applying the LSTM algorithm, except for the data pre-processing steps
described in Section 3.6, additional data pre-processing procedures are performed as follows:
• Transfer the individual-level data into the aggregated level. In other words, We aggregate
2

https://datahub.io/core/employment-us#data.
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the data by month to get the sequentially monthly information of the P2P market. The details of our aggregation are described as follows. (1): For the target variable loan status,
we calculate the percentage of loan status = 1 within each month and use this as the aggregated value. As a result, we obtain the monthly default rate of the P2P lending market, and
we name it as default rate in further analysis; (2): For the independent variables, they all
have been transformed into numerical values, as mentioned in steps (b) and (c) described in
Section 3.6. Therefore, the monthly aggregated values are obtained by taking the monthly
average for each feature.
• Append the macroeconomic factor: The monthly values of unemp rate is finally merged
with the aggregated Lending Club data by using the date as the matching key.

4.4.2
4.4.2.1

Prediction of Default Risk
LSTM

After the aforementioned data pre-processing, we obtain 102 observations on the aggregative level
along with 29 variables (27 independent variables from the original data, one macroeconomic factor, and one dependent variable). We plot the trend of the default rate at the aggregative level using
the line plot, and the result is displayed in Figure 4.3. It is observed that default rate gradually decreases from October 2007 to early 2010 with big variations, but it begins to increase afterward,
and the variation becomes smaller. The LSTM approach is applied to model the aggregated sequential default rate. The data set obtained from Section 4.4.1 was split into a 80% training and
20% testing. To be specific, we use the data from October 2007 to May 2014 as the training set
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while using that from June 2014 to January 2016 as the testing set. The implementation of the
LSTM model is based on the Keras library in Python 3 on a personal laptop with a 3.3 GHz Intel Core i7 processor, 16GB RAM, and Mac OS system. The loss function used in LSTM is the
square root of mean squared error (RMSE) between the predicted and the true default rate [69].
During the training process, we tuned several hyper-parameters of LSTM, including ‘the number
of nodes’, ‘batch size’, and ‘number of epochs’, via a trial and error approach with the goal of
minimizing the cross-validated RMSE. We keep the default settings in the Keras library for the
rest of the hyper-parameters in LSTM.

Fig. 4.3 Monthly Change of the Default Risk at the Aggregative Level

To identify whether the incorporated macroeconomic feature, unemp rate, is beneficial to the
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mode performance, two LSTM models are implemented as follows: (I) the LSTM model without
using unemp rate, denoted as LSTM(1); (II) the LSTM model by using unemp rate as an additional feature, denoted as LSTM(2). It is worth noting that LSTM is relatively robustness to the
multicollinearity problem [130], making us confident to use all the features simultaneously in the
modeling stage.

4.4.2.2

Further Comparison

To further explore the robustness and superiority of the LSTM technique in modeling the sequential
default rate of the P2P lending data, traditional time series analysis is applied and evaluated on the
same dataset described in Section 4.4.2. In our initial analysis, we considered both the univariate
time series model (UTS, i.e., default rate depends only on time) and multivariate time series model
(MTS, i.e., default rate depends on several time-dependent variables) [127] [122]. In UTS, the
plots of the autocorrelation function (ACF) and the partial autocorrelation function (PACF) of the
data are investigated with the goal of looking for the most appropriate time series model. In MTS,
we applied the most commonly used method – vector auto regression (VAR) on the datasets with
and without the additional feature unemp rate [102], respectively. The implementation of the UTS
and MTS models are based on R and the Statsmodels library in Python 3, respectively.

4.4.3

Results

As discussed in Sections 4.4.2 and 4.4.2.2, we first implement LSTM methodology and further
compare its performance with traditional time series models. The critical step before the implementation of LSTM is hyper-parameter tuning. By applying the trial and error approach via
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minimizing the loss on the test set, we finalized the values of the hyper-parameters as follows. The
value of the ‘number of nodes’ is set to 70. ‘batch size’ is set to 50 via trying different values
ranging from 10 to 100 with a step of 10. ‘the number of epochs’ is selected as 1000 to ensure the
convergence of the algorithm. Figures 4.4 and 4.5 show the changing of the loss value of training
set and test set during each epoch for LSTM(1) and LSTM(2), respectively. LSTM(2) shows a
smaller loss than LSTM(1) during the initial training stage, but finally, the training process converges on both models.

Fig. 4.4 Loss on the Training and Test Sets for LSTM(1)

On the other hand, the critical step before the implementation of traditional time series models
is to ensure the stationary of the data. The dataset is taken the first difference by making it sta57

Fig. 4.5 Loss on the Training and Test sets for LSTM(2)
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tionary. From the ACF and PACF plot, we see that autocorrelation decaying towards zero while
the PACF plot cuts off quickly towards zero. Therefore, for UTS, we only keep autoregressive
components and have fitted traditional autoregressive models with order p (i.e., AR(p)) while the
value of p ranges from 1 to 3 in our study. The optimal value of p in the AR model is identified
as the one that generates the lowest Bayesian information criterion (BIC) value [77]. Results show
that AR(2) produces the lowest BIC values among the three AR models we compared (including
AR(1), AR(2), and AR(3)). For MTS, it is interesting to find that VAR models perform much
worse than AR(2) with respect to BIC, no matter whether the macroeconomic feature unemp rate
is used or not. Therefore, AR(2) is selected as the appropriate traditional time series model based
on the P2P data in this study.
Figure 4.6 shows the predicted trend of default rate from October 2007 to January 2016 along
with the true trend using LSTM(1), LSTM(2), and AR(2) respectively. The trend on the left of the
vertical line is generated using the training data (i.e., data from October 2007 to May 2014) while
the trend on the right is based on the test set (i.e., data from June 2014 to January 2016). We see that
the predicted trend generated by LSTM(1) and LSTM(2) is very similar. Moreover, both LSTM
models can capture the default trend very well. However, there is an obvious delay in AR(2) in
the ability to detect the change. We further compare the RMSE values of the three models, and the
result is shown in Table 4.1. AR(2) gives a much higher RMSE value on the testing set than that
from either of the two LSTM models. Therefore, we conclude that LSTM shows its robustness
in modeling the default rate of the P2P market, no matter whether the macroeconomic feature
unemp rate is used or not. Furthermore, LSTM(2) gives lower RMSE values on both training
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and testing sets, indicating that incorporating the macroeconomic feature unemp rate could further
improve the model performance. All the above findings could further confirm the robustness of the
LSTM method in modeling the sequential P2P data.

Fig. 4.6 Predicted Trend of the Default Rate along with the True Trend from LSTM(1), LSTM(2),
and AR(2)

Table 4.1 RMSE Comparison of the Three Models
Model

Training Set

Testing Set

LSTM(1)

0.013

0.010

LSTM(2)

0.011

0.007

AR(2)

0.019

0.021
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4.5

Conclusion and Discussion

In this chapter, we aim to explore the monthly trend of the default rate on the aggregative level in
the P2P lending market in the US. LSTM algorithm is first employed as a technique to model the
sequential P2P transaction data. Considering the effect of the macroeconomic factor on the P2P
market, we incorporate the unemployment rate (i.e., unemp rate) as an additional predictor. The
result shows that although seldomly used in the P2P market, LSTM is a good alternative and even a
more powerful tool to model the P2P transaction data compared to traditional time series models. It
is also demonstrated that adding unemp rate could improve the LSTM performance by decreasing
RMSE on both the training and the testing datasets. Different from previous studies that focus on
modeling default risk at the individual level, our study provides a more comprehensive analysis of
the P2P market by sequentially modeling the risk at the aggregative level. Therefore, our study
successfully broadens the application of the LSTM algorithm in the P2P market. Furthermore, our
findings provide a good reference for investors to understand the entire status of the P2P market,
especially the monthly trend of the default rate on an aggregative level. This is very critical in
making their future investment strategies.
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CHAPTER 5

Improving Investment Suggestions for Peer-to-Peer (P2P) Lending via
Integrating Credit Scoring into Profit Scoring

In this chapter1 , we design a two-stage model that can incorporate the credit scoring information
into the profit scoring method in order to evaluate the individual peer-to-peer (P2P) loans. In
the P2P lending market, the lenders lend the money to the borrowers through a virtual platform
and earn the possible profit generated by the interest rate. From the perspective of the lenders,
they want to maximize the profit while minimizing the risk. Therefore, many studies have used
machine learning algorithms to help the lenders identify the “best” loans for making investments.
The studies have mainly focused on two categories to guide the lenders’ investments: one aims
at minimizing the risk of investment (i.e., the credit scoring perspective) while the other aims at
maximizing the profit (i.e., the profit scoring perspective). Conservative investors tend to rely on
the credit scoring approach since they are more concerned about the “safety” of the investment.
On the other hand, aggressive investors tend to rely on the profit scoring approach since they are
more interested in the “profit” of the investment. In this chapter, we focus on developing a method
1

This chapter is a slightly modified version of [112] published in ACMSE 2020 and has been reproduced here,
complying with ACM author rights.
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that could benefit the aggressive investors in terms of recommending to them the loans with higher
profit while still being able to avoid extra risk.
Traditional credit scoring and profit scoring evaluate the loans independently, and there is seldom research tried to integrate the two scoring methods together. Motivated by this, we propose a
two-stage framework that incorporates the credit information into the profit scoring modeling, hoping that incorporating the credit information is helpful in improving the results from the traditional
profit scoring approach. We conduct the empirical experiment on the real-world P2P lending data
from the US P2P market and use the Light Gradient Boosting Machine (lightGBM) algorithm as
the base model in the two-stage framework. Results show that the proposed two-stage method can
identify loans with more profit without scarifying risk tolerance. Therefore, the model provides
better investment guidance to the investors compared to the existing one-stage profit scoring alone
approach. The proposed framework can serve as an innovative perspective for making investment
decisions in P2P lending.
In the remainder of Chapter 5, details of our motivations, along with the findings based on
incorporating credit scoring into profit scoring for loan evaluation, are discussed.
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5.1

Introduction

Peer-to-peer (P2P) lending consists of the practice of matching anonymous lenders with borrowers
through an electronic platform so lenders could directly invest in (lend to) certain borrowers [5].
In general, lenders could earn higher returns relative to savings and other investment products
offered by banking when borrowers pay back their loans as scheduled. However, the loans on
the P2P market are unsecured, and investors need to tolerate the risk of losing part or even all
of their principal if borrowers default the loans. To help investors find out the safer loans with
the relatively lower risk, it is beneficial to evaluate each loan from the perspective of “the risk
level”, which is typically done by estimating the probability of default (PD). Loans with lower
PDs are considered safer than those with higher PDs and vice versa. The PD for each loan can be
predicted by considering its characteristics, such as the loan amount, the loan purpose, the assets of
the borrowers, etc. The above-mentioned approach is known as the credit scoring approach, which
poses a classification problem that classifies the loans into either (1) the default case if the predicted
PD exceeds a certain predefined threshold, or (2) the non-default case otherwise. Subsequently,
the credit scoring approach recommends lenders to invest in non-default loans or the loans with
lower predicted PDs because of the potentially lower risk.
In the P2P market, minimizing the risk is one but not the only objective for investors. The
profit gain of the loan even matters more for lenders, making it crucial to evaluate each loan at “the
profit level”, which is known as the profit scoring approach. As discussed in Section 3.4.2, profit
scoring was first proposed as an alternative to credit scoring in P2P lending, and IRR was used
as the measure of the profit in [90]. The profit scoring approach poses a regression problem that
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predicts the IRR for each loan, and the loans with a high predicted IRR are good candidates for
investors. In our analysis, considering the various duration of the repayments for different loans
in the P2P market, ARR is used as the profit scoring measure by referring to the research in [120]
and its equation is given in Equation 3.3. Suppose two borrowers are obtaining a $100 loan each,
and suppose the first borrower pays back $150 in 1 year while the second borrower pays $150 in
2 years. Both of them generate the IRR valued 50%. If using IRR as the profit measure, both
loans are equally high-qualified for the investors. However, the ARRs for the first and the second
$150 (1/2)
$150 (1/1)
)
= 1.5 and ( $100
)
= 1.2, respectively. In other words, the loan with
borrowers are ( $100

the higher ARR means the investment gains the profit in a shorter period of time. If using ARR
as the profit measure, the second loan will be recommended to the lenders. The example clearly
shows that ARR is a better metric in measuring profitability in the P2P industry.
Both of the credit scoring approach and the profit scoring approach can be used to evaluate
loans and make recommendations to investors. However, they work from different perspectives.
As pointed out in [90], the factors determining the profit differ from those determining the PD, although overlapping factors exist. The credit scoring approach helps lenders minimize the potential
default risk. It identifies the loans with lower PDs, and these “safe” loans are considered as the
“good” loans. From the credit scoring perspective, the “safe” loans may lead to a good profit since
they have a higher probability of being fully repaid. On the other hand, the profit scoring method
identifies the loans with higher predicted profits based on the condition that borrowers fully pay
off their loans (e.g., they are non-default loans) and these “more profitable” loans are considered as
“good” loans from the profit scoring perspective. Although working from different perspectives,
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the final objective of both credit scoring and profit scoring is to help investors get more profit from
the investment.
Considering that credit scoring only focuses on PDs and totally ignores the profit while profit
scoring only targets on the profit and totally ignores the default risk, none of the two approaches
could evaluate the loans comprehensively. It is intuitive that the higher PD the loan has, the higher
interest rate it associates with. Thus the higher profit it may lead to. Therefore, the credit scoring information may provide some additional power to the prediction of the profit, and integrating
the two scoring approaches may provide a better investment suggestion. Motivated by the aforementioned conjecture, we design a two-stage framework that could integrate the credit scoring
information into the profit scoring method in the evaluation of loans. To be specific, in stage 1,
each loan’s PD is estimated by a classifier. The predicted PD then serves as an additional predictor
in stage 2, where a regressor is used to get the predicted profit of each loan. Subsequently, the
lenders might be able to select the loans with a higher predicted profit than those selected through
the single-step approach.
To our best knowledge, the proposed two-stage framework is the first study aiming at incorporating credit scoring and profit scoring together to evaluate loans. To validate the effectiveness
of the proposed approach, we conducted an empirical study using real-world data from Lending
Club, which represents most of the P2P transactions in the US. The results indicate that the twostage approach outperforms the existing one-stage profit scoring alone approach with respect to
the identification of the more profitable loans.
This chapter is structured as follows. We will first review the related work of credit scoring
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and profit scoring in the P2P domain in Section 5.2. Section 5.3 gives a brief overview of the
proposed two-stage modeling approach based on the Light Gradient Boosting Machine (lightGBM)
algorithm. The details of the empirical study are further presented in Section 5.4. Section 5.4.2
displays the experimental results. Conclusions and discussion are finally addressed in Section 5.5.

5.2

Related Work

In the P2P market, credit scoring is formulated as a classification problem with a binary outcome:
defaulted loans (i.e., more than 150 days past due) and non-defaulted loans (i.e., fully paid). Different classifiers have been used in the credit scoring area, including logistic regression, support vector
machine, Naive Bayes, k-nearest neighbors, random forest, and neural network [85, 108, 109]. Logistic regression is considered a natural method for credit scoring because of its relatively strong
performance. Furthermore, it was shown that logistic regression could reach the best precision
compared to other classifiers, including support vector machine, Naive Bayes, and random forest
on the Lending Club data [53]. In [67], a random forest-based classification approach was used to
identify the loan status, and it turned out the random forest model could reach a higher accuracy
than support vector machine or logistic regression. In [50], a deep dense convolutional network
was created to predict the repayment amount of P2P lending. Tree-based ensemble algorithms,
including LightGBM and XGBoost methods, have been used to evaluate the loans on the Lending
Club platform as well as in the credit risk analysis [66, 111, 110]. Moreover, there have been
some studies focusing on creating a hybrid model that aims to further improve the performance of
the credit scoring approach. For instance, in [31], a hybrid model combining random forest and
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neural networks was proposed. Regardless of the various machine learning models proposed in
the credit scoring area, all of them focused on targeting the “safest” loans and totally ignore their
profitability.
Recently, many studies have changed their focus from credit scoring to profit scoring. However,
there is still limited research focusing on profit scoring for P2P lending. As discussed in Section
5.1, IRR and ARR have been used as the target for this approach [90][120]. Since both IRR
and ARR are continuous, profit scoring is formulated as a regression problem. In [90], multiple
linear regression and decision tree models are used for the prediction of IRR. In [120], a costsensitive extreme gradient boosting (CSXGBoost) model is used to get the predictions of ARR.
Regardless of the choice of the profit measure, profit scoring models only focus on finding the
most “profitable” loans and totally ignore their default risk.

5.3

The Proposed Two-stage Approach

As discussed in Section 5.1, credit scoring information may be beneficial in the detection of more
profitable loans. In order to incorporate the credit information into profit scoring, an intuitive approach is to use the loan status (i.e., defaulted or non-defaulted) as an additional predictor in the
profit scoring approach. Although it works on the historical data, it cannot be used in real applications due to the lack of value for the loan status when a loan is initiated, and it is when lenders
would like to assess its profitability. To overcome the above-mentioned problem, a two-stage
method is developed, and its structure is shown in Figure 5.1. Stage 1 predicts PD by formulating
it into a binary classification problem. The predicted PD generated from stage 1 is then used as
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an additional feature in stage 2 for the prediction of ARR. The design of the two-stage approach
is based on the assumption that the information of PD is predictive for ARR. We hope that adding
PD as the additional predictor may help avoid the loans with extremely high profit while extremely
high risk, which is especially helpful for conservative investors. As shown in Figure 5.1, one classifier and one regressor are needed in stage 1 and stage 2, respectively. Theoretically, all kinds of
classifiers and regressors could be used in the two-stage modeling process. In this study, we select
LightGBM as both the classifier in stage 1 and the regressor in stage 2.

Fig. 5.1 The Illustrative Structure of the Two Stage Model

LightGBM originated from Gradient Boosting Decision Tree (GBDT), which is an ensemble
learning approach using the decision tree as the base classifier. GBDT could enhance a weak classifier into a strong one by iterative training [129]. It soon became a deadly weapon in many machine
learning tasks, and more than half of the championship programs in the Kaggle competitions used
GBDT [66]. XGBoost is one type of GBDT proposed in 2015. In recent years, XGBoost has
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been frequently applied because of its rapidness and scalability [18, 111]. LightGBM, designed in
2016, is an additional novel type of GBDT and was proposed to solve the problems encountered
by XGBoost in large-scale data. Details of the lightGBM theory can be found in [49]. LightGBM
supports efficient parallel training so it could have a lower computational cost while having better
performance than XGBoost [49]. As a result, LightGBM is becoming more preferred in sorting,
classification, and regression tasks [95]. As mentioned in Section 5.2, LightGBM was first introduced into the P2P area for the prediction of loan repayments [66]. However, there has been no
research that uses LightGBM for the prediction of a loan’s profitability. This is the first application
of LightGBM in such an area. In summary, we chose LightGBM as both the classifier in stage 1
and the regressor in stage 2 for the reasons as follows:

• LightGBM can handle both classification and regression problems [66]. Using the same
model in stages 1 and 2 can simplify the model structure.
• GBDT is an ensemble method, and the performance is significantly better than most of
the conventional machine learning methods, which has been well demonstrated in previous
studies [30][121][44]. As one type of GBDT, LightGBM has shown to have good stability
and accuracy [128][65]. It has a relatively small computational cost but provides a good
training effect.
• It is the first attempt to use LightGBM in predicting the profitability of a loan in the P2P
domain.

Therefore, in our proposed two-stage LightGBM model, stage 1 is designed as a credit scoring
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model, which uses LightGBM to get the predicted PD for all the loans. The predicted PD is
then used as an additional predictor in stage 2 for the prediction of ARR, which also uses the
LightGBM algorithm. The hyper-parameters of the LightGBM model in both stages, including the
number of trees, the number of levels for each tree, and the percentage of subsample used during
each iteration, are tuned based on a trial and error approach with the goal of minimizing the loss
on the testing set.

5.4

Empirical Study

As discussed in Section 5.1, we hope that adding the credit scoring information would be beneficial
in the detection of more profitable loans. Thus, in this chapter, we aim to answer the following
research question explicitly based on P2P lending:
Is incorporating the credit information into the profit scoring approach better than the profit
scoring alone approach in identifying the “more profitable” loans?
To address the above-mentioned question and to test the effectiveness of the proposed method,
the proposed two-stage method is applied to the Lending Club data obtained in Chapter 3.

5.4.1

Evaluation Criteria

The proposed two-stage LightGBM model was first implemented on the Lending Club training set
and then evaluated on the test set. To confirm that incorporating credit scoring into profit scoring
could be beneficial in detecting “more profitable” loans, we compared its performance with the
single profit scoring approach without using any information from credit scoring. Specifically,
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two models are compared: an existing profit scoring alone approach based on LightGBM (the
One-stage Model), and the proposed two-stage LightGBM method (the Two-stage Model). In
both models, the hyper-parameters are tuned using the trial and error approach with the goal of
minimizing Root Mean Squared Error (RMSE) on the test set. The details of the hyper-parameter
settings are shown in Table 5.1. In both models, the final outcome is the predicted value of ARR.
Loans with a higher predicted ARR would be recommended. For the comparison purpose, we
compare the profitability of the top 50 loans recommended by the two models in the testing data.
Table 5.1 Hyper-parameter Settings in LightGBM

5.4.2

Name

Description

Value

max depth

max depth for each tree

6

num leaves

max leaves for each tree

10

feature fraction

percentage of features used for each tree

0.8

bagging fraction

percentage of positive samples used for bagging

0.5

learning rate

shrinkage rate

0.01

Results

Figure 5.2 displays the comparison of the average ARR based on the top loans using the two
models, where the x-axis denotes the number of top loans identified by the two models changing
from 1 to 50. Here the value of 50 is big enough for evaluating the model performance since
investors tend to care more about the top several (maybe only 5, 10, etc.) loans. It is shown that
the profitability of the proposed two-stage model is consistently higher than the profit scoring only
method. The result can strongly confirm our conjecture that incorporating the credit information
into profit scoring could be beneficial in identifying the “more profitable” loans. Therefore, the
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two-stage model would be more preferred in guiding investment decisions.

Two-stage Model
One-stage Model

1.18

Average ARR

1.16
1.14
1.12
1.10
0
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20
30
Number of Loans Selected

40

50

Fig. 5.2 Comparison of the One-stage Model and the Two-stage Model in terms of the Average
ARR of the Top Loans Selected from the Testing Data

To further explore the reason why the two-stage model could detect “more profitable” loans,
we compare the constitution of the top 50 loans identified by the two models, and the result is
shown in Table 5.2. Among the top 50 loans identified by the one-stage and the two-stage models,
none of them were assigned Grade A by Lending Club. It can be expected since the safest loans
(i.e., assigned by Grade A) can only lead to a very small profit because of the low interest rate. The
one-stage model selects one loan from Grade B while the two-stage model didn’t select any loan
from Grade B. Most of the loans recommended by the one-stage model come from Grade D and
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E, while the two-stage model recommends many loans from Grade F. Therefore, we can conclude
that the two-stage model is more aggressive in selecting loans: it tends to select “more risky” loans
that are defined by Lending Club. These risky loans are associated with higher interest rates, thus
potentially generate higher profit. In total, both models have six default loans among the top 50
selected loans.
Table 5.2 The Top 50 Loans Selected by the Two Models
Grade

One-stage Model (Defaulted)

Two-stage Model (Defaulted)

B

1 (0)

0 (0)

C

7 (1)

0 (0)

D

14 (1)

2 (0)

E

14 (2)

13 (1)

F

10 (1)

30 (3)

G

4 (1)

5 (2)

Table 5.3 summarized the average ARR and the default rate of the top 50 loans identified by the
two models. It shows that the two-stage model can select the loans with much higher ARRs than
those chosen by the existing one-stage model, which confirms our conjecture that incorporating the
credit scoring information is beneficial to improve the performance of the profit scoring approach.
We have another side result based on Table 5.3. The default rate generated by the two-stage model
is 0.12, which equals to that from the one-stage model. Therefore, the two-stage model could
identify the loans with much higher profits while not introducing extra default risk for investors.
Figures 5.3 and 5.4 show the top 10 important variables selected by the two-stage LightGBM
model in stage 1 and stage 2, respectively. Figure 5.5 shows the the top 10 important variables
selected by the one-stage model. We find that the selected features do not exactly match in the one74

Table 5.3 The Average ARR and the Default Rate of the Top 50 Loans Selected by the Two Models
Metric

Two-stage Model

One-stage Model

Average ARR

1.16

1.09

Default rate

0.12

0.12

stage and two-stage models. prob stage1 in Figure 5.4, which denotes the predicted PD obtained
in stage 1, is shown to be the most important variable in stage 2. Given the marginal effect of
prob stage1 in stage 2, there still exists predictive power for ARR from variables such as int rate,
term, and grade. There are some overlaps of the variables selected by both stages, including
int rate, annual inc, revol bal, and dti. It indicates that by defining the two-stage framework, the
non-linear correlations of the variables can be better explored by the iterative modeling steps based
on different prediction purposes.

5.5

Conclusion and Discussion

Profit scoring focuses on profit predictions, and it considers the best loans as those with the highest
predicted profit. The biggest disadvantage of profit scoring is that it ignores the fact that default
loans can also be profitable. In order to overcome the disadvantage of the conventional profit scoring approach, we proposed a two-stage framework that incorporates the credit scoring information
into the profit scoring method. We used the LightGBM algorithm in both stages 1 and 2 in the
model since: (1) LightGBM is a highly efficient machine learning method in handling large scale
data [49]; and (2) as one of the state-of-the-art machine learning techniques, LightGBM has not
been widely used in the P2P domain, thereby making it necessary to be introduced [66] [128].
The effectiveness of the proposed two-stage LightGBM is evaluated on the real-world P2P data.
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Results show that compared to a single step profit scoring only method (i.e., the one-stage LightGBM model), the proposed method can identify more profitable loans. At the same time, it doesn’t
introduce extra default risk to investors. Therefore, it is confirmed that integrating the credit information into profit scoring can provide better investment suggestions to lenders by identifying
“more profitable” loans.
Different from the previous research, which focuses either only on credit scoring or only on
profit scoring, this is the first time in our study that a two-stage methodology is proposed with
the goal of integrating the two scoring approaches. Theoretically, in future studies, we have many
other choices for the classifier in stage 1 and the regressor in stage 2 in the model, as long as the
classifiers and regressors could identify the non-linear relationship among the variables.
The application of the proposed framework is not limited to the P2P area. It can also be used
in other domains that contain two correlated targets. Furthermore, the framework can even be
extended to a multi-stage workflow to handle problems with multiple targets [124]. Depending on
the different data sets and the various research requirements, the best algorithm used in stages 1
and 2 may vary. However, the proposed framework can be viewed as the first attempt in the P2P
area and demonstrated its promising results. It may serve as an innovative perspective that could
better guide investment decisions.

79

CHAPTER 6

Towards Profitability: A Profit-sensitive Multinomial Logistic Regression for
Credit Scoring in Peer-to-Peer Lending

This chapter proposes a profit-sensitive learning method for loan evaluation in the peer-to-peer
(P2P) lending market that could provide better investment suggestions for the (conservative) lenders.
Currently, the most widely utilized loan evaluation method is credit scoring, which focuses on evaluating the loans’ defaulting risk and formulates a binary classification problem. It screens out the
default loans from the non-default ones and thus defines the best loans as those with a low probability of default (PD). However, the conventional credit scoring approach has the drawback that
it totally ignores the profit information while solely focusing on the risk. To address the above
issue, we propose a profit-sensitive multinomial logistic regression model that incorporates the
profit information into the credit scoring approach. More specifically, we first transform the binary
classification problem for the traditional credit modeling into a multi-level classification task by
further dividing the default loans into two sub-classes: “default and profitable” and “default and
not profitable”. Then we design a multinomial logistic regression model with a novel loss function
to solve the aforementioned multi-level classification task. The loss function weights the loans dif-
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ferently according to their varying profits as well as the relative frequencies of their target class in
the training data. The effectiveness of the proposed method is examined by the real-world P2P data
from Lending Club. Results indicate our approach outperforms the existing credit scoring only approach in terms of identifying the loans with higher profit while ensuring the low risk. Therefore,
the proposed profit-sensitive learning method can serve as an innovative reference when making
investment suggestions in P2P lending or similar markets.
In the remainder of Chapter 6, details of our motivations along with the findings based on the
idea of incorporating the profit information into credit scoring are discussed.
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6.1

Introduction

6.1.1

Motivation

As mentioned before, the credit scoring approach aims at reducing the default risk by screening out
loans with high PDs while the profit scoring approach aims at increasing the profit by recommending loans with potentially higher profit measures. Although both approaches can help investors
make decisions, they provide evaluations of loans from totally different perspectives. Hence, the
loans recommended by one approach may not be considered as high-quality loans by the other. An
example is micro-credit, which targets financially excluded people who are risky and offers a small
amount of loans to them. Such loans would not be preferred by the credit scoring approach due
to the high PD. However, the increasing number of for-profit micro-financing institutions indicates
the profit potential of such loans, and it is because of the higher interest rate for those micro-credit
clients [88]. In such a case, the loans associated with a high profit regardless of their default risk
are high-quality loans and preferred by the profit-scoring approach. Similarly, there are situations
where safe (i.e., low risk) loans are preferred, so credit scoring is the better approach. Such loans
may not be the optimal choice in terms of profitability because of the low interest rate associated
with them. Besides, as pointed out in [90], factors explaining PD and profitability in P2P are different, which further confirms that the good loans by one scoring approach cannot guarantee its
high quality if using another scoring approach.
For the P2P industry, the investors’ objectives are two-fold: (1) they prefer to have a low risk
for their investments, and (2) they also want a high return from the investments. However, there is a
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trade-off between these two objectives since the higher risk loans, if being paid off, typically imply
a higher profit because of the higher interest rate associated, and vice versa. Although there have
been a lot more studies focusing on building the models to reduce the risk rather than to increase
the profit, it is unfair to conclude that one objective is more important than the other. For investors,
the best decision would be finding those loans that could bring as high profit as possible while not
being too risky. However, as we have illustrated before, the traditional credit scoring only or profit
scoring only approach would not be the most effective reference because they only focus on one
objective and completely discard the other pursuit.
Based on the above discussion, we aim at proposing a method that could address both objectives. To be specific, we would like to propose a recommendation system that could better evaluate
the loans by integrating the profit information into credit scoring. We will approach it through two
steps: 1) re-defining the target variable in credit scoring to include some profit information, and 2)
propose a new loss function for credit scoring that involves profitability.
Our first step to combine the risk information and the profit information together is updating
the target variable. Recall that the traditional credit scoring approach is formulated as a binary
classification problem that typically utilizes the target variable with two classes: “default” or “not
default”. Consequently, in terms of profitability, the credit scoring approach has an inherent critical
drawback that has long been ignored: the class of “default” is not purely non-profitable. In other
words, the “default” class has two potential sub-classes if considering the profitability of the loans.
Although not a usual case in the real-word practices, the scenario indeed exists that some defaulted
loans, even though not being fully repaid, generate some profit because of the high interest rate.
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If simply ignore the heterogeneity of the default loans, the model may not provide the optimal
recommendation for the investors.
To handle the issue of heterogeneity in the default loans that appear as one category in the
conventional credit scoring approach, in our study, we define the target variable by incorporating
the profit information into the credit risk information. Specifically, the target variable is created
with three different classes or levels: “default and no profit”, “default but with profit”, and “not
default and with profit”. As a result, the conventional binary classification problem is transferred
into a multi-level classification task. Figure 6.1 is the shaded density plot of ARR across the newly
defined three categories of loan status, where the y-axis is the probability density function based on
the kernel density estimation, DefNoProf, NoDefProf, and DefProf denote “default and no profit”,
‘not default and with profit”, and “default but with profit”, respectively. It is obvious that there is a
heterogeneity of the “default” class: the distribution of “default and no profit” and “default but with
profit” are different. This further confirms the necessity of re-formulating the binary classification
problem into the three-level classification task. We hope that adding the profit information into
the definition of the target variable can better classify the loans; thus, we could better target the
loans that interest the investors. No prior study has defined the target variable by incorporating the
profit information into the credit risk information. Therefore, we will examine whether or not the
multi-level classification approach outperforms the binary classification method in loan evaluation
for P2P lending.
The second motivation of our research is to consider the special characteristics of the P2P
loans in order to design a new strategy for solving the multi-level classification problem. Many
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machine learning methodologies can handle multi-level classification tasks, such as logistic regression, neural network, and support vector machine [72, 103, 1]. However, the traditional multi-level
classification models are cost-insensitive learning, which supposes that all observations carry the
same misclassification cost. Therefore during the training process, all samples are given the same
emphasis [6]. There will be no problem if the data is balanced, i.e., all the target classes are almost
equally distributed in the population. However, problems arise for the imbalanced data since the
obtained model will be heavily biased towards the majority class(es) and severely misclassify the
minority class(es) [106]. To avoid the above-mentioned issue, cost-sensitive algorithms have been
proposed by previous studies with the improved prediction on imbalanced data.
There are two main categories of the cost-sensitive algorithms: the direct category and the
indirect category [62]. The main idea of the direct cost-sensitive category is adjusting the emphasis
on different observations according to their intrinsic characteristics. For instance, in the credit
scoring approach for the P2P market, the default loans that are misclassified as the non-default
loans may be emphasized more than those are classified correctly due to the potential loss of the
investors. Therefore, the direct cost-sensitive methods directly define the different misclassification
costs during the learning process. For example, the cost-sensitive AdaBoost method puts on more
weights on the misclassified observations during the training process [25].
On the other hand, the main idea of the indirect cost-sensitive category is adjusting the emphasis
on different observations according to their occurrence frequencies in the training data. This is
because for the imbalanced data, if without the adjustment, the minority class attracts less emphasis
than the majority class due to its low frequency in the training data. Therefore, the indirect cost-
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sensitive approach focuses on generating a relatively balanced training data using some resampling
methods such as undersampling and oversampling [51, 71].
As mentioned earlier, in our definition of the target variable, the class “default and profit” is not
a usual case in P2P lending, making the imbalanced distribution of the three classes. It is intuitive
that we introduce the cost-sensitive learning to solve the multi-level classification problem here,
either by defining the misclassification cost according to the direct cost-sensitive method, or by
adjusting the weight of each class according to the indirect cost-insensitive method.
Regardless of the feasibility of the cost-sensitive methods discussed above, they are just some
traditional techniques to address data imbalance without considering the special characteristics of
the P2P market. Consequently, it is difficult to define neither an appropriate “misclassification
cost” nor a good way for “frequency adjusting” in general. Therefore, we design an innovative
loss function for the multi-level classification problem defined here, which not only considers
the special need of pursuing a ”high profit” but also incorporates various misclassification costs
for different decisions. The proposed multi-level methodology is named as the profit-sensitive
credit scoring method since it assigns different weights on the observations based on their varying
profitability in the real-world. To the best of our knowledge, we are the first study that aims at
incorporating the profit information into credit scoring via designing the loss function based on the
profitability of the P2P loans.
Considering that logistic regression is the benchmark model for classification tasks, especially
for credit scoring, we test the efficiency of the profit-sensitive learning in this study by using
logistics regression. To be specific, we use the binary logistic regression as the conventional credit
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scoring approach to solve the traditional binary classification problem for the P2P market and
to produce the baseline result. Then, we design a novel loss function based on the multinomial
logistic regression model to solve the multi-level classification problem. The proposed profitsensitive multinomial logistic regression model is expected to bring better investment suggestions
for the investors.

6.1.2

Contribution

As discussed above, we propose a novel profit-sensitive loan evaluation method that involves integrating the profit information into credit scoring. To the best of our knowledge, only one very
recent study has combined the two scoring approaches together in loan evaluation [7]. In their
study, a two-stage model was developed, in which stage 1 uses credit scoring to get the PD, while
stage 2 applies profit scoring to get the predicted profitability. No prior study has proposed the
methodology that incorporates credit information and profit information through the modification
of the loss function.
In more detail, our study makes contributions from three perspectives as follows. First, unlike
the traditional credit scoring approach which typically evaluates loans by classifying them into
two classes (i.e., the default class and the non-default class), we formulate the loan evaluation as
a three-level classification problem (i.e., the “default but with profit” class, the “default and no
profit” class, and the “not default and with profit” class). Note that the expansion from the binary
classification problem to the three-level version is because of the addition of the profit information.
Compared with the conventional credit scoring approach, which totally ignores the profitability of
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the loans, the three-level classification model can possibly recommend the loans that defaulted,
however generated a high profit.
Secondly, we design a novel loss function to solve the pre-defined multi-level classification
problem. Motivated by the logic of cost-sensitive learning, we weight loans differently according
to their varying profits as well as their occurrence frequencies in the real-world practice. Thus,
we name the proposed method as a profit-sensitive methodology. It is expected that the proposed
methodology can bring the model close to the real cases in the P2P market and thus better guide
unprofessional lenders in making investment decisions.
Thirdly, the logic of the profit-sensitive model has a broader effect on the P2P market or other
similar markets, such as the sub-prime mortgage market. The promising results in our empirical
study, which will be discussed in Section 6.5, shows its effectiveness when the base model is logistic regression. It can be generalized to other multi-level classification models such as neural
networks and support vector machine.

The rest of this chapter is organized as follows. Section 6.2 summarizes the existing research
on P2P lending in the context of credit scoring and profit scoring. Section 6.3 briefly discusses the
theory of multinomial logistic regression and Section 6.4 describes the designed profit-sensitive
multinomial logistic regression model. Section 6.5 empirically examines the effectiveness of the
proposed method using the Lending Club data. Finally, Section 6.6 concludes with a summary.
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6.2

Related Work

In P2P lending, credit scoring is conventionally formulated as a binary classification problem,
which classifies the loans into either (1) the default category if the predicted probability of default
(PD) exceeds a certain pre-defined threshold, or (2) the non-default category otherwise. There is
various information on the loans along with their borrowers, which can be used to predict PD.
Different classifiers have been used in the credit scoring area. In [91], a binary logistic regression
was used to predict PD and find out the determinant factors of the credit risk. Later, a random
forest-based classification approach was used to identify the loan status, and it turned out the
random forest can reach a higher accuracy rate than logistic regression and support vector machine
[67]. In [50], a deep dense convolutional network was created to predict the repayment of the loans
in P2P lending.
In [47], a default prediction method for P2P lending was proposed by combining the usual
loan information with the soft information from the textual description through a topic model.
Tree-based ensemble algorithms, including LightGBM and XGBoost methods, have been used to
evaluate the loans on the Lending Club platform as well [66]. Moreover, there have been some
studies focused on creating a hybrid model that aims at further improving the performance of
the credit scoring approach. For instance, in [31], a hybrid model based on the combination of
random forest and neural networks was proposed. Besides, some previous studies use the machine
learning algorithms as feature discovery tools in the hybrid model and the logic could be extended
to the credit scoring approach. For instance, the neural network is used to identify the underlying
nonlinear relationships among the variables [115, 68]. In [114], an automatic interaction detection
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hybrid model is proposed based on the decision tree algorithm. Regardless of the various machine
learning models proposed in the credit scoring area, all of them focused on reducing the default risk
while totally ignoring the profitability. Therefore, from the credit scoring perspective, the models
suggest the lenders invest in the loans with a low chance to go default because of the potentially
low default risk.
Over the past few years, many studies have changed their focus from minimizing the default
risk (i.e., the credit scoring approach) to maximizing the potential profit, which is defined as the
profit scoring approach. Although there exist some studies of predicting profits in the literature of
analyzing consumer credit risks [89, 26, 96, 105], there are very limited studies of profit scoring
in P2P lending. Profit scoring was first proposed as an alternative to credit scoring for P2P lending
in [90] wherein the authors proposed using IRR as the measure of the profitability of loans and
built multiple linear regression and decision tree models. Furthermore, they found that the factors
determining the profit differ from those determining the PD, although some overlapping factors
exist. Their numerical studies indicated that the lenders could obtain a higher IRR using profit
scoring models rather than a credit scoring model. In [120], the authors pointed out that ARR
is a more appropriate measure of profitability considering the varying repayment durations of the
P2P loans. They proposed a cost-sensitive boosted tree for loan evaluation, which incorporated
cost-sensitive learning in extreme gradient boosting to enhance the capability of identifying the
potential default borrowers. Regardless of the different profit measures used, profit scoring focuses
on maximizing the profit while totally ignoring the default risk. From the profit scoring perspective,
lenders should invest in the loans with a high predicted profit because of the high return they may
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bring.
Both credit scoring and profit scoring can be used as the decision tools for evaluating loans and
making investment suggestions to the lenders. However, the two approaches work from different
perspectives. The high-quality loans selected by the credit scoring approach may not be those that
could achieve a high profit due to the associated low interest rate. And reversely, the high-profit
loans predicted by the profit scoring approach are not always the loans going default. There are
loans paid in full but were assigned a high interest rate in the beginning. Thus, we assume that
if evaluating loans from credit scoring and profit scoring perspectives together, we could achieve
a better and more comprehensive evaluation. Our assumption was confirmed by a recently published article in [7], which was an integration of credit scoring and profit scoring. To be specific, a
two-stage scoring approach was proposed to recommend the loans to lenders. In stage 1, the credit
scoring approach was used to identify the non-default loans, and these loans were further examined
in terms of IRR in stage 2. Their numerical studies indicated that the two-stage approach outperformed the existing profit scoring approaches with respect to IRR. To the best of our knowledge,
this was the only study that combined credit scoring and profit scoring together to evaluate P2P
loans. In spite of the improvement in predicting profitability by [7], IRR is not the optimal measure for profit since it does not consider the repayment duration in reality. Therefore, to address
the shortcomings of the reviewed credit scoring and profit scoring approaches, we use ARR as the
measure of profitability and propose a profit-sensitive multinomial logistic regression model to integrate profit and credit information together in evaluating loans. Different from [7], where credit
scoring and profit scoring were used independently in each step in the two-stage modeling, we

92

first formulate a multi-level classification task by incorporating the profit information into credit
scoring, then define a novel loss function to solve the multi-level classification problem. Since the
proposed profit-sensitive model is modified from logistic regression, we will introduce the relevant
theory in Section 6.3. Subsequently, the proposed profit-sensitive learning will be presented in
Section 6.4.

6.3

Theory

As mentioned in Section 6.1, we will examine the effectiveness of the proposed profit-sensitive
learning by comparing it with the benchmark logistic regression model. Therefore, we first overview
the basics of logistic regression in this section. Logistic regression is widely used in many binary
classification problems [118]. For clarity, we first list the notations used through the following
parts of this chapter.

• D = d1 , d2 , ..., dN : a dataset with N observations and p features
• i: the index of observations, where i = 1, 2, ..., N
• j: the index of features or independent variables or explanatory variables, where j = 0, 1, 2,
..., p
T
• di : data vector for the i-th observation. di can also be expressed as hxT
i , yi i, where xi =

[1, xi1 , xi2 , ..., xip ] denotes its feature values while 1 is for the interception or the bias term
in estimation, yi is the value of its dependent variable or the target variable or the outcome
variable
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• K: the number of categories/levels of the dependent variable
• k: the index of the k-th category, where k = 1, 2, ..., K
• p(yi = k): probability that the ith observation belonging to the kth category
• βkT = [β0k , β1k , β2k , ..., βpk ]: the coefficient vector, which will be estimated by the model, to
predict p(yi = k), where the model assumes p(yi = k) = f (βkT xi )
• β: the collection of all the coefficient vectors, where β = [β0 , β1 , ..., βK ]
• lossi : the loss for the ith observation
• L: the likelihood function
• LL: the log-likelihood function
• L : the loss function
• I(·): the indicator function

For binary classification, the dependent variable has two values that are typically coded as 1
and 0, where 1 denotes the category that we are interested in or the event class, while 0 indicates the
non-event category. Logistic regression formulates the binary classification problem by modeling
the relationship between the features and the dependent variable via a sigmoid function defined in
Equation 6.1, where θ denotes a given function. Since the sigmoid function has the range between
0 and 1, the output of the logistic regression can be interpreted as the estimated probability of the
occurrence of the event or non-event [9].
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π(θ) =

exp(θ)
1 + exp(θ)

(6.1)

To be more specific, for the ith observation, given its input values xi , the probability that it
belongs to one of the two categories is estimated by Equation 6.2.

p(yi = k|xi , β1 ) =





π(β1T xi ) =

exp(β1T xi )
1+exp(β1T xi )




1 − π(β T xi ) =
1

1
1+exp(β1T xi )

if k = 1
(6.2)
if k = 0

For the classification purpose, the ith observation is predicted to belong to category 1 if the
estimated probability is greater than a pre-defined threshold. Otherwise, it is classified to category
0.
Assuming that all the observations are independent, the likelihood function L is defined in
Equation 6.3, which is the product of the probability of each observation belonging to its own
category in the training set.

N n
oyi n
o1−yi
Y
T
T
· 1 − π(β1 xi )
L=
π(β1 xi )

=

i=1
N
Y

p(yi |xi , β1 )

i|yi =1

=

N
Y

N
Y

p(yi |xi , β1 )

(6.3)

i|yi =0

p(yi |xi , β1 )

i=1

Accordingly, the log-likelihood function LL, which is the log transformation of L, is defined
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in Equation 6.4.

LL = log(L)
N
Y

= log

!
p(yi |xi , β1 )

(6.4)

i=1

=

N
X


log p(yi |xi , β1 )

i=1

Equation 6.5 denotes the negative transformation of LL given in Equation 6.4, which is named
as the loss function or the cost function in the machine learning area. In Statistics, the maximum
likelihood method is usually used to get the model coefficients that could maximize LL given in
Equation 6.4 [19]. That is to say, the parameters β are estimated by maximizing LL. Similarly,
in the machine learning area, the goal of model training is to seek the model coefficients β that
minimize L given in Equation 6.5. In other words, maximizing LL given in Equation 6.4 is
equivalent with minimizing L given in Equation 6.5.

L = −LL
=−

N
X

(6.5)
log{p(yi |xi , β1 )}

i=1

As expressed by Equation 6.5, the loss function L is the summation of each loss obtained from
each observation. Therefore, the single loss for the ith observation can be further defined using
Equation 6.6 [74, 22].
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lossi = −log p(yi = k|xi , β1 )

n
o

exp(β T xi )


−log π(β1T xi ) = −log 1+exp(β1 T x )
1 i
=

n
o


1
−log 1 − π(β T xi ) = −log
1
1+exp(β T x )
1

i

if k = 1

(6.6)

if k = 0

Multinomial logistic regression, which is an extension of binary logistic regression, estimates
the target or outcome variable that has more than two categories [10]. While logistic regression
is commonly used for binary classification problems, multinomial logistic regression is a common
model applied to solve the multi-level classification problem. Different from binary logistic regression, where a sigmoid function is used as the link between the features and the dependent variable,
the softmax function given in Equation 6.7 is used in multinomial logistic regression.

π(θk ) = P

exp(θk )
m=1 exp(θm )

(6.7)

The definition of the loss function for multinomial logistic regression is very similar to that of
binary logistic regression. In a dataset with K different categories, lossi , which denotes the loss
for the ith observation belonging to the kth category, is defined in Equation 6.8. Similarly, the loss
function L for the multinomial logit model is the summation of the loss for all the observations in
the data, as shown by Equation 6.9. The goal of the model training is to find the coefficient vectors
β= (β1 , β2 , ..., βK ) that can minimize L given in Equation 6.9.
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lossi = −

K
X

I(yi = k)log{p(yi |xi , βk )}

k=1

=−
=−

K
X
k=1
K
X

I(yi = k)log{π(βkT xi )}

(6.8)

exp(βkT xi )

I(yi = k)log PK

k=1

k=1

exp(βkT xi )

L = −LL
=−
=−

N X
K
X
i=1 k=1
N X
K
X

I(yi = k)log{p(yi = k|xi , βk )}
exp(βkT xi )

I(yi = k) PK

k=1

i=1 k=1

6.4

(6.9)

exp(βkT xi )

The Proposed Profit-sensitive Multinomial Logistic Regression

Motivated by the logic of cost-sensitive learning discussed in Section 6.1 and based on the multinomial logistic regression model summarized in Section 6.3, in our study, the profit-sensitive multinomial logistic regression model is designed.

To be specific, each loan is weighted/emphasized differently during the model training process
by considering both its profitability and its occurrence frequency. This leads to our definition of
lossi in the profit-sensitive multinomial logit regression model shown in Equation 6.10, where wi1
and wi2 denotes the weights adjusted for the ith observation according to its profitable characteristic
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and its occurrence frequency characteristic, respectively. By defining the loss of each loan using
Equation 6.10, each loan contributes differently during the model training. Thus the loans that are
of our best interest will be emphasized the most.

lossi = −wi1 wi2

K
X

I(yi = k)log{p(yi = k|xi , βk )}

(6.10)

k=1

According to the definition of the loss for each loan, the loss function of the entire training
set is given in Equation 6.11. We hope that by incorporating different weights based on both the
profit information and the frequency information into the loss function, the proposed method can
identify more “profitable” loans while ensuring the “safeness” of the investment compared to the
conventional credit scoring method.

L =−
=−

N
X

lossi

i=1
N X
K
X

(6.11)
wi1 wi2 I(yi = k)log{p(yi = k|xi , βk )}

i=1 k=1

It is worth mentioning that we named the proposed model as “profit-sensitive” by following
the naming convention for cost-sensitive methods. Although the logic comes from cost-sensitive
learning, the design of using profitability and its occurrence frequency together to weight loans
during model training is totally innovative. During our empirical study discussed in Section ??,
we will first mathematically prove the validity of the loss function defined for the profit-sensitive
learning method and then examine its effectiveness using the real-world P2P data.
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6.5

Empirical Study

In this section, the proposed method is applied to the Lending Club data to test its effectiveness.
The task is to use the proposed method to classify the Lending Club loans and therefore recommend
high-quality loans to the investors. Comparing to the conventional credit scoring method, which
considers the high-quality loans as those with low PD without considering their profitability, we
hope that the proposed method will target the loans that are safe while profitable. Thus, in this
chapter, we aim to answer the following research question explicitly based on P2P lending:
Is incorporating the profit information into the credit scoring approach better than the credit
scoring alone approach in identifying the “more profitable” while “safe” loans?
To address the above-mentioned question and to test the proposed method, the profit-sensitive
multinomial model is applied to the Lending Club data obtained in Chapter 3.

6.5.1

Target Transformation

Our study starts by determining the target variable. As discussed in Section 6.1, the traditional
credit scoring approach focuses on predicting PD of the loans, and it will recommend loans with
low PD to the investors. Although loans with low PD tend to result in a profit, there are in reality
default loans resulting in a high profit. Therefore, the credit scoring approach that simply classifies
the loans to two categories (i.e., default or not default) is incomplete for two reasons. First, it
ignores the profit information of the loans. Second, the heterogeneity of the default category may
hurt the model performance. Instead, we incorporate the profit information of the loans and thus
transfer the binary classification problem into a multi-level classification problem. To be specific,
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we first discretize the continuous ARR into a binary variable profit indicator, as shown in Equation
6.12.

prof it indicator =





1 if ARR > 1

(6.12)




0 otherwise
Then based on the two discrete outcomes, loan status and profit indicator, a new target variable
named Group is created as in Equation 6.13, where Group = NoDefProf means the loan was fully
paid and led to a profit, Group = DefNoProf means the loan defaulted and made a loss to the
investor, and Group = DefProf means the loan defaulted but still generated some profit. There
is no scenario of Group = NoDefNoProf (i.e., a non-default loan without any profit) since all the
non-default loans have been fully paid in our data. That means all the principle plus some interest
have been paid back from the borrower, so they will always produce a certain amount of profit.
The distribution of the newly created outcome Group in the training set (70% of the entire
dataset) is given in Table 6.1. 80.42% of the loans are non-default with a mean ARR of 1.09. As
expected, the default category is heterogeneous: most of the default loans have no profit, while
13, 267 of them (1.69% of the training set) are profitable.






N oDef P rof





Group = Def N oP rof








Def P rof

if loan status = 0 and prof it indicator = 1
if loan status = 1 and prof it indicator = 0
if loan status = 1 and prof it indicator = 1
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(6.13)

Table 6.1 Distribution of the New Outcome Group in the Training Set
ARR
Group

Frequency

Proportion

Mean

Median

St. dev

NoDefProf

632,728

80.42%

1.09

1.08

0.045

DefNoProf

140,730

17.89%

0.55

0.61

0.320

DefProf

13,267

1.69%

1.04

1.03

0.047

By creating the new outcome Group, the profit information of the loans is incorporated into
loan status, which is the target variable in the traditional credit scoring approach. Thus, the traditional credit scoring problem has been transformed into a multi-level classification problem. Next,
we will use the proposed profit sensitive multinomial logistic regression method to solve the multilevel classification problem, where Group is the target variable. We would further check whether
or not the proposed method can identify higher profitable loans than the traditional binary classification approach.

6.5.2

Define Loss Function

By extending Equation 6.8, we can define the loss for the ith loan in the transformed 3-category
classification problem in Equation 6.14. Note that pdp , pndp , and pdnp denote the probabilities that
the ith loan belongs to the category DefProf, NoDefProf, or DefNoProf, respectively. Similarly,
βdp , βndp , and βdnp are the corresponding coefficient vectors.
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lossi = −I(yi = k)log{p(yi |xi , βk )}


T x )

exp(βdp
i


−log(p
)
=
−log

dp
T
T
T

exp(β
x
)+exp(β
x
dp i
ndp i )+exp(βdnp xi )








if yi = DefProf






T

exp(βndp
xi )


−log(pndp ) = −log exp(βT x )+exp(βT x )+exp(βT x )
dp i
ndp i
dnp i
=




if yi = NoDefProf







T
exp(βdnp
xj )



−log(p
)
=
−log
dnp
T
T
T

exp(βdp xi )+exp(βndp xi )+exp(βdnp
xi )









if yi = DefNoProf

(6.14)

Thus, the loss function L for the multinomial logit model applied in our scenario, which is the
summation of the loss for all the observations in the data, is given in Equation 6.15.

L =−
=−
−
−

N
X
i=1
N
X
i=1
N
X
i=1
N
X

lossi
I(yi = Def P rof )log(pdp )
(6.15)
I(yi = N oDef P rof )log(pndp )
I(yi = Def N oP rof )log(pdnp )

i=1

As shown in Table 6.1, Group has an extremely imbalanced distribution, because the proportion
of the DefProf category is much lower than the rest two. The distribution is consistent with the
intuition: most loans are the non-default loans, which means the P2P market is in general healthy
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and the non-default loans tend to result in a profit. Meanwhile, default loans usually mean there
is no profit (corresponding to the DefNoProf category). Not surprisingly, some default loans still
generate some profit due to the high interest rates (corresponding to the DefProf category).
Our initial experiments showed that when using the loss function of multinomial logistic regression defined in Equation 6.15, it didn’t classify any loan into the DefProf category, which
confirms that the traditional multinomial method is not appropriate for the extremely unbalanced
P2P data. Someone may suggest that the minority category DefProf can be simply discarded from
being recommended to the investors because of the low frequency of occurrence. However, as
shown in Table 6.1, the median ARR of the DefProf category is 1.03, which indicates that the
profit generated from the DefProf category cannot be simply ignored. In other words, the minority
category DefProf is also the class of interest when making investment suggestions.
As discussed in Section 6.4, we propose a profit-sensitive multinomial logistic method by defining a new loss function shown in Equation 6.11, in which two weights terms are included. To make
the proposed profit-sensitive model more accurate, we further adjust the weights in Equation 6.11
from two aspects as follows. First, the value wi1 in Equation 6.11 is defined as the ARR of the ith
loan. In other words, each loan is weighted differently based on its own profitability. Moreover,
wi1 is used only for profitable loans. In other words, we add wi1 to the loans from the categories of
DefProf and NoDefProf, while the loans from the category of DefNoProf don’t have the wi1 item.
By doing so, we can take into account the real profit information of the loans. Thus more profitable loans will be emphasized more during the modeling process, and the non-profitable loans
are treated the same with each other.
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Secondly, instead of adjusting wi2 for each of the three categories of “Group”, we only reweight the loans belonging to the DefProf category. It is because DefProf is the category that has
the lowest frequency, but it is one of the target categories of interest to the investors. By adding wi2 ,
we could adjust the bias caused by the extremely low frequency of the DefProf category. Therefore,
the loss for each loan i is further modified using Equation 6.16. For the minority category DefProf,
we add an additional weight term w f req to adjust the extremely low frequency. w f req is a hyperparameter that needs to be tuned during the model training.

lossi =



T x )

exp(βdp
i


−w
w
log(p
)
=
−w
w
log

i f req
dp
i f req
T
T
T

exp(βdp xi )+exp(βndp xi )+exp(βdnp
xi )








if yi = DefProf






T

exp(βndp
xi )


−wi log(pndp ) = −wi log
T
T
T
exp(βdp xi )+exp(βndp xi )+exp(βdnp xi )

(6.16)





if yi = NoDefProf








exp(βdnp xi )


−log(pdnp ) = −log exp(βT x )+exp(βT x )+exp(βT x )


dp i
ndp i
dnp i








if yi = DefNoProf
Based on Equation 6.16, the loss function L of the proposed profit sensitive multinomial logit
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regression is finally defined in Equation 6.17.

L =

N
X

lossi

i=1

=−

X

wi w f req log

i|yi =Def P rof

−

X

wi log

i|yi =N oDef P rof

−

X

log

i|yi =Def N oP rof

T
xi1 )
exp(βdp
T
T
T
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )
T
exp(βndp
xi )

(6.17)

T
T
T
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )
T
xi )
exp(βndp

T
T
T
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )

The model is trained with the purpose of minimizing the above L . To confirm that the solution
exists, we first mathematically prove the convexity of the proposed loss function, and the details
are shown as follows.

6.5.3

Convexity of the Loss Function

After designing the loss function, it is critical to mathematically prove that the algorithm of minimizing the loss function L in Equation 6.17 can converge during the training process if an appropriate learning rate is used. Otherwise, we cannot guarantee to get a reliable and optimal solution
that minimizes the loss function.

We will apply gradient descent, an optimization algorithm widely used, to minimize our loss
function and find the solution of β. According to Theorem 6.5.1, which has been indicated in
[92], the problem of proving the convergence can be transferred into the problem of proving the
convexity of the loss function.
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Theorem 6.5.1. Suppose the function f : Rn → R is convex and differentiable, and that its
gradient is Lipschitz continuous with constant L > 0, i.e., we have that k∂f (x) − ∂f (y)k2 ≤
Lkx − yk2 for any x, y. Then if we run gradient descent for k iterations with a fixed step size t ≤
1/L, it will yield a solution f (k) which satisfies Equation 6.18, where f (x∗ ) is the optimal value.

kx(0) − x∗ k22
f (x ) − f (x ) ≤
2tk
∗

k

(6.18)

In other words, it means that gradient descent is guaranteed to converge and that it converges
with rate O(1/k) for a convex and differentiable function.
Convexity is articulated in Definition 6.5.3. Although there have been many different ways in
defining convexity in previous research, Definition 6.5.3 is the most straightforward one [87]. As
shown in this definition, the problem of proving the convexity can be further transformed into the
problem of proving the positive semi-definite of the Hessian matrix of the given function.
A twice differentiable function f : Rn → R is convex, if and only if inequality 6.19 holds:

z

T




∂ 2 f (x)
z ≥ 0, ∀z
(∂x)2

In other words, f if convex if and only if the Hessian matrix

(6.19)
∂ 2 f (x)
(∂x)2

is positive semi-definite for all

x ∈ Rn .
Lemma 6.5.1 lists one important property for the convex functions and we will use it later
during our proof [13].
Lemma 6.5.1. Let f(x), g(x) be two convex functions, then for λ1 , λ1 ≥ 0, λ1 f (x) + λ2 g(x) is also
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convex. In other words, non-negative linear combination of convex functions is also convex.
We now give the proof of the convexity of the loss function L in Equation 6.17.
Proof. The loss function L given in Equation 6.17 can be expressed as a linear combination of
functions 6.20, 6.21, and 6.22. According to Lemma 6.5.1, to prove the convexity of L , we
need to prove the convexity of these three functions. According to Definition 6.5.3, to prove the
convexity of Equations 6.20, 6.21, and 6.22, we need to prove that the Hessian matrices of them
are all positive semi-definite. Without loss of generality, we prove the convexity of function 6.20
only. The convexity of functions 6.21 and 6.22 can be obtained similarly.

−wi w f req log

−wi log

−log

T
exp(βdp
xi )
T
T
T
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )

T
exp(βndp
xi )
T
T
T
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )

T
exp(βndp
xi )
T
T
T
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )

(6.20)

(6.21)

(6.22)

The first derivative of function 6.20 with respect to βdp is derived using Equation 6.23 and then
its Hessian matrix is given in Equation 6.24. Then, Equation 6.25 is checking whether the Hessian
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matrix is positive semi-definite or not.

"
#
T
xi )
exp(βdp
∂
−wi w f req log
T
T
T
∂βdp
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )
"
#
T
xi )
exp(βdp
= − wi w f req 1 −
xi
T
T
T
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )

(6.23)

T
= − wi w f req [1 − π(βdp
xi )]xi
T
=wi w f req [π(βdp
xi ) − 1]xi

#
∂ 2 f (βdp )
Hessian(f (βdp )) =
T
∂βdp ∂βdp
"
#
exp(βdp xj )
∂2
=
−wi w f req log
T
exp(βdp xi ) + exp(βndp xi ) + exp(βdnp xi )
∂βdp ∂βdp
"

=

∂
T
wi w f req [π(βdp
xi ) − 1]xi
T
∂βdp

= wi w f req

∂
T
[π(βdp
xi ) − 1]xi
T
∂βdp

= wi w f req

∂
T
[π(βdp
xi )xi − xi ]
T
∂βdp

= wi w f req

∂
∂
T
[π(βdp
xi )xi ] − wi w f req T xi
T
∂βdp
∂βdp

(6.24)

T
T
= wi w f req π(βdp
xi )[1 − π(βdp
xi )]xi xT
i
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=⇒ Then ∀z ∈ Rp ,
"
zT

#
∂ 2 f (βdp )
z
T
∂βdp ∂βdp

h
i
T
T
=z T wi w f req π(βdp
xi )[1 − π(βdp
xi )]xi xT
z
i

(6.25)

T
T
2
=wi w f req π(βdp
xi )[1 − π(βdp
xi )](xT
i z)

In Equation 6.25, we have wi > 0 and w f req > 0 since they both denote the weights on the
T
T
xi ) ≥ 0 and [1 − π(βdp
xi )] ≥ 0 because of the
loans in our definition of L . We also have π(βdp
2
range of the softmax function. Finally, it is always true that (xT
i z) ≥ 0 because it is a square of a
∂ 2 f (βdp )
T ]z
dp ∂βdp

scalar. Therefore, z T [ ∂β

≥ 0 is true ∀z ∈ Rp . As the result, it is concluded that

∂ 2 f (βdp )
T
∂βdp ∂βdp

is positive semi-definite.

According to Definition 6.5.3, Function 6.20 is convex with respect to βdp . Similarly, Function
6.21 is convex with respect to βndp and Function 6.22 is convex with respect to βdnp , respectively.
Since L given in Equation 6.17 is a positive linear combination of Fquations 6.20, 6.21, and 6.22,
we conclude the convexity of L according to Lemma 6.5.1. Finally, according to Theorem 6.5.1,
we conclude that minimizing L has optimal solutions, and using the decent gradient algorithm
can guarantee the convergence.

6.5.4

Learning Algorithm of the Proposed Methodology

After proving the convexity of the proposed loss function L , we further articulate the algorithm for
learning the coefficients during the model training process. Considering that the size of the training
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set is large, the mini-batch stochastic gradient descent algorithm is used to learn the proposed
multinomial logit model [11, 12].
To be specific, the partial derivatives on βdp are first derived and provided in Equation 6.26.
Similarly, the partial derivatives for βndp and βdnp are calculated in Equations 6.27 and 6.28,
respectively. During each iteration of the model training, the estimations of the coefficient vectors,
including βdp , βndp , and βdnp , are updated in the negative direction of the gradient (i.e., the first
order derivatives) until the convergence of the algorithm. Algorithm 1 gives the details of the
training procedure we proposed for the profit-sensitive multinomial logistic regression model.

∂
L
∂βdp
("
=−w

I(yi = Def P rof ) −

T
xi )
exp(βdp
T
T
T
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )

∂
L
∂βndp
("
=−w

I(yi = N oDef P rof ) −

T
xi )
exp(βndp

I(yi = Def N oP rof ) −

)

T
exp(βdnp
xi )
T
T
exp(βdTf xi ) + exp(βndp
xi ) + exp(βdnp
xi )
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(6.26)

(xi )

) (6.27)

#
(xi )

T
T
T
exp(βdp
xi ) + exp(βndp
xi ) + exp(βdnp
xi )

∂
L
∂βdnp
("
=−w

#

#

) (6.28)
(xi )

where






wi w f req





w = wi








1

if yi = DefProf
if yi = NoDefProf
if yi = DefNoProf
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(6.29)

Algorithm 1 Learning the multinomial logit model through mini-batch stochastic gradient descent
1:

Input: Data D = {d1 , d2 , ..., dN }, loss function L , number of epochs T , learning rate η,
number of mini-batches m.

2:

Split D into mini-batches B0 , ..., Bm−1 .

3:

0
0
0
.
, βdnp
, βndp
Initialize βdp

4:

k←0

5:

for s = 1 to T do

6:

// Start the epoch s

7:

for b = 0 to m − 1 do

. Iterate T times

. Iterate m times

8:

// Access the b-th mini-batch

9:

k+1
k
βdp
← βdp
− η |B1i |

∂
i∈Bi ∂βdp L (di

P

= hxi , yi i)

10:

k+1
k
← βndp
− η |B1i |
βndp

P

∂
i∈Bi ∂βndp L (di

= hxi , yi i)

11:

k+1
k
βdnp
← βdnp
− η |B1i |

P

∂
i∈Bi ∂βdnp L (di

= hxi , yi i)

12:

k ←k+1

13:

end for

14:

If converges, break

15:

end for

16:

k
k
k
Output: cost-sensitive multinomial model βdp
, βndp
, and βdnp
.
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6.5.5

Implementation of the Proposed Model

To test the effectiveness of the proposed methodology, we train the profit-sensitive multinomial
logit model by minimizing the loss function L defined in Section 6.5.2 using the algorithm described in Section 6.5.4.
During the training process, several hyper-parameters mentioned in Algorithm 1 were predetermined by considering the trade-off between the model performance and the training time. The
searching domain and the final settings of the hyper-parameters are shown in Table 6.2. The values
of the hyper-parameters T and m are chosen as those lead to the convergence of the algorithm.
The value for w f req is defined using the trial and error approach that aims at maximizing the
cross-validated ARR. The proposed model was first implemented on the training set (70% of the
entire dataset) to estimate the coefficients, and then the fitted model was evaluated on the test set
(the rest of the 30% dataset). The entire experiment is conducted using Python (version 3.5) using
a laptop with a 3.3 GHz Intel Core i7 CPU, 16 GB RAM, and macOS.
Table 6.2 Tuning and Setting of the Hyper-parameters in Learning β
Hyper-parameter

Search domain

Value setting

Number of epochs T

(100, 2000)

1000

Number of mini-batches m (1000, 50000)

10000

Learning rate η

(0.00001, 0.1)

0.001

w f req

(1, 40)

20
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6.5.6

Loan Recommendation

The main purpose of this chapter is to evaluate whether or not incorporating the profit information
into credit modeling could be beneficial in detecting more “profitable” loans. Therefore, we should
set the rule that we use to recommend the loans to the investors based on the model results.
Since the proposed model formulates a three-level classification problem and it uses “Group”
as the target variable, the model output is the predicted probability that each loan belongs to a
certain level of Group. For instance, p(yi = N oDef P rof ), p(yi = Def N oP rof ), and p(yi =
Def P rof ) are the probabilities that ith loan belongs to NoDefProf, DefNoProf, and DefProf,
respectively. Furthermore, the summation of these three probabilities is 1.
Recall that in the conventional credit scoring method, the target outcome is “loan status” and
the output from the model is the predicted PD. In such a case, loans with a low PD are considered
high-quality loans and will be recommended to the investors from the data-driven perspective.
However, in terms of the proposed multinomial logit method, it raises the question that how can
we decide the high-quality loans based on three probabilities?
In this study, we decide to use p(yi = Def N oP rof ) as the ranking metric for recommending
the loans. The reasons are the following. First, since both NoDefProf and DefProf are related to a
“good” characteristic of the loans from the profitability perspective, it is unfair to use any of them
while discarding the other in the loan evaluation. On the other hand, DefNoProf is related to the
“bad” characteristics of the loans from both the risk and the profitability perspectives.Thus, we
would recommend the loans with the lowest p(yi = Def N oP rof ) to the investors.
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6.5.7

Performance Evaluation and Comparison

To confirm that incorporating the profit information into the credit modeling could be beneficial
in detecting more “profitable” loans, it would be crucial to compare its performance with the
conventional credit scoring approach (i.e., without using the profit information). Considering that
the profit-sensitive multinomial logistic model is a modified variation of logistic regression, it is
reasonable to use logistic regression as the benchmark model.
In addition, as discussed in Section 6.1.2, the main contributions of this study are two folds.
The first is transferring the binary classification problem in traditional credit scoring to a three-level
classification task, which could partially achieve the goal of incorporating the profit information of
the loans into credit scoring. The second is going beyond the current existing cost-insensitive and
cost-sensitive multi-level classification methods by proposing a novel loss function that weighs the
loans based on their profitability as well as frequency. In order to have a comprehensive analysis
and highlight the contributions, we compare the proposed model (labeled as Model 6) with several
cost-insensitive and cost-sensitive logistic regression models (labeled from Model 1 to Model 5).
Models 1, 2, and 3 are all binary classification problems so they all use loan status as the target
variable. Models 4, 5, and 6 are multi-level classification problems thus they use Group as the
target variable. The details of these six models are given below:

• Model 1: a conventional credit scoring model based on binary logistic regression.
• Model 2: a cost-sensitive binary logistic regression, where the weight for each class is defined according to the Heuristic method in the scikit-learn library in Python [83]. A Heuristic
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method is the best practice in addressing the imbalance data issue. It uses the inverse of the
class distribution to weight the observations in the training data set. Specifically, the weights
are defined using Equation 6.30, where n samples is the number of observations in the data
set, n classes is the number of different classes, and n samples with class denotes the
number of observations in the particular class. Therefore, for our training data, the weights
for class 0 (i.e., loan status = 0) and 1 (i.e., loan status = 1) in Model 2 are
and

786726
2∗153998

786726
2∗632728

= 0.62

= 2.55, respectively.


weight =

n samples
n classes ∗ n samples with class


(6.30)

• Model 3: a profit-sensitive binary logistic regression. The implementation of Model 3 is
similar to that of the proposed model described in Section 7.4.3, except that the weights
used in Model 3 are determined based on the binary outcome “loan status”. Similar as in
Equation 6.16, we use the individual ARR to weight each loan from the profitable class and
use an additional term w f req to adjust the minority class (i.e., loan status = 0). w f req is
the hyper-parameter that is tuned to maximize the cross-validated ARR. The final setting for
w f req in Model 3 is 10.
• Model 4: a conventional multinomial logistic regression.
• Model 5: a cost-sensitive multinomial logistic regression, where the weight for each class
is defined according to the Heuristic method again as given in Equation 6.30. Specifically,
the weights for classes DefProf, NoDefProf, and DefNoProf are
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786726
3∗13268

= 19.76,

786726
3∗632728

=

0.41, and

786726
3∗140730

= 1.86, respectively.

• Model 6: the proposed profit-sensitive multinomial logistic regression model, with the details in Section 7.4.3.

For the model evaluation and comparison purposes, Models 1, 2, and 3 are compared by the
predicted PD for each loan. Since a higher PD corresponds to a “bad” characteristic, loans with
a lower PD will be recommended to the lenders. Models 4, 5, and 6 output three probabilities as
discussed in Section 7.4.3: p(yi = N oDef P rof ), p(yi = Def N oP rof ), and p(yi = Def P rof ).
We would recommend the loans with a lower p(yi = Def N oP rof ) to the investors, which is the
rule set in Section 6.5.6. Different from previous research, which commonly utilizes accuracy to
compare classification models, we define our own model comparison rules in this chapter because
of the special design and the purpose of the study. Considering that the main goal of this study
is to detect/recommend “higher profit” loans, we use the average profitability of the top loans
recommended by the six models for the model comparison.

6.5.8

Results

Given the outputs of the six models, each model would recommend some high-quality loans to
the investors. We consider a scenario that a lender chooses several top loans according to the
investment suggestions from each of the six models. The profitability of the loans selected by
the six models is calculated in terms of the average ARR and reported in Figure 6.2, where the
x-axis denotes the number of the top loans identified by the six models changing from 1 to 18,
and the y-axis shows the average ARR. For example, when the value is one on the x-axis, we use
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all six models to recommend the top 1 high-quality loan to the investor. All the six models will
recommend the loan with ARR valued 1.13.
1.15
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Fig. 6.2 Average ARR from the Selected Loans Identified by the Six Models.

Figure 6.2 indicates that the profitability of our proposed model (Model 6) is consistently superior over the rest of the five models in most cases. The two exceptions are the cases when the top
3 or 14 loans are selected. It verifies that incorporating the profit information into credit scoring
and further weighting the loans based on their varying profitability during the model training process can help the model to spot the “more profitable” loans. By pair-wisely comparing the results
displayed in Figure 6.2, more results can be obtained as follows, which could further highlight the
contribution of the proposed methodology:
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• Model 1 vs Model 2: the cost-sensitive learning (Model 2) does not show its superiority
over cost-insensitive learning (Model 1), where Model 2 addresses the imbalance data in
P2P lending for binary classification. In other words, conventional cost-sensitive learning is
not the optimal option in the P2P study. It may because the imbalance issue is not severe in
the P2P market.
• Model 2 vs Model 3: the profit-sensitive learning (Model 3) has better performance than the
cost-sensitive learning (Model 2) in some cases but not always. In other words, the proposed
profit sensitive learning approach shows its weak superiority in the binary classification case.
This verifies that incorporating the profit information into the target is a useful and important
step in our proposed model.
• Model 1 vs Model 4: the similar performance between these two models indicates that
it is not beneficial in identifying “more profitable” loans by solely transferring the binary
classification problem (Model 1) into the multi-level classification problem (Model 4).
• Model 4 vs Model 5: the cost-insensitive learning (Model 4) even outperforms the costsensitive learning (Model 5) in many cases, such as selecting the top 3, the top 4, or the top
13 loans. Although the Heuristic method is the best practice in addressing the imbalance
issue, it is not the optimal solution for finding the higher profitable loans in the P2P market
when the problem is structured as a multi-level classification task. This may be because we
evaluate the models differently here, by focusing only on the top loans identified. If still
using the accuracy rate, we may observe some different results.
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• Model 5 vs Model 6: the profit-sensitive learning (Model 6) has much better performance
than the cost-sensitive learning (Model 5) in most cases.
• Model 3 vs Model 6: they are both profit-sensitive learning approaches in this study, and the
only difference is Model 3 solves the binary classification problem while Model 6 works out
the multi-level classification task. However, the performance of Model 6 is much better than
Model 3. It is consistent with our expectation since by transferring the binary classification
problem into the multi-level classification problem, the heterogeneity of the default loans is
further reduced. Accordingly, the model prediction will be closer to the real interest of the
investors; thus, better investment suggestions would be provided.

In summary, Figure 6.2 confirms our belief that the proposed profit-sensitive multinomial learning method can help lenders to select better loans compared with the traditionally utilized credit
scoring approach. Furthermore, the results in Figure 6.2 highlight our contributions: transferring
the traditional binary classification problem to a multi-level task and using profit-sensitive learning
to solve the multi-level classification problem. Both are essential in identifying the best loans.
To further examine the difference of the performance among the six models, we consider the
scenario that a lender chooses the top 18 best loans according to the six models and check the
detailed information of these selected loans. Tables 6.3 and 6.4 present the constituent of the top
18 loans selected from the six models. As the result shows, except for Model 5, the rest of the
five models select the same number of loans from grades A, B, C, D, and E. Among the 18 loans
recommended to the lenders, there are always eight loans from grade A. This is consistent with
the expectation that the credit scoring approach (no matter whether or not the profit information is
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added) tends to identify “safer” loans. However, the average ARR for these 8 grade A loans differs
for the six models, indicating that the loans identified from each model are not exactly the same.
Table 6.3 Constituent of the Top 18 Loans Selected by Models 1-3. The “Sum” column contains
the total number of loans and also the number of defaulted loans in the parenthesis. ARR denotes
the average ARR in each grade segment.
Model 1

Model 2

Model 3

Grade

Sum ARR

Grade

Sum ARR

Grade

Sum ARR

A

8(1)

1.0345

A

8(1)

1.0340

A

8(1)

1.0345

B

3(1)

0.8856

B

3(1)

0.8856

B

3(1)

0.8856

C

5(1)

1.1110

C

5(1)

1.1110

C

5(1)

1.1110

D

1(1)

0.4038

D

1(1)

0.4038

D

1(1)

0.4038

E

1(0)

1.1502

E

1(0)

1.1502

E

1(0)

1.1502

Table 6.4 Constituent of the Top 18 Loans Selected by Models 4-6. The “Sum” column contains
the total number of loans and also the number of defaulted loans in the parenthesis. ARR denotes
the average ARR in each grade segment.
Model 4

Model 5

Model 6

Grade

Sum ARR

Grade

Sum ARR

Grade

Sum ARR

A

8(1)

1.0340

A

8(1)

1.0427

A

8(1)

1.0417

B

3(1)

0.8856

B

3(1)

0.8856

B

3(1)

0.8856

C

5(1)

1.1110

C

6(1)

1.1079

C

5(1)

1.1110

D

1(1)

0.4038

D

1(1)

0.4038

D

1(1)

0.4038

E

1(0)

1.1502

E

NA

NA

E

1(0)

1.1502

Table 6.5 summarizes the overall average ARR and the average default rate of the top 18 loans
identified by the six models. It is good to find that although achieving the highest ARR on average,
Model 6 has the same default rate as the other models. It verifies that under the premise of not
sacrificing “safety”, incorporating the profit information into credit scoring could identify loans
with a higher profitability than the credit scoring alone approach.
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Table 6.5 Average ARR and Average Default Rate of the Top 18 Loans Selected by the Six Models.
ARR denotes the overall average ARR.

6.6

Metric

Model 1

Model 2

Model 3

Model 4

Model 5

Model 6

ARR

1.0376

1.0373

1.0376

1.0373

1.0380

1.0409

Default rate

0.2220

0.2222

0.2222

0.2222

0.2222

0.2222

Conclusion and Discussion

This chapter proposes a profit-sensitive learning approach by designing a novel loss function for
multinomial logistic regression to identify high-quality loans in the P2P market. Many borrowers
come to the P2P market because they lack the credit status to be qualified for the loans from banks
[125]. The demand in the P2P market is big, so it attracts many investors. Under this circumstance,
it is critical to design models to help make investment suggestions for the unprofessional lenders
with the purpose of reducing financial loss and earning more profit.
The most widely utilized loan evaluation approach is credit scoring, which focuses on developing a classifier to predict borrowers’ PD and finally classify loans into two classes: the default
loans or the non-default loans. From the credit scoring perspectives, loans with a low PD are considered high-quality, and they will be recommended to the investors. As a result, conventional
credit scoring can match the “low risk” objective for P2P lenders. However, seeking “safety” is
not the only goal of P2P investors. They also care about the expected profit generated by the loans
they invest in. Although the recommended loans based on credit scoring are “safe”, investors may
not get a high profit as they have expected because of the low interest rates generally associated
with these safe loans. Consequently, credit scoring is not the best method for making investment
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suggestions considering that it only focuses on the risk while totally ignoring the profitability.
To address the inherent drawback of credit scoring, our proposed profit-sensitive learning approach integrates the profit information into the credit scoring approach for loan evaluations, thus
could better fit the requirements of both “low risk” and “high profit” for P2P lending. More specifically, we first transfer the conventional binary classification problem in credit scoring into a multilevel classification task by incorporating the profit information into the target.
Next, we define a novel loss function for multinomial logistic regression in order to solve the
pre-defined multi-level classification problem. The proposed loss function aims at putting different
weights on the loans according to their varying profits as well as their occurrence frequency in the
real-world case. As a result, loans with a high profit (regardless of whether they are the usual cases
or the rare cases in real-world practice) are given enough weight during the model training process,
and they have a higher chance to be recommended to the investors. Since the determination of the
weights in the proposed method is based on the profit of the loans, we name it as profit-sensitive
multinomial logistic regression. Different from cost-sensitive learning, which works by modifying
the weights solely based on the data distribution (either by balancing the data or by pre-defining the
misclassification cost), the profit-sensitive learning can better meet the objectives of P2P lending.
The effectiveness of the proposed methodology is examined using the real-world data from
Lending Club, which is the largest P2P platform in the US. To have a comprehensive analysis, we
compared the proposed method with a series of benchmarks, including binary logistic regression,
cost-sensitive binary logistic regression, profit-sensitive binary logistic regression, multinomial
logistic regression, and cost-sensitive multinomial logistic regression. Results have shown that
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the proposed multinomial logistic regression achieves the highest profitability while ensuring the
low default rate compared to the benchmarks. Therefore, it is confirmed that integrating the profit
information into credit scoring and using the profit to adjust the emphasis on different loans can
better meet the “low risk” and “high profit” requirements in P2P lending.
To the best of our knowledge, our study is the first that integrates the profit information into the
traditional credit scoring approach by formulating a multi-level classification problem along with a
profit-sensitive loss function. The proposed profit-sensitive learning approach can not only identify
the “higher profit” loans but also maintaining the risk control. More importantly, in addition to the
proposed profit-sensitive multinomial logistic regression demonstrated here, the logic of profitsensitive learning can be generalized to any machine learning algorithms for binary or multinomial
classification. Furthermore, the proposed method is not limited to the P2P area. It can be easily
applied to other domains which have similar requirements as P2P lending, such as recommending
the best subprime borrowers to banks. In other words, the method can be used to model any
scenario that has two outcomes – one nominal and one numerical – while there exists some tradeoff between the two outcomes.
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CHAPTER 7

A Bivariate Model for Correlated Discrete and Continuous Responses

In this chapter, we propose a bivariate method that could evaluate the loans from the credit scoring
and profit scoring perspectives simultaneously. In the previous peer-to-peer (P2P) studies, the
credit scoring and profit scoring approaches are used independently, and they evaluate the loans
from different perspectives. In Chapters 5 and 6 of this dissertation, although aiming at integrating
one scoring approach into another, our logic is still based on predicting a single target. There
exist some drawbacks if independently scoring only one outcome. First, the status of the loan and
the profit generated would be known concurrently in reality, so they should be evaluated jointly.
Secondly, the intrinsic correlation of the risk and the profit of the loans are totally discarded during
independent modeling.
To address the above-mentioned issues, the bivariate methodology is proposed in this chapter,
which predicts the risk and profit simultaneously while considering the correlation between them.
More specifically, we first formulate the loan evaluation task as the multi-target problem in which
loan status is used as the discrete outcome while ARR is used as the continuous outcome. Then
we design a novel loss function based on the assumption that the discrete outcome is distributed
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according to the Bernoulli distribution, and the continuous outcome is normally distributed with
the parameters conditional on the discrete output.
The effectiveness of the proposed method is examined again by the real-world P2P data from
Lending Club. Results indicate that our approach outperforms the independent scoring methods by
identifying the loans with higher profit and lower default risk. Therefore, the proposed bivariate
method can serve as an alternative for loan evaluation. Furthermore, the logic of joint modeling
via modifying the loss function can be generalized to other areas outside the P2P domain, where
the correlated outcomes exist.
Details of our motivations, the proposed model, and the findings based on the idea of jointly
modeling risk and profit are discussed in the remainder of Chapter 7.
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7.1

Introduction

As discussed in both Chapters 5 and 6, the credit scoring approach aims at reducing the default
risk by screening out the loans with high PDs. In contrast, the profit scoring approach aims at
increasing the profit by recommending the loans with potentially higher profit measures. Although
both approaches can help investors make decisions, they provide evaluations of loans from totally
different perspectives. Credit scoring uses loan status as the single target variable, and the loans
associated with a low PD are considered as high-quality. On the other hand, profit scoring uses
profit as the single target variable, and the loans associated with a high predicted profit are considered high-quality. Credit scoring and profit scoring are typically independently used for loan
evaluation, and they provide investment suggestions from their own perspectives. This leads to the
question of which scoring method provides a more comprehensive evaluation of the loans? Or,
which scoring method should we rely on for making the investment decisions? As pointed out in
[90], the factors explaining PD and profitability in P2P are different. The disparity indicates that
the good loans by one scoring approach cannot guarantee its high quality if using another scoring
method. As a result, we conclude that the two scoring approaches are not equivalent, and one cannot be simply replaced by the other. In other words, neither of the two scoring methods provides a
comprehensive evaluation of the P2P loans.
In the P2P industry, the investors’ objective is two-fold: They prefer to have a low risk for their
investments, and they also want a high return from the investments. However, there is a tradeoff between these two objectives since lower risk loans are associated with lower interest rates
and lower profit, and vice versa. By considering the two requirements of loan evaluation in P2P
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lending as well as the current loan evaluation methods, we come to the research question: Is it
possible that we provide a comprehensive loan evaluation method by combining the credit scoring
and profit scoring together? In other words, can we jointly evaluate the loans from both the credit
scoring and the profit scoring perspectives? To confirm the possible benefit of jointly modeling the
risk and profit of the P2P loans, we first summarize the advantages of the joint modeling proposed
in this chapter as follows:

• Evaluating the risk and profit is equally important in making investment decisions. For a
certain loan, loan status and profitability exist simultaneously, and there is no order of the
occurrence. Therefore, it is reasonable to model the two outcomes jointly. It is very similar
to many studies on biomedical and health sciences, which need to simultaneously model the
outcomes of several diseases [16, 21, 101].
• As discussed in [90], the features of a loan that affect risk and profit are different. Joint modeling can adequately assess the effect of the predictors on the risk and profit simultaneously.
Furthermore, by joint modeling on risk and profit, we can get the marginal interpretations of
the parameters [27].
• The simultaneously modeling approach can incorporate the correlation of the two outcomes,
which could balance the risk and profit when evaluating the loans. Furthermore, by considering the correlation between the two outcomes, we can push the model towards the real
cases in the P2P market.

In summary, it is critical to design a model in which the loans are evaluated by considering
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its PD as well as profit simultaneously rather than independently. Based on the joint modeling, a
better data-driven investment suggestion might be made to the lenders.
Motivated by the advantages of joint modeling, in this chapter, we aim at proposing a bivariate
model that could provide simultaneous predictions for the default risk as well as the profit. To be
specific, we would like to propose a model that could better evaluate the loans by integrating the
credit information and the profit information, and by incorporating the correlation of the outcomes.
To the best of our knowledge, no prior study in the P2P market has proposed the methodology that
could jointly evaluate the risk and profit of the loans. Furthermore, it is the first time in our study
that the correlation between the risk and the profit is considered through defining the loss function
of the model. The details of the proposed methodology are described as follows:
• Reformulate the loan evaluation problem. In the traditional credit scoring approach, loan status
is used as the single outcome, and the loan evaluation is formulated as the binary classification problem. On the other hand, in the conventional profit scoring method, profit is
considered as the single outcome, and the loan evaluation is formulated as the regression
problem. Unlike the independent modeling approach, in our proposed model, we consider
both loan status and profit as the target variables and formulate the loan evaluation as the
multi-target problem. Thus, both PD and profit are predicted simultaneously.
• Define a new loss function to solve the pre-formulated multi-target problem. Unlike the
credit scoring and profit scoring approaches in which risk and profit are evaluated independently without evaluating the correlations, the proposed loss function incorporates the
correlation term during the model training process.
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Our study makes contributions from three perspectives as follows. First, unlike the traditional
credit scoring and profit scoring approaches in which risk and profit are evaluated independently,
we formulate the loan evaluation as the multi-target problem. Therefore, we can use only one
model that simultaneously evaluates the loans from their risk level and their profitable level. Compared with conventionally independently modeling approaches, the proposed multi-target task can
provide a comprehensive evaluation of the loans without bias towards any evaluation methods.
Secondly, we design a novel loss function to solve the pre-defined multi-target problem by incorporating the intrinsic correlations between the multiple outcomes during the modeling stage. We
believe that this can overcome the shortcomings of the independent modeling methods in which
the correlations of the outcomes are completely ignored. Thus, it is expected that the proposed
methodology can bring the model close to the real cases in the P2P market and hence better guide
inexperienced lenders in making investment decisions. In reality, the promising results in our empirical study discussed in Section 7.4 confirm our conjecture and show the effectiveness of the
proposed method when being used in loan evaluations. Thirdly, the logic of bivariate learning for
correlated outcomes has a broader effect apart from the P2P market. It can also be generalized to
other areas in which multiple correlated outcomes are required to be predicted simultaneously.
The rest of this chapter is organized as follows. Section 7.2 summarizes the existing research
about multi-target prediction for the correlated outcomes. Section 7.3 briefly discusses the theory
of the proposed bivariate method. To examine the effectiveness of the proposed method, Section 7.4 presents an application of the methodology to real-world P2P data. Finally, Section 7.5
concludes with a summary and discussion.
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7.2

Related Work

As discussed in Sections 5.2 and 6.2, the credit scoring method determines the PD of the loans
and recommends “safer” loans to investors. In contrast, the profit scoring method predicts the
profitability of loans and recommends “more profitable” loans to investors [15]. The task of simultaneously predicting the PD and profitability is known as the multi-target or multi-response
or multi-outcome problem [104, 37, 93]. One of the earliest proposed methods for solving the
multi-outcome problem is the general location model, which based on a multinomial model for
the discrete outcomes and a multivariate Gaussian model for the continuous outcomes conditional
on the discrete outcomes [81]. Later, authors in [27] modified the location model by relaxing the
independence assumption of the observations. In [60], a simultaneous model was proposed to get
the marginal expectations of each response based on the longitudinal data. In [16], a bivariate
latend variable models were proposed based on data sets of a clustered structure contained discrete
and continuous outcomes. A graphical model was proposed in [54], focusing on estimating the
associations between the outcomes rather than estimating the parameters of the models. In [100],
a factorization model was proposed for sensitivity analysis in the correlated binary and continuous
outcomes. The proposed factorization model was applied to the medical data. Regardless of the
utilization of the models mentioned above for solving the multi-target problems in the biomedical
and healthcare areas, to the best of our knowledge, there are no previous studies in the P2P domain
that formulate a multi-target problem for loan evaluation.
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7.3

The Proposed Bivariate Method for Correlated Mixed Outcome

As mentioned in Section 7.1, we propose a method that could predict the discrete and the continuous responses jointly, considering the correlation of the two outcomes. In this section, we will first
introduce some notations used in our approach. Then we will describe the details of the proposed
method along with the proof of convexity. The naming conventions through the following part of
this chapter are defined as follows:

• D = d1 , d2 , ..., dN : a dataset with N observations, p features, and mixed outcomes;
• i: the index of observations, where i = 1, 2, ..., N ;
• j: the index of features or independent variables or explanatory variables, where j = 1, 2, ...,
p;
• di : data vector for the i-th observation. di can also be expressed as hxT
i , y1i , y2i i, where
xT
i = [1, x1i , x2i , ..., xpi ] denotes its feature vector with the first 1 for the interception, y1i is
the value of its binary outcome, and y2i is the continuous outcome;
• p(y1i = k): probability that the ith observation belonging to the kth category, where k is
either 1 or 0 in the binary response problem;
• β: coefficient vector estimated by the model, where β T = [β0 , β1 , ..., βp ];
• lossi : the loss for the ith observation;
• L: the likelihood function;
133

• LL: the log-likelihood function;
• L : the loss function;
• I(·): the indicator function;

7.3.1

Define Loss Function

Consider a specific loan i, which has a discrete binary response, y1i , and a continuous response,
y2i . The discrete random variable y1i is 1 if the i-th observation has success, and 0 otherwise. In
addition, each observation has a 1 × (p + 1) feature vector denoted as xT
i . For the binary value y1i ,
we assume it follows a Bernoulli distribution. Its density function is shown by Equation 7.1, where
β1 is the coefficient vector corresponding to the prediction of y1i . Equation 7.1 can be further
simplified into Equation 7.2. The expectation of the value y1i for the i-th observation is expressed
by Equation 7.3 [29, 56].

f (y1i |xi ) = p(y1i |xi ) =




exp(β1T xi )


= exp[1 ∗ β1T xi − log(1 + exp(β1T xi ))]

1+exp(β1T xi )









if y1i =1

(7.1)




1

= exp[0 ∗ β1T xi − log(1 + exp(β1T xi ))]


1+exp(β1T xi )








if y1i =0

h
i
f (y1i |xi ) = exp y1i ∗ β1T xi − log(1 + exp(β1T xi ))
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(7.2)

E(y1i ) = prob(y1i = 1|xi , β1 ) =

exp(β1T xi )

(7.3)

1 + exp(β1T xi )

Further, we assume that for the given y1i , the distribution of y2i is normal or approximately
normal. Considering the possible inter-relationship between y1i and y2i , we assume that the expectation of the value y1i is a potential predictor for the expectation of the value y2i . The interrelationship is further expressed using Equation 7.4, where β2 is another coefficient vector corresponding to the prediction of y2i , γ is a scalar coefficient that introduces the inter-relationship
between y1i and y2i . Therefore, the conditional density function of y2i given the value of y1i , can
be expressed by Equation 7.5, where σ is the standard deviation of the error [80, 27, 81, 126].

E(y2i ) = E(y2i |xi , β2 , E(y1i )) = β2T xi + γE(y1i )

fy2i |y1i (y2i |y1i ) = p

1
(2πσ 2 )

exp

−[y2i − β2T xi − γE(y1i )]2
2σ 2

(7.4)

!
(7.5)

Based on the joint density of (y1i , y2i ) defined in Equation 7.6, along with the density function
for y1i defined in Equation 7.2 and the expectation for y2i defined in Equation 7.4, the loss of the
loan i during the model training can be formulated in Equation 7.7 where Li (y1i , y2i ) is the joint
loss, Li (y1i ) denotes the loss contributed by y1i (i.e., marginal loss), and Li (y2i |y1i ) denotes the
conditional loss contributed by y2i given y1i [35, 4, 20]. Consequently, for the entire training data
with N loans, the loss function L can be defined in Equation 7.8, and the model is learned to
minimize L .
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fy1i ,y2i (y1i , y2i ) = fy1i (y1i )fy2i |y1i (y2i |y1i )

(7.6)

Li (y1i , y2i ) = Li (y1i ) + Li (y2i |y1i )

(7.7)

L =
=

N
X
i=1
N
X

Li (y1i , y2i )
Li (y1i ) +

i=1

=−
−

N
X
i=1
N
X

+

Li (y2i |y1i )

i=1

y1i log

exp(β1T xi )
1
1 + exp(β1T xi )

"
y2i − β2T xi − γ

i=1

7.3.2

(7.8)

1 + exp(β1T xi )

(1 − y1i )log

i=1
N
X

N
X

exp(β1T xi )

#2

1 + exp(β1T xi )

Convexity of the Loss Function

After designing the loss function, it is critical to mathematically prove that the loss function L
given in Equation 7.8 can converge during the training process if an appropriate learning rate is
used. Otherwise, we cannot guarantee to get a reliable and global optimal solution that minimizes
the loss function. Similar to the convexity proof of L given in Equation 6.17, we transfer the
problem of proving the convergence guarantee of L given in Equation 7.8 into the problem of
proving the convexity by referring to Theorem 6.5.1 given in Chapter 6. We also refer to Definition
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6.5.3 in Chapter 6 to obtain the definition of convexity [87]. Finally, the problem of proving the
convexity can be further transformed into the question of proving the positive semi-definite of the
Hessian matrix of the given function. Lemma 6.5.1 in Chapter 6 is also used during our proof [13].
Proof. The loss function L given in Equation 7.8 can be expressed as a linear combination of
Equations 7.9, 7.10, and 7.11. According to Lemma 6.5.1, to prove the convexity of L , we need to
prove the convexity of these three equations. According to Definition 6.5.3, to prove the convexity
of Equations 7.9, 7.10, and 7.11, we need to prove that the Hessian matrices of Equations 7.9, 7.10,
and 7.11 are all positive semi-definite. WLOG, we prove the convexity of Equation 7.9 and the
convexity of Equations 7.10 and 7.11 can be obtained similarly.

−log

−log

exp(β1T xi )

(7.9)

1 + exp(β1T xi )

1
1 + exp(β1T xi )

"
y2i − β2T xi − γ

exp(β1T xi )
1 + exp(β1T xi )

(7.10)

#2
(7.11)

The Hessian matrix of the function in Equation 7.9 with respect to β1 is given in Equation 7.12.
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Then, Equation 7.13 is expressed to check whether the Hessian matrix is positive semi-definite or
not.


∂ 2 f (β1 )
Hessian(f (β1 )) =
∂β1 ∂β1T
"
#
exp(β1T xi )
∂2
=
−log
∂β1 ∂β1T
1 + exp(β1T xi )


1
=
1 + exp(β1T xi )

1
1−
1 + exp(β1T xi )

(7.12)
!
xi x T
i

=⇒

z

T

=z T
=




∂ 2 f (β1 )
z
∂β1 ∂β1T

"

1
1 + exp(β1T xi )

1
1 + exp(β1T xi )

!
#
1
1−
xi xT
z
i
1 + exp(β1T xi )
!
1
2
1−
(xT
i z)
1 + exp(β1T xi )

(7.13)

With respect to the function given in Equation 7.11, it can be re-written in the matrix format in
Equation 7.14, where θ T and X are defined in Equations 7.15 and 7.16, respectively.

(y2i − θ T X)2

(7.14)

h

(7.15)

T

θ =

β2T
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γ

i





X=


xi
exp(β1T xi )





(7.16)

1+exp(β1T xi )

Thus, the first derivatives of the function in Equation 7.14 with respect to θ is derived using
Equation 7.17, and then its Hessian matrix is given in Equation 7.18.

∂
(y2i − θ T X)2
∂θ
=2(y2i − θ T X)(−X)

(7.17)

=2(θ T X − y2i )(X)

∂ 2 f (θ)
Hessian(f (θ)) =
∂θ∂θ T


=
=



∂2
[(y2i − θ T X)2 ]
∂θ∂θ1T
∂
[2(θ T X − y2i )(X)]
∂θ T

=2XXT
=⇒
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(7.18)

z

T




∂ 2 f (θ)
z
∂θ∂θ
(7.19)

= z T [2XXT ]z
= 2(XT z)T XT z

In Equation 7.13, we have

1
1+exp(β1T xj )

> 0 and 1 −

1
1+exp(β1T xj )

> 0 because the range of

2
probability is [0, 1]. Besides, it is always true that (xT
i z) ≥ 0 because it is a square of a scalar.
2

∂ f (β1 )
Therefore, z T [ ∂β
T ]z ≥ 0 is true ∀z. As a result, it is concluded that
1 ∂β
1

∂ 2 f (β1 )
∂β1 ∂β1T

is positive semi-

definite. According to Definition 6.5.3, Equation 7.9 is convex with respect to β1 . Similarly, the
function given in Equation 7.10 is convex with respect to β1 . Finally, Equation 7.19 is always nonnegative; thus, the function given in Equation 7.14 (or, equivalently in Equation 7.11) is convex.
Since L given in Equation 7.8 is a positive linear combination of Equations 7.9, 7.10, and 7.11,
we conclude the convexity of L according to Lemma 6.5.1. Finally, according to Theorem 6.5.1,
we conclude that L has optimal solutions via the convergence guarantee of the gradient descent
algorithm.
To summarize, we proved that the Hessian matrices of functions in Equations 7.9, 7.10, and
7.11 are all positive semi-definite. According to Definition 6.5.3, we conclude that the three functions mentioned above are all convex. According to Lemma 6.5.1, we conclude that L , the positively linear combination of these three functions, is also convex. Finally, according to Theorem
6.5.1, we conclude that we can get the optimal solutions for the proposed loss function L because
of the convergence guarantee if using the gradient descent algorithm.
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7.3.3

Learning Algorithm of the Bivariate Model

Considering the large size of the training set, we use the mini-batch stochastic gradient descent
algorithm again to learn the proposed bivariate model. Partial derivatives on β1 , β2 , and γ are
derived and their partial derivatives are calculated in Equations 7.20, 7.21, and 7.22, respectively.
The estimations of the coefficient vectors including β1 and β2 , along with the scalar term γ, are
updated during each iteration of the training until the convergence of the algorithm. Algorithm 2
lists the details of the training process we proposed for the hybrid bivariate model.

∂L
=
∂β1

exp(β1T xi )
1 + exp(β1T xi )

!
− y1i

+ 2 y2i − β2T xi − γ

xi
!

exp(β1T xi )
1 + exp(β1T xi )

−γ

!

exp(β1T xi )
1 + exp(β1T xi )

1−

!

exp(β1T xi )
1 + exp(β1T xi )

(−xi )

(7.20)

∂L
=2∗
∂β2

∂L
=2∗
∂γ

y2i −

y2i − β2T xi − γ

β2T xi

−γ

1 + exp(β1T xi )

exp(β1T xi )
1 + exp(β1T xi )
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!

exp(β1T xi )

!
−

(−xi )

exp(β1T xi )
1 + exp(β1T xi )

(7.21)

!
(7.22)

Algorithm 2 Learning the bivariate model for the correlated mixed outcomes
1:

Input: Data D = {d1 , d2 , ..., dN }, loss function L , number of epochs T , learning rate α,
number of mini-batches m.

2:

Split D into mini-batches B0 , ..., Bm−1 .

3:

Initialize β10 , β20 , γ 0 .

4:

k←0

5:

for s = 1 to T do

6:

// Start the epoch s

7:

for j = 0 to m − 1 do

. Iterate T times

. Iterate m times

8:

// Access the j-th mini-batch

9:

β1k+1 ← β1k − α |B1j |

P

10:

β2k+1 ← β2k − α |B1j |

P

11:

γ k+1 ← γ k − α |B1j |

12:

k ←k+1

13:

end for

14:

If converges, break

P

∂
i∈Bj ∂β1 L (di

= hxi , y1i , y2i i)

∂
i∈Bj ∂β2 L (di

= hxi , y1i , y2i i)

∂
i∈Bj ∂γ L (di

= hxi , y1i , y2i i)

15:

end for

16:

Output: binary target model β1k , continuous target model β2k , interaction γ k .
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7.4

Empirical Study

As discussed in Section 7.1, we hope that the proposed bivariate model can evaluate the loans more
comprehensively thus could provide better investment suggestions. Thus, in this chapter, we aim
to answer the following research question explicitly based on P2P lending:
Compared to the conventional credit scoring and profit scoring approaches in which risk
and profit are evaluated independently, can we provide a better loan evaluation result by jointly
modeling the risk and profit?
To address the question mentioned above and to test the effectiveness of the proposed method,
the bivariate model is applied to the Lending Club data obtained in Chapter 3.

7.4.1

Correlation Analysis

Since one of the most critical features of the proposed methodology is to take into account the
correlation of the risk and profit, our experiments start by examining the correlation between the
two target variables in the raw data. As discussed in Chapter 3, the traditional credit scoring
approach uses loan status as the target variable and focuses on predicting PD of the loans. On
the other hand, the profit scoring approach uses ARR (or other profit evaluation metrics) as the
target variable and focuses on predicting profit of the loans. In Figure 3.11 in Chapter 3, a possible
relationship between loan status and ARR can be found: all non-default loans result in a certain
value of profit. In contrast, default loans are associated with non-profit, except for the cases that
default loans can also generate profit. More details can be found in Table 7.1, which is the cross
table between loan status and ARR generated based on the training set (details of data split can
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be found in Section 7.4.3). It shows that, on average, defaulted loans are not profitable, and they
have a much larger standard deviation in ARR than the non-defaulted loans. Figure 7.1 is the
shaded density plot of ARR across the different categories of loan status, where the y-axis is the
probability density function based on the kernel density estimation. We see that non-defaulted
loans tend to be more profitable than defaulted loans, and the distribution of profit is different
across different categories of loan status. All the above-mentioned results are strong evidence that
there exists a strong correlation between the two target variables.

Fig. 7.1 Density Plot of ARR Across Different Categories of Loan status

After visualizing the possible correlation between loan status and ARR, we use Point Biserial Correlation and Kendall’s Tau to quantitatively examine the linear and non-linear correlation,
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Table 7.1 Cross Table of Loan status and ARR in the Training Set
ARR
Loan status

Frequency

Proportion

Mean

Median

St. dev

0

632,728

80.43%

1.09

1.08

0.045

1

153,997

19.57%

0.59

0.66

0.335

respectively. Point Biserial Correlation coefficient is a special case of Pearson’s correlation coefficient, and it is used to evaluate the correlation between one binary variable (valued 0 or 1) and
one continuous variable. The calculation of Point Biserial Correlation coefficient rpb is defined in
Equation 7.23, where SD is the standard deviation of the data, M1 and M0 are the average value
of the continuous variable in category 1 and 0, respectively, and N1 and N0 are the sample sizes
in category 1 and 0, respectively [99]. Point Biserial Correlation assumes the linear correlation of
the two variables and ranges from -1 to 1. On the other hand, Kendall’s Tau coefficient is the rankbased correlation approach and could identify the association between variables with non-linear
relationships. The calculation of Kendall’s Tau coefficient τ is given in Equation 7.24, where C
and D denotes the number of concordant pairs and discordant pairs, respectively, and N is the
sample size [3]. Similarly, as rpb , the range of τ is [-1, 1], and 0 means the independence of the
two variables.

rpb =

M1 − M0
SD

τ=

s

N1 N0
(N1 + N0 )2

C −D

N
2
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(7.23)

(7.24)

Table 7.2 shows the result of the correlation analysis of loan status and ARR. As expected,
loan status and ARR are strongly correlated with each other through a linear and non-linear function. Consistent with the result by the result of the visualization in Figures 3.11 and 7.1, the
correlation is negative, showing that defaulted loans tend to be associated with a lower profit.
Table 7.2 Correlation Analysis of Loan status and ARR

7.4.2

Coefficient

Correlation Measured

Coefficient p value

rpb

Linear

-0.787

0.00

τ

Non-linear

-0.547

0.00

Problem Formulation

As discussed in Chapter 3, in the Lending Club data, loan status is used as the target variable
in the credit scoring approach, while ARR is used as the outcome in the profit scoring approach.
Different from the traditional approaches that evaluate the loans from one single perspective, we
formulate a multi-outcome problem in this chapter. loan status and ARR are used as the two targets, and their intrinsic correlation is considered during the modeling process. To be specific, we
aim at evaluating the lending club loans from the risk and the profit perspectives simultaneously by
defining a loss function containing the correlation of the target variables. We hope that the defined
multi-outcome problem can better evaluate the loans and thus provide better investment suggestions to the investors. In terms of the model expression, for the ith loan, we denote its loan status
and ARR using y1i and y2i , respectively. Assuming that the binary outcome y1i follows a Bernoulli
distribution, then the continuous outcome y2i follows an approximately normal distribution given
y1i . By taking into account the correlation between y1i and y2i , the model can be expressed us146

ing Equations 7.25 and 7.26. Correspondingly, the loss function of the multi-outcome problem is
expressed using Equation 7.8.



7.4.3

log

prob(y1i = 1)
1 − prob(y1i = 1)

y2i =

β2T xi

+γ



= β1T xi

exp(β1T xi )
1 + exp(β1T xi )

+

(7.25)

(7.26)

Implementation of the Proposed Model

To test the effectiveness of the proposed methodology, we train the proposed bivariate model by
minimizing the loss function L defined in Section 7.8 using the algorithm described in Section
2. During the training process, several hyper-parameters mentioned in Algorithm 7.3 were predefined by considering the trade-off between the model performance and the training time. The
searching domain and the final settings of the hyper-parameters are shown in Table 7.3. The
values of the hyper-parameters T and m are defined as those which lead to the convergence of
the algorithm. The values for the regularization term λ is determined using the trial and error
approach that aims at minimizing the cross-validated training loss. The proposed model was first
implemented on the Lending Club training set (70% of the entire dataset) and then was evaluated
on the test set (the remaining of the 30% dataset). The whole experiment is conducted using Python
3.5 using a laptop with a 3.3 GHz Intel Core i7 CPU, 16 GB RAM, and macOS.
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Table 7.3 Hyper-parameter Tuning and Setting in Learning L

7.4.4

Hyper-parameter

Search domain

Value setting

Number of epochs T

(100, 5000)

2000

Number of mini-batches m (1000, 50000)

3000

Learning rate η

(0.00001, 0.1)

0.01

Regularization λ

(0, 1)

0.001

Performance Evaluation and Comparison

To confirm that the proposed bivariate methodology in Section 7.3 can better evaluate the loans, it
would be crucial to set the rule of “better” and then compare its performance with the conventional
single-outcome scoring approach. In the traditional credit scoring approach, loan status is used
as the target, and loans with low PD are recommended to the investors. On the other hand, in
the traditional profit scoring approach, ARR is used as the target, and loans with high predicted
ARR are recommended to the investors. In this chapter, we set the rule of “better” to be the
approach that could recommend relatively higher ARR while not riskier loans to the investors. To
have a comprehensive comparison and highlight the contribution of the proposed methodology,
we compared the performance of the proposed bivariate method for correlated mixed outcomes
with that from the independent scoring approach. Specifically, three models are compared, and the
details are shown below:
• Model 1: This is a traditional credit scoring approach, where loan status is used as the target
variable. It formulates a binary classification problem. Similar to the loss function defined
in Equation 7.8, its loss function L1 is defined in Equation 7.27, and the model is training
with the purpose of minimizing L1 .
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• Model 2: This is a traditional profit scoring approach, where ARR is used as the target
variable. It formulates a multivariate regression problem. Similar to the loss function defined
in Equation 7.8, its loss function L2 is defined in Equation 7.28, and the model is training
with the purpose of minimizing L2 .
• Model 3: The proposed bivariate model and the details are shown in Section 7.3.

L1 =

N
X

Li (y1i )

i=1

=−

N
X

y1i log

i=1

−

N
X

exp(β1T xi )
1 + exp(β1T xi )

(1 − y1i )log

i=1

L2 =

N
X

1
1 + exp(β1T xi )

Li (y2i )

i=1

=−

(7.27)

N
X

(7.28)
[y2i − β2T xi ]2

i=1

The three models are first implemented on the Lending Club training set and then evaluated
on the test set. For the model output, Model 1 outputs the PD for each loan, Model 2 outputs the
predicted ARR for each loan, while Model 3 outputs both PD and predicted ARR simultaneously
for each loan. For the purpose of comparison, we consider three performance evaluation criteria:
the classification accuracy, Root Mean Squared Error (RMSE), and the quality of the recommended
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loans. To be specific, classification accuracy based on the comparison between PD and loan status
obtained from Model 1 and Model 3 is compared. Then, RMSE of ARR obtained from Model 2
and Model 3 is compared. Finally, in terms of the quality of the recommended loans, among a
certain number of loans recommended by the three models, we compare the measures as follows:
loan profitability, loan risk, and loan portfolio reliability. The purpose of the model comparison is
three-fold: First, we want to see whether the accuracy obtained from the proposed model is close to
that obtained from the single credit scoring approach. Second, we want to see whether the RMSE
of ARR obtained from the proposed model is close to that obtained from the single profit scoring
approach. Third, we want to know whether the proposed model can better evaluate the loans since
it considers the intrinsic relationship between the risk and profit, thus could let the model be closer
to the real-world problem. It is worth noting that it should not be expected that joint modeling
performs as well as separate modeling since join modeling is learning a more complex relationship
among outcomes and predictors than independent modeling. However, considering the advantages
of joint modeling discussed in Section 7.1, joint modeling is more favorable than separate modeling
as long as it reaches a similar performance.
It is worth noting that, when recommending high-quality loans to the investors, different models make investment decisions based on their outputs. To be specific, Model 1 would recommend
those with low PD, while Model 2 would recommend those with high predicted ARR. Model 3
has two criteria to make suggestion decisions: It can recommend loans with either low PD or high
predicted ARR. In traditional classification or regression problems, the overall classification accuracy and overall RMSE are emphasized. In this chapter, we care more about the performance of
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the models on the recommended loans rather than all the loans in the entire P2P market.

7.4.5
7.4.5.1

Results
Model Training

Figures 7.2 and 7.3, respectively, show the log-loss and the accuracy on the test set during the
training of Model 3. The log-loss declines during the first 200 iterations and keeps stable afterward,
while the accuracy increases during the first 200 iterations and keeps stables afterward. Thus, the
algorithm converged. Similar log-loss and accuracy plots are also obtained during the training
of the loss function for Model 1 (given in Equation 7.27) and Model 2 (given in Equation 7.28),
respectively.
The overall performance of Models 1, 2, and 3 are first evaluated on the entire test set, and the
result is shown in Table 7.4. Although Model 3 leads to a slightly lower classification accuracy
than Model 1 and a somewhat higher RMSE than Model 2, the performance obtained from the
proposed modeling approach is very close to the separate scoring methods on the entire test set.
The result is promising since the joint modeling approach is learning a more complex relationship
of the data; thus, it is more challenging to get as good a prediction as separate modeling approaches
(discussed in Section 7.4.4). Furthermore, the overall performance of the model on the entire test
set is not the most critical evaluation metric in this chapter.
Since the design of the method is to provide data-driven investment suggestions to investors in
the P2P market, the performance of the model, when being used for making investment suggestions, is more critical. Therefore, in the following sections, we will further evaluate the proposed
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Fig. 7.2 Log-loss on the Test Set during the Training of Model 3
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Fig. 7.3 Accuracy on the Test Set during the Training of Model 3
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model when it is utilized to guide the investment decisions.
Table 7.4 Performance of Models 1, 2, and 3 on the Test Data

7.4.5.2

Metric

Model 1

Model 2

Model 3

Accuracy

0.806

NA

0.805

RMSE

NA

0.246

0.266

Model Comparison

After evaluating the models on the entire test set, we further evaluate the performance of the models
when they are used as a reference to make investment suggestions. We consider a scenario that
a lender chooses several top loans according to the investment suggestions from each of the three
models. It is worth mentioning that, in this chapter, we examine the model performance on the
recommended loans ranging from 1 until the 45. On one hand, we want the lenders to diversify their
investment portfolios (i.e., invest in multiple loans to separate the risk) so that it is more helpful to
recommend more than one candidate loans. On the other hand, lenders do not have strong interests
in the loans with lower priority recommended by the models. In other words, invests might only
be concerned with the top 10 or even top 5 recommended loans. Thus, the top 45 is a wide enough
range to be used as a reference when making investment decisions. As discussed in Section 7.4.4,
the three models are compared from three perspectives, including classification accuracy, RMSE,
and quality of the recommended loans. To highlight the contribution of the proposed methodology,
we discuss the details of the comparisons as follows.
In terms of classification accuracy, Figure 7.4 reports the results of the classification accuracy
on the target variable loan status, where the x-axis denotes the number of the loans (from 1 to 45)
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identified by the models, and the y-axis shows the accuracy. Since Models 1 and 3 both have PD
outputs, the loans are first ranked by PD, and good loans are those with low PD. For example, when
the value is 45 on the x-axis in Figure 7.4, 45 loans with the lowest PD are selected by Models 1
and 3, respectively. Among these 45 loans, the accuracy is about 0.96 in Model 3 (denoted by the
blue line), while the accuracy is only about 0.41 in Model 1 (indicated by the orange line). We see
that Model 3 consistently has higher accuracy than Model 1 when the number of selected loans
changes from 1 to 45, showing that Model 3 is superior over Model 1 when using loan status as
the target variable. In other words, when considering the recommended loans, we can get better
predictions of PD by using a joint modeling approach than the independent modeling method.
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Fig. 7.4 Accuracy of the Selected Loans from the Test Set
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In terms of RMSE, Figure 7.5 displays the results of the RMSE on the target variable ARR,
where the x-axis denotes the number of the loans (from 1 to 45) identified by the models and the
y-axis shows RMSE calculated based on the predicted ARR and actual ARR. Since Models 2 and
3 both output predicted ARR, the loans are first ranked by predicted ARR, and good loans are
those with high predicted ARR. For example, when the value is 45 on the x-axis in Figure 7.5, 45
loans with the lowest PD are selected by Models 2 and 3, respectively. Among these 45 loans, the
accuracy is about 0.30 in Model 3 (denoted by the blue line), while the accuracy is only about 0.31
in Model 1 (indicated by the orange line). We see that Model 3 consistently has a lower RMSE
than Model 2 when the number of selected loans changes from 1 to 45, showing that Model 3 is
superior to Model 1 when using ARR as the target variable. In other words, when considering
the recommended loans, we can get better predictions of ARR by using a joint modeling approach
rather than the independent modeling method.
In terms of the quality of the recommended loans, as discussed in Section 7.4.4, we compared
the loan profitability, loan risk, and loan portfolio reliability. The details of the comparisons are
listed below:

• The loan profitability is calculated in terms of the average ARR calculated among the recommended loans. Figure 7.6 displays the comparison of loan profitability, where the x-axis denotes the number of the loans (from 1 to 45) identified by the models, and the y-axis denotes
the average of the actual ARR of the loans selected by the models. Similar to the logic in the
comparisons of accuracy and RMSE, high-quality loans are those with low PD in Model 1
and high predicted ARR in Model 2. For Model 3, it makes two different recommendations
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Fig. 7.5 RMSE of the Selected Loans from the Test Data
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based on its two types of outputs: high-quality loans can be associated with either low PD
or high predicted ARR. For example, when the value is 45 on the x-axis in Figure 7.6, we
recommend 45 loans to the investors using different evaluation criteria as follows: Model
1 selects 45 loans with lowest PD, Model 2 selects 45 loans with highest predicted ARR,
Model 3 selects 45 loans with lowest PD if considering its PD output, and Model 3 selects
45 loans with lowest PD if considering its predicted ARR output. Among these 45 loans, the
average ARR is about 0.78 if selecting loans by Model 1 (denoted by the orange line), while
the average ARR is about 1.01 if selecting loans by Model 2 (indicated by the red line).
Based on the PD output in Model 3, the average ARR is 1.05 (denoted by the blue line),
while the average ARR is 1.03 based on the predicted ARR output in Model 3 (indicated by
the green line). We see that the average ARR is consistently highest if selecting the loans
based on the PD output in Model 3. At the same time, it is the second-highest if choosing
the loans based on the predicted ARR output in Model 3, showing that the proposed joint
modeling approach can recommend loans with higher ARR than the independent modeling
method. Besides, Model 2 (profit scoring approach) can select more profitable loans than
Model 1 (credit scoring approach). It confirms that profit scoring and credit scoring methods
evaluate the loans from different perspectives, and ”safer” loans are not equivalent to ”more
profitable.”
• The loan risk is calculated in terms of the percentage of default loans calculated among the
recommended loans. Figure 7.7 displays the comparison of loan risk, where the x-axis denotes the number of the loans (from 1 to 45) identified by the models, and the y-axis indicates
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Fig. 7.6 Average ARR of the Selected Loans from the Test Data
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the percentage of the defaulted loans selected by the models. The method of selecting loans
is the same as that used in comparing the loan profitability. In Figure 7.7, it is shown that the
percentage of default is always 0 if selecting less than 40 loans based on the PD output in
Model 3 (denoted by the blue line), which can ensure the zero risk of the investment. If selecting the loans based on the predicted ARR output in Model 3 (denoted by the green line),
it can result in the second-lowest default rate when the number of loans recommended is less
than 30. Although Model 1 aims to select loans with low PD, it is surprising to find that the
percentage of default of the loans in Model 1 (denoted by the orange line) keeps increasing when more loans are recommended. Moreover, the percentage of default of the loans
in Model 1 is even higher than that in Model 2 (denoted by the red line). All these results
are evidence that the independent modeling approach, especially the credit scoring approach
(i.e., Model 1), does not show a good fit for the real-world P2P data. On the contrary, the
joint modeling approach could provide an auspicious result by ensuring a zero default rate if
up to 40 loans are recommended.
• The loan portfolio reliability is calculated in terms of the percentage of profitable loans calculated among the recommended loans. Figure 7.8 displays the comparison of loan portfolio
reliability, where the x-axis denotes the number of the loans (from 1 to 45) identified by
the models, and the y-axis denotes the percentage of the profitable loans (i.e., loans with
ARR larger than 1) selected by the models. In Figure 7.8, it is shown that the percentage
of profitable loans is always highest if selecting the loans based on the PD output in Model
3 (denoted by the blue line). More importantly, when the number of recommended loans is
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Fig. 7.7 Percentage of Default of the Selected Loans from the Test Data
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less than 40, the percentage of profit is always 1, which ensures the profitability of the investment. On the other hand, in the independent modeling approach, as shown by selecting
the loans based on the PD output in Model 1 (denoted by the orange line), it results in the
lowest percentage of profitability. The green line, which denotes selecting loans based on
the predicted ARR in Model 3, also ensures a high profitable percentage when the number of
recommended loans is less than 30. All the results mentioned above indicate that PD output
in Model 3 is the most reliable reference for making investment suggestions since it tends to
generate a loan portfolio with the most stable and highest profitable proportion. In this case,
if the investors want to diversify their investment portfolio with the purpose of spreading out
the risk, they can increase the number of loans they invest without sacrificing their chance
of making a profit.

In summary, the results displayed in Figures 7.4 and 7.5 indicate that, compared with the traditionally independent scoring approaches, the proposed bivariate model can provide a better prediction of loan status in terms of classification of accuracy as well as a better prediction of ARR in
terms of RMSE. Furthermore, the results displayed in Figures 7.6, 7.7, and 7.8 confirms our belief
that a better investment suggestion can be made by evaluating the PD and profit simultaneously
in the bivariate model. To further identify the difference of loan portfolio recommended by the
three models, we consider a scenario that a lender chooses 45 loans. Tables 7.5 and 7.6 show the
constitution of these loans selected from the three models. In Table 7.5, although Model 1 aims
at minimizing the default risk, it selects most loans from Grade G associated with the highest percentage of default. It further confirms that the traditionally utilized credit scoring method is not a
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good choice for real-world P2P data. Model 2 selects most loans from Grade A, and it also selects
some loans from Grade B, C, D, and E. It successfully captures one loan from Grade E that turns
out to be non-default with a high profit. However, it selects two loans from Grade D, which are
both defaulted and generate a low ARR. The constitution of the top 45 loans selected by Model 3
is different from that chosen by Models 1 and 2. As shown in Table 7.6, if selecting loans based on
PD output of Model 3, 27 out of the 45 loans come from Grade A. No loans belonging to Grades
D, E, or F are selected. More importantly, none of the selected loans default, and all of them are
associated with a guaranteed profit. On the other hand, if selecting loans based on predicted ARR
output of Model 3, 14 out of the 45 loans come from Grade A. The rest of the 16 loans are spread
from Grade B to Grade F.
Therefore, by considering all the above results obtained from Figures 7.4, 7.5, 7.6, 7.7, and
7.8, along with those from Tables 7.5 and 7.6, it verifies that the proposed bivariate model benefits
the prediction of loan status and ARR by incorporating their intrinsic interaction, thus providing
better loan evaluations. Based on PD obtained from Model 3, we can provide a better investment
suggestion than traditionally utilized independent modeling (either credit scoring or profit scoring)
methods. In other words, the proposed bivariate model can benefit the investors by recommending
loans with a higher profit and a lower default risk.

7.4.5.3

Model Parameters

As given in Equations 7.25 and 7.26, we need to estimate the parameters β1 , β2 , and γ by using
the Algorithm 2. Table 7.7 presents the parameter estimations of Model 3, and the corresponding
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Table 7.5 Constitution of Top 45 Loans Selected by Models 1 and 2. Columns “Loan”, “Def”,
“Prof”, and ARR denote number of loans, percentage of default, percentage of profit, and average
ARR in each grade segment, respectively.
Model 1

Model 2

Grade

Loans

Def

Prof

ARR

Loans

Def

Prof

ARR

A

1

0.00

1.00

1.04

23

0.04

0.96

1.05

B

4

0.00

1.00

1.10

10

0.20

0.80

0.91

C

4

0.50

0.50

0.90

9

0.11

1.00

1.10

D

4

0.25

1.00

1.11

2

1.00

0.00

0.60

E

3

0.33

0.67

0.84

1

0.00

1.00

1.15

F

5

0.80

0.20

0.57

NA

NA

NA

NA

G

24

0.75

0.29

0.68

NA

NA

NA

NA

Overall

45

0.58

0.47

0.78

45

0.13

0.89

1.01

Table 7.6 Constitution of Top 45 loans Selected by Model 3 using either PD or Predicted ARR as
the Selecting Criteria. “Loan”, “Def”, “Prof”, and ARR denote number of loans, percentage of
default, percentage of profit, and average ARR in each grade segment, respectively.
Model 3 (Based on PD)

Model 3 (Based on Predicted ARR)

Grade

Loans

Def

Prof

ARR

Loans

Def

Prof

ARR

A

30

0.00

1.00

1.04

17

0.12

0.88

1.03

B

10

0.00

1.00

1.08

8

0.13

0.88

1.01

C

5

0.20

0.80

1.00

11

0.18

0.82

1.07

D

NA

NA

NA

NA

2

0.00

1.00

1.17

E

NA

NA

NA

NA

3

0.33

0.67

0.83

F

NA

NA

NA

NA

4

0.25

0.75

1.02

Overall

45

0.02

0.98

1.05

45

0.16

0.84

1.03
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parameter descriptions are given in Table 3.7. For the categorical variables, dummy columns are
created. For example, the parameter purpose credit card in Table 7.7 is the dummy column for
the variable purpose in Table 3.7, which has value 1 if purpose = “credit card” and has value 0
otherwise. As mentioned in Section 7.1, we can get the marginal interpretations of the parameters
using the joint modeling approach. Take the variable int rate in Table 7.7 as an example. We
see that when other variables are constant, one unit increase in the interest rate can increase the
log-odds of being defaulted by 0.10. It is consistent with the logic of determining the interest rate:
loans with higher risk have a higher interest rate. In the meantime, when the risk is constant, one
unit increase in the interest rate can increase the ARR by 0.03. It is also consistent with the way
of making a profit in the P2P market: higher interest rates result in higher profit given the loans
are fully repaid. The point estimate for the term γ in Equation 7.26 is -0.08, showing a negative
correlation between the risk and profit. It is consistent with the negative relationship based on the
initial analysis of the raw data, as given in Table 7.2.

7.4.5.4

Model Assumption Check

As discussed in Section 7.3.1, in our proposed model, we assume that the continuous response
variable follows the normal (or, approximately normal) distribution given the binomial distribution
of another outcome. Therefore, it is critical to check the normality assumption. Figure 7.9 displays
the histogram of the residuals of ARR calculated from Model 3. It indicates that the distribution
of the residual is close to a bell-like curve; thus, we confirm that the model assumption is valid.
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Table 7.7 Parameter Estimates of Model 3 for the Lending Club Data. Description of the Parameters is in Table 3.7 in Chapter 3.
Point Estimate

Point Estimate

Model Parameter

Loan status

ARR

Model Parameter

Loan status

ARR

intercept

-0.33

0.29

acc now delinq

0.01

0.20

annual inc

-0.11

-0.05

delinq 2yrs

-0.07

0.02

dti

-0.09

0.17

emp length

-0.22

0.06

fico range high

-0.06

0.06

fico range low

-0.05

0.11

grade

0.02

0.07

inq last 6mths

-0.07

-0.05

installment

-0.12

-0.01

int rate

0.10

0.03

loan amnt

0.08

0.06

open acc

-0.14

0.13

pub rec

0.03

-0.12

pub rec bankruptcies

-0.15

-0.12

revol bal

-0.04

0.03

revol util

-0.09

0.22

sub grade

0.01

-0.04

term

-0.00

0.01

total acc

0.19

0.05

cr line month

-0.03

-0.11

addrstate freq

-0.06

0.03

zipcode freq

-0.10

0.04

emptitle freq

-0.02

0.04

application type Individual

-0.28

0.18

application type Joint App

-0.14

0.07

home ownership ANY

-0.15

-0.01

home ownership MORTGAGE

-0.05

0.00

home ownership NONE

0.09

-0.08

home ownership OTHER

0.18

-0.05

home ownership OWN

0.07

0.07

home ownership RENT

-0.02

0.02

initial list status f

-0.10

0.12

initial list status w

0.03

0.12

purpose car

-0.02

0.11

purpose credit card

-0.03

0.18

purpose debt consolidation

-0.07

0.22

purpose educational

0.08

0.04

purpose home improvement

0.19

0.06

purpose house

-0.03

0.11

purpose major purchase

-0.13

-0.16

purpose medical

-0.18

-0.04

purpose moving

0.01

0.02

purpose other

-0.14

0.24

purpose renewable energy

0.05

-0.10

purpose small business

-0.02

-0.03

purpose vacation

-0.01

0.10

purpose wedding

0.07

-0.09

verification status Not Verified

-0.05

0.08

verification status Source Verified

0.00

-0.01

correlation γ in Equation 7.26
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-0.08

4000

3500

Frequency

3000

2500

2000

1500

1000

500

0

1.0

0.5

0.0

ARR Residual

0.5

1.0

Fig. 7.9 Distribution of Residuals of ARR from Model 3
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Conclusion and Discussion

In this chapter, we describe a bivariate method to better evaluate the loans and thus screen out highquality loans to the investors. There are two existing scoring approaches for loan evaluations, i.e.,
credit scoring and profit scoring. The most conventionally utilized loan evaluation approach is the
credit scoring method, which evaluates loans based on their PD. Loans with low PD are considered
as safe and high-quality. On the other hand, the profit scoring method is a newly developed loan
evaluation method, and it evaluates the loans based on their profitability. Loans with high predicted
profit are considered as good and high-quality. In the previous P2P research studies, credit scoring
and profit scoring approaches are used independently and evaluate loans from different perspectives. As a result, many drawbacks come out due to the independent utilization. First, both credit
scoring and profit scoring methods are based on the logic of independently single target prediction:
Credit scoring uses loan status as the single binary outcome while profit scoring uses profit as the
single continuous outcome. Under this circumstance, for a specific loan, the intrinsic correlation
of the default risk and profit is totally ignored. Second, credit scoring and profit scoring methods
are not equivalent in terms of high-quality loans. For example, a safe loan is considered as good
from the credit scoring approach because of its low PD. However, it is not considered as good from
the profit scoring perspective because of the low profit associate with its low interest rate. In this
case, it is unfair to use one loan evaluation method while discarding another, or it is biased to make
investment suggestions when relying on only one evaluation method. Third, when the loan expires,
both its risk and profit have the finalized status, and there is no order of the occurrence. Therefore,
it is more reasonable to evaluate the risk and profit simultaneously rather than independently.
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To address the inherent drawback of independent and single loan evaluation approaches, we
propose a bivariate method to better meet the special requirements of the P2P market. In the
proposed method, default risk and profitability need to be considered simultaneously when making investment decisions. Similar to the credit scoring approach for risk evaluation, we assume
a Bernoulli distribution for the binary outcome loan status. Different from the profit scoring approach in which the risk is totally ignored, we assume an approximately normal distribution for
the continuous outcome profit given the Bernoulli distribution of the risk. Thus, the methodology
is designed through two steps: (1) the loan evaluation problem is reformulated as the multi-target
task in which both PD and profit are predicted simultaneously; (2) a new loss function is defined to
solve the pre-formulated multi-target problem. The most attractive feature of the proposed method
is that the risk and profitability could be evaluated for a particular loan while simultaneously considering their correlation. Furthermore, the marginal effects of the parameters, along with the
parameter interpretations of the risk and profit, can be simultaneously obtained.
The effectiveness of the proposed methodology is examined using real-world data from Lending Club, which is the largest P2P platform in the US. To have a comprehensive analysis, we compare the proposed method with independent loan evaluation approaches, including credit scoring
and profit scoring. Results show that compared with independent modeling approaches, the proposed bivariate methodology can make better investment suggestions to the investors by screening
out loans with higher profit and lower risk. Therefore, it is confirmed that the proposed loan evaluation method is superior to the traditional utilized loan evaluation approaches. To the best of our
knowledge, our study is the first that could simultaneously evaluate the P2P loans on their risk and
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profit. Furthermore, the correlation of the risk and profit can be considered during the modeling
process by being incorporated into the novel loss function. Last but not least, the proposed loss
function is not limited to the application of loan evaluation in the P2P area, but can also be broadened to other domains (for example, the medical studies) where the correlated outcomes need to
be predicted simultaneously [34, 116].
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CHAPTER 8

Conclusion

The dissertation focuses on providing data-driven investment suggestions to the investors on the
P2P lending market by addressing the disadvantages of credit scoring and profit scoring, which are
the two major approaches for loan evaluations. All the empirical studies throughout this dissertation were conducted using the data of the P2P loans originated by Lending Club, which is by far
the largest P2P platform in the US.
We began this dissertation by developing a method that could evaluate the loans at the aggregated level by analyzing the default risk of the entire P2P market. We argue that evaluating
the loans at the aggregated level could provide the investors with a thorough understanding of the
overall risk of investing in the P2P area and a picture of the future risk by forecasting. Through analyzing the Lending Club loans, we found the LSTM model outperforms the traditional time series
models, as it can better capture the monthly trend of the default risk averaged across all the P2P
loans in terms of generating a lower RMSE. We also found that incorporating the macroeconomic
factor, “unemployment rate”, could improve the performance of LSTM.
Then we proposed three methodologies for loan evaluation at the individual level. All of them
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were based on the idea of integrating credit scoring and profit scoring.
The first method focused on improving the traditional profit scoring approach by addressing its
drawback of ignoring a loan’s default risk. We designed a two-stage system that could incorporate
the credit scoring result in profit scoring. To be specific, in the first stage, we formulated the usual
credit scoring problem and obtained the PD of each loan. The predicted PD was then used as an
additional predictor in stage 2, in which a profit scoring problem was formulated. In our empirical
study, we saw that the two-stage model outperforme=s the traditional profit scoring alone method
that did not use the credit scoring information because the two-stage model could identify the loans
with higher profit without introducing extra risk.
The second method focused on improving the traditional credit scoring approach by addressing its drawback of ignoring a loan’s profitability. We proposed a profit-sensitive multinomial
logistic regression by incorporating profit information into credit scoring. Different from the traditional credit scoring method in which a binary classification problem was formulated, we defined
a multi-level classification task of identifying loans into three categories: “defaulted and profitable”, “defaulted and non-profitable”, or “non-defaulted and profitable”. Then a profit-sensitive
loss function for the multinomial logistic regression model was formulated, which weighted the
loans according to their varying profit during the model training process. We believe that the conventional binary classification approach totally ignores the heterogeneity of the defaulted loans
in terms of their profitability, which can be addressed by the multi-level classification task. We
also argue that by weighting the loans according to their profitability, the model would not just
recommend the loans with the lowest risk, but those loans with a more balanced profile between
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the risk and the profit. Experimental studies showed that the profit-sensitive multinomial logistic
regression outperformed the traditional credit scoring approach in identifying the loans with higher
profitability while ensuring the low risk.
The third method focused on developing a more comprehensive loan evaluation method by
addressing the drawback of the independent modeling approaches, including the credit only or
the profit only scoring methods. Recall that credit scoring or profit scoring evaluates the loans
independently from different perspectives and their correlation is totally ignored. However, since
there exists a correlation between the risk and the profit in the real P2P market, the independent
scoring approaches drag the models away from reality. To address the disadvantage of independent modeling, we defined a method that could evaluate the loans from two different perspectives
simultaneously. To be specific, we formulated a multi-target method that could predict the risk and
the profit of the loans simultaneously. A novel loss function was defined based on the assumption
that the binary outcome is distributed according to the Bernoulli distribution and the continuous
outcome, conditional on the binary output, is normally distributed. More importantly, the intrinsic
correlation of the risk and profit was considered during the model training process. We showed
that compared with the independent modeling approaches, the proposed method could make better
investment suggestions to the investors by identifying the loans with higher profit and lower risk.
Although the dissertation aims at modeling the real-world P2P loans, the methodologies proposed are not limited to the P2P domain. They can be used and generalized in other areas, which
have similar research requirements as P2P lending.
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