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THE NONLINEAR STOCHASTIC SCHRO¨DINGER EQUATION VIA STOCHASTIC
STRICHARTZ ESTIMATES
FABIANHORNUNG
ABSTRACT. We consider the stochastic NLS with nonlinear Stratonovic noise for initial values
in L2(Rd) and prove local existence and uniqueness of a mild solution for subcritical and crit-
ical nonlinearities. The proof is based on deterministic and stochastic Strichartz estimates. In
the subcritical case we prove that the solution is global, if we impose an additional assumption
on the nonlinear noise.
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1. INTRODUCTION
This article studies the following stochastic nonlinear Schro¨dinger equation

du(t) =
(
i∆u(t)− iλ|u(t)|α−1u(t)−
1
2
∞∑
m=1
|em|
2|u(t)|2(γ−1)u(t)
)
dt
− i
∞∑
m=1
em|u(t)|
γ−1u(t)dβm(t),
u(0) = u0,
(1.1)
in L2(Rd) with λ ∈ {−1, 1}, α ∈ (1, 1 + 4
d
], γ ∈ [1, 1 + 2
d
], (em)m∈N ⊂ L
∞(Rd) and independent
Brownian motions (βm)m∈N . We remark that the choice of the correction term is natural in
the sense that we have
−i
∞∑
m=1
em|u(t)|
γ−1u(t) ◦ dβm(t) = −i
∞∑
m=1
em|u(t)|
γ−1u(t)dβm(t)−
1
2
∞∑
m=1
e2m|u(t)|
2(γ−1)u(t)dt
and therefore, for conservative noise, i.e. real valued coefficients em, (1.1) is a stochastic NLS
with Stratonovich noise.
The nonlinear Schro¨dinger equation can be seen as a model for nonlinear dispersive equa-
tions and enjoys physical significance in the description of nonlinear wave phenomena. In
some situations, there is a random potential in the equation which can be modeled by multi-
plicative Stratonovich noise. In [BCI+94], the equation (1.1) appears with parameters d = 2,
α = 3 and γ = 1, in the context of Scheibe aggregates with thermal fluctuations.
In the literature, existence and uniqueness of the solutions to the NLS in Rd with lin-
ear multiplicative noise was studied by de Bouard and Debussche in [dBD99], [dBD03]
followed by a series of papers concerning blow-up behavior and numerical studies (see
[dBD02],[dBD+05], [DDM02], [DBD06]) and by Barbu, Ro¨ckner andZhang in [BRZ14],[BRZ16],
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[BRZ17] and [Zha17]. In [BM13], Brzez´niak and Millet derived a new estimate for the sto-
chastic convolution associated to the Schro¨dinger group. In contrast to [dBD99], where the
authors work directly with the dispersive estimate of the Schro¨dinger group, the estimate
from [BM13] is based on the deterministic Strichartz inequality. This allowed them to prove
global existence and uniqueness for the NLS with nonlinear Stratonovich noise on compact,
two dimensional manifolds, where the dispersive estimate is not valid and has to be re-
placed by localized version, see [BGT04]. In this article, we show how to use the estimate
from [BM13] to improve the results from [dBD99] and [BRZ14].
Let us compare our approach, assumptions and results to the articles [dBD99] and [BRZ14]
in detail. In [dBD99], de Bouard and Debussche choose a direct approach to (1.1). They re-
formulate the equation in a fixed point problem which they solve using Strichartz estimates
complemented by an estimate of the stochastic convolution. Unfortunately, the fixed point
argument onlyworks in the case of linear noise, i.e. γ = 1.Moreover, de Bouard andDebuss-
che impose the additional restriction α ∈ (1, 1 + 2
d−1
) for d ≥ 3 compared to the subcritical
range α ∈ (1, 1+ 4
d
) and their assumption on the noise coefficients corresponds to the square
function estimate ∥∥∥∥∥∥
(
∞∑
m=1
|em|
2
) 1
2
∥∥∥∥∥∥
L2(Rd)∩L2+δ(Rd)
<∞ (1.2)
for some δ > 2(d− 1). As a result, they obtain the existence and uniqueness of a global solu-
tion u ∈ Lρ(Ω, C([0, T ], L2(Rd))) ∩L1(Ω, Lr(0, T ;Lp(Rd))) for some ρ, r, p ∈ (2,∞) depending
on δ and α, where (p, r) is a pair of Strichartz exponents, i.e. d
p
+ 2
r
= d
2
.
The approach of Barbu, Ro¨ckner and Zhang in [BRZ14] is different. For a finite dimen-
sional noiseW =
∑M
m=1 emβm, they reduce (1.1) to a non-autonomous nonlinear Schro¨dinger
equation with random coefficients via the scaling transformation u = e−iW y. Generally
speaking, the main advantage of this approach is the fact that the equation can be solved
pathwisely. This allows to use the well known fixed point argument for the deterministic
NLS (see for example [Caz03], [LP14]), as soon as Strichartz estimates or non-autonomous
operators of the form
A(s) := i (∆ + b(s) · ∇+ c(s)) (1.3)
are available. In particular, the full range of subcritical exponents α ∈ (1, 1 + 4
d
) is accessible
and a transfer of the argument to higher regularity is easier compared to [dBD99] and the
present article, see Remark 3.8 below.
However, the theory for (1.3) is less developed than the theory for i∆. On Rd, for exam-
ple, one can use results [Doi96] and [MMT08]. We also refer to the recent article [Zha17] by
Zhang which deals with pathwise Strichartz estimates and application of the rescaling ap-
proach to a more general class of stochastic dispersive equations on Rd. However, Strichartz
estimates for (1.3) on other geometries like compact manifolds are not available so far. More-
over, the Strichartz estimates for (1.3) need regular coefficients, which leads to the regularity
and decay condition
em ∈ C
2
b (R
d), lim
|ξ|→∞
η(ξ) (|em(ξ)|+ |∇em(ξ)|+ |∆em(ξ)|) = 0 (1.4)
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with
η(ξ) :=
{
1 + |ξ|2, d 6= 2,
(1 + |ξ|2)(log(2 + |ξ|2))2, d = 2.
Another drawback of the rescaling approach is the fact that the transformation u = e−iWy
only works for linear multiplicative noise.
Assuming (1.4) and γ = 1, Barbu, Ro¨ckner and Zhang prove pathwise global wellposed-
ness of (1.1), i.e. existence and uniqueness in C([0, T ], L2(Rd))∩Lq(0, T ;Lα+1(Rd)) for almost
all ω ∈ Ω and almost sure continuous dependence on the data, for α ∈ (1, 1 + 4
d
) and path-
wise local wellposedness for α = 1 + 4
d
, see [BRZ14], Theorem 2.2 and Corollary 5.2.
The present article is motivated by the following two goals:
• Wewould like to treat nonlinear noise andweaken the assumption (1.4) from [BRZ14].
• We would like to avoid the restriction from [dBD99] and allow the full range of sub-
critical exponents α ∈ (1, 1 + 4
d
) in a global existence and uniqueness result.
To archieve this, we apply the direct approach by de Bouard and Debussche, but we substi-
tute their estimate of the stochastic convolution by the stochastic Strichartz estimate due to
Brzezniak and Millet, which reads
E
∥∥∥∥
∫ ·
0
U(· − s)Φ(s)dβ(s)
∥∥∥∥
r
Lq(0,T ;Lp)
. E‖Φ‖rL2(0,T ;L2) (1.5)
in a simplified form (see Proposition 2.3 for the details). Here, (q, p) is an arbitrary Strichartz
pair and thus, the restriction of α can be avoided. Moreover, we observe that the stochastic
convolution improves integrability in time and space from 2 to q > 2 and p > 2, respectively.
This can be used to deal with nonlinear noise. The results of this article are compressed in
the following Theorem.
Theorem 1.1. Let u0 ∈ L
2(Rd), λ ∈ {−1, 1}, (βm)m∈N be a sequence of independent Brownian
motions and (em)m∈N ⊂ L
∞(Rd) with
∞∑
m=1
‖em‖
2
L∞ <∞. (1.6)
Then, the following assertions hold:
a) Let α ∈ (1, 1 + 4
d
] and γ ∈ [1, 1 + 2
d
]. Then, there is a unique local mild solution of (1.1) in
L2(Rd).
b) Let α ∈ (1, 1 + 4
d
) and γ = 1. Then, the solution from a) is global.
c) Let em be real valued for eachm ∈ N, α ∈ (1, 1 +
4
d
) and
1 < γ <
α− 1
α+ 1
4 + d(1− α)
4α+ d(1− α)
+ 1.
Then, the solution from a) is global.
Let us briefly sketch the content the following sections devoted to the proof of Theorem
1.1. In the next section, we fix the notations and assumptions, introduce the solution concept
and recall the deterministic and stochastic Strichartz estimates. In the third paragragh, we
4 FABIAN HORNUNG
prove local existence and uniqueness of (1.1) and treat the cases γ = 1 and γ 6= 1 at once. To
this end, we solve the slightly more general truncated problem

dun(t) =
(
i∆un(t)− iϕn(un, t)|un(t)|
α−1un(t)
)
dt
−
1
2
∞∑
m=1
[
|em|
2ϕn(un, t)|un(t)|
2(γ−1)un(t) +B
∗
mBmun(t)
]
dt
− i
∞∑
m=1
[
ϕn(un, t)em|un(t)|
γ−1un(t) +Bmun(t)
]
dβm(t),
u(0) =u0,
(1.7)
where the noise term and the Stratonovich term are split into a nonlinear part and a linear
one with general bounded operators Bm on L
2(Rd). Moreover, we introduce a truncation
function ϕn(un, t) = θn(Zt(un)) for a process
Zt(un) := ‖un‖Lq(0,t;Lα+1) + ‖un‖Lq˜(0,t;L2γ ) (1.8)
and θn : [0,∞)→ [0, 1] with θn(x) = 1 for x ∈ [0, n] and θn(x) = 0 for x ≥ 2n. In (1.8), q and q˜
are chosen such that (α+1, q) and (2γ, q˜) are Strichartz pairs. In order to construct a solution
of (1.7), we use a fixed point argument in the natural space Lq(Ω, ET ), where
ET :=
{
Lq(0, T ;Lα+1(Rd)) ∩ C([0, T ], L2(Rd)), α + 1 ≥ 2γ,
Lq˜(0, T ;L2γ(Rd)) ∩ C([0, T ], L2(Rd)), α+ 1 < 2γ,
depends on the dominant nonlinearity in (1.7). The truncation replaces the restriction to balls
in ET , which is used in the deterministic setting, and permits the pathwise application of
the deterministic Strichartz estimates. Since the solution of (1.7) also solves the untruncated
problem up to the stopping time
τn := inf {t ≥ 0 : Zt(un) ≥ n} ∧ T, (1.9)
this yields a local solution u to (1.1) up to time τ∞ := supn∈N τn. The uniqueness of the
solution to (1.1) can be reduced to the uniqueness of (1.7).
In the critical setting, i.e. α = 1 + 4
d
or γ = 1 + 2
d
, a similar argument yields a local solution.
Note that in this case, we use the truncation ϕν for a small ν ∈ (0, 1) instead of ϕn for a large
n ∈ N.
The definition of the existence times in (4.1) shows that uniform bounds on the norms
in (1.8) imply global existence. This is not convenient, since one would prefer a blow-up
criterium including the L2-norm, which can be controlled by the Hamiltonian structure of
the NLS. For linear noise, de Bouard and Debussche developed a strategy to get
sup
n∈N
E
[
‖un‖Lq(0,T ;Lα+1)
]
≤ CT ,
see [dBD99], Proposition 4.1. In the fourth section, we adapt this proof to our situation in
order to prove part b) and c) of Theorem 1.1.
2. SETTING AND STRICHARTZ ESTIMATES
In this section, we introduce some notations, assumptions and solution concepts and recall
deterministic and stochastic Strichartz estimates, which will be used to construct the local
solution.
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Assumption 2.1. We assume the following:
i) We fix d ∈ N and T > 0. Moreover, let u0 ∈ L
2(Rd), λ ∈ {−1, 1}. We denote
the Schro¨dinger group, i.e. the C0-group of unitary operators generated by i∆, by
(U(t))t∈R .
ii) Let (Ω,F ,P) be a probability space, Y be a separable Hilbert space with ONB (fm)m∈N
andW a cylindrical Wiener process in Y adapted to a filtration F satisfying the usual
conditions.
iii) Let (em)m∈N ⊂ L
∞(Rd) and (Bm)m∈N ⊂ L(L
2(Rd)) with
∞∑
m=1
‖em‖
2
L∞ <∞,
∞∑
m=1
‖Bm‖
2
L(L2) <∞
and define the linear bounded operators B1, B2 : L
2(Rd)→ HS(Y, L2(Rd)) by
B1(u)fm := emu, B2(u)fm := Bmu, u ∈ L
2(Rd), m ∈ N.
For presentation purposes, we used in the introduction that the process
W =
∞∑
m=1
fmβm
with a sequence (βm)m∈N of independent Brownian motions is a cylindrical Wiener process
in Y, see [DPZ14], Proposition 4.7. In the proof of Theorem 1.1, we want to avoid to treat the
cases of linear noise, i.e. γ = 1, and nonlinear noise, i.e. γ 6= 1, separately. Therefore, we
study the slight generalization of (1.1) given by

du(t) =
[
i∆u(t)− iλ|u(t)|α−1u(t) + µ1
(
|u(t)|2(γ−1)u(t)
)
+ µ2(u(t))
]
dt
− i
[
B1
(
|u(t)|γ−1u(t)
)
+B2u(t)
]
dW (t),
u(0) = u0,
(2.1)
where
µ1 := −
1
2
∞∑
m=1
|em|
2, µ2 := −
1
2
∞∑
m=1
B∗mBm.
Since we look for mild solutions of (2.1), we reformulate the equation in the form
u(t) =U(t)u0 +
∫ t
0
U(t− s)
[
−iλ|u(s)|α−1u(s) + µ1
(
|u(s)|2(γ−1)u(s)
)
+ µ2(u(s))
]
ds
− i
∫ t
0
U(t− s)
[
B1
(
|u(s)|γ−1u(s)
)
+B2u(s)
]
dW (s) (2.2)
In the following two Propositions, we introduce the main tool to apply a fixed argument to
solve (2.2), namely the Strichartz estimates.
Proposition 2.2 (Deterministic Strichartz Estimates). Let rj, qj ∈ [2,∞], j = 1, 2, with
2
qj
+
d
rj
=
d
2
, (qj , rj, d) 6= (2,∞, 2).
Let x ∈ L2(Rd), J ⊂ R an interval with 0 ∈ J and f ∈ Lq
′
2(J, Lr
′
2(Rd)). Then, there is a constant
C > 0 independent of J, f and x such that
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a) ‖U(·)x‖Lq1 (J,Lr1 ) ≤ C‖x‖L2 ,
b) ‖
∫ ·
0
U(· − s)f(s)ds‖Lq1(J,Lr1 ) ≤ C‖f‖Lq′2 (J,Lr′2).
Furthermore, U(·)x and
∫ ·
0
U(· − s)f(s)ds are elements of Cb(J, L
2(Rd)) and we have
c) ‖U(·)x‖Cb(J,L2) ≤ C‖x‖L2,
d) ‖
∫ ·
0
U(· − s)f(s)ds‖Cb(J,L2) ≤ C‖f‖Lq′2(J,Lr′2 ).
Proof. These estimates are well known, see for example [Caz03], Theorem 2.3.3. 
The estimates from Proposition 2.2 can be used to deal with the free evolution and the
deterministic convolution in (2.2). Furthermore, we need an estimate of the stochastic con-
volution. In order to apply Banach’s fixed point Theorem iteratively, we have to deal with
initial times T0 ≥ 0.We denote the shifted filtration (Ft+T0)t≥0 by F
T0 . The process given by
W T0(t) := W (T0 + t)−W (T0), t ≥ 0,
is a cylindrical Wiener process with respect to FT0 . For T1 > 0 and a F
T0-predictable process
Φ ∈ Lr(Ω, L2(0, T1; HS(Y, L
2(Rd)))), we define
JT0[0,T1]Φ(t) :=
∫ t
0
U(t− s)Φ(s)dW T0(s), t ∈ [0, T1], (2.3)
by the stochastic integration theory in the Hilbert space L2(Rd), see [DPZ14], chapter 4. Note
that for an F-predictable process Φ, we have∫ t
0
U(t− s)Φ(T0 + s)dW
T0(s) =
∫ T0+t
T0
U((T0 + t)− s)Φ(s)dW (s) (2.4)
almost surely for all t. Since we are also interested in Strichartz estimates, we need a def-
inition of the right hand side of (2.3) in Lq(0, T ;Lp(Rd))-spaces for q, p > 2. This can be
done by the theory of stochastic integration in martingale type 2 spaces, see [Brz97] and
the references therein or in UMD spaces, see [vNVW07]. The tool to estimate the stochastic
convolution (2.3) is the following result due to Brzez´niak and Millet, [BM13].
Proposition 2.3 (Stochastic Strichartz Estimates). Let T1 > 0, p ∈ (1,∞) and q, r ∈ [2,∞] with
2
q
+
d
r
=
d
2
, (q, r, d) 6= (2,∞, 2).
For all FT0-predictable processes Φ ∈ Lp(Ω, L2(0, T1; HS(Y, L
2(Rd)))), JT0[0,T1]Φ is continuous in
L2(Rd) and FT0-adapted with
‖JT0[0,T1]Φ‖Lp(Ω,Lq(0,T1,Lr) . ‖Φ‖Lp(Ω,L2(0,T1;HS(Y,L2)))
and
‖JT0[0,T1]Φ‖Lp(Ω,C([0,T1],L2) . ‖Φ‖Lp(Ω,L2(0,T1;HS(Y,L2))).
Proof. See [BM13], Theorem 3.10, Proposition 3.12 and Corollary 3.13 for the statement in the
case q = p. The proof is based on the Burkholder-Davis-Gundy inequality
E sup
t∈[0,T1]
∥∥∥∥
∫ t
0
Φ(s)dW T0(s)
∥∥∥∥
p
X
. E
(∫ T1
0
‖ϕ(s)‖2Xds
) p
2
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for X = L2(Rd) and X = Lq(0, T1;L
r(Rd)), which holds for arbitrary p ∈ (1,∞). Therefore,
q = p is not needed. For the BDG-inequality in martingale type 2 spaces we refer to [Brz97],
Theorem 2.4. 
Next, we introduce the Banach spaces for the fixed point argument depending on the
powers α and γ. For α ∈
(
1, 1 + 4
d
]
and γ ∈
(
1, 1 + 2
d
]
, we fix q, q˜ ∈ (2,∞) such that
2
q
+
d
α + 1
=
d
2
,
2
q˜
+
d
2γ
=
d
2
(2.5)
in order to apply the Strichartz estimates from Propositions 2.2 and 2.3 with the exponent
pairs (α+ 1, q) and (2γ, q˜).Moreover, we set
Y[a,b] :=
{
Lq(a, b;Lα+1(Rd)), α + 1 ≥ 2γ,
Lq˜(a, b;L2γ(Rd)), α + 1 < 2γ,
and
E[a,b] := Y[a,b] ∩ C([a, b], L
2(Rd)), 0 ≤ a ≤ b ≤ T.
We remark that in the critical case with α = 1 + 4
d
or γ = 1 + 2
d
, the Strichartz exponents for
time and space coincide and we get Y[a,b] = L
2+ 4
d (a, b;L2+
4
d (Rd)). The relationship between
the spaces from above is clarified by the following interpolation Lemma.
Lemma 2.4. We have
E[a,b] →֒ L
q(a, b;Lα+1(Rd)) ∩ Lq˜(a, b;L2γ(Rd)).
Proof. We treat α + 1 ≥ 2γ. The other case can be proved analogously. Since γ ∈ (1, α+1
2
], we
can take θ ∈ (0, 1]with
1
2γ
=
θ
α+ 1
+
1− θ
2
.
By the scaling conditions (2.5), we also get 1
q˜
= θ
q
. Hence
‖u‖q˜
Lq˜(a,b;L2γ)
≤
∫ b
a
‖u(s)‖q˜θ
Lα+1
‖u(s)‖
q˜(1−θ)
L2
ds
≤ ‖u‖
q˜(1−θ)
L∞(a,b;L2)
∫ b
a
‖u(s)‖q
Lα+1
ds = ‖u‖
q˜(1−θ)
L∞(a,b;L2)‖u‖
q˜θ
Lq(a,b;Lα+1) ≤ ‖u‖
q˜
E[a,b]
for u ∈ E[a,b] by Lyapunov’s inequality and we have
‖u‖Lq(a,b;Lα+1) + ‖u‖Lq˜(a,b;L2γ ) ≤ 2‖u‖E[a,b], u ∈ E[a,b].

Furthermore, we abbreviate Yr := Y[0,r] and Er := E[0,r] for r > 0. Let τ be an F-stopping
time and p ∈ (1,∞). Then, we denote byMp
F
(Ω, E[0,τ ]) the space of processes u : [0, T ]×Ω→
L2(Rd) ∩ L2γ(Rd) with continuous paths in L2(Rd) which are F-adapted in L2(Rd) and F-
predictable in L2γ(Rd) such that
‖u‖p
M
p
F
(Ω,E[0,τ ])
:= E
[
sup
t∈[0,τ ]
‖u(t)‖p
L2
+ ‖u‖pYτ
]
<∞.
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Often, we abbreviate u ∈ Mp
F
(Ω, Eτ ) := M
p
F
(Ω, E[0,τ ]). Moreover, we say u ∈ M
p
F
(Ω, E[0,τ)) if
u is a continuous F-adapted process in L2(Rd) and there is a sequence (τn)n∈N of stopping
times with τn ր τ almost surely as n→∞, such that u ∈M
p
F
(Ω, E[0,τn]) for all n ∈ N.
Definition 2.5. Let α ∈ (1, 1 + 4
d
], γ ∈ (1, 1 + 2
d
] and p ∈ (1,∞).
a) A local mild solution of (2.1) is a triple
(
u, (τn)n∈N , τ
)
consisting of stopping times τ, τn,
n ∈ N, with τn ր τ almost surely as n → ∞, and a process u ∈ M
p
F
(Ω, E[0,τ)), such
that u ∈Mp
F
(Ω, E[0,τn]) and
u(t) =U(t)u0 +
∫ t
0
U(t− s)
[
−iλ|u(s)|α−1u(s) + µ1
(
|u(s)|2(γ−1)u(s)
)
+ µ2(u(s))
]
ds
− i
∫ t
0
U(t− s)
[
B1
(
|u(s)|γ−1u(s)
)
+B2u(s)
]
dW (s) (2.6)
almost surely on {t ≤ τn} in L
2(Rd) for all n ∈ N. Often, we shortly denote the local
mild solution by (u, τ) .
b) Solutions of (1.1) are called unique, if we have
P
(
u1(t) = u2(t) ∀t ∈ [0, σ1 ∧ σ2)
)
= 1
for all local mild solutions (u1, σ1) and (u2, σ2).
c) A local mild solution (u, τ) with τ = T almost surely and u ∈ Mp
F
(Ω, E[0,T ]) is called
global mild solution.
3. TRUNCATED EQUATION, LOCAL EXISTENCE AND UNIQUENESS
This section is devoted to the proof of the local part of Theorem 1.1. In order to transfer
the deterministic fixed point argument, see [LP14], Theorems 5.2 and 5.3, to the stochastic
setting, we would like to use the Strichartz estimates for the nonlinear terms pathwisely. On
the other hand, Proposition 2.3 only gives us an Lp(Ω)-estimate for the stochastic term at
hand. Hence, it is natural to truncate the nonlinearities and look for a mild solution of

dun(t) =
(
i∆un(t)− iλϕn(un, t)|un(t)|
α−1un(t)− ϕn(un, t)µ1(|un(t)|
2(γ−1)un(t))− µ2 (un(t))
)
dt
− i
(
ϕn(un, t)B1
(
|un(t)|
γ−1un(t)
)
+B2un(t)
)
dW (t),
u(0) = u0.
(3.1)
inMp
F
(Ω, ET ) for fixed n ∈ N. The truncation is given by
ϕn(u, t) := θn(‖u‖Lq(0,t;Lα+1) + ‖u‖Lq˜(0,t;L2γ )), (3.2)
with
θn(x) :=


1, x ∈ [0, n],
2−
x
n
, x ∈ [n, 2n],
0, x ∈ [2n,∞).
In particular, we have
|θn(x)− θn(y)| ≤
1
n
|x− y|, x, y ≥ 0. (3.3)
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Before we start with the fixed point argument, we formulate properties of the power-type
nonlinearities that appear in (1.1).
Lemma 3.1. Let (S,A, µ) be a measure space and 1 ≤ σ < r <∞ Then, the map
G : Lr(S)→ L
r
σ (S), G(u) := |u|σ−1u,
is continuously Fre´chet differentiable with
‖G′[u]‖
Lr→L
r
σ
. ‖u‖σ−1Lr , u ∈ L
r(S).
In particular,
‖G(u)−G(v)‖
L
r
σ
. (‖u‖Lr + ‖v‖Lr)
σ−1 ‖u− v‖Lr , u, v ∈ L
r(S). (3.4)
Proof. This Lemma is well known, see for example the lecture notes [HMMS13], Lemma
9.2. 
To simplify the presentation, we use the following abbreviations for r > 0 and t ∈ [0, T ] :
Kndetu(t) :=− iλ
∫ t
0
U(t− s)
[
ϕn(u, s)|u(s)|
α−1u(s)
]
ds, (3.5)
KnStratu(t) :=
∫ t
0
U(t− s)
[
µ1
(
ϕn(u, s)|u(s)|
2(γ−1)u(s)
)
+ µ2 (u(s))
]
ds, (3.6)
Knstochu(t) :=− i
∫ t
0
U(t− s)
[
B1
(
ϕn(u, s)|u(s)|
γ−1u(s)
)
+B2u(s)
]
dW (s). (3.7)
Before we start with the proof of the local existence and uniqueness result in the subcritical
case, we introduce our notion of a solution of (3.1).
Definition 3.2. Let α ∈ (1, 1 + 4
d
], γ ∈ (1, 1 + 2
d
] and p ∈ (1,∞).
a) A local mild solution of (3.1) is a pair (un, τn) consisting of a stopping time τn ∈ [0, T ]
and a process un ∈Mp
F
(Ω, Eτn), such that the equation
un = U(·)u0 +K
n
detu
n +KnStratu
n +Knstochu
n (3.8)
holds almost surely on {t ≤ τn} .
b) Solutions of (3.1) are called unique, if we have
P (un1(t) = u
n
2 (t) ∀t ∈ [0, σ
n ∧ τn)) = 1
for all local mild solutions (un1 , σ
n) and (un2 , τ
n).
c) A local mild solution (un, τn) with τn = T almost surely is called global mild solution.
In the following Proposition, we state existence and uniqueness for (3.1) in the subcritical
case.
Proposition 3.3. Let α ∈ (1, 1 + 4
d
), γ ∈ (1, 1 + 2
d
) and p ∈ (1,∞). Then, there is a unique global
mild solution (un, T ) of (3.1).
Proof. We fix n ∈ N and construct the solution from the assertion inductively.
Step 1: We look for a fixed point of the operator given by
Knu := U(·)u0 +K
n
detu+K
n
Stratu+K
n
stochu, u ∈M
p
F
(Ω, Er),
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where r > 0 will be chosen small enough. Let u ∈ Mp
F
(Ω, Er). A pathwise application of
Proposition 2.2 and integration over Ω yields
‖U(·)u0‖Mp
F
(Ω,Er) . ‖u0‖L2 .
We define a stopping time by
τ := inf
{
t ≥ 0 : ‖u‖Lq(0,t;Lα+1) + ‖u‖Lq˜(0,t;L2γ) ≥ 2n
}
∧ r
and set
δ := 1 +
d
4
(1− α) > 0, δ˜ = 1 +
d
2
(1− γ).
We estimate
‖Kndetu‖Er .‖ϕn(u)|u|
α−1u‖
Lq
′(0,r;L
α+1
α )
≤ ‖|u|α−1u‖
Lq
′(0,τ ;L
α+1
α )
≤ ‖u‖αLq(0,τ ;Lα+1)τ
δ ≤ (2n)α rδ
using Proposition 2.2 b) and d) and the Ho¨lder inequality. In the same spirit, we get
‖KnStratu‖Er .
∥∥µ1 (ϕn(u)|u|2(γ−1)u)∥∥
Lq˜
′ (0,r;L
2γ
2γ−1 )
+ ‖µ2(u)‖L1(0,r;L2)
≤
1
2
∞∑
m=1
‖em‖
2
L∞(Rd)‖|u|
2(γ−1)u‖
Lq˜
′(0,τ ;L
2γ
2γ−1 )
+
1
2
∞∑
m=1
‖Bm‖
2
L(L2)r‖u‖L∞(0,r;L2)
.‖u‖2γ−1
Lq˜(0,τ ;L2γ)
τ δ˜ + r‖u‖L∞(0,r;L2) ≤ (2n)
2γ−1
rδ˜ + r‖u‖L∞(0,r;L2).
Integrating over Ω yields
‖Kndetu‖Mp
F
(Ω,Er) . (2n)
α
rδ, ‖KnStratu‖Mp
F
(Ω,Er) . (2n)
2γ−1
rδ˜ + r‖u‖Mp
F
(Ω,Er).
By Proposition 2.3, we obtain
‖Knstochu‖Mp
F
(Ω,Er) . ‖B1
(
ϕn(u)|u|
γ−1u
)
+B2(u)‖Lp(Ω,L2(0,r;HS(Y,L2)))
≤
(
∞∑
m=1
‖em‖
2
L∞(Rd)
) 1
2
‖ϕn(u)|u|
γ−1u‖Lp(Ω,L2(0,r;L2)) +
(
∞∑
m=1
‖Bm‖
2
L(L2)
) 1
2
‖u‖Lp(Ω,L2(0,r;L2))
. ‖ϕn(u)|u|
γ−1u‖Lp(Ω,L2(0,r;L2)) + r
1
2‖u‖Lp(Ω,L∞(0,r;L2))
From the pathwise inequality
‖ϕn(u)|u|
γ−1u‖L2(0,r;L2) ≤ ‖u‖
γ
L2γ(0,τ ;L2γ ) ≤ τ
δ˜
2‖u‖γ
Lq˜(0,τ ;L2γ)
≤ r
δ˜
2 (2n)γ
we conclude
‖Knstochu‖Mp
F
(Ω,Er) . r
δ˜
2 (2n)γ + r
1
2‖u‖Mp
F
(Ω,Er)
and altogether,
‖Knu‖Mp
F
(Ω,Er) . ‖u0‖L2(Rd) + (2n)
αrδ + (2n)2γ−1rδ˜ + r
δ˜
2 (2n)γ +
(
r + r
1
2
)
‖u‖Mp
F
(Ω,Er) <∞
for u ∈Mp
F
(Ω, Er) and therefore the invariance ofM
p
F
(Ω, Er) underK
n. To show the contrac-
tivity ofKn, we take u1, u2 ∈M
p
F
(Ω, Er) and define stopping times
τj := inf
{
t ≥ 0 : ‖uj‖Lq(0,t;Lα+1) + ‖uj‖Lq˜(0,t;L2γ ) ≥ 2n
}
∧ r, j = 1, 2,
THE NONLINEAR STOCHASTIC SCHRO¨DINGER EQUATION VIA STOCHASTIC STRICHARTZ ESTIMATES 11
and fix ω ∈ Ω.Without loss of generality, we assume τ1(ω) ≤ τ2(ω).We use the deterministic
Strichartz estimates from Proposition 2.2
‖Kndet(u1)−K
n
det(u2)‖Er .‖ϕn(u1)|u1|
α−1u1 − ϕn(u2)|u2|
α−1u2‖
Lq
′ (0,r;L
α+1
α )
≤‖ϕn(u1)
(
|u1|
α−1u1 − |u2|
α−1u2
)
‖
Lq
′ (0,r;L
α+1
α )
+ ‖ [ϕn(u1)− ϕn(u2)] |u2|
α−1u2‖
Lq
′(0,r;L
α+1
α )
.
By (3.3) and Lemma 2.4, we get
|ϕn(u1, s)− ϕn(u2, s)| ≤
1
n
∣∣‖u1‖Lq(0,s;Lα+1) + ‖u1‖Lq˜(0,s;L2γ) − ‖u2‖Lq(0,s;Lα+1) − ‖u2‖Lq˜(0,s;L2γ)∣∣
≤
1
n
(
‖u1 − u2‖Lq(0,s;Lα+1) + ‖u1 − u2‖Lq˜(0,s;L2γ)
)
≤
2
n
‖u1 − u2‖Es (3.9)
and we can use this as well as Lemma 3.1 with p = α + 1 and σ = α to derive
‖ϕn(u1)
(
|u1|
α−1u1 − |u2|
α−1u2
)
‖
Lq
′(0,r;L
α+1
α )
≤ ‖|u1|
α−1u1 − |u2|
α−1u2‖
Lq
′ (0,τ1;L
α+1
α )
≤ τ δ1
(
‖u1‖Lq(0,τ1,Lα+1) + ‖u2‖Lq(0,τ1,Lα+1)
)α−1
‖u1 − u2‖Lq(0,τ1,Lα+1)
≤ rδ(4n)α−1‖u1 − u2‖Lq(0,τ1,Lα+1) ≤ r
δ(4n)α−1‖u1 − u2‖Er
and
‖ [ϕn(u1)− ϕn(u2)] |u2|
α−1u2‖
Lq
′ (0,r;L
α+1
α )
≤
2
n
∥∥‖u1 − u2‖E·|u2|α−1u2∥∥Lq′(0,τ2;Lα+1α )
≤
2
n
‖u1 − u2‖Er‖|u2|
α−1u2‖
Lq
′(0,τ2;L
α+1
α )
≤
2
n
‖u1 − u2‖Erτ
δ
2‖u2‖
α
Lq(0,τ2;Lα+1)
≤
2
n
‖u1 − u2‖Err
δ(2n)α.
We obtain
‖Kndet(u1)−K
n
det(u2)‖Er .
(
2α+1 + 4α−1
)
rδnα−1‖u1 − u2‖Er .
Analogously,
‖KnStrat(u1)−K
n
Strat(u2)‖Er .‖ϕn(u1)|u1|
α−1u1 − ϕn(u2)|u2|
α−1u2‖
Lq˜
′ (0,r;L
2γ
2γ−1 )
+ ‖u1 − u2‖L1(0,r;L2)
.
[(
22γ + 42(γ−1)
)
rδ˜n2(γ−1) + r
]
‖u1 − u2‖Lq˜(0,r;L2γ)
≤
[(
22γ + 42(γ−1)
)
rδ˜n2(γ−1) + r
]
‖u1 − u2‖Er .
For the stochastic convolution, we estimate
‖ϕn(u1)|u1|
γ−1u1 − ϕn(u2)|u2|
γ−1u2‖L2(0,r;L2) .‖ϕn(u1)
(
|u1|
γ−1u1 − |u2|
γ−1u2
)
‖L2(0,r;L2)
+ ‖(ϕn(u1)− ϕn(u2))|u2|
γ−1u2‖L2(0,r;L2).
The terms on the RHS can be treated by Lemma 3.1 with p = 2γ and σ = γ and Lemma 2.4
‖ϕn(u1)
(
|u1|
γ−1u1 − |u2|
γ−1u2
)
‖L2(0,r;L2)
.
(
‖u1‖L2γ(0,τ1;L2γ) + ‖u2‖L2γ(0,τ1;L2γ)
)γ−1
‖u1 − u2‖L2γ(0,τ1;L2γ)
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. τ
δ˜
2
1
(
‖u1‖Lq˜(0,τ1;L2γ) + ‖u2‖Lq˜(0,τ1;L2γ)
)γ−1
‖u1 − u2‖Lq˜(0,τ1;L2γ)
. r
δ˜
2 (4n)γ−1 ‖u1 − u2‖Er
and by the estimate (3.9)
‖(ϕn(u1)− ϕn(u2))|u2|
γ−1u2‖L2(0,r;L2) ≤
2
n
‖u1 − u2‖Er‖|u2|
γ−1u2‖L2(0,τ2;L2)
≤
2
n
‖u1 − u2‖Erτ
δ˜
2
2 ‖u2‖
γ
Lq˜(0,τ2;L2γ)
≤
2
n
‖u1 − u2‖Err
δ˜
2 (2n)γ .
By Proposition 2.3, this yields
‖Knstoch(u1)−K
n
stoch(u2)‖Mp
F
(Ω,Er) . ‖B1(ϕn(u1)|u1|
γ−1u1 − ϕn(u2)|u2|
γ−1u2)‖Lq(Ω,L2(0,r;HS(Y,L2)))
+ ‖B2(u1 − u2)‖Lq(Ω,L2(0,r;HS(Y,L2)))
≤
(
∞∑
m=1
‖em‖
2
L∞
) 1
2
r
δ˜
2nγ−1
(
4γ−1 + 2γ+1
)
‖u1 − u2‖Mp
F
(Ω,Er)
+
(
∞∑
m=1
‖Bm‖
2
L(L2)
) 1
2
r
1
2‖u1 − u2‖Mp
F
(Ω,Er)
.
[
r
δ˜
2nγ−1
(
4γ−1 + 2γ+1
)
+ r
1
2
]
‖u1 − u2‖Mp
F
(Ω,Er).
Collecting the estimates for the other terms leads to
‖Kn(u1)−K
n(u2)‖Mp
F
(Ω,Er) .
[ (
2α+1 + 4α−1
)
rδnα−1 +
(
22γ + 42(γ−1)
)
rδ˜n2(γ−1) + r
+
(
4γ−1 + 2γ+1
)
r
δ˜
2nγ−1 + r
1
2
]
‖u1 − u2‖Mp
F
(Ω,Er).
(3.10)
Hence, there is a small time r = r(n, α, γ) > 0, such that Kn is a strict contraction in
M
p
F
(Ω, Er) with Lipschitz constant ≤
1
2
and Banach’s Fixed Point Theorem yields un,1 ∈
M
p
F
(Ω, Er)with K
n(un1) = u
n
1 .
Step 2: We choose r > 0 as in the first step and assume that we have k ∈ N and unk ∈
M
p
F
(Ω, Ekr) with
unk = U(·)u0 +K
n
detu
n
k +K
n
Stratu
n
k +Kstochu
n
k
on the interval [0, kr]. In order to extend unk to [kr, (k + 1)r], we define a new cutoff function
by ϕn,k(u, t) := θn (Zt(u)) , where (Zt(u))t∈[0,r] is a continuous, F
kr-adapted process given by
Zt(u) :=(‖u
n
k‖
q
Lq(0,kr;Lα+1) + ‖u‖
q
Lq(0,t;Lα+1))
1
q + (‖unk‖
q˜
Lq˜(0,kr;L2γ)
+ ‖u‖q˜
Lq˜(0,t;L2γ)
)
1
q˜
for t ∈ [0, r] and u ∈Mp
Fkr
(Ω, Er).Moreover, we set
Kndet,ku(t) := −iλ
∫ t
0
U(t− s)
[
ϕn,k(u, s)|u(s)|
α−1u(s)
]
ds,
THE NONLINEAR STOCHASTIC SCHRO¨DINGER EQUATION VIA STOCHASTIC STRICHARTZ ESTIMATES 13
KnStrat,ku(t) :=
∫ t
0
U(t− s)
[
ϕn,k(u, s)µ1
(
|u(s)|2(γ−1)u(s)
)
+ µ2 (u(s))
]
ds,
Knstoch,ku(t) := −i
∫ t
0
U(t− s)
[
ϕn,k(u, s)B1
(
|u(s)|γ−1u(s)
)
+B2u(s)
]
dW kr(s)
for t ∈ [0, r] and u ∈Mp
Fkr
(Ω, Er) and
Knk u := U(·)u
n
k(kr) +K
n
det,ku+K
n
Strat,ku+K
n
stoch,ku, u ∈M
p
Fkr
(Ω, Er),
We take v1, v2 ∈M
p
Fkr
(Ω, Er) and define the F
kr-stopping times
τj := inf {t ≥ 0 : Zt(vj) ≥ 2n} ∧ r, j = 1, 2. (3.11)
Without loss of generality, we assume τ1(ω) ≤ τ2(ω) and follow the lines of the initial step
where we replace uj by vj and ϕn(uj) by ϕn,k(vj) for j = 1, 2.We obtain
‖Kndet,kv1 −K
n
det,kv2‖Er ≤τ
δ
1
(
‖v1‖Lq(0,τ1,Lα+1) + ‖v2‖Lq(0,τ1,Lα+1)
)α−1
‖v1 − v2‖Er
+
2
n
‖v1 − v2‖Erτ
δ
2‖v2‖
α
Lq(0,τ2;Lα+1)
and by ‖vj‖Lq(0,τ1,Lα+1) ≤ Zτ1(vj) ≤ 2n for j = 1, 2,we conclude
‖Kndet,kv1 −K
n
det,kv2‖Er ≤ τ
δ
1 (4n)
α−1 ‖v1 − v2‖Er +
2
n
‖v1 − v2‖Erτ
δ
2 (2n)
α
≤ rδ
(
(4n)α−1 +
2
n
(2n)α
)
‖v1 − v2‖Er .
Analogously, the estimates for KnStrat andK
n
stoch from the first step can be adapted to get
‖KnStrat,k(v1)−K
n
Strat,k(v2)‖Er .
((
22γ + 42(γ−1)
)
rδ˜n2(γ−1) + r
)
‖v1 − v2‖Er ,
‖Knstoch,k(v1)−K
n
stoch,k(v2)‖Mp
Fkr
(Ω,Er) .
(
r
δ˜
2nγ−1
(
4γ−1 + 2γ+1
)
+ r
1
2
)
‖v1 − v2‖Mp
Fkr
(Ω,Er)
and thus
‖Knk (v1)−K
n
k (v2)‖Mp
Fkr
(Ω,Er) .
[ (
2α+1 + 4α−1
)
rδnα−1 +
(
22γ + 42(γ−1)
)
rδ˜n2(γ−1) + r
+
(
4γ−1 + 2γ+1
)
r
δ˜
2nγ−1 + r
1
2
]
‖v1 − v2‖Mp
Fkr
(Ω,Er).
(3.12)
Since the constant is the same as in the initial step, the definition of r > 0 yields that Knk is a
strict contraction inMp
Fkr
(Ω, Er).We call the unique fixed point v
n
k+1 and set
unk+1(t) :=
{
unk(t), t ∈ [0, kr],
vnk+1(t− kr), t ∈ [kr, (k + 1)r].
Obviously, unk+1 is a continuous F-adapted process with ‖u
n
k+1‖Lp(Ω,E(k+1)r) <∞ and therefore
unk+1 ∈ M
p
F
(Ω, E(k+1)r). Let t ∈ [kr, (k + 1)r] and define t˜ := t− kr. Then, the definition of K
n
k
and the induction assumption yield
unk+1(t) =v
n
k+1(t˜) = K
n
k v
n
k+1(t˜) = U(t˜)u
n
k(kr) +K
n
det,kv
n
k+1(t˜) +K
n
Strat,kv
n
k+1(t˜) +K
n
stoch,kv
n
k+1(t˜)
=U(t)u0 +
[
U(t˜)Kndetu
n
k(kr) +K
n
det,kv
n
k+1(t˜)
]
+
[
U(t˜)KnStrat,ku
n
k(kr) +K
n
Strat,kv
n
k+1(t˜)
]
+
[
U(t˜)Kstochu
n
k(r) +K
n
stoch,kv
n
k+1(t˜)
]
.
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Using the identities
ϕn(u
n
k , s) = ϕn(u
n
k+1, s), ϕn,k(v
n
k+1, s˜) = ϕn(u
n
k+1, kr + s˜)
for s ∈ [0, kr] and s˜ ∈ [0, r], we compute
U(t˜)Kndetu
n
k(kr) +K
n
det,kv
n
k+1(t˜) = −iλU(t˜)
∫ kr
0
U(kr − s)
[
ϕn(u
n
k , s)|u
n
k(s)|
α−1unk(s)
]
ds
− iλ
∫ t˜
0
U(t˜− s˜)
[
ϕn,k(v
n
k+1, s˜)|v
n
k+1(s˜)|
α−1vnk+1(s˜)
]
ds˜
=− iλ
∫ kr
0
U(t− s)
[
ϕn(u
n
k+1, s)|u
n
k+1(s)|
α−1unk+1(s)
]
ds
− iλ
∫ t˜
0
U(t˜− s˜)
[
ϕn(u
n
k+1, kr + s˜)|u
n
k+1(kr + s˜)|
α−1unk+1(kr + s˜)
]
ds˜
=− iλ
∫ t
0
U(t− s)
[
ϕn(u
n
k+1, s)|u
n
k+1(s)|
α−1unk+1(s)
]
ds = Kndetu
n
k+1(t),
where we used the substitution s = kr + s˜ in the second integral for the last step. Analo-
gously,
U(t˜)KnStrat,ku
n
k(kr) +K
n
Strat,kv
n
k+1(t˜) = K
n
Stratu
n
k+1(t),
U(t˜)Knstochu
n
k(kr) +KStoch,kv
n
k+1(t˜) = K
n
stochu
n
k+1(t),
where one uses (2.4) for the stochastic convolutions. Hence, we get
unk+1(t) = U(t)u0 +K
n
detu
n
k+1(t) +K
n
Stratu
n
k+1(t) +K
n
stochu
n
k+1(t) = K
nunk+1(t)
for t ∈ [kr, (k + 1)r] and therefore, unk+1 is a fixed point of K
n in Mp
F
(Ω, E(k+1)r). Define
k := ⌊T
r
+ 1⌋. Then, un := unk is the process from the assertion.
Step 3: Now, we turn our attention to uniqueness. Let (u˜, τ) be another local mild solution
of (3.1). As in (3.10), we get
‖u− u˜‖Mp
F
(Ω,Eτ∧r) =‖K
n(u)−Kn(u˜)‖Mp
F
(Ω,Eτ∧r)
≤C
[ (
2α+1 + 4α−1
)
rδnα−1 +
(
22γ + 42(γ−1)
)
rδ˜n2(γ−1) + r
+
(
4γ−1 + 2γ+1
)
r
δ˜
2nγ−1 + r
1
2
]
‖u− u˜‖Mp
F
(Ω,Eτ∧r)
≤
1
2
‖u− u˜‖Mp
F
(Ω,Eτ∧r),
which leads to u(t) = u˜(t) in Mp
F
(Ω, Eτ∧r), i.e. u = u˜ almost surely on {t ≤ τ ∧ r} . This can
be iterated to see that u(t) = u˜(t) almost surely on {t ≤ σk} with σk := τ ∧ (kr) for k ∈ N.
The assertion follows from σk = τ for k large enough. 
In the following two Propositions, we use the results on the truncated equation (3.1) to
derive existence and uniqueness for the original problem (1.1). The proofs are quite standard
and in the literature, analogous arguments have been used in various contexts for extensions
of existence and uniqueness results from integrable to non-integrable initial values and from
globally to locally Lipschitz nonlinearities, see for example [vNVW08], Theorem 7.1, [Brz97],
Theorem 4.10, and [Sei93], Theorem 1.5.
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Proposition 3.4. Let α ∈ (1, 1 + 4
d
), γ ∈ (1, 1 + 2
d
) and (un)n∈N ⊂ M
p
F
(Ω, ET ) be the sequence
constructed in Proposition 3.3. For n ∈ N, we define the stopping time τn by
τn := inf
{
t ∈ [0, T ] : ‖un‖Lq(0,t;Lα+1) + ‖u
n‖Lq˜(0,t;L2γ ) ≥ n
}
∧ T.
Then, the following assertions hold:
a) We have 0 < τn ≤ τk almost surely for n ≤ k and u
n(t) = uk(t) almost surely on {t ≤ τn} .
b) The triple
(
u, (τn)n∈N , τ∞
)
with u(t) := un(t) for t ∈ [0, τn] and τ∞ := supn∈N τn is a local
mild solution of (1.1).
Proof. ad a): We note that τn is a welldefined stopping time with τn > 0 almost surely, since
Zn(t) := ‖un‖Lq(0,t;Lα+1) + ‖u
n‖Lq˜(0,t;L2γ ) ≤ 2‖u
n‖Et ≤ 2‖u
n‖ET <∞, t ∈ [0, T ],
defines an increasing, continuous and F-adapted process Zn : Ω × [0, T ] → [0,∞) with
Zn(0) = 0. For n ≤ k, we set
τk,n := inf
{
t ∈ [0, T ] : Zk(t) ≥ n
}
∧ T.
Then, we have τk,n ≤ τk and ϕn(u
k, t) = 1 = ϕk(u
k, t) on {t ≤ τk,n} . Hence, (u
k, τk,n) is a so-
lution of (3.1) and by the uniqueness part of Proposition 3.3, we obtain uk(t) = un(t) almost
surely on {t ≤ τk,n} . But this leads to Z
k(t) = Zn(t) on {t ≤ τk,n} and τk,n = τn almost surely
which implies the assertion.
ad b): By part a), u is welldefined up to a null set, where we define u := 0 and τ∞ = T.
The monotonicity of (τn)n∈N yields τn → τ∞ almost surely. Moreover, u ∈ M
p
F
(Ω, Eτn) by
Proposition 3.3 and therefore u ∈Mp
F
(Ω, E[0,τ)). From (3.8) and the identity
ϕn(u, t) = ϕn(u
n, t) = 1 a.s on {t ∧ τn},
we finally obtain
u(t) =U(t)u0 +
∫ t
0
U(t− s)
[
−iλ|u(s)|α−1u(s) + µ1
(
|u(s)|2(γ−1)u(s)
)
+ µ2(u(s))
]
ds
− i
∫ t
0
U(t− s)
[
B1
(
|u(s)|γ−1u(s)
)
+B2u(s)
]
dW (s)
almost surely on {t ≤ τn} for all n ∈ N. 
Proposition 3.5. Let α ∈ (1, 1 + 4
d
), γ ∈ (1, 1 + 2
d
) and
(
u1, (σn)n∈N , σ
)
,
(
u2, (τn)n∈N , τ
)
be local
mild solutions to (1.1). Then,
u1(t) = u2(t) a.s. on {t < σ ∧ τ},
i.e. the solution of (1.1) is unique.
Proof. We fix k, n ∈ N and define a stopping time by
νk,n := inf
{
t ∈ [0, T ] :
(
‖u1‖Lq(0,t;Lα+1) + ‖u2‖Lq˜(0,t;L2γ)
)
∨
(
‖u2‖Lq(0,t;Lα+1) + ‖u2‖Lq˜(0,t;L2γ )
)
≥ n
}
∧ σk ∧ τk.
Hence, ϕn(u1, t) = ϕn(u2, t) = 1 on {t ≤ νk,n} and therefore, (u1, νk,n) and (u2, νk,n) are local
mild solutions of (3.1). By the uniqueness part of Proposition 3.3, we get
u1(t) = u2(t) a.s. on {t ≤ νk,n},
which yields the assertion, since νk,n → σ ∧ τ almost surely for n, k →∞. 
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In the Propositions 3.4 and 3.5, we have proved Theorem 1.1, a) in the subcritical case, i.e.
α ∈ (1, 1 + 4
d
), γ ∈ (1, 1 + 2
d
).We continue with the critical setting.
Proposition 3.6. Let α ∈ (1, 1 + 4
d
], γ ∈ (1, 1 + 2
d
] with α = 1 + 4
d
or γ = 1 + 2
d
. Then there is a
unique local mild solution of (2.1).
Proof.
‖Kν1u‖Mp
F
(Ω,Er) . ‖u0‖L2(Rd) + (2n)
αrδ + (2n)2γ−1rδ˜ + r
δ˜
2 (2n)γ +
(
r + r
1
2
)
‖u‖Mp
F
(Ω,Er) <∞
‖Kν1 (u1)−K
n(u2)‖Mp
F
(Ω,Er) .
[ (
2α+1 + 4α−1
)
rδnα−1 +
(
22γ + 42(γ−1)
)
rδ˜n2(γ−1) + r
+
(
4γ−1 + 2γ+1
)
r
δ˜
2nγ−1 + r
1
2
]
‖u1 − u2‖Mp
F
(Ω,Er).
(3.13)
Step 1. Let ν > 0 and q := 2 + 4
d
. Then, (q, q) is a Strichartz pair. For r > 0, we define
Yr := L
q(0, r;Lq(Rd)), Er := C([0, r], L
2(Rd)) ∩ Yr
and as in the proof of Proposition 3.3, we set
Kν1u := U(·)u0 +K
ν
detu+K
ν
Stratu+K
ν
stochu
with the convolution operators from (3.5), (3.6) and (3.7) and obtain the estimates
‖Kν1u‖Mp
F
(Ω,Er) . ‖u0‖L2(Rd) + (2ν)
αrδ + (2ν)2γ−1rδ˜ + r
δ˜
2 (2ν)γ +
(
r + r
1
2
)
‖u‖Mp
F
(Ω,Er)
‖Kν1 (u1)−K
ν
1 (u2)‖Mp
F
(Ω,Er) .
[ (
2α+1 + 4α−1
)
rδνα−1 +
(
22γ + 42(γ−1)
)
rδ˜ν2(γ−1) + r
+
(
4γ−1 + 2γ+1
)
r
δ˜
2νγ−1 + r
1
2
]
‖u1 − u2‖Mp
F
(Ω,Er).
for u, u1, u2 ∈M
p
F
(Ω, Er), where we set
δ := 1 +
d
4
(1− α), δ˜ := 1 +
d
2
(1− γ).
Note that replacing the integer n by ν > 0 in the cutoff function does not change the esti-
mates at all. Since we have δ = 0 or δ˜ = 0 by the assumption, we cannot ensure that Kν1 is a
contraction by taking r small enough. But if we choose ν and r sufficiently small, we get a
unique fixed point u1 ∈ M
p
F
(Ω, Er) of K
ν
1 .
By the definition of the truncation function ϕν in (3.2), u1 is a solution of the original equa-
tion, as long as ‖u1‖Lq(0,t;Lq) + ‖u1‖Lq1 (0,t;Lp1 ) ≤ ν for
p1 :=


2γ, α = 1 +
4
d
,
α+ 1, γ = 1 +
2
d
,
and q1 > 2 such that (p1, q1) is a Strichartz pair. Hence, the pair (u1, τ1) with
τ1 := inf
{
t ≥ 0 : ‖u1‖Lq(0,t;Lq) + ‖u1‖Lq1 (0,t;Lp1 ) ≥ ν
}
∧ r
is a local mild solution of (1.1).
THE NONLINEAR STOCHASTIC SCHRO¨DINGER EQUATION VIA STOCHASTIC STRICHARTZ ESTIMATES 17
Step 2. Next, we define the operator
Kν2u := U(·)u1(τ1) +K
ν
detu+K
ν
Stratu+K
ν
stoch,2u
with
Kνstoch,2u(t) :=− i
∫ t
0
U(t− s)
[
ϕn(u, s)B1
(
|u(s)|γ−1u(s)
)
+B2u(s)
]
dW τ1(s)
and as above, we derive the estimates
‖Kν2u‖Mp
F
(Ω,Er) . ‖u1(τ1)‖L2(Rd) + (2ν)
αrδ + (2ν)2γ−1rδ˜ + r
δ˜
2 (2ν)γ +
(
r + r
1
2
)
‖u‖Mp
F
(Ω,Er)
‖Kν2 (u1)−K
ν
2 (u2)‖Mp
F
(Ω,Er) .
[ (
2α+1 + 4α−1
)
rδνα−1 +
(
22γ + 42(γ−1)
)
rδ˜ν2(γ−1) + r
+
(
4γ−1 + 2γ+1
)
r
δ˜
2νγ−1 + r
1
2
]
‖u1 − u2‖Mp
F
(Ω,Er).
for u, u1, u2 ∈M
p
Fτ1
(Ω, Er).We get a unique fixed point u˜2 ∈M
p
Fτ1
(Ω, Er) ofK
ν
2 and define
τ˜2 := inf
{
t ≥ 0 : ‖u2‖Lq(0,t;Lq) + ‖u2‖Lq1 (0,t;Lp1 ) ≥ ν
}
∧ r
and τ2 := τ1 + τ˜2. Analogously to the proof of Proposition 3.3, one can show using (2.4), that
the pair (u2, τ2) with
u2(t) :=
{
u1(t), t ∈ [0, τ1],
u˜2(t− τ1), t ∈ [τ1, τ2],
defines a local mild solution of (1.1). Iterating this procedure yields a sequence (un, τn)n∈N
and with τ∞ := supn∈N τn and τ0 = 0, we conclude that
u(t) := 1{t=0}u0 +
∞∑
n=1
un(t)1(τn−1,τn](t) on {t ≤ τ∞},
the triple
(
u, (τn)n∈N , τ∞
)
is a local mild solution in the sense of Definition 2.5.
Step 3. In order to show uniqueness, we take two local mild solutions (u1, (σ1,n)n∈N σ1) and
(u2, (σ2,n)n∈N , σ2) and set
Za,b(u) := ‖u‖Lq(a,b;Lq) + ‖u‖Lq1(a,b;Lp1 )
for 0 ≤ a < b ≤ T.Moreover, we inductively define
µ1 := inf {t ∈ [0, σ1) : Z0,t(u1) ≥ ν} ∧ inf {t ∈ [0, σ2) : Z0,t(u2) ≥ ν} ∧ σ1 ∧ σ2
and
µn+1 := inf {t ∈ [µn, σ1) : Zµn,t(u1) ≥ ν} ∧ inf {t ∈ [µn, σ2) : Zµn,t(u2) ≥ ν} ∧ σ1 ∧ σ2.
The uniqueness from the first step and ϕν(u1, t) = 1 = ϕν(u2, t) almost surely on {t ≤ µ1}
yield u1(t) = u2(t) almost surely on {t < σ1 ∧ σ2} ∩ {t ≤ µ1}. By an iteration procedure as
above, this can be extended to {t < σ1 ∧ σ2} ∩ {t ≤ µn} for all n ∈ N.
In order to show, that µn → σ1 ∧ σ2 as n→∞, it is sufficient that for allm ∈ N and almost
all ω ∈ Ω there is n = n(ω)with µn(ω)(ω) ≥ σ1,m(ω)∧ σ2,m(ω). Assume the opposite, i.e. there
is m ∈ N with
P (µn < σ1,m ∧ σ2,m ∀n ∈ N) > 0.
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By the definition of µn+1, we get on each interval [µn, µn+1] either Zµn,µn+1(u1) ≥ ν or
Zµn,µn+1(u2) ≥ ν with positive probability. Without loss of generality, we assume that there
is a subsequence (µnk)k∈N with
P
(
Zµnk ,µnk+1(u1) ≥ ν ∀k ∈ N
)
> 0
and therefore
‖u1‖Lq(0,σ1,m;Lq) + ‖u1‖Lq1 (0,σ1,m;Lp1) ≥
∞∑
k=1
(
‖u1‖Lq(µnk ,µnk+1;Lq) + ‖u‖Lq1(µnk ,µnk+1;Lp1)
)
=∞
which is infinite with positive probability. This is a contradiction, since both ‖u1‖Lq(0,σ1,m;Lq)
and ‖u1‖Lq1 (0,σ1,m;Lp1 ) are almost surely finite by u1 ∈M
p
F
(Ω, E[0,σ1)).

We close this section with remarks on possible slight generalizations of Theorem 1.1 a)
and comment on the transfer of our method to the energy space H1(Rd).
Remark 3.7. In the proof of the local result, we did not use the special structure of the terms
B1, B2 and
µ1 := −
1
2
∞∑
m=1
|em|
2, µ2 := −
1
2
∞∑
m=1
B∗mBm. (3.14)
In fact, we only used B1, B2 ∈ L(L
2(Rd),HS(Y, L2(Rd))), µ1 ∈ L(L
2(Rd)) ∩ L(L2γ(Rd)) and
µ2 ∈ L(L
2(Rd)). But since (3.14) is motivated by the Stratonovich noise andwill be important
for the global existence in the following section, we decided to start with the special case
from the beginning.
A generalization of the result from Theorem 1.1 from determistic initial values u0 ∈ L
2(Rd)
to u0 ∈ L
q(Ω,F0;L
2(Rd)) is straightforward. By the standard localization technique (see e.g.
[vNVW08]), a further generalization to F0-measurable u0 : Ω → L
2(Rd) can be done by
another localization procedure if one relaxes the condition u ∈ Mp
F
(Ω, E[0,τ)) from definition
2.5 to u ∈ M0
F
(Ω, E[0,τ)), i.e. u is a continuous F-adapted process in L
2(Rd) and F-predictable
in L2γ(Rd) with
sup
t∈[0,τ ]
‖u(t)‖p
L2
+ ‖u‖pYτ <∞ a.s.
For the sake of simplicity, we decided to restrict ourselves to deterministic initial values.
Remark 3.8. Barbu, Ro¨ckner and Zhang, [BRZ16], and de Bouard and Debussche, [dBD03],
also applied their strategy to construct solutions also inH1(Rd). In contrast to theL2-case, the
pathwise approach has a true advantage here, since it allows to adapt the deterministic fixed
point argument in a ball of L∞H1∩LqW 1,α+1 equipped with the metric from L∞L2∩LqLα+1.
Therefore, [BRZ16] obtain local wellposedness for all H1-subcritical exponents α ∈ (1, 1 +
4
(d−2)+
) and a blow-up criterium involving the H1-norm in the case of linear multiplicative
noise.
Of course, it is also possible to deal with theH1-problemwith themethod from the present
paper, since the deterministic and stochastic Strichartz estimates are also true in H1(Rd). In
this way, one can weaken the regularity assumptions on the noise from [BRZ16] significantly
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to
∞∑
m=1
‖em‖
2
W 1,∞ <∞ (3.15)
and treat nonlinearities of degree
α ∈ (1, 1 +
4
d
) ∪ (2, 1 +
4
(d− 2)+
), γ ∈ [1, 1 +
2
d
) ∪ (2, 1 +
2
(d− 2)+
). (3.16)
Hence, there is a gap compared to the natural H1-subcritical exponents α for d ≥ 4 and a
gap in the range of noise exponents γ for d ≥ 2. The structure of the admissible sets for α
and γ indicate that one has to argue differently for small and large exponents. Indeed, the
intervals α ∈ (1, 1 + 4
d
) and γ ∈ [1, 1 + 2
d
) can be obtained by a fixed point argument in a
ball in L∞H1 ∩ LqW 1,α+1 equipped with the metric induced by the norm in L∞L2 ∩ LqLα+1,
where the nonlinear terms are truncated as above.
For twice continuous Fre´chet differentiable nonlinear terms, however, i.e. γ > 2 and
α > 2, one can prove the contraction estimate in the full norm of L∞H1 ∩ LqW 1,α+1, if the
truncation also takes place in the stronger norms LqW 1,α+1 and Lq˜W 1,2γ. For more details,
we refer to [dBD03].
In view of the applications, the gap in (3.16) is not too restrictive, since the main interest
lies in the cubic case. This the advantage of the H1-framework, since α = 3 is H1-subcritical
for d = 1, 2, 3,whereas in L2 it is subcritical for d = 1 and critical d = 2.
4. GLOBAL EXISTENCE
The goal of this section is to study global existence in the subcritical case α ∈ (1, 1 + 4
d
)
with conservative noise, i.e. em is real valued for each m ∈ N. Let us recall that the local
solution
(
u, (τn)n∈N , τ∞
)
is given by u = un on [0, τn], where
τn := inf
{
t ∈ [0, T ] : ‖un‖Lq(0,t;Lα+1) + ‖un‖Lq˜(0,t;L2γ ) ≥ n
}
∧ T, n ∈ N, (4.1)
for exponents q, q˜ ∈ (2,∞) satisfying the Strichartz conditions
2
q
+
d
α + 1
=
d
2
,
2
q˜
+
d
2γ
=
d
2
.
Moreover, τ∞ = supn∈N τn and un is the solution of the truncated problem

dun(t) =
(
i∆un(t)− iλϕn(un, t)|un(t)|
α−1un(t)−
1
2
∞∑
m=1
e2mϕn(un, t)|un(t)|
2(γ−1)un(t)
)
dt
− i
∞∑
m=1
emϕn(un, t)|un(t)|
γ−1un(t)dβm(t),
u(0) = u0.
(4.2)
We remark that (4.2) is a simplified version of (3.1) to study nonlinear noise, i.e. γ 6= 1.We
will concentrate on this case, since the global existence result in the case γ = 1 has already
been treated by de Bouard and Debussche in [dBD99], Proposition 4.1.
The strategy to prove global existence is determined by the definition of the existence
times in (4.1): We need to find uniform bounds for un in the spaceL
q(0, T ;Lα+1)∩Lq˜(0, T ;L2γ).
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Note that this is a drawback of our approach based on the the truncation of the nonlineari-
ties and can be avoided in the deterministic case, where the local existence result comes with
a natural blow-up alternative in L2(Rd) and the mass conservation directly yields global ex-
istence.
However, we overcome this problem by applying the deterministic and stochastic Strichartz
estimates once again. The proof is inspired by the argument of de Bouard and Debussche for
γ = 1mentioned above. Unfortunately, we cannot prove global existence for all γ ∈ [1, 1+ 2
d
)
and have to restrict ourselves to
1 ≤ γ <
α− 1
α + 1
4 + d(1− α)
4α+ d(1− α)
+ 1.
The first ingredient is the mass conservation for the NLS in the stochastic setting.
Proposition 4.1. Let α ∈ (1, 1 + 4
d
) and γ ∈ [1, 1 + 2
d
) and em ∈ L
∞(Rd,R) for each m ∈ N with∑∞
m=1 ‖em‖
2
L∞ < ∞. Let n ∈ N and un be the global mild solution of (3.1) from Proposition 3.3.
Then, we have
‖un(t)‖L2(Rd) ≤ ‖u0‖L2(Rd), t ∈ [0, T ]. (4.3)
almost surely.
Proof. We concentrate on the case γ > 1. The linear case is simpler since one does not need
the truncation of the noise and the correction term. It is well known that the mild equation
is equivalent to
un(t) =u0 +
∫ t
0
[
i∆un − iλϕ(un)|un|
α−1un −
1
2
∞∑
m=1
e2mϕ(un)|un|
2(γ−1)un
]
ds
−
∞∑
m=1
i
∫ t
0
emϕ(un)|un|
γ−1undβm (4.4)
almost surely as an equation in H−2(Rd).We formally apply Ito’s formula to the Itoˆ process
from (4.4) and the function M : L2(Rd) → R defined by M(v) := ‖v‖2
L2
, which is twice
continuously Fre´chet-differentiable with
M′[v]h1 = 2Re
(
v, h1
)
L2
, M′′[v] [h1, h2] = 2Re
(
h1, h2
)
L2
for v, h1, h2 ∈ L
2(Rd). This yields
‖un(t)‖
2
L2 =‖u0‖
2
L2 + 2
∫ t
0
Re
(
un, i∆un − iλϕ(un)|un|
α−1un −
1
2
∞∑
m=1
e2mϕ(un)|un|
2(γ−1)un
)
L2
ds
− 2
∞∑
m=1
∫ t
0
Re
(
un, iemϕ(un)|un|
γ−1un
)
L2
dβm +
∞∑
m=1
∫ t
0
‖emϕ(un)|un|
γ−1un‖
2
L2ds
(4.5)
almost surely in [0, T ] and by the formal identities
Re
(
un, i∆un
)
L2
= 0, Re
(
un, iϕ(un)|un|
α−1un
)
L2
= 0,
Re
(
un, iemϕ(un)|un|
γ−1un
)
L2
= 0,
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and
∞∑
m=1
∫ t
0
‖emϕ(un)|un|
γ−1un‖
2
L2ds ≤
∞∑
m=1
∫ t
0
Re
(
un,
∞∑
m=1
e2mϕ(un)|un|
2(γ−1)un
)
L2
ds,
where we used that ϕ(un) ∈ [0, 1] implies ϕ(un)
2 ≤ ϕ(un),we finally get
‖un(t)‖
2
L2 ≤ ‖u0‖
2
L2
almost surely for all t ∈ [0, T ].
The calculation from above can bemade rigorous by a regularization procedure via Yosida
approximations Rν := ν (ν −∆)
−1 for ν > 0 and a limit process ν →∞ using the properties
Rν ∈ L(H
s(Rd), Hs+2(Rd)) for s ∈ R and
Rνf → f in E, ν →∞, f ∈ E
‖Rν‖L(E) ≤ 1, (4.6)
for E = Hs(Rd), s ∈ R, and E = Lp(Rd), 1 < p <∞. 
Finally, we are ready to prove the global wellposedness result.
Proposition 4.2. Let α ∈ (1, 1+ 4
d
) and em ∈ L
∞(Rd,R) for eachm ∈ Nwith
∑∞
m=1 ‖em‖
2
L∞ <∞.
Let (un)n∈N be the sequence of global mild solutions of (3.1) from Proposition 3.3. Suppose that
1 ≤ γ <
α− 1
α + 1
4 + d(1− α)
4α+ d(1− α)
+ 1.
Then, we have
P
(⋃
n∈N
{τn = T}
)
= 1.
In particular, the pair (u, τ∞) is a unique global strong solution of (1.1).
Proof. Step 1. Aswementioned above, we only consider γ > 1. The linear case is simpler and
analogous to [dBD99], Proposition 4.1. We want to prove that there is a uniform constant
C > 0 such that
sup
n∈N
E‖un‖Lq(0,r;Lα+1) ≤ C. (4.7)
We set Yr := L
q(0, r;Lα+1(Rd)) and fix n ∈ N as well as
δ := 1 +
d
4
(1− α), δ˜ := 1 +
d
2
(1− γ), θ =
α + 1− 2γ
(α− 1)γ
.
Then, we have 1
2γ
= θ
2
+ 1−θ
α+1
and by interpolation and Proposition 4.1,
‖un‖Lq˜(0,σn,L2γ) ≤ ‖un‖
θ
L∞(0,σn;L2)
‖un‖
1−θ
Lq(0,σn;Lα+1)
≤ ‖u0‖
θ
L2‖un‖
1−θ
Lq(0,σn;Lα+1)
(4.8)
almost surely for all t ∈ [0, T ]. Let us recall that un has the representation
un = U(·)u0 +K
n
detun +K
n
Stratun +K
n
Stochun inM
p
F
(Ω, ET ).
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Next, we fix ω ∈ Ω and σn(ω) ∈ (0, T ] to be specified later. Then, we apply the deterministic
Strichartz inequalities from Proposition 2.2 to estimate Kdet and KStrat (compare the proof
of Proposition 3.3) and obtain
‖un‖Yσn ≤ C‖u0‖L2 + Cσ
δ
n‖un‖
α
Yσn
+ Cσδ˜n‖un‖
2γ−1
Lq˜(0,σn,L2γ)
∞∑
m=1
‖em‖
2
L∞ + ‖KStochun‖Yσn
≤ C‖u0‖L2 + Cσ
δ
n‖un‖
α
Yσn
+ Cσδ˜n‖u0‖
(2γ−1)θ
L2
‖un‖
(2γ−1)(1−θ)
Yσn
∞∑
m=1
‖em‖
2
L∞ + ‖KStochun‖Yσn
≤ C‖u0‖L2 + Cσ
δ
n
[
1 + σδ˜−δn ‖u0‖
(2γ−1)θ
L2
∞∑
m=1
‖em‖
2
L∞
]
‖un‖
α
Yσn
+ Cσδ˜n‖u0‖
(2γ−1)θ
L2
∞∑
m=1
‖em‖
2
L∞ + ‖KStochun‖Yσn
≤ Kn + C1σ
δ
n‖un‖
α
Yσn
with
Kn :=C‖u0‖L2 + CT
δ˜‖u0‖
(2γ−1)θ
L2
∞∑
m=1
‖em‖
2
L∞ + ‖KStochun‖YT ,
C1 :=C
[
1 + T δ˜−δ‖u0‖
(2γ−1)θ
L2
∞∑
m=1
‖em‖
2
L∞
]
.
W.l.o.g we assume u0 6= 0 and thus Kn > 0.We conclude
‖un‖Yσn
Kn
≤ 1 + C1σ
δ
nK
α−1
n
(
‖un‖Yσn
Kn
)α
.
Now, the following fact
∀x ≥ 0∃c1 ≤ 2, c2 > c1 : x ≤ 1 +
xα
2α+1
⇒ x ≤ c1 or x ≥ c2. (4.9)
from elementary calculus yields
‖un‖Yσn ≤ c1Kn ≤ 2Kn,
if we choose σn according to C1σ
δ
nK
α−1
n ≤
1
2α+1
, which is fulfilled by
σn = C
− 1
δ
1
(
2α+1Kα−1n
)− 1
δ ∧ T.
Note that the second alternative in (4.9) can be excluded because of ‖un‖Y0 = 0 and the
continuity of the map t 7→ ‖un‖Yt . Next, we decompose Ω = Ω1 ∪ Ω2 with
Ω1 :=
{
C
− 1
δ
1
(
2α+1Kα−1n
)− 1
δ < T
}
, Ω2 :=
{
C
− 1
δ
1
(
2α+1Kα−1n
)− 1
δ ≥ T
}
.
Fix ω ∈ Ω1 and define N := ⌊
T
σn
⌋. Using the abbreviations YN := L
q(Nσn, T ;L
α+1(Rd)) and
Yj := L
q(jσn, (j + 1)σn;L
α+1(Rd)), j = 0, . . . , N − 1,
analogous estimates as above yield
‖un‖Yj ≤ C‖un(jσn)‖L2 + Cσ
δ
n‖un‖
α
Yj
+ Cσδn‖un‖
2γ−1
Lq˜(jσn,σn+1,L2γ)
∞∑
m=1
‖em‖
2
L∞ + ‖KStochun‖Yj
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for all j = 0, . . . , N and hence, we obtain ‖un‖Yj ≤ 2Kn.We conclude
‖un‖YT ≤
N∑
j=0
‖un‖Yj ≤ 2 (N + 1)Kn ≤ 2
(
T
σn
+ 1
)
Kn ≤ 2Kn + 2
α+1
δ
+1C
1
δ
1 TK
α−1
δ
+1
n . (4.10)
Due to ‖un‖YT ≤ 2Kn on Ω2, the estimate (4.10) holds almost surely. We set p :=
α−1
δ
+ 1 and
integrate over Ω to obtain
‖un‖L1(Ω,YT ) ≤ 2E
[
Kn
]
+ 2
α+1
δ
+1C
1
δ
1 TE
[
K
α−1
δ
+1
n
]
. 1 + E‖KStochun‖YT + E‖KStochun‖
p
YT
≤ 1 + ‖KStochun‖Lp(Ω,YT ) + ‖KStochun‖
p
Lp(Ω,YT )
Now, we choose p˜ ∈ (pγ,∞) according to 1
pγ
= θ
p˜
+ 1−θ
1
and by the estimate
‖KStochun‖Lp(Ω,YT ) . ‖ϕn(u, s)|un|
γ−1un‖Lp(Ω,L2(0,T ;L2)) ≤ T
δ‖un‖
γ
Lpγ(Ω,Lq˜(0,T ;L2γ))
≤ T δ‖un‖
γθ
Lp˜(Ω,L∞(0,T ;L2))
‖un‖
γ(1−θ)
L1(Ω;YT )
= T δ‖u0‖
γθ
L2
‖un‖
γ(1−θ)
L1(Ω;YT )
. ‖un‖
γ(1−θ)
L1(Ω;YT )
,
we end up with
‖un‖L1(Ω,YT ) . 1 + ‖un‖
γ(1−θ)
L1(Ω;YT )
+ ‖un‖
pγ(1−θ)
L1(Ω;YT )
. 1 + ‖un‖
pγ(1−θ)
L1(Ω;YT )
.
In particular, there is C = C(‖u0‖L2, ‖em‖ℓ2(N,L∞), T, α, γ) > 0with
sup
n∈N
‖un‖L1(Ω,YT ) ≤ C, n ∈ N,
if we have
pγ(1− θ) < 1 ⇔ γ <
α− 1
α + 1
4 + d(1− α)
4α + d(1− α)
+ 1.
Step 2. Using the result of the first step and taking the expectation in (4.8), we obtain
‖un‖L1(Ω,Lq˜(0,T ;L2γ)) ≤ ‖u0‖
θ
L2C
1−θ
and the definition of τn followed by the Tschebycheff inequality and (4.7) yield
P (τn = T ) = P
(
‖un‖YT + ‖un‖Lq˜(0,T ;L2γ) ≤ n
)
≥ 1−
‖un‖L1(Ω,YT ) + ‖un‖L1(Ω,Lq˜(0,T ;L2γ))
n
≥ 1−
C + ‖u0‖
θ
L2
C1−θ
n
.
By the continuity of the measure, we conclude
P (τ∞ = T ) ≥ P
(⋃
n∈N
{τn = T}
)
= lim
n→∞
P (τn = T ) = 1.

Remark 4.3. We comment on the cases, which have been excluded for the global existence
result in Proposition 4.2. The proof cannot be applied to the critical case α = 1 + 4
d
, where
we have δ = 0, since the strategy crucially relies on δ > 0 to apply (4.9). But global existence
for general L2-initial data cannot be expected in this case, anyway, since there are blow-up
examples in the deterministic setting for the focusing nonlinearity, see [Mer93].
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The restriction to real valued coefficients em can be dropped in the case γ = 1. Indeed, one
can proceed as in [BRZ14] to deduce the estimate
E
[
sup
t∈[0,T ]
‖un(t)‖
p
L2
]
≤ Dp, p ∈ [1,∞), (4.11)
based on the formula
‖un(t)‖
2
L2(Rd) = ‖u0‖
2
L2(Rd) − 2
∫ t
0
Re
(
un(s), iBun(s)dW (s)
)
L2
, t ∈ [0, T ].
and a Gronwall argument which is restricted to γ = 1. Then, the estimate (4.11) can be used
to substitute the pathwise estimate from Proposition 4.1 in the proof of Proposition 4.2.
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