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Abstract
We begin by studying certain semigroup estimates which are more singular than those
implied by a Sobolev embedding theorem but which are equivalent to certain logarithmic
Sobolev inequalities. We then give a method for proving that such log-Sobolev inequalities
hold for Euclidean regions which satisfy a particular Hardy-type inequality. Our main
application is to show that domains which have exterior exponential cusps, and hence have no
Sobolev embedding theorem, satisfy such heat kernel bounds provided the cusps are not too
sharp. Finally, we consider a rotationally invariant domain with an exponentially sharp cusp
and prove that ultracontractivity breaks down when the cusp becomes too sharp.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
The spectral behaviour of the Neumann Laplacian, HN; is known to be extremely
sensitive to the regularity of the boundary. There is a substantial body of research
that shows how to produce peculiar behaviour. We mention, in particular, the work
of Simon and his various co-authors [7,11] and also Evans and Harris [6] (further
references can be found in these papers).
In the opposite direction, the spectrum can be shown to be well behaved if one can
show that the associated semigroup eHNt is ultracontractive; i.e. it is bounded from
L2 to LN for 0otp1: In the case that the space has ﬁnite measure this implies, for
E-mail address: cmason@mth.kcl.ac.uk.
0022-1236/03/$ - see front matter r 2002 Elsevier Science (USA). All rights reserved.
PII: S 0 0 2 2 - 1 2 3 6 ( 0 3 ) 0 0 0 4 9 - 1
example, that the resolvent is compact, that the associated eigenfunctions all lie in
LN and that eHNt is compact on Lp for all 1pppN and 0oto1:
A further motivation for proving such results is the following. No matter
how bad the theoretical results can be, numerical methods of computing Neumann
eigenvalues must assume that if one region is approximated by another then
eigenvalues will still exist and will be close to those of the original region.
Burkenov and Davies [2] consider this problem and are able to give precise
theorems which justify such methods for domains with the Ho¨lder class boundaries.
To do this they study the associated semigroup eHNt and show that it is
ultracontractive.
In many cases (such as those considered by Burenkov and Davies) proving
ultracontractivity can be achieved by proving a Sobolev embedding of the form
W 1;2+Lq
for some q42: While this is often possible it fails in the case that the region has
exterior exponentially sharp cusps [1, Theorem 5.32].
Of course, the lack of a Sobolev embedding theorem says nothing about the
possibility of proving semigroup and heat kernel bounds and hence results about the
spectrum.
In this paper, we are motivated by the results of Davies and Burenkov to study the
question of how singular a domain can be and still possess an ultracontractive
estimate. Moreover, we will investigate the implications these results have for bounds
on the eigenvalues and eigenfunctions and also the use of Hardy-type inequalities.
However, we will use a more general tool than the Sobolev embedding, namely the
logarithmic Sobolev inequality. We begin in Section 2 by studying the type of
inequalities that will be proved and some spectral consequences; Theorem 2.1 gives
lower bounds on the rate at which the eigenvalues grow and upper bounds on the
LN norm of the eigenfunctions. Conversely, we show that these bounds imply a log-
Sobolev inequality—see Theorem 2.2 and Corollary 2.1.
Our main tool in actually proving the inequalities is to ﬁrst prove in Theorem 2.3 a
generalised log-Sobolev inequality that is valid for arbitrary bounded regions in RN :
This will then be combined with a Hardy-type inequality which we study in Section
3. As an example, we consider in Section 4 a simple region that may have exterior
exponential cusps and show that the associated Neumann semigroup is indeed
ultracontractive provided the cusp is not too sharp.
Our ﬁnal result, in Section 5, is to consider a rotationally invariant domain with an
exponentially sharp cusp which shows that ultracontractivity does break down if the
cusp is too sharp.
2. Log-Sobolev inequalities
Let O be a region in RN and deﬁne the Neumann Laplacian to be the
non-negative self-adjoint operator HN acting in L
2ðOÞ associated with the
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quadratic form
Qð f Þ ¼
R
O jrf j2 dNx if fAW 1;2ðOÞ;
þN otherwise:
(
The associated symmetric Markov semigroup is denoted by eHNt:
We refer to [4, Chapter 2] for an introduction to logarithmic Sobolev inequalities.
The following theorem captures one of the main results, namely that a log-Sobolev
inequality with a suitable right-hand side is equivalent to an ultracontractive
estimate.
Theorem 2.1. Let a41: Then, the following are equivalent:
1. The log-Sobolev inequalityZ
O
f 2 logþ fpeQð f Þ þ ZðeÞjj f jj22 þ jj f jj22 log jj f jj2
is valid for 0pfAW 1;2ðOÞ; 0oeo1 and there exists c140 such that Z satisfies
ZðeÞpc1e1=ða1Þ:
2. The semigroup eHNt satisfies
jjeHNtf jjNpc2 expðc3t1=ða1ÞÞjj f jj2 ð1Þ
for all fAL2ðOÞ; some constants c2; c340 and 0otp1:
3. eHNt has a continuous integral kernel Kðt; x; yÞ and there exist
c4; c540
such that
0oKðt; x; yÞpc4 expðc5t1=ða1ÞÞ ð2Þ
for 0otp1 and x; yAO:
We now turn our attention to the eigenvalues and eigenfunctions. Suppose HN has
compact resolvent (which it has if jOjoN and any of the statements in Theorem 2.1
hold) and denote its eigenvalues by
0pl0pl1p?pln-N;
where we repeat each eigenvalue according to its multiplicity. The associated
orthonormal eigenfunctions are denoted by fn: The following lemma is an easy
consequence of ultracontractivity.
C. Mason / Journal of Functional Analysis 198 (2003) 341–360 343
Lemma 2.1. Let O be a region of finite measure such that any one of the statements in
Theorem 2.1 holds. Then there exist c6; c740 and N4c17 such that
lnXc6ðlogðc7nÞÞa ð3Þ
for all nXN: Also, there exists c8; c940 such that
jj fnjjNpc8
1; 0pnoN;
expðc9l1=an Þ; nXN
(
ð4Þ
for all nXN:
Proof. By integrating (2) where x ¼ y over O; we have
nelntp
Xn
k¼0
elktp
XN
k¼0
elkt ¼
Z
O
Kðt; x; xÞ dNxpc4 expðc5t1=ða1ÞÞjOj:
Since HN has compact resolvent there exists N such that nXN implies that lnX1:
For all such ln put
t ¼ l1þ1=an
to get
n
c4jOjpexpððc5 þ 1Þl
1=aÞ:
This implies that
c6ðlogðnc7ÞÞapln;
where c6 ¼ ðc5 þ 1Þa and c7 ¼ ðc4jOjÞ1 provided nc7X1 which we assume without
loss of generality.
The second conclusion follows by putting f ¼ fn into (1) for all nXN to get
elntjj fnjjNpc2 expðc3t1=ða1ÞÞ:
For nXN; set t ¼ l1þ1=an to get
jj fnjjNpc2 expððc3 þ 1Þl1=aÞ:
For noN; we put t ¼ 1 into (1) to get
jj fnjjNpc2 expðc3Þe:
Thus, we can take c8 ¼ c2 expðc3 þ 1Þ and c9 ¼ c3 þ 1: &
We now turn to the problem of proving a converse to the previous lemma. First,
we give a simple but important lemma.
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Lemma 2.2. For a41 there exists c1040; depending only on c9 and a41 such that
expðlnt=2þ 2c9l1=an Þpexpðc10t1=ða1ÞÞ:
Proof. We use the inequality
apeab þ e1=ðb1Þ
valid for all a; e40 and b41; with a ¼ 2c9l1=an ; eca92a1 ¼ t and b ¼ a:
Thus,
2c9l
1=a
n plnt=2þ 2ðaþ1Þ=ða1Þca=ða1Þ9 t1=ða1Þ
from which the result follows. &
Theorem 2.2. Suppose HN has discrete spectrum with non-negative eigenvalues ln of
finite multiplicity, written in increasing order and repeated according to multiplicity.
Let fn denote the corresponding orthonormal basis of eigenfunctions and suppose that
inequalities (3) and (4) are satisfied for constants c6; c7; c8; c940; N4c17 and a41:
Then there exist constants C1; C240 depending only on c6; c7; c8; c9; N and a such that
0oKðt; x; yÞpC1 expðC2t1=ða1ÞÞ
for 0otp1:
Proof. If 0otp1 and x; yAO; then there exists c1140 such that
0oKðt; x; yÞp
XN
n¼0
elntfnðxÞfnðyÞ
p
XN
n¼0
elntjj fnjj2N
p c8
XN1
n¼0
1þ
XN
n¼N
elntþ2c9l
1=a
n
 !
p c8
XN1
n¼0
1þ expðc10t1=ða1Þ
XN
n¼N
elnt=2
 !
: ð5Þ
where we apply Lemma 2.2 to get the ﬁnal line. Next, we observe that
XN
n¼N
elnt=2p
XN
n¼N
ec6ðlog c7nÞ
a
t=2
p
Z N
N
ec6ðlog c7xÞ
a
t=2 dx
C. Mason / Journal of Functional Analysis 198 (2003) 341–360 345
¼ðc7aÞ1
Z N
N 0
ec6st=2þs
1=ðaÞ
sða1Þ=a ds
p ðc7aÞ1ðlog c7NÞ1a
Z N
N 0
ec6st=2þs
1=a
ds; ð6Þ
where we have made the substitutions s ¼ ðlog c7xÞa and N 0 ¼ ðlog c7NÞa:
A simple modiﬁcation of Lemma 2.2 gives us that
s1=apc6ts
4
þ c6
4
 1=ða1Þ
t1=ða1Þ:
Hence, Z N
N 0
ec6st=2þs
1=a
dsp exp c6
4
 1=ða1Þ
t1=ða1Þ
	 
Z N
N 0
ec6st=4 ds
¼ 4 expðc11t1=ða1ÞÞ e
c6N 0t=4
c6t
p 4
c6
expðc12t1=ða1ÞÞ; ð7Þ
where c11 :¼ ðc6=4Þ1ða2Þ and c124c11 þ ða 1Þe1:
Combining (5)–(7) gives the ﬁnal result. &
We have the following immediate corollary.
Corollary 2.1. Let the conditions of the previous theorem be satisfied. Then there exist
constants C3; C440 depending only on c6; c7; c8; c9; N and a such that
jjeHNtf jjNpC3 expðC4t1=ða1ÞÞ
for all fAL2ðOÞ and 0otp1:
2.1. Generalised log-Sobolev inequality
In this section, we prove a generalised log-Sobolev inequality. This will be our
main tool in proving a log-Sobolev inequality for a region with exterior exponential
cusps. It is valid for arbitrary bounded regions in RN :
Deﬁnition 2.1. Suppose @Oa| and deﬁne dðxÞ to be the distance of x from @O:
Theorem 2.3. Let O be a domain in RN with finite inradius. For 0pfAW 1;2ðOÞ; there
exist constants b0; b1; b240Z
O
f 2 log fpeQð f Þ þ bðeÞjj f jj22 þ jj f jj22 log jj f jj22 þ b0
Z
O
j log dj f 2
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for all e40 and some bðeÞ satisfying
bðeÞpb1  b2 log e:
Proof. Given d40 put
Sd :¼ fxAO : 2dpdðxÞp3dg
and let x1;y; xnðdÞ be a maximal set of points in Sd such that jxi  xjjXd for all iaj:
For O bounded this number nðdÞ is ﬁnite and, moreover, the number of balls
containing xAO is bounded uniformly with respect to x and d:
Now let BrðaÞ denote the ball centered at aAO with radius r40: We then deﬁne the
following norms and forms:
jj f jj22;a;r :¼
Z
BrðaÞ
j f j2 dNx;
Qa;rð f Þ :¼
Z
BrðaÞ
jrf j2dNx
for fAW 1;2ðBa;rÞ: Now given aARN ; we have a log-Sobolev inequality for B1ðaÞ
namely Z
B1ðaÞ
f 2 logþ f d
NxpeQa;1ð f Þ þ *bðeÞjj f jj22;a;1 þ jj f jj2;a;1 log jj f jj2;a;1
for 0pfAW 1;2ðB1ðaÞÞ and for all e40 and *bðeÞ satisfying
*bðeÞ ¼ b3  N
4
logðeÞ
for some constant b340:
By scaling, we then haveZ
BdðaÞ
f 2 logþ f d
Nxp eQa;dð f Þ þ *bðeÞjj f jj22;a;d þ jj f jj2;a;d log jj f jj2;a;d
þ ðN=2Þjlog dj jj f jj22;a;d
for 0pfAW 1;2ðBdðaÞÞ and e40:
Now suppose that aASd: For xABdðaÞ; we have
dpdðxÞp4d:
Thus if dX1; then
jlog dðxÞjXjlog dj
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and if 4do1; a calculation shows that
ðN=2þ 1Þjlog dðxÞjXðN=2Þjlog dj:
This range of d will be sufﬁcient for our purposes.
Thus if do1=4 or dX1; we have
Z
BdðaÞ
f 2 logþ f d
Nxp eQa;dð f Þ þ *bðeÞjj f jj22;a;d þ jj f jj2;a;d logjj f jj2;a;d
þ ðN=2þ 1Þ
Z
BdðaÞ
jlog dj j f j2 dNx:
Given d smaller than the inradius of O; we have a natural restriction map
R : W 1;2ðOÞ-W 1;2ðBdðaÞÞ;
where
ðRf ÞðxÞ ¼ f ðxÞ:
Hence given 0pfAW 1;2ðOÞ and do1=4 or dX1; we have
Z
BdðaÞ
ðRf Þ2 logþðRf Þ dNxp eQa;dðRf Þ þ *bðeÞjjRf jj22;a;d þ jjRf jj2;a;d logjjRf jj2;a;d
þ ðN=2þ 1Þ
Z
BdðaÞ
jlog dj jRf j2 dNx:
If we choose jj f jj2 ¼ 1; then jjRf jj2;a;dp1 and hence
Z
BdðaÞ
ðRf Þ2 logþðRf Þ dNxp eQa;dðRf Þ þ *bðeÞjjRf jj22;a;d
þ ðN=2þ 1Þ
Z
BdðaÞ
jlog dj jRf j2 dNx:
We will now drop explicit reference to the restriction operator.
Let do1=4 or dX1 and 0pfAW 1;2ðOÞ with jj f jj2 ¼ 1: Then there exists b440
Z
Sd
f 2 logþ fp
XnðdÞ
i¼1
Z
BdðxiÞ
f 2 logþ f
p b4
Z
Td
ðejrf j2 þ *bðeÞj f j2Þ þ ðN=2þ 1Þ
Z
Td
jlog dj j f j2
	 

;
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where Td :¼ Sd=2,Sd,S2d: Now sum over d ¼ 5N for all integers n to conclude that
for 0pfAW 1;2ðOÞ and jj f jj2 ¼ 1; we haveZ
O
f 2 logþ fpe0Qð f Þ þ b4bðe0Þjj f jj22 þ b5
Z
O
jlog dj j f j2; ð8Þ
where e0 ¼ b4e40 and bðe0Þ ¼ b4 *bðe0Þ: Finally,Z
O
f 2 log fp
Z
O
f 2 logþ f
and given arbitrary 0pfAW 1;2ðOÞ with fa0 we substitute f =jj f jj2 into (8) to get the
ﬁnal result. &
3. Log-Hardy inequality
In order to use Theorem 2.3, we need to be able to estimate the termZ
O
jlog dðxÞj j f ðxÞj2 dNx:
We do this with a Hardy-type inequality
jlog djapb6ðHN þ 1Þ ð9Þ
for some constants a40 and b640 (this is to be interpreted in the sense of quadratic
forms). We will refer to this as a logarithmic Hardy inequality (or just a log-Hardy
inequality).
We now assume that O is bounded. In this case as with the ordinary weak Hardy
inequality (see for example [5]), the log-Hardy inequality depends only on the local
geometry of the boundary:
Deﬁnition 3.1. Let O be a bounded Euclidean domain. We say that a point aA@O is
a-regular if there exists a neighbourhood U of a such thatZ
O
jlog dðxÞjaj f ðxÞj2 dNxpkðQð f Þ þ jj f jj22Þ ð10Þ
for all fAW 1;2ðOÞ which vanish outside U and some constant k40 which does not
depend on f :
Lemma 3.1. If O is bounded and every point of the boundary is a-regular, thenZ
O
jlog dðxÞjaj f ðxÞj2 dNxpBðQð f Þ þ jj f jj22Þ
for all fAW 1;2ðOÞ and some constant B40 which does not depend on f :
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Proof. This uses a partition of unity argument. See for example [5, Section 2]. &
Remark 3.1. Note that it is not possible in general to prove an inequality of the form
dgpcðHN þ 1Þ;
since one could then use the same interpolation argument employed by Burenkov
and Davies [2] to prove an ordinary Sobolev embedding.
Lemma 3.2. Suppose the log-Hardy inequality (9) holds for some a41: Then for every
e40; we haveZ
O
j f ðxÞj2jlog dðxÞj dNxpeQð f Þ þ ððe=b6Þ1=ða1Þ þ eÞjj f jj22
for fAW 1;2ðOÞ:
Proof. This uses the elementary inequality
tpdtl þ d1=ðl1Þ
valid for all positive t40; d40 and l41: ThusZ
O
j f j2 logðdðxÞÞjdNxp
Z
O
ðdjlogðdðxÞÞja þ d1=ða1ÞÞj f j2
p b6dQð f Þ þ b6djj f jj22 þ d1=ða1Þjj f jj22: &
Now let b6d ¼ e:
Theorem 3.1. Let O be a bounded region and suppose the log-Hardy inequality (9)
holds for some a41:
Then we have the log-Sobolev inequalityZ
O
f 2 log f dNxpeQð f Þ þ ZðeÞjj f jj22 þ jjf jj22 log jj f jj2
for all fAW 1;2ðOÞ; where 0oe and
ZðeÞpb7e1=ðab1Þ  b8 log eþ b9
for some constants b7; b8 and b940:
Proof. By Theorem 2.3, we haveZ
O
f 2 log fpeQð f Þ þ bðeÞjj f jj22 þ jj f jj22 logjj f jj2 þ b0
Z
O
jlog dj f 2:
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Applying Lemma 3.2, we haveZ
O
f 2 log f dNxp e0Qð f Þ þ bðe0Þjj f jj22 þ jj f jj22 log jj f jj2
þ b0e0Qð f Þ þ b0ððe0=b6Þ1=ðab1Þ þ e0Þjj f jj22:
Now let
Zðe0Þ ¼ bðe0Þ þ b0e0 þ b0b6ðe0Þ1=ðab1Þ
and the result follows by scaling e0: &
4. Euclidean domains with exponential cusps
We now give an application of the previous results. The domains that we consider
will be simple in order to make the general method clear but further applications are
possible.
Deﬁnition 4.1. Let OCRN be a bounded domain. Then we say that @O is ðlog; aÞ
regular or more tediously it has a logarithmic modulus of continuity with exponent a
near aA@O if a has a neighbourhood U which can be represented in the following
form after translation and rotation of coordinates. The set U is of the form
U :¼ fðx0; xNÞ : x0AB and 0oxNogðx0Þg;
where B denotes the ball
B :¼ fxARN1 : jxjo1=2g
and 0og is a function that satisﬁes
jgðx0Þ  gðy0ÞjpAjlogðjx0  y0jÞja ð11Þ
for all x0; y0AB and a40:
We also deﬁne G to be the set
G :¼ fðx0; gðx0Þ : x0ABg
and let the function dG be deﬁned by
dGðxÞ ¼ distðx;GÞ :¼ inf
yAG
jx  yj
for all xAO: Note that dGðxÞ ¼ dðxÞ for all x in a sufﬁciently small neighbourhood of a:
The following lemma is a modiﬁcation of the case when the boundary function g is
assumed to be Ho¨lder continuous.
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Lemma 4.1. Let dO be ðlog; aÞ regular near a. For x ¼ ðx0; xNÞAU define the function
eðxÞ by
eðxÞ ¼ gðx0Þ  xN :
Then for all xAU such that
eðxÞoð1þ AÞa;
we have
exp  eðxÞ
1=a
1þ A
 !
pdGðxÞpeðxÞ:
Proof. This proof follows the Ho¨lder case in [8, Lemma 4.6]. Given z ¼ ðz0; zNÞA@O
we deﬁne the cusp CðzÞ by
CðzÞ :¼ fðx0; xÞjx0AB and xNogðz0Þ  Ajlogjz0  x0jjag:
Now let ðx0; xÞACðzÞ: From property (11), we have
gðx0ÞXgðz0Þ  Ajlogjz0  x0jja
and thus
0oxNogðz0Þ  Ajlogjz0  x0jjapgðx0Þ
which implies that ðx0; xNÞAU : Thus, we have shown that
CðzÞCU : ð12Þ
Now, given x ¼ ðx0; xNÞAO we deﬁne the constant R by
R :¼ exp  eðxÞ
1=a
1þ A
 !
and then consider the closed ball Bðx; RÞ given by
Bðx; RÞ :¼ fUAO : jx  yjpRg:
Thus, for yABðx; RÞ we have jx0  y0jpR and jxN  yN jpjlog Rja:
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Now,
yN  gðx0Þ þ Ajlogjx0  y0jja ¼ yN  xN þ xN  gðx0Þ þ Ajlogjx0  y0jja
p jyN  xN j  ðgðx0Þ  xNÞ þ Ajlogjx0  y0jja
p ð1þ AÞjlog Rja  eðxÞ
¼ 0:
Hence Bðx; RÞCCðzÞ: Combining this with (12) the result follows. &
Theorem 4.1. Let @O be ða; logÞ regular near a.
Let fAW 1;2ðOÞ and f vanish outside a neighbourhood of a. Then there exists b10oN
such that
Z
O
j f j2jlogðdGðxÞÞjabdNxpb10
Z
O
ðjrf j2 þ j f j2Þ dNx
	 

for all 0obo1:
Proof. If 0obo1; then the embedding W 1;2ðIÞDLNðIÞ for any ﬁnite interval I
implies that there exists b1040 such thatZ
O
eðxÞbj f ðxÞj2 dNxpb10
Z
O
ðjrf j2 þ j f j2Þ dNx
for functions supported in a neighbourhood of G: Now apply Lemma 4.1 and the
result follows immediately. &
Corollary 4.1. Let @O be ðlog; aÞ regular near every point and let 0obo1 be such that
ab41: Then there exists b1140 such that the log-Hardy inequality
jlog djabpb11ðHN þ 1Þ
holds in the sense of quadratic forms. Moreover, we have the log-Sobolev inequality
Z
O
f 2 log f dNxpeQð f Þ þ ZðeÞjj f jj22 þ jj f jj22 logjjf jj2
for all fAW 1;2ðOÞ where 0oe and
ZðeÞpb12e1=ðab1Þ  b13 log eþ b14
for some constants b12; b13 and b1440:
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5. A rotationally invariant example
The previous results cover the case in which the cusp is not too sharp (i.e. a41). It
would be interesting to know what happened outside this range of a:
The following section considers a slightly different problem. We now work on a
two-dimensional, rotationally invariant Riemannian manifold. The manifold when
embedded into R3 has a cusp either at a ﬁnite point or at inﬁnity. This model was
considered by Davies [3]. Davies showed ultracontractivity in the case of Dirichlet
boundary conditions with a similar function ZðeÞ to that which we found in the
previous section. However, at some critical value of the parameter controlling the
sharpness of the cusp we show that ultracontractivity fails by demonstrating that one
of the eigenfunctions does not lie in LN (this, of course, in no way contradicts the
compactness of the resolvent). This is possible because the rotational invariance of
the problem allows us to reduce it to one that is one dimensional.
This breakdown in ultracontractivity is interesting in its own right and although it
does not allow us to deduce anything about the ﬂat case it does show that
ultracontractivity can breakdown before we have exhausted all possible functions ZðeÞ:
5.1. Basic model
We begin by recalling the deﬁnition of the manifold from [3, Example 15] and a
few elementary facts about it.
Let M be the manifold
M :¼ ð2p;NÞ  S1
equipped with the metric
ds2 ¼ gðuÞðdu2 þ dy2Þ:
Thus, the Riemannian volume element dvol is given by
dvol ¼ gðuÞ du dy:
If g is bounded and Z N
2p
gðuÞ1=2 duoN;
then M is bounded and if
jg0jo2g
for large u; then we may embed the manifold in R3 for such u by setting
x ¼ gðuÞ1=2 cos y;
y ¼ gðuÞ1=2 sin y;
z ¼ zðuÞ;
8>><
>:
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where
z0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g  ðg0Þ2=4g
q
:
One gets a power cusp by setting gðuÞ ¼ ua where a42: The next case Davies
introduces involves setting
gðuÞ ¼ u2ðlog uÞa: ð13Þ
The manifold M has ﬁnite volume for all a40; however, it is bounded if and only
if a42:
For all a40; the curvature K (see [3, Example 15]) has the asymptotic behaviour
KB ðlog uÞa as u-N:
Lemma 5.1. Let a42 and let B be the ball centered at the cusp with radius e: Let
k :¼ ða  2Þ=2: Then, we have
VolðBÞBexpðk1=ke1=kÞðkeÞ1=k
as e-0þ:
Proof. The distance between any point ðu0; y0Þ and the cusp is nowZ N
u0
u1ðlog uÞa=2 du ¼ 2
a 2 ðlog u0Þ
1a=2:
To simplify notation let
ZðeÞ :¼ expðk1=ke1=kÞ:
The volume of the ball is thenZ N
ZðeÞ
u2ðlog uÞa du ¼
Z N
log ZðeÞ
evva dv
B
ðlog ZðeÞÞa
ZðeÞ as e-0
þ: &
5.2. The proof of ultracontractivity
The main result in [3, Example 15, B] is the following:
Theorem 5.1 (Davies [3, Example 15, Case B]). Let the metric be given by (13) and
suppose a42: Then, the manifold is bounded and we have a logarithmic Sobolev
inequality Z
M
f 2 log f dvolpeQð f Þ þ bðeÞjjf jj22 þ jjf jj22 logjj f jj2
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for all 0pfAW 1;20 ðMÞ and 0oeo1 where
bðeÞpce1=ða1Þ:
Davies’ technique involves two components. The ﬁrst is the existence of the
quadratic form inequality
ðlog uÞapc0HD; ð14Þ
where HD is the Dirichlet Laplacian. The second component involves ﬁnding a
uniform covering of the manifold with sets On that are diffeomorphic to cubes and
also uniform estimates for the metric and other quantities in each On: This procedure
is explained in [3, Section 3].
However, if one studies the proof of Theorem 5.1 the fact that the manifold is
bounded is unimportant. Moreover, the quadratic form inequality (14) holds for all
a40: Thus we have:
Theorem 5.2. Let the metric be given by (13) and suppose 2Xa41: Then the manifold
is unbounded but of finite volume and we have a logarithmic Sobolev inequalityZ
M
f 2 log f dvolpeQð f Þ þ bðeÞjjf jj22 þ jjf jj22 log jj f jj2
for all 0pfAW 1;20 ðMÞ and 0oeo1; where
bðeÞpce1=ða1Þ:
In fact, we actually have more than this because (14) actually holds with HD
replaced by HN:
Lemma 5.2. Let D denote the set
D :¼ ffACNð½2p;NÞ  S1Þ-W 1;2ðMÞ : suppð f Þ-½Rf ;NÞ ¼ |
for some Rf40g:
Then D is dense in W 1;2ðMÞ:
Proof. We have that W 1;2ðM; u du dyÞ+W 1;2ðM; dvolÞ and since M has the
segment property [1, Theorem 3.18], gives us that
W 1;2ðM; u du dyÞ ¼ %D: &
We now prove a version of the result of Moss, Allegretto and Piepenbrink used to
prove (14), suitable for the case of Neumann boundary conditions.
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Theorem 5.3. We have
HNX 316 ðlog uÞa ð15Þ
in the sense of quadratic forms.
Proof. We deﬁne f by
fðuÞ :¼ u1=2  Cu1=4;
where C :¼ 2ð2pÞ1=4: Thus f satisﬁes the Neumann condition f0ð2pÞ ¼ 0: Then for
fAD; we haveZ N
2p
@f
@u
@f
@u
du ¼
Z N
2p
1
2
u1=2  C
4
u3=4
	 

@f
@u
du
¼ f 1
2
u1=2  C
4
u3=4
	 

N
2p
þ
Z N
2p
f
1
4
u3=2  3C
16
u7=4
	 

du
¼
Z N
2p
f
1
4
u3=2  3C
16
u7=4
	 

du
¼
Z N
2p
ðlog uÞaf 1
4
u1=2  3C
16
u1=4
	 

u2ðlog uÞa du
and so Z
M
@f
@u
@f
@u
þ @f
@y
@f
@y
	 

du dyX
3
16
Z
M
ðlog uÞaff dvol:
We now follow the proof of [4, Theorem 1.5.12]. Given fAD we set f ¼ fg for
gAD: Then, Z
M
@f
@u


2
þ @f
@y


2
 !
du dyX
Z
M
jgj2 @f
@u


2
þ2g @f
@u
 !
du dy
¼
Z
M
@f
@u
@fjgj2
@u
du dy
X
3
16
Z
M
ðlog uÞaf2jgj2 dvol
¼ 3
16
Z
M
ðlog uÞaj f j2 dvol:
Thus, we have
HNX 316 ðlog uÞa
in the sense of quadratic forms. &
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Corollary 5.1. Theorems 5.1 and 5.2 hold also in the case of Neumann boundary
conditions.
Proof. The domain decomposition does not depend on the particular boundary
conditions chosen. Its critical use is in [3, Theorem 8]. However, the proof of this
depends on the classical bound
hpa1jjhjj2NðK þ 1Þ1=4;
where a1 is some constant, hX0 and K is the Neumann Laplacian on the cube ð0; 1ÞN
(all of this is to be interpreted in the Euclidean metric). It is easily seen that all of the
calculations hold not only for fACNc ðMÞ but also for fAD: Since we have both the
conclusion of [3, Theorem 8] and the quadratic form inequality (15) we can apply
[3, Theorem 2] which is stated for an abstract positive self-adjoint operator to get
the ﬁnal result. &
5.3. Breakdown of ultracontractivity
Our main result shows that ultracontractivity breaks down at the point a ¼ 1:
Theorem 5.4. Let the metric be given by (13) and let a ¼ 1: Let H be the Laplacian
subject either to Dirichlet or Neumann boundary conditions. Then eHt is not
ultracontractive.
Proof. Suppose that eHt is ultracontractive. Then since the volume of M is ﬁnite,
we deduce that H has compact resolvent. Now, since the domain is rotationally
invariant so we may use the rotational group to decompose L2ðMÞ into orthogonal
linear spaces fLngnAZ consisting of functions of the form
hðr cos y; r sin yÞ ¼ f ðrÞeiny:
Since the operator commutes with rotations it maps each of these subspaces into
itself and so its spectral behaviour can be analysed in each subspace independently.
This allows us to reduce H to a one-dimensional operator. The associated
differential equation is then
f 00ðuÞ þ n2f ðuÞ ¼ lgðuÞf ðuÞ; 2pouoN; nAZ: ð16Þ
The appropriate boundary conditions are given by classifying the end points. The
left-hand end point u ¼ 2p is clearly regular and we may specify boundary
conditions in the usual way. Now let l ¼ 0: Then, the equation has the basis of
solutions
f1ðuÞ ¼ 1 f2ðuÞ ¼ u
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in the case n ¼ 0: If na0; then we have the following basis of solutions:
c1ðuÞ ¼ enu c2ðuÞ ¼ enu:
A calculation shows that
f2;c2eL
2ðð2p;NÞ; gðuÞ duÞ;
whereas
f1;c1AL
2ðð2p;NÞ; gðuÞ duÞ;
whence we classify N as being Limit Point (for an introduction to the theory of
singular Sturm–Liouville problems and end point classiﬁcation see [10]).
Let
Mð2p;NÞ :¼ ff : f ; f 0AACð2p;NÞ and f ; f 00AL2ð2p;N; gðuÞ; duÞg
and then the domain of the one-dimensional operator subject to Dirichlet boundary
conditions is
DD ¼ ffAMð2p;NÞ : f ð2pÞ ¼ 0g
and subject to Neumann conditions:
DN ¼ ffAMð2p;NÞ : f 0ð2pÞ ¼ 0g:
We now focus on the subspace of purely radial functions by taking n ¼ 0 and make
the change of variable log u ¼ v: Let hðvÞ ¼ f ð1=uÞ and the equation becomes
ðevh0ðvÞÞ0 ¼ le
vhðvÞ
v
; log 2povoN:
Now let kðvÞ ¼ ev=2hðvÞ and the equation now becomes
k00ðvÞ þ VðvÞkðvÞ ¼ 0; log 2povoN;
where
VðvÞ ¼ 1
4
 l
v
:
We can now use standard techniques from asymptotic analysis (see e.g. [9, Chapter
6]) to analyse this equation. The solutions k1 and k2 have the following asymptotic
forms:
k1ðvÞ ¼ Aev=2vlð1þ Oð1=vÞÞ;
k2ðvÞ ¼ Bev=2vlð1þ Oð1=vÞÞ
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as v-N and where A and B are constants. Consequently, the solutions to Eq. (16)
satisfy
f1ðuÞ ¼ Auðlog uÞlð1þ Oð1=ðlogðuÞÞÞ;
f2ðuÞ ¼ Bðlog uÞlð1þ Oð1=ðlogðuÞÞÞ
as u-N:
Thus f1eL2ðð2p;NÞ; gðuÞ duÞ and f2AL2ðð2p;NÞ; gðuÞ duÞ but also neither f1 nor
f2 belong to L
N (unless of course l ¼ 0). However, the assumption that eHt is
ultracontractive implies that all eigenfunctions lie in LN: Thus, we either have
unbounded eigenfunctions or no eigenfunctions both of which contradict the
ultracontractivity assumption. &
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