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SUMMARY 
Ambient air pollution is found to be associated with human mortality and morbidity. In this 
study, I developed and employed multiple air quality modeling techniques provide 
temporally and spatially resolved information on source impacts and pollutant 
concentrations.  
I applied the Chemical Mass Balance (CMB) receptor model that uses observational data 
to quantify source impacts in the State of Georgia. The results show that PM2.5 total mass 
concentrations decreased from 13.8 µg/m3 to 9.2 µg/m3 averaged across all sites from 2002 
to 2013. The secondary sulfate and nitrate species decreased by 58% and 44%, respectively. 
Total mobile source impacts decreased more at urban sites (39%) than rural sites (23%)。 
Biomass burning impacts decreased more at rural sites (34%) than urban sites (27%). The 
observation-based estimates provide source impact trends and levels but are limited by the 
spatial and temporal coverage. In addition, the mobile source is found to be a major primary 
source and more information about mobile sources can help understand their impacts on 
human health.  
To understand mobile source impacts on PM2.5 at finer spatially and temporally scales, I 
developed an approach using EC, CO, and NOx measurements as indicators of mobile 
source impacts based on an integrated mobile source indicator (IMSI) method. I extended 
the method in three aspects for better spatial resolution, 1) using 24-hr average pollutant 
concentrations estimated at 4km and 12km resolutions, 2) using spatially-resolved 
emissions instead of county-level emissions in the IMSI formulation, 3) spatially 
 xvi 
calibrating the unitless indicators based on annual average mobile source impacts estimated 
by CMB. The generated total mobile and separate vehicle source impacts agree well with 
daily CMB results for 2002 to 2010 in Georgia, with high temporal correlations and low 
biases. Overall, this approach provides mobile source impacts that are similar to 
observation-based estimates but at finer spatial and temporal resolutions. The daily mobile 
source impacts generated in this study are being used to improve assessment of air pollution 
health effects.  
At city-level, source and pollutant exposure assessment requires much finer resolution data. 
A common method to estimate the city-scale and fine resolution primary pollutant 
concentration is dispersion model, such as the newly developed Research LINE-source 
(RLINE) dispersion model for near-surface emission releases. I developed a procedure that 
generates observation-calibrated hourly concentrations of PM2.5, CO, and NOx from mobile 
sources using RLINE at 250m resolution in the 20-county Atlanta area. In the procedure, I 
used a computationally efficient annual average approach and calibrated RLINE 
concentrations with observational data. Our results show that RLINE overestimated the 
annual averages of CO and NOx daily 1-hour maximum concentrations by factors of 1.3 
and 4.2 on average, respectively, and PM2.5 mobile source impacts by a factor of 1.8 
compared with estimates by CMB with gas constraints. Based on observational data, I 
calibrated the RLINE estimates of CO, NOx, and PM2.5 emitted by mobile sources from 
2002 to 2011 at multiple sites. The calibration largely reduced modeling biases. The 
calibrated results agree well with the pollutant fields from observation-blended 12-km 
resolution Community Multi-scale Air Quality (CMAQ) model fields of CO and NOx with 
Pearson correlation R2 values of 0.55 for CO and 0.54 for NOx, respectively. The calibrated 
 xvii 
fields of PM2.5 were compared with 4-km resolution mobile source impact fields by the 
extended IMSI method with an R2 value of 0.53. The method has been applied in air quality 
planning efforts. The pollutant concentration fields were used in health exposure studies 
and helped evaluating the health impact of air pollution exposure for pregnant women and 
pediatric respiratory disease. 
In the trafficked and populated areas of cities, the accuracy of spatial gradients of ambient 
air pollutant concentrations near roadways are critical for fine scale exposure assessment. 
In this study, I measured and simulated the spatial gradients near-road and evaluated the 
estimate of the RLINE modeling results. I first characterized the spatial gradients of two-
week averaged near-road pollution for NOx, CO, PM2.5, and eight volatile organic 
compounds (VOCs) using passive sampler detectors (PSD) and dispersion model RLINE 
in Atlanta, GA. I found that the spatial gradients show a decrease of up to 3.1 fold from 
highway adjacent areas (<100m away from highway) to remote areas (>1500m away from 
highway) for all pollutants in the PSD measurements and up to 4.2 fold in RLINE estimates. 
As there was no measurement for CO or PM2.5 by PSD, I compared the correlation of paired 
pollutants from same sources to check the simulation performance of RLINE. The 
comparisons show good correlations for NOx estimated by RLINE with NOx measured by 
PSD, CO by RLINE with benzene by PSD, and PM2.5 by RLINE with m-xylene by PSD, 
indicating RLINE captures the spatial variations well. However, the comparison of NOx 
shows RLINE yielded larger spatial gradients and higher concentration levels. After 
calibrating RLINE estimation using the PSD measurements, the near-road spatial gradients 
of NOx were well captured. This study reveals the near-road spatial gradients for NOx and 
VOCs and calibrates the RLINE estimates of NOx to observation levels for use in health 
 xviii 
exposure studies. In addition to the two-week average near-road gradients, I also evaluated 
sampling representativeness of fixed monitors for the surrounding areas by comparing 
spatio-temporal variations of NOx, NO2, black carbon (BC), and PM2.5 measured by 
nephelometer. The results show that the fixed monitors can represent the pollution 
condition in surrounding ~600m radius areas. 
Overall, this research developed and evaluated multiple modeling techniques that simulate 
concentrations and source impacts at different temporal resolutions and spatial scales with 
a focus on the mobile sources. These approaches help improve the estimation of fine-scale 
concentration fields by calibrating modeling results to observational levels with better 
spatial and temporal coverage. The methods are being applied in studies in different areas 
and years, and the generated concentration fields have helped evaluating the health impacts 





CHAPTER 1. INTRODUCTION 
The association between ambient air pollution and human mortality and morbidity has 
become a concern worldwide (Brook et al., 2010; Gill et al., 2011; Lim et al., 2012; Stanek 
et al., 2011). While air pollution has been regulated and controlled in many regions of the 
world, mortality attributable to air pollution is still increasing (Lim et al., 2012). In 
particular, the fine particulate matter (PM2.5 with size ≤2.5µm) is of the most concern as its 
concentrations are still increasing in many regions of the world with broad health impacts 
on pregnant women, children, and all other vulnerable populations (Chen et al., 2015; 
Pennington et al., 2017a; Strickland et al., 2010).  It’s been found that exposures to PM2.5 
in short terms (e.g., from hours to weeks) and long-terms (e.g., years) are associated with 
cardiorespiratory disease and mortality (Brauer et al., 2016; Cohen et al., 2005; 
Kioumourtzoglou et al., 2016; Lelieveld et al., 2015; Pennington et al., 2017a; Strickland 
et al., 2010). The health impact of PM2.5 can be tracked to specific emission sources and in 
return help in source control policy. This leads to increasing interest in the source impact 
study of PM2.5 (Andersson et al., 2015; Liu et al., 2016; Wang et al., 2014) and the link of 
source impacts with health effects. For further investigation of the linkage in health and 
source impacts, accurate estimates of the spatial and temporal distributions of source 
impacts are needed.  
Typically, source impacts on PM2.5  can be estimated using source apportionment receptor-
based models, such as the chemical mass balance (CMB) model (EPA, 2004a) and the 
positive matrix factorization (PMF) method (Paatero and Tapper, 1994). Receptor-based 
models use the measurements of PM2.5 species to retrieve the source contributions to total 
 2 
mass. The Chemical Mass Balance (CMB) model is a wide used receptor model based on 
specified source profiles (EPA, 2004a; Watson et al., 1984). The receptor models are 
assumed to capture the actual level of source impacts but their applications are limited by 
the availability of the field measurements. For better spatial and temporal coverage, 
emission-based source apportionment models are also used for source impact analysis such 
as Community Multiscale Air Quality model with Decoupled Direct Method (CMAQ-
DDM) (Dunker et al., 2002; Napelenok et al., 2006; Zhang et al., 2012). The conceptual 
models use simulated emissions and meteorology information and can subject to large 
errors because of the uncertainties in the simulations. To combine the advantage of 
observation-based receptor models and the emission-based models, several methods have 
been developed that assimilate model simulations and field measurements for both 
concentrations and source impacts (Beckerman et al., 2013; Friberg et al., 2016a; Ivey et 
al., 2015; Redman et al., 2016; Sturtz et al., 2014; Zhai et al., 2016).  
The health impact of traffic related air pollution is of particular interest because mobile 
vehicles are the most common sources in highly populated regions and has been found to 
be associated with asthma in children and other diseases (Brauer et al., 2008; Gehring et 
al., 2010; Pennington et al., 2017a).  Motor vehicles are major sources of elemental carbon 
(EC) and organic carbon (OC) in PM2.5 emissions, and gas phase pollutants such as carbon 
monoxide (CO) and nitrogen oxides (NOx). These pollutants have been used as surrogate 
of mobile vehicle impact and been found to be associated with adverse health effects in 
several studies (Chen et al., 2013; Delfino et al., 2006; Nordling et al., 2008). The impact 
of mobile source on human health are being investigated using and pollutant concentration 
metrics and source impact metrics. Other than the receptor models and emission-based 
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source apportionment models, multi-pollutant metrics and dispersion models are also used 
to estimate the mobile source related impacts for different regions at multiple resolutions 
(Oakes et al., 2014b; Pachon et al., 2012; Zhai et al., 2016). Multipollutant metrics can be 
more related with potential health effects than direct source impacts in some cases 
(Dominici et al., 2010; Hidy and Pennell, 2010; Johns et al., 2012). An emission-based 
Integrated Mobile Source Indicator (IMSI) using observed concentrations and estimated 
emissions of CO, NOx, and EC was developed to generate a unitless indicator of mobile 
source impacts. The mobile indicator by this method was found to be significantly 
correlated with health outcomes at multiple locations (Oakes et al., 2014b; Pachon et al., 
2012), but it does not reflect the actual spatial variation levels in source impacts. For 
capture of the source impact levels, further calibration is needed. 
For the city-level and neighborhood-level simulations of traffic source impacts, the 
spatially sparse observations limit the ability of receptor models in capturing the spatial 
coverage, while the accuracy and relatively coarse resolution of chemical transport models 
(CTM) limit the utility in capturing the highly variated actual exposure to traffic sources. 
For such fine scale and high-resolution exposure information, dispersion model Research-
Line (R-LINE) can be used (Batterman et al., 2015; Chang et al., 2015; Zhai et al., 2016). 
R-LINE is a steady-state plume model and designed for line sources with a new plume 
meandering algorithm for light wind conditions (Snyder et al., 2013; Venkatram et al., 
2013). However, dispersion models in general are found to overestimate the pollutant 
concentrations (Venkatram et al., 2004). The evaluation of the R-LINE is needed for it’s 
accuracy in capturing the spatial variation and concentration levels. 
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The objective of this research is to reduce the limitations in air quality models by extending 
the spatial resolutions for different spatial scales and calibrating the biased modeling results 
to observational levels for better accuracy. This research provides multiple modeling 
techniques with focus on mobile sources. The proposed methods are able to generate fine-
resolution concentrations and source impacts with relatively low bias. The long-term data 
generated from this research allow for the spatial analysis of health data to assess pollutant 
exposure risks of susceptible and vulnerable populations. The methods help reveal spatial 
and temporal air pollution characteristics for better understanding of air quality and its 
impact on human health.  
Chapter 2 presents the source impacts on PM2.5 for 9 sources using receptor model CMB 
at 13 sites in Georgia for 2002 to 2013. The analysis shows the contributions of each source 
in the decrease over time and the long-term and short-term trends of the sources. Chapter 
2 shows that mobile sources are important primary sources and in Chapter 3, I further 
investigated the source impacts of mobile vehicles by developing an extended IMSI 
approach. This approach extends the original IMSI to a spatial application and calibrates 
the unitless indicators with CMB estimated mobile source impacts on PM2.5. I applied the 
approach and generated daily mobile source impacts for Georgia from 2002 to 2008 in 
12km resolution and 2008 to 2010 in 4km resolution. In Chapter 4, finer resolution annual 
average concentration fields are generated using an annual average approach based on R-
LINE estimation and field observations. The comparison of R-LINE with observations in 
Atlanta shows that R-LINE overestimates the spatio-temporal distributions but captures 
the variation well. I developed a calibration method for R-LINE using the observations and 
generated 250m resolution annual concentration fields for NOx, CO, and PM2.5 for 2002 to 
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2011. The results show decreased bias compared to observations but higher spatial 
resolution. In Chapter 5, I characterized the near-road spatial gradients using R-LINE and 
near-road measurements by passive detector samplers for two-week averages. The results 
of modeling and measurements both show high spatial gradients from near-road to far-road, 
with good agreement in the variations of the two methods. However, the spatial gradients 
and concentrations are both overestimated by R-LINE. After calibrating R-LINE to the 
measurements, R-LINE can capture the spatial gradients well. In addition, I compared the 
fixed monitor observations with the mobile platform measurements surrounding the 
monitor and found that the monitors are representative of the air pollution in the 
surrounding areas. Overall, this study uses multiple modeling techniques for estimation of 
traffic related air pollution in spatial scales from state-level to neighborhood-level. The 
generated concentration fields lay the foundation of the health impact study of air pollution 
exposure.   
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CHAPTER 2. SPATIAL AND TEMPORAL SOURCE 
APPORTIONMENT OF PM2.5 IN GEORGIA, 2002 TO 2013 
As published in Atmospheric Environment 161 (2017): 112-121. 
Abstract 
The Chemical Mass Balance (CMB) receptor model was applied to estimate PM2.5 source 
impacts over Georgia from 2002 to 2013 using ambient PM2.5 species concentration data 
from 13 sites. Measurements of 19 PM2.5 species were used as inputs along with 
measurement-based source profiles to estimate the impacts of nine sources, including both 
primary components (from heavy duty diesel vehicle, light duty gasoline vehicle, biomass 
burning, coal combustion, and suspended dust sources) and secondary pollutants 
(ammonium sulfate, ammonium bisulfate, ammonium nitrate, and secondary organic 
carbon). From 2002 to 2013, PM2.5 total mass decreased from 13.8 µg/m3 to 9.2 µg/m3 
averaged across all sites, a 33% decrease. Largest decreases were observed for secondary 
sulfate and nitrate species (58% and 44%, respectively). The amount of neutralization by 
ammonium did not change substantially over the time period in spite of substantial 
decreases in sulfate and nitrate concentrations. Total mobile source impacts decreased 
more at urban sites (39%) than rural sites (23%), whereas biomass burning decreased more 
at rural sites (34%) than urban sites (27%). The estimated central-site source impacts are 
found to spatially represent large areas for secondary pollutants, smaller areas for biomass 
burning and dust, and very local areas for mobile sources and coal combustion. Trends 
from the National Emissions Inventory were compared with the annual trends of mobile 
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source impacts, coal combustion impacts, and sulfate concentrations, resulting in 
statistically significant positive trends with Pearson R2 of 0.80, 0.64, and 0.79, respectively. 
Results presented here suggest that PM2.5 reductions in Georgia and the Southeast have 
been achieved by control of both stationary and mobile sources, and that PM2.5 is comprised 
of increasing fractions of biomass burning emissions and suspended dust. The temporal 
trends of source impacts at each site adds information about source changes beyond the 
every-three-year emission inventories for evaluation of emission-based model results.  
2.1 Introduction 
Ambient air quality has been found to be associated with adverse increased health effects 
(Brook et al., 2010; Gill et al., 2011; Lim et al., 2012; Stanek et al., 2011).  Short-term 
exposures to fine particulate matter (PM2.5) (e.g., from hours to weeks) are found to be 
associated with acute cardiorespiratory morbidity (Brook et al., 2010; Miller et al., 2007; 
Sarnat et al., 2008), and long-term exposure (e.g., years) is associated with mortality 
(Lelieveld et al., 2015; Mar et al., 2006). In particular, elevated PM2.5 levels are found to 
impact the health of children, as children have higher exposures than adults due to longer 
duration of outdoor activities (Bateson and Schwartz, 2008; Salvi, 2007).  While air quality 
has improved in many regions of the world, deaths attributable to ambient particulate 
matter worldwide increased from about 2.9 million in 1990 to 3.2 million in 2010 (Lim et 
al., 2012). In addition to the impacts on human health, PM2.5 affects the broader 
environment such as atmospheric visibility (e.g., (Kim et al., 2006; Lin et al., 2014; Poschl, 
2005; Schichtel et al., 2001; Shen et al., 2015)) and interacts with climate (e.g., (Poschl, 
2005; Zou et al., 2017)). The interactions of PM2.5 with health, visibility and climate are 
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highly source specific, which has led to increased interest in investigating the source 
impacts of PM2.5 (Andersson et al., 2015; Liu et al., 2016; Wang et al., 2014). 
PM2.5 is a complex mixture of components that are emitted by different sources. 
Epidemiologic studies have investigated the associations of adverse health effects with 
total PM2.5 (Lelieveld et al., 2015; Wesson et al., 2010), PM2.5 source contributions (Brauer 
et al., 2008; Chen et al., 2013; Nordling et al., 2008), and combinations of PM2.5 
constituents with other pollutants (Oakes et al., 2014a; Pachon et al., 2012). Increasingly, 
attention is being drawn to link the health effects of source impacts to emission controls 
and regulations, driving a desire for accurate estimates of the spatial and temporal 
distributions of source impacts. 
Emissions, such as those provided by the National Emissions Inventory (NEI) 
(Environmental Protection Agency, 2016) at the county level, reflect the source changes 
over time and space. For several sources, emission trends are found to be correlated with 
concentrations of tracer species (Hidy et al., 2014). Such tracer species concentrations can 
be used to evaluate the emission changes for certain sources. However, they are still not 
quantitatively reflecting direct source impacts. 
Source impacts on PM2.5 are typically estimated using receptor-based and emission-based 
source apportionment models (Chan et al., 2008; Held et al., 2005; Ito et al., 2004; Lee et 
al., 2008b; Liu et al., 2010b; Marmur et al., 2006; Querol et al., 2007; Shi et al., 2009; Shi 
et al., 2011; Viana et al., 2008; Wang et al., 2012b; Watson et al., 2015; Zheng et al., 2002). 
Receptor-based models use the components of PM2.5 to infer the contributions of sources 
to total PM2.5 concentrations. A widely used receptor model, the Chemical Mass Balance 
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(CMB) model, is based on specified source profiles and measured concentrations (EPA, 
2004a; Watson et al., 1984). The estimated source impacts are assumed to reflect the actual 
level of impact but the model’s dependence on measurements limits the application to 
locations with speciated PM2.5 measurements. When receptor-based results at central 
monitors are used to represent a region in exposure studies, their spatial representativeness 
needs evaluation.  
Emissions-based source apportionment models are also used to estimate source impacts 
(Dunker et al., 2002; Napelenok et al., 2006; Odman et al., 2002). The models typically 
provide much more complete results than measurements, both spatially and temporally, but 
these results are subject to potentially large errors due to uncertainties in the simulated 
meteorology, chemistry, and emissions data. A number of methods have been developed 
that combine model simulations and field measurements for both concentrations and source 
impacts (Beckerman et al., 2013; Friberg et al., 2016a; Ivey et al., 2015; Redman et al., 
2016; Sturtz et al., 2014). 
In this research, we estimated the daily source impacts on PM2.5 using CMB for nine 
sources at 13 monitoring locations in Georgia over 2002 to 2013. We investigated the long-
term changes of PM2.5 composition and PM2.5 source impact changes and compared the 
trends of sources with data from the National Emissions Inventory (Environmental 
Protection Agency, 2016). For use in health studies, we characterized the spatial 
representativeness of the sites for each source. The source impact results support ongoing 
studies of source exposure impacts on acute health effects. The trends analysis is being 
used to support policy outcome assessment studies for air quality management. 
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2.2 Methods 
We applied CMB version 8.2 (EPA, 2004a) with measurement-based source profiles 
(Marmur et al., 2005) for 9 sources at 13 PM2.5 speciation monitoring sites in Georgia as 
described below using data from 2002 to 2013.  
2.2.1 PM2.5 Species Data 
The CMB application used measured concentrations of PM2.5 species, including the major 
five species sulfate (SO42-), nitrate (NO3-), ammonium (NH4+), elemental carbon (EC), and 
organic carbon (OC), and 14 trace metal species (Al, Br, Ca, Cu, Fe, K, Mn, Pb, Sb, Se, Si, 
Sn, Ti, and Zn). We used 24-hr ambient concentrations of PM2.5 total mass and these 19 
species available from 2002 to 2013 at 11 sites in Georgia and 2 sites at the borders of 
Georgia with Florida and Tennessee (Fig. 1). Nine sites are from the Chemical Speciation 
Network (CSN) (EPA, 2011), two sites from the Interagency Monitoring of Protected 
Visual Environments (IMPROVE) monitoring network (Malm, Schichtel, and Pitchford 
2011), and two sites from the Southeast Aerosol Research and Characterization (SEARCH) 
network (Edgerton et al., 2006; Malm et al., 2011). CSN sites are located in urban areas 
and provide data every three days at the South DeKalb (SDK) site in Atlanta and every six 
days at the other sites in Georgia (Athens, Columbus, Macon, Augusta, Rome, and Douglas) 
as well as in Chattanooga near the Georgia-Tennessee border and Tallahassee near the 
Georgia-Florida border. The IMPROVE sites provide data every three days at two rural 
locations in Georgia (Murray and Charlton). Data are available daily from two SEARCH 
sites in Georgia, one an urban site at Jefferson Street (JST) in midtown Atlanta and the 
other a rural site in Yorkville (YRK). The two IMPROVE sites do not provide 
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measurements of NH4+, Sb, and Sn. The two SEARCH sites do not provide measurements 
of Sb and Sn. The NH4+ concentrations at IMPROVE sites are estimated using linear 
regression relationships of SO42- and NH4+ neutralized by SO42- at nearby sites (details are 
in Fig. A8). 
 
Figure 1 Monitors with PM2.5 species concentrations in Georgia.  
OC and EC were measured by either thermal optical transmittance (TOT) or thermal optical 
reflection (TOR) (Chow et al., 1993). The two methods split the organic carbon and 
elemental carbon differently (Malm et al., 2011). The TOT method was used for OC/EC 
measurement until April 2007 at two CSN sites, Columbus and Macon, and then by the 
TOR method. The other CSN sites switched from the TOT method to the TOR method in 
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April 2009. The two IMPROVE sites and two SEARCH sites used the TOR method 
throughout 2002 to 2013. We converted the concentrations measured by the TOT method 
to TOR equivalent levels using the method developed by Malm et al 2011 (Malm et al., 
2011) that accounts for seasonal differences. The converted OC concentrations in TOR are 
highly correlated with the measured OC in TOR, but with some difference in the daily 
variations, which leads to some difference in the daily variations of source impacts, mainly 
OTHEROC and HDDV. The OC/EC concentrations are blank-adjusted, as described in SI. 
CMB requires uncertainties as weighting factors for optimization. The IMPROVE network 
reported uncertainties for EC and OC thermal fractions, based on which the uncertainty of 
total EC and OC are calculated. When uncertainties were not directly reported, we followed 
the EPA guidance for evaluating uncertainties using detection limit information and 
concentrations (EPA, 2011; Taylor and Kuyatt, 1994). 
2.2.2 CMB Model 
In the CMB modeling approach, species concentrations of PM2.5 at receptor locations and 
predetermined source profiles based on emission information are used to solve mass 
conservation equations (EPA, 2004a). The choice of source profiles introduces 
uncertainties since the number and composition of sources may change with region and 
season. Selecting a representative source profile is important for the accuracy of results. 
Different techniques have been applied to provide source profiles, such as measurements 
(Chow et al., 2004), Bayesian-based ensemble method (Balachandran et al., 2013) and 
optimization methods (Balachandran et al., 2012; Blanchard et al., 2012; Cesari et al., 2016; 
Marmur et al., 2007).  
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In this work, we used a set of source profiles summarized by Marmur et al. (2005) which 
have been developed for applications in the southeastern U.S. and have been utilized in 
multiple studies (Balachandran et al., 2013; Redman et al., 2016); see more details in 
Appendix. This approach has limitations for a large study area and a 12-year study period, 
but is reasonable for our goal of providing data for use in long-term health effect studies in 
Georgia for consistency over the time period. We wanted to avoid uncertainties and 
interpretation issues associated with using source profiles that vary over time and space. 
More discussion of the limitations of using a single set of source profiles is presented in 
this paper following presentation of results.  Also, since Sn and Sb are not reported for 
SEARCH and IMPROVE sites, and because their concentrations are often near or below 
their detection limits, we evaluated whether including those species for data from CSN 
sites influenced the results significantly and found that they had a negligible impact. 
The sources contributing to primary PM2.5 included were light duty gasoline vehicle 
(LDGV), heavy duty diesel vehicle (HDDV), biomass burning (BURN), coal combustion 
(CC), and suspended dust (SDUST). Measurement profiles for LDGV and HDDV were 
from Chow et al. (2004). The mass fractions of secondary pollutants formed in the 
atmosphere are grouped as ammonium sulfate (AMSULF), ammonium bisulfate 
(AMBSLF), ammonium nitrate (AMNITR), and unapportioned organic carbon 
(OTHROC), which is assumed to be largely secondary organic carbon (SOC). These 
groupings are used to account for their mass fraction in PM2.5 and are not meant to imply 
anything about aerosol mixture status in the atmosphere; that is, atmospheric aerosols are 
complex mixtures derived from sources as well as from physical and chemical atmospheric 
processing. 
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2.2.3 Spatial and Temporal Trend Analysis 
Seasonal characteristics in temporal trends were investigated using Lomb-Scargle 
Periodogram Method (LSPM) spectral analysis (Balachandran, 2013). LSPM allows for 
the spectral density analysis in unevenly sampled data (Press and Rybicki, 1989); in this 
case, monitoring data at 11 out of the 13 sites collected every three or six days. The LSPM 
analysis returns the periodicity of a time series and helps identify the significant seasonality 
characteristics of the time series. Periods with statistical significance of 0.05 (α<0.05) are 
identified.  
In addition to statistical period analysis, running averages were calculated to track the 
actual trends within a year. For each day in a year, the value is calculated as the average of 
30 days, i.e., 14 days prior and 15 days later. The days when no more than 50% of days 
within the 30-lag days were available were removed. We averaged the running average for 
12 years (for each day in a year, 12 values from 12 years are used) to present the trends in 
a typical year.  
Ordinary kriging was used to spatially interpolate the ratio of sulfate neutralization. 
Ordinary kriging is a geostatistical method that spatially interpolates data for a continuous 
surface of estimates (Cressie, 1988). In this study, we used MATLAB and the mGstat 
toolbox in MATLAB to calculate the exponential semivariograms in the kriging process. 
The estimated ratios are used as known data to estimate the values at each 4km by 4km 
grid in the Georgia domain. The generated surfaces are assumed to represent the spatial 
pattern of the ratio distribution. 
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2.3 Results and Discussion 
2.3.1 PM2.5 Species Concentration Trends 
12-year averaged concentrations of PM2.5 components varied from about 8.2 to over 13.5 
µg/m3 (Fig. 2), with the highest level found at JST in Atlanta, while the two IMPROVE 
sites located in rural areas had the lowest total concentrations (8.7 µg/m3 for Murray and 
8.2 µg/m3 for Charlton). EC, largely from mobile sources, and metals were lowest at the 
three rural locations (YRK, Murray, and Charlton). Metal concentrations (Fig. A1 of SI), 
particularly calcium and zinc, were highest in Macon where there are several nearby coal-
fired power plants, cement kilns, and metal processing plants. 
 
Figure 2. PM2.5 total mass and species concentrations, averaged over 2002 to 2013 for 
each site. Sites are ordered by SEARCH, CSN, and IMPROVE and then county-level 
population density (2010). Other mass is defined as the total mass minus the sum of the 
listed species. Ammonium is included in other mass at the two IMPROVE sites. 
The annual average PM2.5 total mass averaged across all sites decreased significantly (p-
value <0.001), from 13.8 µg/m3 in 2002 to 9.2 µg/m3 in 2013 (trends in species 
concentrations can be found in Figs. S1 and S2). On average, larger decreases were 
observed at urban sites (a drop of 4.8 µg/m3 from 2002 to 2013 averaged across urban sites) 
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than at rural sites (a drop of 3.8 µg/m3 averaged across rural sites). The maximum and 
minimum decreases occurred at JST (6.2 µg/m3) and Charlton (2.6 µg/m3), respectively. 
Over the 12 years, the difference between urban sites and rural sites is decreasing, 
suggesting that PM2.5 concentrations at urban sites are approaching a background level.  
As the three secondary inorganic ion concentrations have decreased substantially over time, 
the degree of neutralization of the particles may also have changed. The neutralization 
status of sulfate is sometimes estimated by molar ratio of ammonium to sulfate after 
removing ammonium associated with nitrate (RSO4 = ([NH4+] - [NO3-]) / [SO42-]); here, 
large RSO4 values (near two) represent a high degree of neutralization and low RSO4 values 
(near one) represent low degrees of neutralization. When RSO4 is lower than 1, it may be 
due to insufficient ammonium to neutralize both sulfate and nitrate and/or the presence of 
other cations, such as sodium. This ratio is not a surrogate for aerosol pH (Weber et al., 
2016), but is informative of how the three species (sulfate, nitrate, and ammonium) interact 
with gas phase precursors. RSO4 average levels over the 12-year period range from 0.5 to 
1.8 across the nine CSN sites and 1.2 to 2.0 at the two SEARCH sites (Fig. A3). The 
different ranges at CSN and SEARCH sites are likely due to different measurement 
methods and treatment of artifacts (See Fig. A4 and description in SI for more information).  
RSO4 decreased significantly over time (p < 0.001) at all sites, with a rate of decrease 
ranging from 0.026 unit/yr to 0.043 unit/yr (Fig. A3). The decreasing trend is consistent 
with RSO4 ratios found at six SEARCH sites in a broader region including four states in the 
southeastern US (Hidy et al., 2014), indicating that the ammonium bisulfate fraction is 
increasing over time in the southeastern US, corresponding to a more acidic aerosol (Weber 
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et al., 2016), in spite of decreasing sulfate and SO2 emissions. This has been attributed to 
lower ammonium concentrations when sulfate concentrations are low, shifting the 
equilibrium of ammonia toward the gas phase (Weber et al., 2016). There is little evidence 
of nitrate replacement of sulfate in the aerosol. 
Spatially, RSO4 is higher in north Georgia and lower in the south (Fig. A5, fields calculated 
using ordinary kriging method) and the pattern is consistent over the years. This spatial 
trend can be related to the spatial pattern of fuel combustion emissions by electricity 
generator units (EGUs) as EGU emissions have major impacts on components like sulfate 
and nitrate. PM2.5 emissions from fuel combustion by EGUs in the 2011 NEI (Fig. A6) 
were higher in counties located in northern Georgia than those in the south. A similar 
spatial pattern was observed from six locations in the southeast US (Hidy et al., 2014) 
where the lowest RSO4 values were found at the most southern sites (Gulfport and Oak 
Grove, Mississippi) and highest RSO4 values were found at the most northern sites (JST and 
YRK, Georgia). 
2.3.2 PM2.5 Source Impact Trends 
2.3.2.1 Source impact composition 
The majority of the mass of PM2.5 was allocated to sources using CMB (86% of PM2.5 
averaged across all sites and all years), with the rest of the mass unapportioned (Fig. 3). Of 
the identified sources, secondary pollutants that are formed in atmospheric reactions, i.e., 
ammonium sulfate, ammonium bisulfate, ammonium nitrate, and other OC, were the major 
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contributors to PM2.5 mass, comprising about 57% of total mass. Sources that contribute to 
primary PM2.5 were estimated to contribute 29% to the PM2.5 mass.  
Biomass burning comprised 40% of the total impact on primary PM2.5.  It is the largest 
contributor to primary PM2.5 at the two rural sites, Murray (54% of primary impacts) and 
Charlton (55%). Mobile sources, light duty gasoline vehicle and heavy duty diesel vehicle, 
comprised 37% of the total primary impacts. They are the largest contributors to primary 
PM2.5 at the three Atlanta sites, JST (53%), YRK (43%), and SDK (48%), as well as 
Chattanooga (50%). At the two rural sites, mobile sources are only 23% (Murray) and 20% 
(Charlton) of the primary impact. Dust contributed to 13% of total primary impacts. The 
largest dust contributions occurred at Athens (16%) and Douglas (16%). Coal combustion 
contributed to 10% of the total primary PM2.5 impacts, and the largest impact occurred at 
Macon (18% of total primary impact). 
The largest all-year average gasoline vehicle impact is observed at Chattanooga, with 1.7 
± 0.4 µg/m3. This large gasoline impact is related to its location near a hospital with heavy 
traffic volumes. The largest diesel vehicle impact is found at SDK, with 1.2 ± 0.2 µg/m3, 
as it is located 0.6 km from a major interstate highway that encircles Atlanta and has a large 
diesel vehicle volume as heavy duty trucks going through Atlanta without local deliveries 
are required to use this highway (State of Georgia, 2013). The largest coal combustion 
contribution was found in Macon (0.85 ± 0.2 µg/m3), where there are several nearby coal-
fired power plants. 
Some of the sources may be apportioned with bias due to collinearity of sources with 
similar tracer species. Specifically, when the tracer species concentrations are below 
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detection limits, CMB can fail to differentiate sources with similar profiles. For example, 
source profiles for light duty gasoline vehicle and heavy duty diesel vehicle were similar 
and the metal species that provide differentiation between them were not always available. 
At the rural site Charlton, where the mobile impact is low and tracer species are often below 
detection limitations, about 77% of the days only light duty gasoline vehicle source impacts 
are identified and no heavy duty diesel vehicle result is generated. Similarly, both biomass 
burning and heavy duty diesel vehicle are highly correlated with EC concentrations (Fig. 
A7). When a tracer species for biomass burning, i.e. potassium, was below detection limit 
or missing, CMB would mainly depend on other indicators such as EC, leading to 
mismatched results in the two sources.  
The representativeness of the selected source profiles can lead to uncertainty to the 
estimated source impact. For example, a large wildfire, i.e., the Bugaboo Scrub Fire with 
high OC to EC levels, occurred in southern Georgia during April to June 2007, spread 
around Okefenokee Swamp located near the Charlton monitor, and impacted downwind 
sites such as Charlton, Tallahassee, Douglas, Macon, and Columbus. On the high 
concentration days at these impacted sites, both large biomass burning and other OC 
impacts were identified. This can be caused by formation of secondary OC during the fire 
but the source profiles are only indicative of the primary species. It can also be caused by 
source profiles not capturing the characteristics of the burning mass on those days, the 
intensity of the fires, or types of flames under particular fire scale and weather. For example, 
source profiles for different woods vary (Fine et al., 2001) and the source profile used may 
not represent the biomass burned in a particular fire. Since biomass emissions are subject 
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to many changes, such as changing climate (Koppmann et al., 2005), it is not possible to 
capture the variation in source profiles over time and space. 
 
Figure 3. 12-year Averages of Source Impacts: the sites ordered same with Fig. 2. Sulfate 
species at the two IMPROVE sites are estimated (See description in Fig. A8 in SI).   
2.3.2.2 Long-term trends 
Significant decreasing trends (p-value less than 0.01) were found in six sources out of the 
nine sources, except for dust, coal combustion, and other OC (Fig. A9). Light duty gasoline 
vehicle and heavy duty diesel vehicle both decreased 0.02 µg/m3/yr; biomass burning and 
ammonium nitrate both decreased 0.05 µg/m3/yr; ammonium sulfate and ammonium 
bisulfate both decreased 0.19 µg/m3/yr. Other OC also showed substantial decrease over 
the study period (24% decrease in 2013 compared to 2002). In total, ammonium sulfate 
and ammonium bisulfate contributed to more than 80% of the decrease in PM2.5 total mass 
over the 12 years. 
Overall, sources impact on primary PM2.5 decreased to a lesser degree than on secondary 
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pollutants decreasing and dust source impacts remaining largely constant, the dust fraction 
in PM2.5 total mass are 66% larger in 2013 than in 2002. Similarly, relatively small decrease 
in biomass burning compared to secondary pollutants also led to an increase in its fraction 
in PM2.5 total mass, with the 2013 fraction 11% larger than that in 2002. Thus, sources 
contributing to primary PM2.5 such as biomass burning and dust, are becoming the major 
contributors to PM2.5 total mass.  
The annual trends largely follow the changes in emissions, with some variation due to 
meteorology. For example, precipitation has a strong effect on all source impacts, resulting 
in the low levels for most sources at most sites in 2009 when rainfall levels were high (Fig. 
A9). In addition, peaks of source impacts are observed when large emissions occurred, 
such as the large other OC impacts in 2007 due to the Bugaboo Scrub Fire. 
2.3.2.3 Short-term trends 
The trends with periods within a year are analyzed using LSPM and running averages. 
Results are presented for JST, YRK, SDK, Murray, and Charlton because they have more 
complete measurements, i.e., daily and one-in-three day measurements, and represent both 
rural and urban areas in Georgia. The sites with one-in-six-day data are insufficient in the 
running average and LSPM analyses. Spectrum results using LSPM are shown in Table A1 
for periods with a statistical significance of 0.05 for daily and one-in-three day 
measurements. As an example, spectrum plots of JST for all sources and PM2.5 total mass 
are shown in Fig. A10 as JST site is with daily measurement. Running averages are shown 
in Fig. A11. 
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Seasonality (defined as a cycle of approximately one year) was found by LSPM spectrum 
analysis for most sites and most sources. The peak periods were not always 365 but varied 
between 350 to 380 for three reasons: first, the source impact results are incomplete due to 
gaps in measurements and non-convergence of CMB; second, the precipitation and other 
conditions disturb the yearly distribution differently, which can impact the identification 
of the periods, and third, sampling every six days diffuses the detectable signal frequency. 
Light duty gasoline vehicle was found to be larger in winter and lower in summer, with a 
stronger seasonal trend at urban sites (JST and SDK) than rural sites (YRK, Murray, and 
Charlton). The pattern is consistent with larger emissions and lower mixing heights in 
winter than in summer. Dust impacts peak in the summer (July to September) and are 
slightly lower in May, consistent with precipitation and temperature effects. Biomass 
burning impacts peak in March and November, and are lower during summer when there 
is a ban of prescribed fires (May through September).  
The sulfate species, ammonium sulfate and ammonium bi-sulfate, are observed to be 
highest during summer time. In winter and spring, more precipitation washes out sulfate 
(Garland, 1978). At higher temperature in the summer, oxidation of SO2 gas to sulfate is 
more favorable because of higher levels of reactive species present, such as hydroxyl 
radical (Seinfeld and Pandis, 2012a). Ammonium nitrate impacts have an inverse pattern 
as sulfate. Under longer sunlight exposure in summer, reactions that convert NO2 to organic 
nitrates are more active and reduce nitrate formation, and nitrate remains volatile at high 
temperature in summer due to its semi-volatility. The split of ammonium sulfate and 
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ammonium bisulfate is subject to uncertainties as the impact of other anions and cations, 
such as Cl- and Na+, are assumed to be negligible. 
For other OC, two rural sites (YRK and Murray) and urban site (JST) showed strong 
seasonality, at periods of 364 days (YRK), 361 days (Murray) and 358 days (JST). At the 
two urban sites SDK and JST, peak concentrations occurred in both summer and winter. 
At the rural sites YRK, Murray, and Charlton, larger impacts appeared in summer than in 
winter (Fig. A11). This is consistent with secondary OC being a major contributor to other 
OC in rural areas in Georgia whereas there may be other sources with substantial 
contributions to other OC in urban areas. Higher secondary OC in summer is due to high 
reactivity as well as more biogenic emissions. 
JST is found to have strong weekly trends for light duty gasoline vehicle, heavy duty diesel 
vehicle, dust, and coal combustion through LSPM analysis (Fig. A12). The two mobile 
sources and the coal combustion source that is mostly by power plants are anthropogenic 
sources. In urban areas, dust impacts are associated with traffic because of traffic-induced 
dust. Therefore, these four sources have similar weekly trends that are consistent with more 
emissions on weekdays and less on weekends.  
2.3.3 Comparison with NEI 
We compared the annual source impacts of mobile sources and coal combustion with the 
NEI, as well as sulfate concentrations with SO2 emissions. The mobile source impacts on 
primary PM2.5 at JST in central Atlanta correlate with annual emissions in the 20 counties 
in metropolitan Atlanta area estimated by MOVES based on National Emissions Inventory 
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well (R2 = 0.80 and slope of 0.075 with 95% confidence interval of 0.046 to 0.103, Fig. 
4a). The intercept is 0.7 with 95% confidence interval 0.2 to1.2, indicating a small 
background impact of mobile sources.  
 
Figure 4. (a). Annual mobile source impacts at JST (µg/m3) vs. mobile emissions at 20 
counties in Metropolitan Atlanta (tons/day) estimated by MOVES based on 2011 
National Emissions Inventory; (b). PM2.5 emissions of fuel combustion by EGU vs coal 
combustion source impacts; (c). annual concentrations of sulfate averaged across all sites 
vs SO2 emissions by EGU in GA. 
Annual averages of coal combustion impacts are correlated with PM2.5 emissions from fuel 
combustions (Environmental Protection Agency, 2016), with an R2 = 0.64 and a positive 
slope of 0.002 (95% confidence interval of 0.0005 to 0.003, Fig. 4b). The intercept of 0.27 
(95% confidence interval of 0.19 to 0.35) shows a relatively small background impact but 
to a similar level of the source impacts, indicating small response of source impacts to 
reduction in emissions. From 2002 to 2011, EGU emissions decreased 75%, while 
estimated coal combustion source impacts decreased 40% in the same time. The difference 
in the decreases in emissions and source impacts could be due to higher uncertainties in 
the coal combustion impact estimates because lower tracer species concentrations of coal 
are often below detection limit.  
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Annual average concentrations of sulfate averaged across all sites are compared with SO2 
emissions by EGUs in Georgia in Fig. 4c, with R2=0.79 and a positive slope (0.005 with 
95% confidence interval of 0.003 to 0.0065). The intercept (1.3 with 95% confidence 
interval of 0.5 to 2.1) also suggests a relatively small background impact. Coal combustion 
is the major source of SO2 emissions and EGUs represent the major use of coal combustion. 
A decrease of 87% in EGU- generated SO2 emissions in GA resulted in 58% sulfate 
concentration decrease.  
The comparisons with NEI suggest that emissions changes are the main contributors to the 
long-term trends of the source impacts and concentrations (80% for mobile sources, 64% 
for coal combustions, and 79% for sulfate concentrations). The observation based source 
impact estimates serves as a direct assessment of the emissions control policies. The 
positive correlations of source impacts with emissions and their decreasing trends together 
provide evidence of achievements in the controls in EGUs and mobile sources. The 
implications for health exposure is that when estimating traffic related exposures, the 
spatial pattern of exposures can remain very similar over time in high traffic density areas 
because of the high dependence of source impacts on emissions also implies, similar to the 
findings in a long-term and fine spatial resolved traffic related concentration study (Zhai 
et al., 2016). 
2.3.4 Spatial Representativeness 
The spatial and temporal representativeness of the central sites for each source is evaluated 
here based on temporal trends (Fig. 5) and correlograms (Fig. 6). The correlograms shown 
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here are the relationships of the Pearson correlation coefficient of daily variations between 
all pairs of sites and the distance between the two sites. 
Similar temporal trends were found at all sites for secondary pollutants (Fig. 5). 
Furthermore, daily variations in secondary pollutants are highly correlated at sites that are 
located close to each other as shown in the correlograms (Fig. 6). The high spatial 
autocorrelations of ammonium sulfate, ammonium bisulfate, and ammonium nitrate 
indicates homogeneity of secondary pollutants in the region. 
Biomass burning and dust were also found to be correlated at nearby sites, with R>0.6 for 
the daily variations between sites within 100 km (Fig. 6). These findings demonstrate the 
regional effects of fires, such as the Bugaboo Scrub Fire in 2007, and dust emissions, that 
are related to regional weather patterns.  
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Figure 5. Temporal trends of all sources and total PM2.5 at all sites. 
 
Figure 6. Correlograms of Pearson correlation coefficient (R) of daily source impact 
variation between all pairs of sites versus distance between the corresponding two sites. 
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Fitted exponential correlogram models are shown.  For sources with negative 
correlations, linear fits are employed. 
The other sources that contribute to primary PM2.5, mobile sources and coal combustion, 
are local sources with various temporal trends and no significant temporal correlation even 
for sites within 15 km of each other. For mobile sources, the traffic density is heterogeneous 
over space and time. For coal combustion, which is mostly by spatial distribution of coal-
fired power plants, the impact is highly affected by wind (direction and magnitude) and 
mixing height (mixing down plumes).  
Overall, the short-term covariation (correlograms) and long-term covariation (annual 
average trends) indicate that the central monitors can represent larger areas for the 
secondary pollutants and smaller areas for regional sources, such as biomass burning and 
dust. For localized sources, such as mobile sources and coal combustion, the central sites 
can only represent small scale of surrounding environment. When used in epidemiologic 
studies in large metropolitan areas, central sites provide better exposure information for 
secondary pollutants than for biomass burning and dust. For highly localized sources, 
spatially resolved information is needed to improve exposure estimates. 
2.3.5 Limitations 
PM2.5 source impacts cannot be measured directly and must be estimated using one of a 
number of source apportionment methods available. In the CMB application here, we used 
a set of fixed source profiles over multiple locations and years. This can result in error even 
when representative source profiles are used (Wang et al., 2012a; Watson et al., 2012). 
Here, the use of a single source profile for biomass burning led to the misclassification of 
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impacts from the Bugaboo Scrub Fire, as described above. The source profile used may 
not have been representative of the type of biomass burned in this particular wildfire. 
Moreover, burning conditions likely varied over time and space resulting in variation in 
emissions; for example, the relative amounts of OC and potassium associated with a 
wildfire can change substantially with burning conditions ranging from smoldering to 
flaming (Lee et al., 2008a).  
Source profiles have been developed that are applicable and commonly used in the 
southeastern U.S. region (Lee and Russell, 2007; Marmur et al., 2005; Watson et al., 2015; 
Zheng et al., 2002). Source impacts were generated to provide long-term and regional 
assessment of air pollutant mixtures for health analysis. Therefore, the approach used 
provides a degree of consistency in the source mixtures being characterized to avoid the 
uncertainties introduced by varying source profiles. The uncertainty associated with how 
source profiles change over time (e.g. by season) can be substantial. The unapportioned 
mass (about 14% on annual average level) is slightly greater in summer (Fig. A13). The 
unapportioned mass is a result of measurements of OC which do not include the non-carbon 
content of this organic fraction. For primary sources, the non-carbon content is small; 
however, for SOC, here approximated by OTHROC, the non-carbon content can be high, 
with estimates of the ratio of organic matter to organic carbon varying widely and as high 
as two or more due in large part to the presence of oxygenated organics (Blanchard et al., 
2016). In this study we did not try to estimate the non-carbon content of the organic fraction 
due to the uncertainties involved. The unexplained mass in this study is consistent with a 
ratio of organic matter to organic carbon of about 2. Furthermore, the correlation of 
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unapportioned mass and OTHROC is high (e.g., R=0.53 at YRK), with both peaking in the 
summer. 
The spatial domain of this study is Georgia (including monitoring sites near to the border 
of Georgia) which is a regionally coherent area in terms of types of emissions and 
regulation. That is, the major sources identified, such as mobile sources and biomass 
burning, are expected to be more similar within Georgia than across regions. For example, 
the biomass in prescribed burns is similar across Georgia, and the range of burn and 
atmospheric conditions are similar over the long term (i.e., years). While short-term 
variations exist, the long-term trends presented in this paper are useful in investigations of 
long-term health effects. Although variability in emissions over space and time adds noise 
to our results, the lack of data to describe these differences accurately limits our study to 
addressing the long-term regional variations in source impacts. 
Another limitation of this research is potential biases in our SOC estimates. We apportion 
all unidentified OC into an “other OC” category which we assume to be largely SOC. While 
aerosol properties can provide a mechanistic linkage to SOC, these properties are not 
readily available. The use of lumped categories for secondary species is a commonly used 
approach in receptor modeling that does not treat atmospheric chemistry explicitly. There 
is substantial evidence that the unapportioned OC from this approach can be interpreted 
largely as SOC in the southeast, with uncertainties addressed (Balachandran et al., 2012; 
Marmur et al., 2005; Pachon et al., 2010). The overall amount of OC that we attribute to 
SOC is consistent with findings that show a large fraction of OC is secondary in the 
southeastern U.S. (Balachandran et al., 2012).  
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2.4 Conclusion 
Daily source impacts of nine sources at multiple sites in Georgia were estimated from 2002 
to 2013. Annual PM2.5 averaged across sites decreased from 13.8 µg/m3 to 9.2 µg/m3. Of 
the nine source impacts quantified, seven sources showed statistically significant 
decreasing trends. More than 80% of the PM2.5 concentration decrease is attributed to 
decreases in ammonium sulfate and ammonium bisulfate. The source impact trends are 
consistent with NEI trends, suggesting that emission control policies are reflected in the 
change of ambient concentrations. Low levels of coal combustion impacts on primary 
PM2.5 and large decreases in sulfate indicate that changes in coal-fired power plant impacts 
on PM2.5 were largely secondary (i.e., derived from SO2 emissions from EGUs). 
Using data from multiple sites, this work provides spatial trends of source impacts on PM2.5 
over 12 years. The source apportionment results using CMB correspond well with the 
expected spatial and temporal distribution and can be helpful to estimate source impacts in 
different regions. The monitor data are found to be representative of large areas for 
secondary pollutants, smaller regions for biomass burning and dust, and very local areas 
for sources such as mobile sources and coal combustion. Information on spatial 
representativeness is needed to assess population exposures. The data generated from this 
research are being used for the spatial analysis of pollutant exposure risks in susceptible 
and vulnerable populations such as pregnant women. Based on such information, policy 
makers can make more effective regulations that help limit air pollution emissions, which 
might help reduce the development or worsening of diseases. 
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CHAPTER 3. SPATIAL PM2.5 MOBILE SOURCE IMPACTS 
USING A CALIBRATED INDICATOR METHOD 
As submitted to Air Quality, Atmosphere & Health. 
Abstract 
Motor vehicles are major sources of fine particulate matter (PM2.5), and the PM2.5 from 
mobile vehicles is associated with adverse health effects. Traditional methods for 
estimating source impacts that employ receptor models are limited by availability of 
observational data. To better estimate temporally and spatially resolved mobile source 
impacts on PM2.5, we developed an approach based on a method that uses EC, CO, and 
NOx measurements as an indicator of mobile source impacts. We extended the original 
integrated mobile source indicator (IMSI) method in three aspects. First, we generated the 
spatially resolved indicators using 24-hr average concentrations of EC, CO, and NOx 
estimated at 4km resolution by a method developed to fuse chemical transport model 
(CMAQ) simulations and observations. Second, we used spatially-resolved emissions 
instead of county-level emissions in the IMSI formulation. Third, we spatially calibrated 
the unitless indicators to annual average mobile source impacts estimated by the receptor 
model Chemical Mass Balance (CMB). When calibrating the indicators to source impacts, 
we compared two methods: a global IMSI method and a local IMSI method.  We found 
that the two methods yield similar results. Daily total mobile source impacts on PM2.5, as 
well as separate gasoline and diesel vehicle impacts, were generated at 12km resolution for 
2002 to 2008 and 4km resolution for 2008 to 2010 in Georgia. The total mobile and 
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separate vehicle source impacts compared well with daily CMB results, with high temporal 
correlation and low error. The total mobile source impacts have higher correlation and 
lower error than the separate gasoline and diesel sources when compared to observation-
based mobile source impacts. Overall, this approach provides spatially resolved mobile 
source impacts that are similar to observation-based estimates and can be used to improve 
assessment of health effects.  
3.1 Introduction 
Ambient air pollution has been associated with human morbidity and mortality (Brauer et 
al., 2016; Kampa and Castanas, 2008; Lelieveld et al., 2015; West et al., 2016). The 
relationship between adverse health effects and air pollution has been investigated using 
different types of pollutant exposure metrics, particularly single pollutant metrics of fine 
particulate matter (PM2.5) and NO2 (Cohen et al., 2005; Kioumourtzoglou et al., 2016; Pope 
et al., 2009; Zeger et al., 2008) and ozone (Chen et al., 2015; Uysal and Schapira, 2003). 
Single pollutant metrics are usually provided by ambient measurements, model simulations, 
or fusion of observation and simulation (Zhai et al., 2016). Variation in single pollutant 
levels may not adequately represent the actual variation in human exposure to air pollution 
changes because populations are exposed to a complex mixture of pollutants. 
Multipollutant metrics may be more representative of actual source impacts (SI) and 
potential health effects (Dominici et al., 2010; Hidy and Pennell, 2010; Johns et al., 2012). 
Multipollutant exposure has been estimated by different grouping methods, such as 
chemical and/or biological reactivity, health effects, and contributing sources (Chen and 
Lippmann, 2009; Hart et al., 2011; Kim et al., 2007; Mauderly and Chow, 2008; Oakes et 
 35 
al., 2014a; Pachon et al., 2012). Source impacts derived using source apportionment 
techniques are mixtures of pollutants that are directly related to air pollution controls 
(Gehring et al., 2010; Kelly and Fussell, 2012; Maciejczyk and Chen, 2005; Sarnat et al., 
2008). Traffic-related pollution is of particular interest due to the ubiquity of the source, 
particularly in highly populated areas, and observed associations with various health effects 
(Beelen et al., 2014; Brauer et al., 2008; Chen et al., 2013; Gehring et al., 2010; Kelly and 
Fussell, 2012; Nordling et al., 2008). Motor vehicles contribute to PM2.5 emissions, such 
as elemental carbon (EC), organic carbon (OC) and trace metals, as well as to gas phase 
pollutants, such as carbon monoxide (CO), and nitrogen oxides (NOx, referring to the sum 
of nitric oxide (NO) and nitrogen dioxide (NO2)). These motor vehicle related pollutants 
have been found to be associated with adverse health effects individually and in 
combinations (Delfino et al., 2006; Kelly and Fussell, 2012; Melen et al., 2008; Oakes et 
al., 2014b; Pachon et al., 2012). 
Source impacts can be estimated using source apportionment receptor-based models, such 
as the chemical mass balance (CMB) model (EPA, 2004a) and the positive matrix 
factorization (PMF) method (Paatero and Tapper, 1994), and emission-based dispersion 
models and chemical transport models, such as the Research LINE-source dispersion 
model (R-LINE) (Snyder et al., 2013) and Community Multiscale Air Quality model with 
Decoupled Direct Method (CMAQ-DDM) (Napelenok et al., 2006). Receptor models for 
PM2.5 are based on ambient measurements for PM2.5 species, with or without predetermined 
source profiles (EPA, 2004a; Lee et al., 2008b). Their dependence on spatially sparse 
measurements limits the spatial and temporal coverage of the estimates. Studies have 
improved the temporal coverage using daily temporal interpolation method (Redman et al., 
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2016). More spatially and temporally comprehensive source impact metrics can be 
developed using chemical transport models (Held et al., 2005; Ivey et al., 2015; Napelenok 
et al., 2006). Such models have biases due to limitations in inputs, such as emissions and 
meteorology, and simulation, such as transport and chemistry specifications. Efforts to 
combine the receptor models with dispersion models and regional scale chemical transport 
models (Hu et al., 2014; Ivey et al., 2015; Sturtz et al., 2014) reduce these biases but are 
expensive computationally. 
Pachon et al. (2012) developed an emission-based Integrated Mobile Source Indicator 
(IMSI) using observed concentrations and estimated emissions of CO, NOx, and EC to 
develop a unitless indicator of mobile source impacts. This method is easy to apply and the 
indicator was found to be significantly correlated with health outcomes at multiple 
locations (Oakes et al., 2014b; Pachon et al., 2012). This unitless local indicator does not, 
by itself, provide information on spatial variation in source impacts. 
In this research, we extended the IMSI method to estimate daily mobile source impacts on 
PM2.5 at 4km and 12km resolutions. The mobile source impacts were developed for use in 
studies of human health effects and exposures to multi-pollutant mixtures in Georgia. 
3.2 Methods 
The IMSI method is extended from providing single location unitless indicators to 
providing spatially resolved daily mobile source impacts on PM2.5 using chemical transport 
model (CMAQ) fields fused with observational data, mobile source emission estimates, 
and receptor model (CMB) source impact estimates. The approach is applied for estimating 
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the total mobile, gasoline, and diesel source impacts on PM2.5 in Georgia for 2002 to 2008 
at 12 km resolution, and for 2008 to 2010 at 4 km resolution; these different resolutions 
are due to the availability of CMAQ results (Boothe et al., 2006). 
The overall approach is depicted in Fig. 7 in four steps. First, daily 24-hr average 
concentration fields of EC, CO and NOx are obtained using the CMAQ-observation data 
fusion method (Friberg et al., 2016a). Pachon et al. (2012) used central site measurements 
of 1hr maximum concentrations of CO and NOx in developing the IMSI method. Here we 
used 24-hr averaged concentrations for CO and NOx to obtain daily mobile source impact 
estimates that are temporally consistent over space. Second, spatially resolved weighting 
factors are generated from emission data for combining the indicator species. Third, daily 
integrated mobile source indicator fields are derived. Finally, the unitless indicators are 
calibrated and converted to mobile source impacts using CMB annual source impacts. The 
methods and the data used are described in detail below. 
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Figure 7.  Procedure for estimating spatially and temporally resolved mobile indicators. 
 
3.2.1 Integrated Mobile Source Indicator Method 
As EC, CO, and NOx are mainly emitted by mobile sources, Pachon et al. (2012) postulated 
that their variations could be representative of mobile source impact changes. The IMSI 
method uses EC, CO, and NOx concentrations as indicator species of mobile sources and 
mobile emission fractions (of total emissions) as weighting factors to combine them into a 
unitless indicator (Equation 1). The IMSI method was also developed to estimate indicators 
of gasoline vehicle (GV) and diesel vehicle (DV) contributions separately (Equation 2 and 
Equation 3, respectively). As EC is mostly contributed by diesel vehicles and CO is mostly 
contributed by gasoline vehicles, the DV indicator combines EC and NOx concentrations 
and the GV indicator combines CO and NOx concentrations. 
In the IMSI method, daily species concentrations (C) observed at central sites are first 
normalized by their standard deviations (σ) over one year. Then, these normalized values 
are averaged based on weighting factors (α) calculated from source emission estimates that 
vary in space but not in time (Equation 4 for the total mobile source indicator, and Equation 
5 and 6 for the GV and DV indicators, respectively). The weighting factors, which are in 
essence emission coefficients, are defined as the ratios of mobile source (or GV/DV) 
emissions over total emissions for each species normalized by the sum of ratios over the 
three species. As such, these weighting factors do not vary over time and sum to 1 across 
the three species at each point in space for each source category (total mobile, GV and DV). 
The IMSI indicators are normally distributed with a mean of the weighted average of the 






















































































































=α        Equation 6 
The CMAQ-observation data fusion method used to provide daily, spatially resolved 
concentration data is described in section 2.2, and the emission model used to provide 
weighting factors for indicator calculations is described in section 2.3. 
3.2.2 CMAQ-Observation Data Fusion 
Daily EC, CO, and NOx concentration fields were generated by a CMAQ-observation data 
blending approach applied at 4 km and 12 km resolutions in Georgia; the approach is 
summarized briefly below, and is described in detail by Friberg et al. (2016c). 
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The applied data fusion approach blends ambient ground observations and modeled data 
from CMAQ to estimate daily spatial fields of pollutant metrics. Optimized spatiotemporal 
concentration fields are developed using weighted fields of daily-interpolated surface 
observations normalized to their annual means and daily-adjusted CMAQ fields that are 
rescaled to estimated annual mean fields. The estimated annual mean fields are developed 
from CMAQ-derived annual mean spatial fields adjusted to observed annual means using 
power regression models. The optimization is based on a spatiotemporal weighting factor 
that maximizes the degree to which the observation-based estimate predicts temporal 
variation relative to the CMAQ-based estimate, as a function of distance from an 
observation.  
The CMAQ simulations were generated in the Public Health Air Surveillance Evaluation 
(PHASE) collaboration between the U.S. Environmental Protection Agency (EPA) and the 
Centers for Disease Control (Boothe et al., 2006) for 2002 through 2008 at 12 km resolution, 
and in the HiRes Air Quality Forecasting program by Georgia Institute of Technology for 
2008 to 2010 at 4 km resolution (Hu, 2014; Hu et al., 2010). Observational data were 
collected from three available monitoring networks in Georgia: the Interagency Monitoring 
of Protected Visual Environments Network (IMPROVE), Chemical Speciation Network 
(CSN), and South Eastern Aerosol Research and Characterization (SEARCH) (Hansen et 
al., 2003; Solomon et al., 2014).  
3.2.3 Emissions Data 
The IMSI method of Pachon et al. (2012) uses county level National Emissions Inventory 
(NEI) data. Here we used simulated emissions at 4 km and 12 km resolutions averaged 
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over time from the HiRes Air Quality Forecasting program (Hu, 2014) to match the spatial 
resolution of the data fusion concentration estimates. These emission estimates were 
developed using the Sparse Matrix Operator Kernel Emissions Modelling System 
(SMOKE) (Houyoux et al., 2000) (Fig. 8). The emissions of diesel and gasoline vehicles 
separately were estimated at 36 km resolution and downscaled the ratios of gasoline/diesel 
to total emissions from 36 km to 4 km using the gasoline/diesel to total mobile emission 
ratio at 36 km resolution and mobile to total emission at 4 km resolution as described in 
supplemental material (Fig. A14). As traffic patterns changed very little over the study 
period, these weighting factors based on emissions were not varied over time. The temporal 
variation (e.g., by day-of-week, season, and year) in the weighting factors was found to be 
small compared to spatial variation. Mobile source emissions at protected natural resource 
areas, such as in the Okefenokee Swamp in the southeast corner of GA, are very low and 
highly uncertain. We excluded data in these areas in this study aimed at developing 
exposure metrics for health studies. 
 
Figure 8. Spatial distributions of annual average emissions at 4 km resolution for mobile 
sources and total emissions. 
3.2.4 CMB Source Apportionment 
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The source impacts cannot be measured directly. Mobile source impacts generated by the 
observation-based receptor model CMB are found to agree well with the long-term trends 
of NEI (Zhai et al., 2017). In this method, we used the CMB estimated mobile source 
impacts as representative of mobile source impacts. We calibrated the unitless indicators 
to CMB estimates and compared temporal variations of the generated source impacts with 
CMB estimates at each location.  
CMB estimates the source impacts of PM2.5 from different sources by solving mass 
conservation equations that fit species concentrations to different contributions of various 
source (Watson et al., 1984). To apportion the source impacts, tracer species concentrations 
are needed. In the Georgia domain, PM2.5 species concentrations are monitored at 11 sites 
(Fig. A15) from the IMPROVE, SEARCH, and CSN networks from 2002 to 2011 (Hansen 
et al., 2003; Solomon et al., 2014). The species used in this study include five major species 
(sulfate, nitrate, ammonium, elemental carbon, and organic carbon) and 14 trace metals 
that are typically above detection limit (Al, Br, Ca, Cu, Fe, K, Mn, Pb, Sb, Se, Si, Sn, Ti, 
and Zn). The source profiles summarized by Marmur et al. (2005) for nine sources were 
used: light duty gasoline vehicle, heavy duty diesel vehicle, biomass burning, coal 
combustion, suspended dust, ammonium sulfate, ammonium bisulfate, ammonium nitrate, 
and unapportioned organic carbon. The profiles for light duty gasoline vehicle and heavy 
duty diesel vehicle were generated by Chow et al. (2004). More information about the 
CMB estimates can be found in Zhai et al. (2017).  
3.2.5 Spatial PM2.5 Mobile Source Impact Modelling Approach 
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Daily IMSI fields are derived using a single standard deviation for all years and all 
locations to normalize the indicator species concentrations (see Equations 1-3). The 
unitless IMSI has the same spatial distribution as the weighted spatial distribution of the 
indicator species (e.g., see Fig. 7). To convert the unitless IMSI to a source impact 
concentration, we perform a power fit regression the annual average spatial IMSI with the 
annual average CMB results at monitor locations. We use these results to generate an 
annual average source impact field. Daily source impact (SIx,y) fields are then generated 
using Equation 7. To evaluate the impact of the normalization method of the concentrations, 
we performed an alternative approach, which uses local standard deviation at each location, 
and uses PM2.5 emissions to estimate the CMB annual averages. More details about the 
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3.2.6 Evaluation 
We evaluated the performance of this global IMSI method to predict daily CMB estimates 
by comparing the IMSI-estimated daily source impacts with the daily CMB estimates at 
receptor locations using the Pearson correlation coefficient (R), normalized mean bias 
(NMB) (Equation 8), and normalized root mean squared error (NRMSE) (Equation 9). The 
bias is averaged using daily (d) bias for each year (y, total D days, D≤366), then normalized 
by annual averages of observation (OBSm,y), and finally averaged across all years (N) and 
all sites (m). The root mean squared error is calculated using annual averages of daily 
squared errors, then normalized by the annual mean of observation, and finally averaged 
across N years and M monitors. Note that only annual average CMB estimates were used 
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in calibration. The temporal trends of CMB estimates and IMSI results are independent 
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3.3 Results and Discussion 
Results are presented below on the intermediate steps used to derive source impacts (i.e., 
emissions-based weighting factors (Equations 4-6) for averaging pollutant indicators and 
annual average CMB source impact fields for calibrating the IMSI), the spatial and 
temporal distributions of IMSI source impacts, an evaluation of IMSI source impact 
estimate performance, and a comparison with an alternative IMSI calibration methodology. 
3.3.1 IMSI Weighting Factors 
IMSI weighting factors (defined by Equations 4-6) are described in Tables A2 and Fig. 
A18. In this application of the IMSI method, the contributions of EC, CO and NOx 
concentrations to the variation of the unitless indicators are substantially different at 
different locations (Fig. 9). The 2.5% to 97.5% quantile range of coefficients at 4 km 
resolution is 0.21 to 0.54 for EC, 0.19 to 0.43 for CO, and 0.15 to 0.42 for NOx (Table A2). 
For example, there is a significant difference in the coefficients across three cities, where 
Atlanta and Denver have similar coefficients while EC coefficients at Houston (Oakes et 
al., 2014b) are smaller for mobile and DV indicators (Table A3). This is because Houston 
has other major sources of EC, such as the ships in its ports, which demonstrates the 
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importance of spatial variation caused by local sources. This demonstrates the importance 
of using more spatially resolved weighting factors than county- or city-level factors.   
The weighting factors of CO distributions for mobile indicator are narrower (Fig. 9) than 
the other species. This is because at most locations CO emissions are largely from mobile 
sources whereas EC and NOx have large contributions from other sources, such as power 
plants for NOx and railyards and shipping ports for EC. For DV and GV, EC and CO 
respectively, are the major contributing species (Table A2).   
 
Figure 9. Distribution of weighting factors (Equations 4-6) at all grid cells in Georgia 
domain at 4km and 12km resolutions for mobile sources using annual average emissions.  
3.3.2 Spatial CMB Annual Averages 
The power fit regressions of annual averages of the IMSI indicators to CMB annual 
averages are shown in Table 1 for all years. The IMSI annual averages correlate well with 
CMB annual averages over space. The correlation is better for total mobile sources than 
for gasoline and diesel sources. As only annual averages of CMB source impacts are used 
in the calibration, the daily variations of the CMB results can be used for evaluation. 
Table 1. Power fit regression (y=axb, where y=CMB and x=IMSI) coefficients for 
calibrating annual average indicators to annual average CMB source impacts. The 
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coefficients (a, b, and R2) are calculated using the linear regression of log-transformed 
data. 
Source Total Mobile GV DV 
Resolution Year a b R2 a b R2 a b R2 
12 km 
2002 0.44 0.83 0.90 0.25 0.89 0.67 0.13 1.28 0.79 
2003 0.56 0.73 0.90 0.39 0.58 0.37 0.28 0.98 0.78 
2004 0.60 0.79 0.82 0.44 0.62 0.45 0.28 0.98 0.62 
2005 0.61 0.79 0.86 0.39 0.72 0.43 0.28 1.12 0.72 
2006 0.67 0.79 0.89 0.45 0.62 0.45 0.32 1.02 0.72 
2007 0.57 0.76 0.81 0.41 0.51 0.42 0.25 1.11 0.44 
2008 0.72 0.59 0.81 0.36 0.80 0.45 0.28 0.89 0.45 
4 km 
2008 0.78 0.48 0.75 0.40 0.46 0.65 0.26 0.88 0.72 
2009 0.68 0.58 0.69 0.39 0.47 0.72 0.31 0.49 0.45 
2010 0.82 0.62 0.82 0.46 0.49 0.77 0.34 0.73 0.69 
3.3.3 Spatial PM2.5 Mobile Source Impacts 
Source impact fields are generated for 2557 days from 2002 to 2008 at 12 km resolution 
and 1096 days from 2008 to 2010 at 4 km resolution for total mobile sources, gasoline 
vehicles, and diesel vehicles. As an example, we present spatial distributions of the results 
on January 21, 2008 in Fig. 10 when data for both resolutions are available. The source 
impacts at the two resolutions are in similar spatial distributions with the same urban peaks 
and plume directions. However, the maxima of the 12 km resolution source impacts are 
substantially lower (maximum of 1.74 µg/m3 for total mobile sources, 1.33 µg/m3 for GV, 
and 1.75 µg/m3 for DV on this date) compared to the 4 km fields (2.94 µg/m3 for total 
mobile, 1.71 µg/m3 for GV, and 3.96 µg/m3 for DV). In the rural area, the 12km estimates 
higher impact than the 4km fields, likely due to the spatial smoothing at the 12km 
resolution. The GV source impacts are subject to less urban-to-rural difference compared 
to DV source impacts, which is consistent with the CMB estimates.  
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Figure 10. Daily source impact (µg/m3) spatial distribution on 2008/1/21 at 12 km and 4 
km resolutions for mobile source, GV, and DV. 
3.3.4 Temporal Trends 
Temporally, the estimated source impacts capture the expected day-of-week trends with 
higher impacts on weekdays than weekends because of more traffic on weekdays. 
Compared to the CMB trends, the estimated source impacts have similar day-of-week 
distributions. As an example, day-of-week trends are shown in Fig. 11 at the grid cells 
where the urban site in midtown Atlanta (JST site) and the rural site about 70 km west of 
midtown Atlanta (YRK site) are located. These two sites serve as representatives of urban 
and rural areas. The day-of-week trend is stronger at the urban site than at the rural site as 
expected due to the urban area’s higher traffic density. 
 
Figure 11. Weekly trends of estimated source impacts (µg/m3) in 2008 at JST (solid lines) 
and YRK (dashed lines) sites for comparison of the source impacts by global IMSI 
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method and CMB estimates. JST is an urban site in Midtown Atlanta and YRK is a rural 
site about 70 km away from Midtown Atlanta.  
3.3.5 Evaluation of the IMSI Source Impacts using Daily Observation-Based Estimates 
We compared the global IMSI results with daily CMB source impacts at 11 sites to assess 
performance. Results are shown in Fig. 12 and bias, error and correlation results are listed 
in Table 2. The estimated total mobile source impacts are well correlated with the CMB 
estimates (R2 = 0.74 and 0.70 for 12 km and 4 km results, respectively), with slope near 
one and intercept near zero. The average bias at both resolutions are small since calibration 
involves the use of the observation-based annual averages. NRMSE values are lower and 
correlations are higher for total mobile impacts than for DV or GV impacts. This can be 
caused by the uncertainties in CMB as well as in IMSI in separating GV and DV impacts. 
In CMB, EC and OC are both used as tracer species for GV and DV. For the days when 
other tracer species are not available, the impacts of the two sources are separated well. In 
IMSI, only two species are used as tracers for GV and DV with a common NOx 
concentration while three tracers are used for mobile sources. This can lead to some bias 
in the separation of the two sources as well.  
Table 2. Bias (NMB), error (NRMSE) and spatiotemporal correlation (RSQ) for mobile 
source, GV, and DV impacts, on PM2.5 in comparison with CMB source impacts using 
the IMSI method.  
		   Total Mobile GV DV 
NMB 12km 0.14 0.012 0.35 4km 0.19 0.009 0.35 
NRMSE 12km 0.53 0.71 1.32 4km 0.60 0.64 1.05 










Figure 12. Daily mobile source impacts by CMB and by the global IMSI method (µg/m3) 
at all sites and years for total mobile, GV, and DV in 12 km resolution (2002 to 2008) 
and 4 km resolution (2008 to 2010). 
The overall spatiotemporal correlations (RSQ) are given in Table 2. In Table 3, temporal 
correlations (R) are given for each monitor site. These results show that the extended IMSI 
method agrees better with CMB estimates in locations with higher populations, likely due 
to the stronger mobile source indicators when traffic density is larger. This also reflect that 
the method works better at urban area where the major source of EC, CO, and NOx are 
mobile sources. In suburban and rural area, the impact of other sources such as biomass 
burning on EC can impact the performance of the IMSI approach.  
Table 3. Correlations (R) between temporal variations of the daily source impacts 
estimated by the IMSI method and CMB source impacts.  
city population Total Mobile GV DV 4km 12km 4km 12km 4km 12km 
Atlanta 420,003 0.88 0.91 0.57 0.51 0.84 0.68 
Athens 115,452 0.64 0.62 0.39 0.25 0.53 0.45 
Columbus 189,885 0.74 0.78 0.59 0.41 0.70 0.55 
Macon 91,351 0.73 0.78 0.61 0.44 0.64 0.52 
Augusta 195,844 0.76 0.81 0.63 0.60 0.64 0.64 
Rome 36,303 0.63 0.42 0.37 0.33 0.47 0.35 
Douglas 11,589 0.59 0.62 0.20 0.25 0.80 0.53 
Charlton county 12,171 0.68 0.69 0.36 0.42 0.76 0.37 
Yorkville 17,526 0.63 0.59 0.45 0.27 0.49 0.29 
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3.3.6 Comparison with an alternative IMSI method using local indicators  
Instead of using a single standard deviation for all years and all locations to normalize the 
indicator species concentrations (which we here refer to as our global IMSI method), we 
investigated the use of location specific standard deviations (local IMSI method). Unlike 
the integrated indicator developed using the global method, the local IMSI does not provide 
spatial information. Therefore, to calibrate the indicator to source impacts, the annual 
average IMSI cannot be used in the local method to spatially resolve annual average CMB 
data. Instead, we develop the annual average source impact field used to calibrate the IMSI 
using spatially resolved annual average PM2.5 emissions; these are shown in Fig. A16. The 
daily source impacts are then calculated, as before, using Equation 7. Results of the local 
IMSI method are summarized in Fig. A19-A21 and Tables A4 and A5 in Supplementary 
Material. These results are very similar to the global IMSI method in the application of 
Georgia, with the global method performing slightly better in terms of temporal correlation 
with the daily CMB source impacts. This method weights the three species differently and 
provides different spatial distributions with the global method. It provides an alternative 
method for locations where the spatial distribution of the three species are not 
representative of the spatial distribution of mobile sources. 
3.4 Conclusion 
We developed an approach to estimate the spatial and temporal source impacts of mobile 
sources on PM2.5 using three indicator species: CO, NOx and EC. The approach is 
computationally efficient to apply and has been applied for generating daily mobile source 
impacts in Georgia for total mobile sources and separated gasoline and diesel vehicles from 
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2002 to 2010. The generated source impacts can capture reasonable spatial distribution and 
temporal trends and show good spatial and temporal agreement with observational based 
source impacts estimated by CMB. The approach agrees well with CMB estimates for total 
mobile sources while show lower correlation and larger bias for gasoline and diesel 
vehicles likely due to the uncertainty in CMB estimates of separated GV/DV impacts. In 
addition, the approach shows better agreement with CMB estimate s in more populated 
areas because of less impact from other sources of EC, CO, and NOx in those area. In 
applying this extended IMSI method, we explored an alternative method with local 
normalization and found that two methods perform similarly in bias, error, and correlation 
when compared to daily CMB source impacts. We recommend using the global IMSI 
approach because it is simpler. Overall, the approach developed in this study can estimate 
spatially and temporally resolved source impacts on PM2.5 of total mobile sources as well 
as separate gasoline and diesel vehicle sources. The results are currently being used to 
evaluate the long-term and statewide exposure to mobile sources of residents in Georgia. 
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CHAPTER 4. CALIBRATING R-LINE MODEL RESULTS WITH 
OBSERVATIONAL DATA TO DEVELOP ANNUAL MOBILE 
SOURCE AIR POLLUTANT FIELDS AT FINE SPATIAL 
RESOLUTION: APPLICATION IN ATLANTA  
As published in Atmospheric Environment 147 (2016): 446-457. 
 Abstract 
The Research LINE-source (R-LINE) dispersion model for near-surface releases is a 
dispersion model developed to estimate the impacts of line sources, such as automobiles, 
on primary air pollutant levels. In a multiyear application in Atlanta, R-LINE simulations 
overestimated concentrations and spatial gradients compared to measurements. In this 
study we present a computationally efficient procedure for calculating annual average 
spatial fields and develop an approach for calibrating R-LINE concentrations with 
observational data. Simulated hourly concentrations of PM2.5, CO and NOx from mobile 
sources at 250m resolution in the 20-county Atlanta area based on average diurnal emission 
profiles and meteorological categories were used to estimate annual averages. Compared 
to mobile source PM2.5 impacts estimated by chemical mass balance with gas constraints 
(CMB-GC), a source apportionment model based on PM2.5 speciation measurements, R-
LINE estimates of traffic-generated PM2.5 impacts were found to be higher by a factor of 
1.8 on average across all sites.  Compared to observations of daily 1h maximum CO and 
NOx, R-LINE estimates were higher by factors of 1.3 and 4.2 on average, respectively. 
Annual averages estimated by R-LINE were calibrated by regression with observations 
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from 2002 to 2011 at multiple sites for daily 1h maximum CO and NOx and with 
measurement-based mobile source impacts estimated by CMB-GC for PM2.5.  The 
calibration reduced normalized mean bias (NMB) from 29% to 0.3% for PM2.5, from 22% 
to -1% for CO, and from 303% to 49% for NOx. Cross-validation analysis (withholding 
sites one at a time) leads to NMB of 13%, 1%, and 69% for PM2.5, CO, and NOx, 
respectively. The observation-calibrated R-LINE annual average spatial fields were 
compared with pollutant fields from observation-blended, 12km resolution Community 
Multi-scale Air Quality (CMAQ) model fields for CO and NOx, with Pearson correlation 
R2 values of 0.55 for CO and 0.54 for NOx found. The calibrated fields of PM2.5 were 
compared with 4 km resolution mobile source impact fields obtained from an indicator 
method using the observation-CMAQ fields, with an R2 value of 0.53 found. The method 
developed provides high-resolution annual average spatial fields in a computationally 
efficient manner with low bias. The method is being applied in air quality planning efforts 
and the pollutant concentration fields are being used in long-term, fine spatial scale health 
studies. 
4.1 Introduction 
Traffic is a major source of ambient air pollution, including fine particulate matter (PM2.5), 
carbon monoxide (CO), and nitrogen oxides (NOx). Both long-term and short-term 
exposures to traffic-generated air pollutants are associated with adverse health effects such 
as cardiovascular disease, impaired lung development, and respiratory disease (Brook et 
al., 2010; Gauderman et al., 2007; Lim et al., 2012; Nordling et al., 2008).  With 19% of 
the United States population living close to roads with heavy traffic, the health burden of 
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exposure to traffic-related pollutants is potentially significant (Rowangould, 2013). As a 
result, pollutant monitors have been located near roadways (Chen et al., 2013; EPA, 2009). 
Assessing exposure to traffic-related pollution is difficult, however, due to the steep, non-
linear concentration gradients near roads. Distance to roadway is often used as a surrogate 
for traffic pollution exposure in health studies (Jerrett et al., 2005). New methods are 
warranted to provide improved traffic-concentration-exposure relationships for use in 
health studies. 
Ambient measurements and model simulations have been used to assess exposures to 
traffic-related air pollutants, but both have their limitations. The major issue associated 
with using measurements is the sparse ambient air monitor network that severely limits the 
spatial representativeness of exposure estimates.  While near-road monitoring does exist 
(EPA, 2009, 2011; Reche et al., 2011), the network is very limited with single monitors in 
a few urban areas. Spatial concentration gradients are difficult to capture and generalize to 
other areas. Further, it is not directly apparent what fraction of the pollutants measured at 
a monitoring site comes from mobile sources. Air quality models can be used to help 
address these limitations by simulating spatial and temporal distributions of traffic-related 
pollution. Air quality models use emissions from sources and meteorological conditions to 
simulate traffic impacts, typically at the hourly level, over a range of spatial scales.  Over 
regional and global domains, chemical transport models (CTMs) are used to capture large-
scale pollutant transport, transformation, and fate, including both primary pollutants 
emitted directly from sources and secondary species formed in the atmosphere such as 
ozone and secondary organic aerosol (Baldassarre et al., 2015; Ivey et al., 2015; Liu et al., 
2010a). Due in part to the parameterizations used and computational requirements, CTM 
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approaches typically have spatial resolutions of 4 km or more and, therefore, miss the fine 
scale gradients of primary pollutants. 
For city-level simulations, dispersion models can be used to simulate concentrations of 
primary pollutants at finer resolutions (Chang et al., 2015; Gulliver and Briggs, 2011; 
Jerrett et al., 2005; Venkatram et al., 2007).  Such models are typically based on solving a 
simplified form of the pollutant transport equation (e.g., Gaussian models such as the 
Industrial Source Complex (ISC) model  (Bowers et al., 1980)) and have limited 
descriptions of chemical transformation. Two of the more advanced and widely used 
dispersion models are the American Meteorological Society (AMS) and Environmental 
Protection agency (EPA) Regulatory Model (AERMOD) (Cimorelli et al., 2005) frequently 
used for stationary sources including industries, and the Research LINE-source dispersion 
model for near-surface releases (R-LINE) (Snyder et al., 2013).   R-LINE is a steady-state 
plume model used in support of evaluating the exposures to near-traffic environments. It 
is specifically designed for line sources and is formulated with a new plume meandering 
algorithm for light wind conditions (Snyder et al., 2013; Venkatram et al., 2013). However, 
previous research found that dispersion models in general over-estimate the pollutant 
concentrations (Venkatram et al., 2004).  
The biased results from emission-based models are being increasingly calibrated to 
receptor-based observations, as formulated in data blending and data assimilation methods 
(Crooks and Ozkaynak, 2014; Friberg et al., 2016b; Wilton et al., 2010). Such calibration 
procedures have long been used in more statistical approaches, such as satellite data models 
and land-use regression models (LUR) (Beckerman et al., 2013; Lv et al., 2016). Land-use 
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regression models are widely used for estimating fine-scale air pollution metrics (Arain et 
al., 2007; Hankey and Marshall, 2015; Wang et al., 2016). LUR models predict fine-scaled 
and area-specific air pollution fields utilizing predictor variables such as traffic information, 
population distribution, land use, and meteorology conditions (including, in some cases, 
wind speed and direction). Typically, LUR models capture the spatial distribution of annual 
average levels over urban areas. However, LUR model applications are limited to the area 
in which they are developed (Hoek et al., 2008). 
In this study we use R-LINE model to develop 10 years of annual average fields for mobile 
source-derived PM2.5, daily 1h maximum CO, and daily 1h maximum NOx in the Atlanta 
metropolitan region. These metrics align with the National Ambient Air Quality Standards 
(NAAQS) (United States, 1990) and the 1h maximum values are commonly used as 
surrogate of NOx and CO pollution in regional planning and health study applications 
(NAAQS is for NO2 while we used NOx). We use a regression approach to calibrate R-
LINE model results to observations and to mobile source impacts estimated from 
observational data, and evaluate results using data withholding. Finally, the bias-corrected 
fine resolution R-LINE results are compared with regional scale fields derived using 
previously developed methods (Friberg et al., 2016b; Pachon et al., 2012). 
4.2 Methods 
Methods used in this work are described in three parts. First, R-LINE is applied to estimate 
annual concentrations of PM2.5, CO, and NOx from mobile sources in the Atlanta, GA, 20-
county metropolitan area at 250 m resolution for 2002 to 2011. An approach was developed 
for calculating annual averages based on the application of STability ARray (STAR) 
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method to dispersion models (Chang et al., 2015; D'Onofrio et al., 2016; EPA, 1997) and 
adjusted with emission diurnal trends. Second, to reduce bias, these fields are calibrated 
using a regression model approach with ten years of observations for CO and NOx at five 
and seven sites, respectively, and, in the case of mobile source PM2.5, with ten years of 
estimates at three locations with speciated PM2.5 measurements obtained via the receptor-
based source apportionment Chemical Mass Balance Method with Gas Constraints (CMB-
GC) (EPA, 2004a; Marmur et al., 2005). Cross validation by data withholding is performed 
to further evaluate the effectiveness of the calibration and the limitation of the number of 
monitors. Third, the resulting calibrated fields are then compared to fields at coarser 
resolution obtained from simulations with the Community Multi-Scale Air Quality 
(CMAQ) (Byun et al., 1997) blended with observations (Friberg et al., 2016b) by 
aggregating to the CMAQ grid (as described later). 
4.2.1 R-LINE Dispersion Model 
The R-LINE model is a steady-state dispersion model for line sources (Snyder et al., 2013). 
It simulates physical dispersion processes but not chemical processes, so is applicable for 
primary and chemically inert pollutants. It takes inputs such as wind speed, wind direction, 
Monin-Obukhov length for turbulence, surface friction velocity, and other meteorological 
parameters, but does not consider the impact of wet deposition (e.g., due to precipitation) 
or non-linear chemical transformation (Venkatram et al., 2013). In this research, we use 
annual average pollutant concentrations for evaluation, which are less impacted than hourly 
results by the lack of a wet deposition sink. The domain is the 20-county Atlanta 
metropolitan region. R-LINE simulates line-source emissions (described below) as point 
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sources along a line and calculates steady state concentrations by solving Gaussian 
dispersion equations. It provides two options: a numerical integration approach and an 
approximate analytical solution (Environmental Protection Agency, 2013b). Here we adopt 
the numerical approach and calculate annual average concentrations for ten years at 
multiple monitor locations (three for PM2.5, five for CO, and seven for NOx) for use in 
calibration, and at 250 m resolution (235,296 spatial locations) for use in spatial field 
development. 
4.2.1.1 Meteorological Inputs.  
Hourly meteorological data for 2002 to 2011 are generated using AERMET (Cimorelli et 
al., 2005; EPA, 2004b) and AERMINUTE (EPA, 2015), the meteorological processors of 
AERMOD. Surface meteorological data are from the National Weather Service (NWS) at 
the Hartsfield-Jackson International Airport. We use AERMINUTE (Version 15272) to 
process 1-min wind speed and wind direction data from the Automated Surface Observing 
Stations (ASOS) (http://www.nws.noaa.gov/ost/asostech.html) to reduce the number of 
calms and missing wind data in the hourly surface data. AERMET (Version 15181) 
processes hourly surface friction velocity, convective scale, Monin-Obukhov length, and 
surface roughness height within the surface layer. The missing hours (0.025% of the total 
for 2002 to 2011) are not included in the calculation, and meet the data completeness by 
requirements of EPA policy (more than 90% available) (EPA, 2000).  
4.2.1.2 Emission Inputs 
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Emission inputs to R-LINE are 2010 link emissions based on Atlanta Regional 
Commission’s (ARC) 20-county activity-based travel demand model and scaled to annual 
average levels for other years. Hourly emissions for 2010 at 43,712 links were generated 
for CO, NOx and primary PM2.5 over the 20-county regional area; 24h average emission 
data are shown in Figure 13 for PM2.5, CO, and NOx.  Hourly emission rates for 24 hours 
(assumed to be an average weekday) were generated for the Atlanta Roadside Emissions 
Exposure Study (AREES) by ARC with the purpose of understanding traffic impacts on 
air quality in Atlanta. Local traffic emissions are based on the link-level information, 
including road type and location, traffic volume, and vehicle type and speed. Emission 
factors are developed using the Motor Vehicle Emission Simulator 2010b (MOVES2010b) 
(Environmental Protection Agency, 2012) using a 2010 base year with Atlanta traffic 
volume and speed and vehicle fleet composition information. Relative emissions for the 
three species differ spatially because of the patterns of diesel and gasoline vehicles. As 
more CO emissions are contributed by gasoline vehicles and more elemental carbon 
emissions in PM2.5 are contributed by diesel vehicles (Lena et al., 2001; Parrish, 2006), 
relatively greater CO emissions are observed in the center of the city because pass-through 
truck traffic is limited on freeways inside the interstate highway (I-285) circling Atlanta .  
 60 
 
Figure 13. Emissions of PM2.5, CO, and NOx by mobile sources for 2010 in 20-county 
area in Atlanta (24h average) (g/m/s). 
4.2.1.3 Annual Average Approach 
The STAR approach was developed for computational efficiency by grouping the 
frequency distribution of wind speed, wind direction, and stability (Environmental 
Protection Agency 1997), and has been applied to estimate annual mean fields (Chang et 
al., 2015; D'Onofrio et al., 2016). An annual averaging approach was developed here based 
on the application of STAR as well as diurnal emission profiles as described below (Fig. 
A22). 
First, low wind speeds (“calm conditions”, (EPA, 2000)) were treated by setting a 
minimum wind velocity of 1 m/s (see SI and Fig. A23 for discussion and analysis) to 
minimize unrealistically high simulated concentrations. Second, meteorological conditions 
are categorized for input to R-LINE. In this application, we chose Monin-Obukhov length, 
wind direction, and wind speed. We defined 80 categories based on these three parameters, 
with five levels of stability conditions defined by Monin-Obukhov length ranges, four wind 
directions, and four wind speed ranges (Table 4). Over the 10-year study period (2002-
2011), 78 out of the 80 categories were observed.  
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Table 4. Stability categories for the meteorology conditions. 
Parameter Category Range 
Stability /  
Monin-Obukhov 
 Length (m) 
Unstable -100 to 0 
Slightly Unstable -500 to -100 
Neutral <-500 or >500 
Slightly Stable 100 to 500 
Stable 0 to 100 
Wind Direction 
 (Degree) 






Bin 1 1≤n<2 
Bin 2 2≤n<4 
Bin 3 4≤n≤7 
Bin 4 >7 
Third, we assume a consistent roadway link pattern and vehicle type distribution over time. 
Annual trends were based on total emissions of the 20-county region in Atlanta estimated 
by MOVES and are shown normalized to 2010 emissions in Figure 14a. We define an 
annual average emission ratio ( jER ) as the ratio of year j emissions vs 2010 emissions in 
the 20-county area calculated using MOVES (Table A6). Link emissions for each year are 
the 2010 emissions multiplied by jER (Figure 14a). The annual emissions decrease over 
the ten-year period by a factor of 1.8, 1.5, and 2.0 for PM2.5, CO, and NOx, respectively 
(Figure 14a). 
The 24h diurnal trend was scaled using emission ratios as well. With the diurnal emission 
pattern (24 hours) and 80 meteorological bins, there are 1,920 conditions for each year. 
Since R-LINE calculated concentrations are proportional to emissions (Venkatram et al., 
2013), and the spatial distributions of emissions for each hour are highly correlated with 
the 24h average (R > 0.97 for CO and NOx, R > 0.94 for PM2.5), we further simplify the 
calculations by using 24h averaged emissions as input in R-LINE for all hours and retrieve 
 62 
the emission trends using the ratios of the diurnal variation. Therefore, we define emission 
ratios for hour k ( kER ) as the total hourly emissions divided by the average of the 24 hourly 
emissions (Figure 14b). Seasonality and weekly trends are not included in this study.  
 
Figure 14. Yearly (a) and diurnal (b) ratios of emissions. ERj: total emissions of year j 
over total emissions of 2010; ERk: total emissions of hour k over 24h average total 
emissions. 
Overall, the annual average is calculated from the concentrations at the same location, 
adjusted for hourly and annual emissions as Equation 10, where k and m are the diurnal 
hour and meteorological category hour i is in. 
𝐶O = 𝐸𝑅O ∗ 	
-QR∗S3TUKI
-QRTUKI
  Equation 10 
At each location, the annual average concentration for year j (
jC ) is calculated from the 
annual average emission ratio ( jER ) and an average over all hours (H) in each year with 
available meteorological data. The concentration of hour i out of H hours (H ≤8760 or 8784 
for leap years) in year j is calculated using the STAR bin concentration for bin m ( mC ) 
that matches the meteorological condition of hour i, and weighted by the emission ratio k 
(1 ≤ k ≤ 24) that hour i happens in a day. Using our annual average approach (Fig. A 22), 
we generated 10 years of annual average spatial fields of mobile source PM2.5, CO, and 
NOx in the Atlanta area. The method reduces the number of simulations by over 100 times, 
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making the approach efficient and effective for both air quality management and exposure 
quantification purposes. 
4.2.2 R-LINE Model Calibration  
Annual CO and NOx concentrations estimated by R-LINE are calibrated to ten years of 
monitor data at five locations for CO and seven for NOx. Annual PM2.5 mobile source 
impacts estimated by R-LINE are calibrated to CMB-GC mobile source impact estimates 
that are derived from observational data at three monitor sites using pre-determined source 
profiles. Both linear and log-transformed regressions are explored to optimize calibration, 
with regression parameters and their confidence intervals estimated using the “jackknife” 
resampling method (Sahinler and Topuz, 2007). That is, regression parameters are 
estimated with each available observation data point withheld one-at-a-time, resulting in 
40 sets of results for CO, 63 for NOx, and 30 for PM2.5. Regression parameters are obtained 
by averaging results. 
4.2.2.1 Ambient Pollutant Monitor Data.  
PM2.5 species concentrations were obtained from three sites: Yorkville (YRK), Jefferson 
Street (JST) and South DeKalb (SDK) (Figure 15, Table A7). The YRK and JST sites are 
part of the Southeast Aerosol Research and Characterization network (SEARCH) (Hansen 
et al., 2003), and the SDK site is part of the Chemical Speciation Network (CSN) (Malm 
et al., 2011). These three sites also monitor CO and NOx concentrations, along with 
additional two sites for CO and four additional sites for NOx (Figure 15). Two of the CO 
sites and two of the NOx sites do not have data for all years. There are two YRK monitors 
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for NOx at the same location (within 10m). The gas concentrations are obtained from U.S. 
EPA’s Air Quality System (AQS) and SEARCH Network (Environmental Protection 
Agency; Hansen et al., 2003). Annual averages of 2002 to 2011 for each site are shown in 
Appendix Table A9 and S10 for CO and NOx. YRK and Conyers are located in rural areas.  
 
 
Figure 15. Map of monitoring sites used in Atlanta with population density using 2010 
census block data. White lines denote highways. There are two YRK sites: the SEARCH 
site monitors PM2.5/CO/NOx, and the AQS site monitors NOx. 
4.2.2.2 CMB-GC  
The chemical mass balance model with gas constraints (CMB-GC) is a receptor model that 
modifies CMB with gas ratios (Marmur et al., 2005). CMB uses predetermined source 
profiles to identify the contribution from each source by using the species concentrations 
of PM2.5. CMB-GC, previously referred as CMB-LGO (Marmur et al., 2005), requires 
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species concentrations of PM2.5 to identify the sources and contributions, and gas 
concentrations (e.g. CO, NOx, and SO2) to help separate source impacts. In Atlanta, only 
three sites, YRK, JST and SDK, measure PM2.5 species concentrations.   
4.2.3 Evaluation Methods 
Cross validation analysis is applied to evaluate the calibration models in two ways: leave-
one-value-out and leave-one-site-out. The raw R-LINE estimates and the calibrated R-
LINE estimates from cross validation analyses (referred as Estimate in the equations below) 
are compared with observations for CO and NOx, and with CMB-GC estimates for PM2.5 
mobile source impacts, using normalized root mean square error (NRMSE) and normalized 
mean bias (NMB) metrics (Equation 8 and Equation 9). The leave-one-value-out approach 
provides 40 results for CO (available data in 10 years at 5 sites), 63 results for NOx 
(available in 10 years at 7 sites), and 30 results for PM2.5 (10 years and 3 sites). These 
results are used for estimating regression parameters for calibration, as already described, 
as well as for evaluating the calibration model performance. In the leave-one-site-out 
approach, one site is withheld (all ten years of data) and the sensitivity of calibration model 
results to the number of sites is assessed. For CO and NOx, all monitors were withheld 
(one-at-a-time); for PM2.5, only two of the three monitors were withheld, as accurate 
calibration requires at least one rural monitor. 
4.2.4 Regional Scale Models 
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Calibrated R-LINE annual mean fields at 250m resolution are up-scaled to coarser 
resolutions for comparison with results from previous studies derived using regional scale 
models. The regional scale models used are described here. 
4.2.4.1 CMAQ-Observation Fusion Method 
The CMAQ model is a chemical transport model that simulates air quality, accounting for 
emissions, meteorology, chemical reactions, and physical transport (Byun et al., 1997). 
Friberg et al. (2016b) developed a method that fused CMAQ simulation results and 
observation data to minimize bias and to optimize simulations of temporal and spatial 
variation. We compare 2002-2011 annual mean concentration fields of 1h maximum CO 
and NOx using the fused CMAQ-observation method at 12km resolution (97 grid locations 
in study area) with the calibrated R-LINE results up-scaled to this resolution (i.e., 
averaging 48x48 values at 250m resolution). 
4.2.4.2 Integrated Mobile Source Indicator Method 
The Integrated Mobile Source Indicator (IMSI) method is an approach that uses emission 
inventory information and concentrations of NOx, CO, and EC to estimate the mobile 
source impacts on PM2.5 (Pachon et al., 2012). The indicator is a weighted average of 
normalized concentrations of the three species, with the weighting determined by the ratios 
of mobile source emissions to total emissions for each species. The unitless indicator 
accounts for the temporal and spatial variation of NOx, CO, and EC concentrations. This 
unitless indicator is scaled to the CMB-GC mobile PM2.5 source impacts obtained at three 
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sites and multiple years by linear regression. The procedure is described in the Appendix 
(Equation A4). 
We generated 2008-2010 annual mean mobile source impact fields at a 4 km resolution for 
spatial comparison with the R-LINE mobile source PM2.5 results using concentrations 
fields from the fused CMAQ-observation approach (Hu et al., 2010) and emission 
weighting factors simulated by the Sparse Matrix Operator Kernel Emissions System 
(SMOKE) (Houyoux et al., 2000). The 4km CMAQ data are available from the Hu et al. 
(Hu et al., 2010) study (4km resolution data were not available for periods prior to 2008). 
Calibrated R-LINE results are up-scaled to 4km resolution (i.e., averaging 16x16, 250m 
resolution values). 
4.3 Results and Discussion 
4.3.1 R-LINE Model Estimates 
Annual average concentration fields of 24h average PM2.5, daily 1h maximum CO , and 
NOx concentrations were developed by R-LINE in metropolitan Atlanta  for 2002 through 
2011 (Figure 16, a to c, for 2011, Fig. A24 for other years). Estimated annual average 
concentrations decreased over time substantially at urban locations, with little change at 
rural site locations (Fig. A25, a to c).  
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Figure 16. Annual averages of R-LINE estimates by mobile sources in 2011. Panels a and 
d for PM2.5 (µg/m3), panels b and e for daily 1h maximum CO (ppb), and panels c and f 
for daily 1h maximum NOx (ppb). PM2.5 R-LINE results in panel d were calibrated on a 
log basis, whereas CO in panel e and NOx R-LINE results in panel f were calibrated on a 
linear basis.  
The annual average approach is computationally efficient and reduces the impact of calm 
conditions. When calm conditions (wind speed < 1 m/s) are not reset, the calculated annual 
concentrations for all years increased by about 25% to 30% for PM2.5, and 28% to 33% for 
CO and NOx, averaged across the domain (Fig. A26). The largest relative impact of calm 
conditions occurs in rural areas, where PM2.5 concentrations increases by about 4.5 times, 
and CO and NOx concentrations increase by about 11 times (Fig. A27).  
The adjustment of 24h diurnal emission ratios reduces the annual averages. As 
meteorological conditions and diurnal traffic patterns are correlated, using daily average 
emissions without diurnal emission profile increase the concentrations by 60% for PM2.5, 
33% for 1h maximum CO, and 30% for 1h maximum NOx averaged across the domain 
(Fig. A28). The highest impact of the diurnal emission adjustment occurs in the lower 
concentrations regions (Fig. A29). The impact is lower for the daily 1h maximum 
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concentrations than 24h average concentrations. This is because the 24h average 
concentrations are highly overestimated when the lower nighttime emissions are not 
accounted for and the atmosphere tends to be stable.  
While the spatial fields of annual means look similar across years due to the largely static 
distribution of traffic emissions, some differences in these spatial fields due to 
meteorological variations were observed and varied by region. In the urban core, where 
population densities are mostly above 200 people/km2 (Figure 15) and the highest quartiles 
of concentrations are observed (Fig. A30), annual mean fields varied between years by up 
to 5%, 7%, and 7%, for PM2.5, CO, and NOx, respectively, based on the Pearson R2 values 
for this quartile. The second and third quartiles of concentrations are in suburban areas with 
lower population density. Meteorological differences across years resulted in up to 81%, 
67%, and 64% variations in the annual spatial patterns of the second quartile, and 63%, 
71%, and 71% variations in the spatial patterns of the third quartile for PM2.5, CO, and NOx, 
respectively. For the lowest quartile concentrations which are in rural areas, up to 14%, 20, 
and 19% variations in the annual spatial patterns are attributed to meteorology for the three 
species. These results indicate that the change of spatial distribution in annual mean 
concentrations over years is greater in suburban areas than in urban and rural areas. This 
implies that the spatial distribution of pollutant concentrations in urban and rural areas is 
highly determined by traffic distribution; while in suburban area is highly influenced by 
meteorological impacts.  
The maximum annual average concentrations from R-LINE model near roadways are very 
high. The maximum annual averages of mobile source PM2.5, CO, and NOx are observed 
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in the downtown and midtown areas of Atlanta where two interstate highways (I-75 and I-
85) are merged and the 2013 annual average daily traffic is 289,740 (Georgia Department 
of Transportation, 2013). Over the 10-year period, the maximum mobile impacts simulated 
by R-LINE ranged from 27.5 (2011) to 52.5 (2002) µg/m3 for PM2.5, 8140 (2008) to 13141 
(2002) ppb for CO, and 1683 (2011) to 3615 ppb (2002) for NOx; within a 250m distance, 
these peak concentrations drop dramatically. Near-roadway studies suggest that the peak 
R-LINE concentrations and steep near-road gradients are too high. Based on data from a 
recent near-roadway measurement study in Atlanta (Environmental Protection Agency), 
measurements of CO and NOx were lower than R-LINE estimates by a factor of 3.1 and 
7.4, respectively; more details are provided in SI Fig. A33 and Table A11. 
4.3.2 R-LINE Model Calibration and Evaluation 
As 88% and 73% (averaged across the domain (Fig. A31)) of ground level CO and NOx 
emissions, respectively, are estimated to be contributed by mobile sources, the annual 
spatial fields of mobile source contributed concentrations are directly compared with total 
ambient CO and NOx observations. We compared the R-LINE derived mobile source PM2.5 
estimates, on the other hand, to CMB-GC estimated mobile source impacts of PM2.5 based 
on observational data since a much smaller percentage of PM2.5 is contributed directly by 
mobile sources. 
We explore the relationships between R-LINE estimates at monitor locations and CO and 
NOx measurements and CMB-GC estimates of PM2.5 mobile source impacts using linear 
and log-transformed regressions (Figure 17). The comparison indicates that the R-LINE 
model captures the trends at monitor locations well, with Pearson R2 values over multiple 
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years and locations for PM2.5, CO, and NOx of 0.72, 0.83, and 0.64, respectively, on a linear 
basis and 0.91, 0.91, and 0.89, respectively, on a log basis.  
  
Figure 17. Regressions between R-LINE estimates and CMB-GC estimates of mobile 
source PM2.5 and observations for CO and NOx, performed on a linear basis in the top 
row and log basis in bottom row.  
Simulated fields of all three species are biased high compared to observational data, 
indicating overestimation of the R-LINE model. Linear regression of R-LINE estimates 
and observational data (panels a - c) have slopes of 0.54, 0.69, and 0.30 for PM2.5, CO, and 
NOx, respectively, indicating higher simulated spatial gradients than observed. Several 
factors can lead to discrepancies between the R-LINE estimates at monitor locations and 
CO and NOx measurements and CMB-GC estimates of PM2.5 mobile source impacts. These 
include the formulation of the model, the properties of the pollutants, the impact from other 
sources, and the uncertainties in the models and data. The R-LINE model formulation does 
not include reaction and wet deposition. The R-LINE model generates least bias for CO as 
a primary pollutant gas with low reactivity and deposition loss. Wet deposition is a sink for 
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mobile source PM2.5 (Zhang et al., 2015), and NOx is lost by reaction in the atmosphere. 
At the rural sites (YRK and Conyers), R-LINE estimated NOx concentrations are much 
higher than observations. This may be due to the lack of sinks in R-LINE resulting in larger 
impacts from urban core emissions, and due to an over-estimation of modeled emissions 
(Anderson et al., 2014; Fujita et al., 2012; Liu and Frey, 2015). Moreover, there is a 
mismatch between the R-LINE estimates and the data used for calibration from direct 
measurements and from CMB-GC estimates. For CO and, to a lesser extent, NOx, the 
observations include impacts of other sources, such as CO derived from oxidation of 
organics in the atmosphere, whereas the R-LINE estimates are derived entirely from traffic 
emissions. For PM2.5, the CMB-GC estimates, while observation based, are prone to 
modeling uncertainties of about 45% of mobile source impacts on average based on a study 
at JST conducted from 1999 to 2004 (Balachandran et al., 2013); this uncertainty is due to 
uncertainties in measurements and specified source profiles and limitations in the 
calculation methodology such as number of sources.  
Calibrating R-LINE estimates based on observations and models that use observational 
data can substantially improve exposure assessment and more accurately reflect mobile 
source impacts on pollutant concentrations for planning purposes. Here we use linear and 
log-transformed regression analyses (Figure 17) to develop equations for calibrating R-
LINE estimates to CO and NOx measurements and CMB-GC PM2.5 mobile source impacts 
using all available monitors from 2002 to 2011 in the domain. Error and bias for the raw 
R-LINE estimates and the calibrated R-LINE estimates are shown in Table 5. A discussion 
of results for each species follows. 
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linear 39% 35% 50% 29% 13% 12% log 24% 49% 0.3% 13% 
CO linear 33% 17% 20% 22% 2% 1% log 16% 16% -1% 1% 
NOX 
linear 326% 70% 101% 303% 49% 69% log 44% 63% 15% 20% 
 
4.3.2.1 PM2.5 
 For mobile source PM2.5, the log-transformed regression of the R-LINE estimates and 
CMB-GC estimates performed better than the linear regression (Table 2) using leave-one-
value-out cross validation, with lower NRMSE and NMB (Table 2), and higher R2 (Figure 
17 - 0.91 for log regression versus 0.72 for linear regression). The slope of log-transformed 
regression is less than one, and the NMB of R-LINE estimates at all three sites are positive 
compared to CMB-GC results, indicating that calibration reduces near-roadway gradients. 
Therefore, the log-transformed regression was used to calibrate the R-LINE mobile source 
impacts of PM2.5. 
The calibrated R-LINE estimates are spatially more homogeneous than the raw R-LINE 
results, with the lower values increased slightly and the higher values decreased (Figure 
17d). The leave-one-value-out cross validation indicates that the calibration models are 
capable of estimating the mobile source impacts with lower NRMSE, 24% compared to 
39% by R-LINE, and less NMB, 0.3% compared to 29% by R-LINE (Table 2).  
However, with only three sites available for estimates of mobile source PM2.5, one rural 
site and two urban sites, the impact of removing a site is substantial. In our leave-one-site-
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out evaluation, we only considered withholding one of the two urban monitors as the 
regression results are very poor without the rural monitor. Calibration with an urban 
monitor withheld resulted in higher NRMSE than the raw R-LINE data (49% versus 39%) 
and lower NMB (13% versus 29%). The higher NRMSE in the calibrated R-LINE results 
suggests that at least three monitors, spatially distributed, are needed to provide reliable 
calibration. 
4.3.2.2 CO  
For 1h maximum CO, the log-transformed and linear regressions of the R-LINE estimates 
and observations performed similarly (Table 2). Linear regression yielded an intercept of 
82 ppb (95% confidence interval as 81 to 83 ppb), which compares well with a U.S. 
background concentration estimated to as 40 to 200 ppb (Seinfeld and Pandis, 2012b) and 
with background levels found at rural locations in the southeastern U.S (Blanchard, 2013). 
When the background of 82 ppb is removed from observations and the log regression is 
rerun, a slope of 1.007 (±0.04) is found, indicating that, when the background is removed, 
the linear and log-transformed relationships are effectively the same. Therefore, we opted 
to use a linear calibration equation. 
Compared to the raw R-LINE estimates, the calibrated R-LINE estimates using the linear 
calibration are slightly higher in rural areas due to the addition of a background 
concentration of 82 ppb (Figure 17e), and maximum concentrations decrease by about 30%. 
Linear calibration of the CO estimated NRMSE of 17%, compared to 33% by R-LINE, and 
NMB of 2%, compared to 22% by R-LINE.  
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Cross validation by withholding each monitor from the analysis yields smaller NRMSE 
and NMB, similar to the leave-one-value-out R-LINE results (Table 2). This suggests that 
the annual mean field estimated by R-LINE for 1h maximum CO, calibrated with five CO 
monitors in the metropolitan Atlanta area, is weakly sensitive to the number of monitors. 
With the CO monitors covers rural, urban, suburban, and near road locations, the 
calibration model is able to captures the spatial distribution using the sufficient inputs. As 
a result, the calibration model generates less errors and biases when monitors are more 
spatially distributed.  
4.3.2.3 NOx  
For 1h maximum NOx, comparison of R-LINE estimates with observations indicates that 
R-LINE overestimates NOx at both urban and rural locations. The raw R-LINE NRMSE is 
326% and NMB is 303%. NOx is most biased at rural sites, with NRMSE 510% and NMB 
490% at YRK site, compared to 250% for NRMSE and 230% for NMB averaged across 
all urban sites. Log-transformed regression yields a slope of 1.3, resulting in larger near-
road concentrations than calibration by linear regression. The near-zero intercept of the 
linear regression is consistent with a traffic dominated impact on NOx. Therefore, we chose 
the linear regression for calibrating NOx. 
Compared to the raw R-LINE estimates, the distribution of results using linear calibration 
(Figure 17f) shows a decrease of 59% at the lowest quartile, 64% at median, and 67% at 
top quartile. Linear calibration evaluated using the leave-one-value-out approach yields 
NRMSE of 70% compared to 326% by R-LINE, and NMB of 49% compared to 303% by 
R-LINE, substantially reducing the errors and biases. 
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Cross validation by withholding each of the six monitor locations one-by-one (two YRK 
sites withheld together) also shows lower NRMSE and NMB compared to R-LINE. This 
indicates the improvement by calibration over raw R-LINE results is only slightly sensitive 
to the number of monitor locations available for calibration in the case of NOx with its six 
distinct monitor locations.  
4.3.2.4 Model Selection  
Based on the discussion above, the equations shown in Table 6 were selected for calibration. 
For PM2.5, the log-transformed linear regression is selected with slope of 0.818 (95% 
confidence intervals as 0.817 to 0.819 using the jackknife regression method) and intercept 
of 0.072 (confidence interval as 0.069 to 0.075). For CO, linear regression selected with a 
background of 82 ppb (confidence interval of 81 to 83 ppb), and slope of 0.688 (confidence 
interval of 0.687 to 0.689) as scaling factor of the spatial gradients. For NOx, linear 
approach is selected, with spatial scaling factor of 0.301 (confidence interval as 0.300 to 
0.302) and intercept of 4.6 (confidence interval as 4.5 to 4.7). Calibrated fields for 2011 
are shown in Figure 16, d to f; calibrated fields for years 2002-2010 are shown in Appendix 
(Fig. A32). 
Table 6. Selected models for calibrating R-LINE. 
Species Form 
95% Confidence intervals of Correlation 




0.818±0.001 0.072±0.003 0.95 
1hr-max CO linear 0.688±0.001 82±1 0.90 
1hr-max NOx linear 0.301±0.001 4.6±0.1 0.80 
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4.3.3 Comparison with Regional Scale Model Results 
To assess consistency between the fine resolution R-LINE  modeling approach used here 
and regional scale approaches using coarser resolution chemical transport modeling, we 
compared calibrated R-LINE results aggregated to a 12 km resolution to correspond to 
CMAQ-observation fused estimates for CO and NOx for  10 years (2002-2011), and 
aggregated to a 4 km resolution to correspond to IMSI mobile source impact fields for 
PM2.5 for the three years 2008-2010, the time period for which data are available from other 
studies (Hu, 2014). The spatially averaged calibrated R-LINE estimates of CO and NOx 
agree well with CMAQ-observation spatial distribution, with R2 0.55 for CO, and 0.54 for 
NOx, for PM2.5 agree well with IMSI with R2 0.53 (Figure 18).  
 
 
Figure 18. Calibrated R-LINE results versus IMSI mobile source PM2.5 estimates at 4 km 
resolution for 2008-2010 and versus CMAQ-observation fused CO and NOx at 12 km 
resolution for 2002-2011. 
The comparisons in Figure 18 are spatiotemporal, with 3 years and 873 locations for PM2.5 
and 10 years and 97 locations for CO and NOx. The calibrated R-LINE PM2.5 results 
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approach zero at low concentrations whereas the IMSI results have a non-zero minimum. 
The IMSI minimum concentration is due to the inclusion of background CO and EC levels 
in the IMSI estimation; the R-LINE results include no background and no intercept was 
used in the PM2.5 calibrations. 
4.3.4 Population-Weighted Concentration  
To assess the impact of the fine resolution modeling on exposure estimates, we use 2010 
census block data (Census Bureau, 2012), distributed to 250 m grid cells by weighting the 
population in each cell by area in the block, to estimate population-weighted concentration. 
Population at 250m, 4km and 12km resolution are estimated and population-weighted 
spatial averages are obtained by equation 11.  




  Equation 11 
Here, N is the number of 250m grid cells (235,296). Population-weighted annual mean 
concentration estimates using raw R-LINE, calibrated R-LINE, and regional scale model 
fields were calculated for the three pollutants (Table 7 for 2010 and Table A9 for all years). 
The mobile contributed concentrations based on calibrated R-LINE and IMSI are 11% and 
9% of the concentrations based on total PM2.5 concentrations using a CMAQ-OBS data 
fusion approach at 4km resolution in 2010 (12.8 µg/m3). Over the 10-year period (2002-
2011), calibration reduced the R-LINE-based population-weighted concentration by 28% 
to 36% for mobile contributed PM2.5, by 24% to 30% for CO, and by 202% to 216% for 
NOx (Table A9). Even after calibration, the population-weighted concentration based on 
R-LINE is greater than the population-weighted concentration based on regional scale 
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modeling, possibly due to the coarse resolution of the regional scale modeling 
underestimating urban exposures. On the other hand, exposure estimates based on central 
site data alone, such as the CMB-GC mobile source impact estimates and observations of 
CO and NOx at the Atlanta central monitor JST, are higher than the population-weighted 
concentrations based on calibrated R-LINE, on average by 12% for PM2.5, by 60% for NOx, 
and by 21% for CO. This suggests that the fine scale spatial distributions of traffic-related 
pollution and population are correlated and likely results in higher exposures than predicted 
by regional scale models and lower exposures than predicted by central site monitors. 
 
Table 7. Population-weighted concentration in 2010 by the raw R-LINE, calibrated R-
LINE, and regional scale models. 
 R-LINE calibrated R-LINE IMSI/ CMAQ-OBS 
PM2.5 mobile source impact (µg/m3) 1.88 1.37 1.11 
CO (ppb) 733 588 295 
NOx (ppb) 148 49 31 
 
4.3.5 Limitations 
The calibrated R-LINE approach developed here for estimating annual average mobile 
source pollutant concentration fields at fine resolution is computationally efficient and 
consistent with available observational data. However, there are several limitations to the 
approach.  
One limitation of our approach is use of the STAR method for categorizing meteorological 
parameters in the development of R-LINE annual average fields. For example, in this study 
we divided the wind direction into four bins, which can lead to substantial spatial 
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discrepancies. Finer categorization can help reduce these errors, but at the cost of 
computational efficiency. Evaluation of the STAR method, coupled with the treatment of 
calm conditions and the use of average diurnal emission trends described in this work, 
could be improved with better spatial coverage of observations to better characterize the 
tradeoffs between computational efficiency and accurate simulations. 
A second limitation of the calibrated R-LINE approach is its dependence on available 
monitor data in developing the calibration models. Although there may be a sufficient 
number of years available, a study area may not have a sufficient number of monitors to 
provide adequate spatial coverage. In this study of metropolitan Atlanta, the three monitors 
with speciated PM2.5 were marginally sufficient to calibrate mobile source PM2.5 R-LINE 
estimates, reducing bias but increasing error. For CO and NOx, the numbers of monitors 
available (five and seven, respectively) were sufficient to reduce bias and error in the R-
LINE annual estimates based on cross-validation results. The spatial distribution of 
monitors used for calibration is also an important factor in calibration of R-LINE estimates. 
The use of CMB-GC to estimate mobile source PM2.5 is another limitation of the calibrated 
R-LINE approach. As there is no direct measurement of mobile source impacts and mobile 
sources contribute only a small portion of total PM2.5, R-LINE PM2.5 calibration is based 
on CMB-GC source apportionment modeling that uses speciated PM2.5 data. Uncertainties 
in source apportionment modeling are large, as evidenced by the range of results obtained 
by applying different methods (Balachandran et al., 2013). Moreover, the availability of 
speciated PM2.5 measurements is limited over time and space. One solution is to compare 
the mobile source impacts to the more commonly measured total PM2.5 concentrations 
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assuming a spatial homogeneous contribution from all other sources in the domain, as 
applied in D'Onofrio et al. (2016).  
While R-LINE can be used to estimate mobile source pollutant concentrations at very fine 
resolution, the accuracy of results will be limited by the use of the STAR approach 
developed for computational efficiency as well as the emission data used for road links. 
Calibration can reduce biases in near-road gradients in the R-LINE estimates, but long-
term (i.e. five or more years) monitoring at multiple sites that are spatially distributed (e.g. 
at least one urban, suburban and rural monitor) are needed to develop the regression models. 
Finally, attention must be paid to the potential mismatch of R-LINE estimates of pollutant 
concentrations, which are from mobile sources only, and pollutant measurements used for 
calibration, which are from all sources. 
4.4 Conclusion 
Calibrated R-LINE modeling provides high-resolution annual mean concentration fields 
useful for air quality planning and long-term exposure studies. In particular, we extended 
the STAR approach for the treatment of calm meteorological conditions, diurnal emission 
adjustment, and calibration to observational data. In the application of R-LINE with a ten-
year period in the metropolitan Atlanta region, the annual average approach reduces 
computation time, and the treatment of calm conditions and application of diurnal emission 
ratios in calculating that annual averages reduce the estimates substantially. The calibration 
method reduces bias and NRMSE. The calibration model requires at least three spatially 
distributed sites; otherwise it becomes sensitive to the change of sites used. The calibrated 
R-LINE results at the fine resolution present higher population exposures than estimated 
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by calibrated regional scale models. This study for the spatial information help improve 
and understand the infrastructure project planning. The approach has been applied to scale 
simulated concentrations for air quality analyses by the ARC (D'Onofrio et al., 2016). The 
results are also being used for fine scaled health analysis. 
4.5 Acknowledgement 
This study was conducted as part of the Southeastern Center for Air Pollution and 
Epidemiology (SCAPE) supported by U.S. EPA under Grant Number R834799.  Its 
contents are solely the responsibility of the grantee and do not necessarily represent the 
official views of the U.S. EPA.  Further, U.S. EPA does not endorse the purchase of any 
commercial products or services mentioned in the publication.  We would like to 
acknowledge the measurement networks IMPROVE, CSN, and SEARCH. We 
acknowledge Yongtao Hu for providing the data for comparison in our modeling process. 
  
 83 
CHAPTER 5. CHARACTERIZATION OF TRAFFIC RELATED 
POLLUTANT CONCENTRATION GRADIENTS USING AIR 
DISPERSION MODEL R-LINE, PASSIVE SAMPLER 
DETECTORS, A MOBILE PLATFORM, AND FIXED-SITE 
MONITORS 
Abstract 
Spatial gradients of ambient air pollutant concentrations can affect human exposure to 
pollution. In the assessment of human exposure to traffic related pollutants, both 
measurements and simulations can be used to capture the local pollutant concentration 
gradients. Though the line-source dispersion model Research-Line (R-LINE) is able to 
generate near-road spatial gradients, it needs to be calibrated to correct for biases. In this 
study, we characterized the spatial gradients of two-week averaged near-road pollution, 
comparing measurements and simulations in a larger region over the Atlanta metropolitan 
area. We compared measurements of concentration gradients of multiple air pollutants, 
NOx, NO2, PM2.5, black carbon, and eight volatile organic compounds, from four methods, 
passive sampler detectors, mobile platform sampler, fixed monitors, and R-LINE 
simulations. We found that concentrations decrease by a factor of up to 3.1 from highway 
adjacent areas (<100m away from highway) to remote areas (>1500m away from highway) 
for all pollutants in measurements, and by a factor of up to 4.2 in R-LINE estimates. The 
R-LINE simulations yield larger spatial gradients and higher concentration levels due 
partially to the overestimation of the emissions and insufficient dispersion near roadways. 
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The comparison of a mobile platform measurement system with fixed monitors suggests a 
good agreement of concentrations. The comparison of near-road spatial gradients by 
passive sampler detectors and R-LINE indicates that the calibrated R-LINE estimation well 
captures the near-road gradients of both concentration levels and spatial variations. R-
LINE better simulates averaged concentrations than hourly ones because of the 
uncertainties in meteorology and emissions inputs.  
5.1 Introduction 
The traffic-related air pollutants (TRAPs) have been the major source of human exposure 
in urban areas (Colvile et al., 2001; Rowangould, 2013). Typical TRAPs include black 
carbon (BC), carbon monoxide (CO), nitrogen oxides (NOx), fine particulate matters 
(PM2.5), and volatile organic compounds (VOCs). Exposure to those pollutants is found to 
result in adverse health effects such as cardiovascular diseases and asthma (e.g., Chen et 
al., 2015; Chen et al., 2013; Gehring et al., 2010; Pennington et al., 2017a; Strickland et 
al., 2010). However, the accuracy of the exposure measurements still needs  evaluation and 
improvement as many factors can affect the measurements, such as the exposure time and 
mobility during exposure (Dons et al., 2013; Ganguly et al., 2015; Jerrett et al., 2005; 
Kingham et al., 2013; Pennington et al., 2017b). 
One important aspect of the exposure measurements is the fine-scale spatial gradients of 
the TRAPs. The estimates of spatial gradients of on-road and near-road concentrations 
largely affect the accuracy of the exposure assessment at fine scales. For example, Riley et 
al. (2014) observed that the BC concentration increased three-folds within 10m of the 
roadway edge as compared to far-road measurements in a study conducted in New Mexico. 
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As such, in exposure projections, estimates in coarse resolutions cannot capture the high 
near-road exposure, while a fine resolution estimate might not be accurate. Spatial 
gradients are necessary for the accuracy of exposure assessment. Attention has been given 
to the evaluation of the spatial gradients of the TRAPs using different measurement 
techniques and modeling techniques (Batterman et al., 2014; Dons et al., 2013; Moutinho 
et al., 2016; Patton et al., 2017; Riley et al., 2014).  
The mobile monitoring platform is a widely used measurement method for assessing spatial 
and temporal gradients (Hagler et al., 2010; Hu et al., 2012; Riley et al., 2014). In addition 
to measuring real-time on-road and near-road concentrations, the mobile platform can also 
be used to estimate the concentrations in a small area (e.g., radius in 600m), referred to as 
a ‘fuzzy point’ (FP) (Riley et al., 2016a). FPs can provide more robust averages as well as 
spatial distributions of concentrations by including concentrations from all directions 
(Larson et al., 2009; Riley et al., 2016a) and, therefore, is a good measurement for 
evaluation of spatial representativeness of fixed monitors.  
Passive sampler detectors (PSDs) are often used in spatial gradients measurements of air 
pollutant concentrations (Knibbs et al., 2016; Lai et al., 2004; Riley et al., 2016b). The 
PSDs are set at a fixed location to collect air pollutants over a time period. They can detect 
a large number of VOCs but are limited by temporal resolution as they typically need 
several days for sample collection (Riley et al., 2016b). The PSD measurements over the 
sampling period are less affected by meteorology conditions and more representative of 
the average spatial gradients than measurements with high temporal resolutions (e.g., 
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hourly measurements) when used in the characterization of spatial gradients because of the 
relatively long collection time.  
The dispersion model R-LINE is designed to estimate impacts of line source emissions 
(Snyder et al., 2013), such as traffic emissions. It has been used to capture spatial gradients 
of air pollution concentrations at fine resolutions (e.g., 10m resolution and 250m resolution) 
(Batterman et al., 2015; Chang et al., 2015; Moutinho et al., 2016; Patton et al., 2017; Zhai 
et al., 2016). However, it was found that R-LINE overestimated the annual average 
concentrations of CO, NOx, and PM2.5 in a study conducted in Atlanta (Zhai et al., 2016) 
and elsewhere (Venkatram et al., 2013). Given the overestimation issue in R-LINE, the 
model needs to be calibrated to simulate spatial gradients.  
To characterize the spatial gradients of near-road concentrations, we compared the 
concentrations of traffic related pollutants such as NOx, CO, and VOCs using dispersion 
model R-LINE and measurements of passive sampler detectors and mobile platform in 
Atlanta. We used the PSD measurements set close to roadways and R-LINE to characterize 
the spatial gradients of near-road concentrations, and the FP measurements to evaluate the 
representativeness of the regulatory fixed monitors for the surrounding areas.  
5.2 Methods  
5.2.1 Mobile Platform at Fuzzy Points 
The mobile platform used in this study was developed in the Center for Clean Air Research 
(CCAR) project and described in Riley et al. (2014) for instrument and methodology, and 
in Riley et al. (2016a) for measurement conditions in Atlanta. The FPs are locations that 
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the mobile measurement platform drove around in radius smaller than 600m between 13:00 
to 19:30 local time on September 7th to September 17th, 2013. The vehicle with the mobile 
platform drove around FPs for ~6 to ~10 minutes and collects a measurement every 10 
seconds. The medians of the measurements during collection period were considered as a 
representative of the ambient pollutant concentrations. The measurements of NOx, NO2, 
black carbon (BC), and particles by nephelometer are reported.  
The locations of the FP locations are located in areas with different traffic emissions as 
reflected by NOx hourly emissions (Figure 19). The red circle line on the map denotes the 
perimeter I-285 which is one of the most trafficked highways in Atlanta. The light blue 
lines are the roads with light traffic. There were 29 FPs set in Atlanta near roads with 
different traffic volumes. The FPs includes the areas of fixed monitor sites, i.e., Jefferson 
St site (JST) and South DeKalb site (SDK), the I-75/I-85 connector where I-75 and I-85 
merge, the large highway intersection in northeastern Atlanta, remote locations stet up to 
~60 km west where the rural SEARCH monitor at Yorkville is located, and locations close 
to railyards.  
 
Figure 19. Map of FP, PSD, and fixed monitor locations. The color lines in the 
background of the map are the hourly link-level mobile source emissions(g/m/s) for all 
roads in the areas. The box on the right zooms in the squared area in the left map to show 
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the PSD spatial gradients sampling design. On the zoomed map, the black lines are the 
major highways as marked, and the red spots are locations of near-road PSD samplers. 
Four FP set for background impact of highways are marked for FP # 15 to # 18. 
5.2.2 Passive Sampler Detectors 
The passive sampler detectors measured NOx and the 8 VOC pollutants to assess mobile 
source impacts near road. The VOCs measured are short-chain alkane, pentane, three long-
chain alkanes (n-nonane, n-decane, and n-undecane), and aromatic hydrocarbons (benzene, 
toluene, m-xylene, and o-xylene). 
The samplers passively collected air pollutants from ambient environment starting from 11 
am on September 5th to 9 pm on September 18th, 2013 (local time). In total, 28 passive 
sampler detectors were placed near major highways of Atlanta as well as railyard and rural 
areas at the same locations with FP (Table 8, Figure 19). Their distances to major highways 
are used to reflect the spatial resolutions of the gradients. The distances were measured 
using Google Map Measure function using the latitude and longitude of the PSD location 
to location of the edge of roads. 
We grouped the 28 PSDs into 7 groups (Table 8). The first three groups monitored fine 
scale near-road gradients on both sides of the highways between ~100m to ~2000m away 
from highway edges. The highways monitored are I-75/I-85 downtown connector, I-20 
downtown section, and I-85 in northeast area of Atlanta. Four locations (FP # 15 to # 18 in 
Figure 19) that are 1km to 2km away from the I-85 and I-75/I-85 connector are included 
to reflect the background impact of the highways to relatively far areas. The background 
impact of I-20 can be reflected by FP # 15 and #16 as they are all in the Midtown to 
Downtown area of central Atlanta. Group 4 measured the impact of railyard to nearby 
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neighborhood with the detectors ~100m away from the edge of railyards. Group 5 
measured the rural area which reflects the background impact of the traffic from central 
Atlanta area. Group 6 and 7 are located near to the interstate I-285 and the Spaghetti 
Junction at the cross of I-285 and I-85, reflecting the near-road impact from heavy traffic. 
Table 8. PSD locations and their distance to major highways in Atlanta. The distances are 
from monitoring location to the edge of closest highways. For I-75/I-85 connector, I-20, 
and I-85, three detectors are located on both sides of the roadways.  
Group Highway Distance (m) 

























4 Railyard 150 95 
5 Rural area 5090 7650 
6 I-285 SE 340 
7 Junction of I-85 & I-285 700 
 
5.2.3 Fixed Monitors  
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The hourly measurements at regulatory monitors in the studied areas are used for 
comparison with the FP and R-LINE data (Figure 19). There are four monitors used in this 
study for NOx, NO2, BC, and particles by nephelometer. All four measure hourly NOx and 
NO2 and two of them measure BC and particles by nephelometer. The Jefferson Street (JST) 
in midtown Atlanta area provides a comprehensive set of air quality measurements as part 
of the Southeast Aerosol Research and Characterization network (SEARCH) (Hansen et 
al., 2003). The South DeKalb (SDK) site is a U.S. EPA Air Quality System (AQS) 
(Environmental Protection Agency) monitor located near Interstate I-285 (~600m away). 
The Yorkville site is a SEARCH network monitor located ~70km away from center of 
Atlanta in a rural environment. The site at Georgia Institute of Technology campus close 
to the I-75/I85 connector (GaTech site) is an U.S. EPA site that measures NOx and NO2 
hourly concentrations. The YRK and JST sites have nephelometer measurements which 
can be used to estimate PM2.5. 
5.2.4 Dispersion Model R-LINE  
The Research-Line model (R-LINE) is a steady-state dispersion model that is designed for 
line sources (Snyder et al., 2013). It estimates concentrations using line emissions and 
meteorology inputs and generates concentration estimates based on dispersions without 
processing of wet deposition and chemical reactions. In this study, we used hourly link-
level emissions of NOx, CO, and PM2.5 that were generated by Atlanta Regional 
Commission’s (ARC) 20-county activity-based travel demand models for a typical 
weekday in 2010 for 43,712 links in the Atlanta area. We used the same emission 
distributions for the period from 2010 to 2013 with total emissions scaled year to year. 
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Therefore, we obtained hourly emissions for 2013 scaled from 2010 link-emissions using 
the total emissions developed by the Motor Vehicle Emission Simulator 2010b 
(MOVES2010b) (Environmental Protection Agency, 2012). The meteorological inputs 
were estimated using AERMET and AERMINUTE (EPA, 2004b, 2015) for each hour. 
More information about the emissions and meteorology information can be found in Zhai 
et al. (2016). The concentrations were simulated at the locations of the FPs and PSDs using 
for the same time period. 
5.3 Results and Discussion  
We compare the R-LINE estimates with field measurements in two ways: near-road 
concentrations at two-week average levels for R-LINE and PSD; the cross method 
comparison at hourly levels for R-LINE, FP by mobile platform, and fixed monitors. For 
the near-road gradients, we first present the gradients for each highway by the two methods, 
and then compare the spatial variation of the two. For the hourly comparison, we first 
compare the two measurements by mobile platform and by fixed monitors, and then 
compare the R-LINE estimates versus the two measurements. Overall, R-LINE estimates 
the spatial variation in relatively good agreement with PSD measurements but 
overestimates the spatial gradients. FP and fixed monitors agree well in the spatio-temporal 
comparison. However, R-LINE does not have good agreement with the two measurements 
in the spatio-temporal variations on hourly level (Appendix D.1 and D.2). 
5.3.1 Near-road Spatial Gradients by PSD and R-LINE 
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The I-75/I-85 downtown connector is located in the highly populated midtown to 
downtown areas of Atlanta and merges the two major highway, I-75 and I-85. Therefore, 
it has the highest near-road concentrations of most pollutants and sharpest decrease of the 
three highways for R-LINE and PSD (Figure 20, brown lines). The I-20 highway is located 
near downtown area of Atlanta and has relatively heavy traffic. It shows the second highest 
concentration for most pollutants (Figure 20, yellow lines). The highway I-85 in the 
northeast area of Atlanta carries mostly light-duty vehicle traffic and limited heavy-duty 
vehicle traffic because all heavy-duty vehicle traffic going through Atlanta without a 
destination inside the perimeter I-285 are required to use I-285 for detour (State of Georgia, 
2013). Therefore, it has relatively lighter concentrations of pollutants compared to the other 
two highways (Figure 20, green lines).  
 
Figure 20. Near-road spatial gradients of R-LINE and PSD with distance (m) to the edge 
of highways. The concentrations of PM2.5 by R-LINE are in µg/m3 and for all other 
pollutants are in ppb. The colors denote the highways and shapes denotes direction to the 
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highways. Brown denotes for the locations close to I-75/I85 Downtown Connector; 
yellow for I-20 Downtown (SE) section; green for I-85 in NE Atlanta. The square points 
are for locations on the east of highway; dots for west; triangles for north; and diamonds 
for south. 
5.3.1.1 Spatial Gradients by R-LINE  
The spatial gradients estimated by R-LINE align well with the inverse of distance to road 
edge, with concentration dropping from near-road (<100m away) to far-road (>1000m). 
The concentrations decreased by factors of 3.65, 3.55, and 4.16, for NOx, CO, and PM2.5, 
respectively, from near-road sampler near I-75/I-85 connector (FP #5) to the downtown 
background sampler (FP #15). For the gradients near the I-20 downtown sector, the 
concentrations at the near-road sampler are factors of 2.00, 2.01, and 2.05 higher for NOx, 
CO, and PM2.5, respectively, compared to the downtown background sampler (FP #15). 
The concentrations near I-85 dropped by factors of 2.57, 2.65, and 2.55, for NOx, CO, and 
PM2.5, respectively, compared to the background sampler near I-85 (FP #17). Overall, the 
I-75/I-85 connector with the heaviest traffic shows the sharpest spatial gradients by R-
LINE, with similar decreasing folds for the three pollutants. 
5.3.1.2 Spatial Gradients by PSD 
The PSD measurements show the largest NOx decrease of a factor of 3.1 near the I-75/I-85 
connector to the far-road site about 2km away from highway. The decrease for I-20 and I-
85 are factors of 1.6 and 2.1, respectively, to the far-road site. Benzene, toluene, m-xylene, 
and o-xylene also display decreasing trends going away from roadway except for the sets 
of samplers on north side of I-20 and west side of I-75/I-85 connector. The spatial gradients 
on the east side of I-85 are smaller than the gradients on the west side for NOx, m-xylene, 
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and o-xylene by PSD, likely caused by the traffic of the two monitored areas. The aromatic 
hydrocarbons show stronger near-road concentration pattern than the long-chain alkanes. 
This may be caused by the more stable chemical properties of the aromatic hydrocarbons 
than alkanes. 
The two rural samplers, located most far away from highways, show the lowest 
concentrations among all PSD locations. The SDK and spaghetti junction of I-285 and I-
85 show relatively high concentrations, which reflects the impact of the heavy traffic of I-
285. The concentrations near the railyard are lower than the urban backgrounds (FP # 15 
to 18) but higher than the rural background (FP # 34 and 35), indicating moderate impact 
from railyard on air quality.  
5.3.1.3 R-LINE and PSD Spatial Gradients Comparison  
R-LINE estimates slightly higher near-road gradients of NOx concentrations than PSD 
measurements (Figure 20). The regression in Figure 21 shows good agreement in the 
spatial variations of NOx by R-LINE and PSD with correlation coefficient R2 of 0.55, but 
the concentrations by PSD is about 0.25 times of that by R-LINE, indicating overestimation 
by R-LINE. This is consistent with the observation from Figure 20. To reduce the bias of 
R-LINE in overestimating both concentrations and the spatial gradients, we calibrated the 
NOx concentrations of R-LINE using the regression in Figure 21. The calibration reduced 
the normalized mean bias from 2.0 to -0.0001, and normalized mean squared errors from 
2.3 to 0.3, greatly improves the estimation of R-LINE. 
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Figure 21. Regression of PSD vs R-LINE at all locations. NOx is direct comparison; R-
LINE CO compared with benzene; R-LINE PM2.5 compared with m-xylene. There is one 
outlier removed from the regression for comparison of benzene and CO.  
CO simulated by R-LINE is most correlated with benzene measured by PSD, which 
corresponds well with the fact that both CO and benzene are enriched in gasoline emissions 
(Dearth et al., 1992). PM2.5 by R-LINE is most correlated with NOx by PSD, and also highly 
correlated with m-xylene by PSD. As the R-LINE estimated PM2.5 is impacted by mobile 
source only, it reflects the variation of overall mobile emission contributions. Similarly, 
NOx and m-xylene are also found in both gasoline and diesel vehicles.  
We compared the gasoline derived CO concentrations and total mobile source derived 
PM2.5 concentrations by R-LINE (Figure 21) for common sources by using benzene as 
tracer of gasoline and m-xylene as tracer of total mobile sources. Benzene and m-xylene 
are tightly scattered around the regression trend lines, showing good agreement in the 
spatial variations. However, due to the limited availability of the measurements by PSD, 
we cannot evaluate the overestimation of R-LINE in CO and PM2.5.  
5.3.2 FP and Fixed Monitors Comparison  
The mobile platform concentrations are collected every 10 seconds and the medians of the 
fuzzing trip were used for comparison with other methods. For fixed monitors, we used 
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hourly measurements, which is less affected by the meteorology condition. In Figure 22, 
fixed monitors and FP are compared to evaluate whether the fixed monitors can represent 
the pollution conditions for the ~600 m radius areas.  
 
Figure 22. Comparison for mobile platform FP with fixed monitors for NOx, NO2, BC and 
nephelometer.  
The medians of the mobile platform measurements at FPs are chosen as representative of 
the 6 to 10 min driving trip fuzzing around the fixed monitor locations. The 10s 
measurements by FP reflects the variation only. The four pollutants, NOx, NO2, BC, and 
particles measured by nephelometer, are in good agreement with those measured by the 
mobile platform and fixed monitors, showing Pearson R2 of 0.45, 0.75, 0.37, and 0.83, 
respectively (Figure 22). These correlations suggest that the mobile platform can capture 
the spatio-temporal gradients similar to the fixed monitors. The fixed monitors can 
represent the surrounding areas. 
5.4 Conclusions 
In this study, large near-road spatial gradients are found in both PSD measurements and R-
LINE simulations. The concentrations of <100m near major highways are up to 3 to 4 times 
of the concentrations ~2km away from the same area. The R-LINE simulations capture the 
spatial gradients slightly higher than PSD and generate the average concentrations ~7 times 
FP
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higher than PSD. Overall, R-LINE overestimated near-road average concentrations but 
estimated similar spatial variations compared with PSD measurements.  
For the hourly level concentrations, the medians of mobile platform measurements agree 
well with the fixed monitors, suggesting that the mobile platform can capture the 
concentrations similar to the fixed monitor sites. The mobile platform measurements can 
also be used to provide finer spatial resolution concentrations. The good agreement in the 
variations of the two methods also shows good spatial representativeness of the fixed 
monitors to the surrounding areas. The R-LINE comparison with fixed monitor and FP 
shows some correlation with the mobile source driven pollutants, but largely overestimate 
the concentrations.  
In general, R-LINE captures the spatial variations on two-week average, hourly, and annual 
averages (Zhai et al., 2016) for traffic related air pollutants. For all three time-resolution 
estimates, R-LINE overestimates the concentrations, with the largest overestimation in 
hourly level and lowest overestimation in annual average level.  
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CHAPTER 6. CONCLUSION AND FUTURE WORK 
6.1 Conclusions  
The multiple spatial and temporal modeling approaches presented in this dissertation help 
us better understand the mobile source impact distribution at different spatial resolutions. 
The approaches with calibration of modeling simulations to field measurements at different 
spatial scales improve the accuracy of the modeling results and increase the spatial and 
temporal resolutions of the measurement fields. The applications of the approaches in 2002 
to 2013 for CMB, 2002 to 2010 for IMSI, and 2002 to 2011 for R-LINE provide long-term 
exposure information to traffic related air pollution for health studies and air quality 
planning efforts. The conclusions of this work are summarized below.  
Daily impacts of 9 sources are estimated at 13 sites in Georgia for the years 2002 to 2013. 
Temporally, the long-term analysis shows that annual PM2.5 averaged across sites 
decreased from 13.8 µg/m3 to 9.2 µg/m3; seven sources decreased significant with more 
than 80% decrease of the total PM2.5 concentration attributed to decreases in ammonium 
sulfate and ammonium bisulfate. The trends of the estimated source impacts agree well 
with NEI annual averages, reflecting the outcome of the emission control policies to 
ambient concentration levels. Spatial patterns of the distribution of source impacts help 
understand spatial representativeness of the fixed monitors. The data for secondary 
pollutants based on each monitor are representative for larger areas, regional sources such 
as biomass burning and dust are representative within smaller areas, and mobile vehicle 
sources and coal combustion are only representative in local areas. The spatial and 
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temporal distributions generated in this study can benefit policy makers in reducing air 
pollution emissions and provide insights for pollutant exposure studies and health impact 
assessment.  
To further evaluate mobile source impacts, we developed an extended IMSI approach that 
could estimate spatial and temporal mobile source impacts on PM2.5 concentrations at finer 
scales than CMB with similar source impact levels. This approach is easy to apply with 
inputs of three pollutant concentrations, CO, NOx, and EC, and with relatively small biases 
compared to the CMB estimated daily mobile source impacts. In the employment of the 
IMSI method, we explored and evaluated two different ways of calibrating the indicators 
to source impacts, the global and local normalizations. The results suggest that the two 
ways generate similar performance in comparison with daily CMB results but the global 
method is easier to apply with less input in the procedure. The approach was applied for 
estimating daily total mobile source impacts as well as separated gasoline and diesel 
vehicle impacts for 2002 to 2008 in 12km resolution and 2008 to 2010 in 4km resolution 
in Georgia. Such long-term and statewide fine resolution mobile source impact information 
provides reference to evaluate the human exposure to traffic-related air pollution for 
population living in areas with traffic conditions. 
In the effort to develop high-resolution fields for traffic related air pollutants, a calibrated 
R-LINE modeling approach was developed and evaluated for annual average 
concentrations of CO, NOx, and PM2.5 impacts by mobile sources. This approach can 
generate annual average fields with significantly reduced computation time with the 
extension of the STAR approach. The overestimated R-LINE fields were calibrated to 
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observational data with significantly reduced biases. The application of the approach is 
limited by its dependency on the spatial distribution of the monitor sites since at least three 
sites are required for robustness of the performance. In this study, the 250m resolution 
annual concentrations of the three pollutants are estimated for Atlanta from 2002 to 2011. 
Compared to the 4km IMSI mobile source impacts, the calibrated R-LINE fields can 
capture the high concentrations that are smoothed in the 4km grids and provide improved 
exposure information for the highly populated Atlanta area. The high-resolution 
concentration fields have been used in several health analyses to evaluate health impacts 
of traffic on pregnant women (Pennington et al., 2017b) and childhood asthma incidence 
(Pennington et al., 2017a). In addition, the spatial information helps improve the 
infrastructure project planning and has been used for air quality analysis by ARC 
(D'Onofrio et al., 2016). 
Other than the resolution of the concentration fields, the distance to sources is also critical 
factors for evaluating the human exposure to traffic. In the study of the characterization of 
near-road spatial gradients, we found the concentrations of CO, NOx, and PM2.5 show 
sharp decreasing gradients and the concentrations within <100m near major highway 
regions are up to 3 to 4 times of the concentrations ~2km away from the same area using 
both PSD measurements and R-LINE simulations. The measurements using PSD are at 
high expenses and it’s hardly possible to use the measurements for the city-level near-road 
spatial gradients. The R-LINE estimated spatial gradients are highly correlated with PSD 
measurements for NOx (R2=0.55) but the spatial gradients and concentration levels are 
overestimated in R-LINE. We calibrated the R-LINE to the PSD levels and the new fields 
show low biases compared to PSD measurements. The same calibration can be used for 
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more locations and enables the possibility of near-road exposure estimation for near-road 
residence health impact studies.  
In general, R-LINE captures the spatial variations well compared to observational data on 
both two-week average concentrations and annual average concentrations for traffic related 
air pollutants but overestimates the hourly concentrations with larger overestimation hourly 
simulations than the two-week average and annual average concentrations. Using the 
observational data, R-LINE estimates can be calibrated with smaller biases but higher 
resolution and more accurate exposure information for health impact analysis. These 
findings are important for understanding the impact of air pollutants to human health. 
6.2 Future work  
This dissertation has developed and applied multiple useful modeling tools to estimate 
mobile source impacts and concentrations at different spatial scales and temporal 
resolutions. The generated high-resolution traffic related pollutant concentrations fields 
have supported relevant research in evaluating mobile source impacts on human health. 
More health analysis is being conducted using the readily generated data from this study. 
The tools can also be applied for different locations and years to generate high-resolution 
exposure fields for longer time periods at finer resolutions such as 50m resolution.  
The IMSI method can be further evaluated for the impact of other sources such as non-
anthropogenic sources. In locations where gas phase pollutants are measured, CMB-GC 
can be used for calibration of the estimated GV and DV source impacts for better separation 
of the two sources. The annual average R-LINE method can be improved by extending to 
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capture finer meteorology categories such as 8 or 16 wind directions. Further, the 
calibration of R-LINE to measurements can be applied for hourly, daily, and monthly 
concentrations for better temporal resolutions. The calibrated near-road R-LINE 
concentrations are imperative to capture the near-road exposure variation. This can be of 
great interest for the health impact assessment in highly trafficked and populated urban 
areas. The near-road gradients of all road conditions such as local roads other than 
highways can be assessed using sensors monitors. 
In summary, the fine-resolution modeling techniques developed in this dissertation 
combine the advantages of observations and models. The methods are helpful to generate 
high-resolution concentration fields, especially for mobile sources. The generated 
concentration fields lay the foundation of the human exposure study and benefit urban 




APPENDIX A. CHAPTER 2 SUPPLEMENTAL INFORMATION 
More details on PM2.5 species measurement methods and CMB model description for 
Chapter 2 are presented here. Additional descriptive analyses of PM2.5 species 
concentrations and source apportionment results are presented and discussed here. 
A.1 Methods 
A.1.1 PM2.5 Species Data 
To evaluate potential artifacts due to the TOT to TOR conversion, we compared measured 
TOR OC/EC data and those converted from TOT data at SDK over April 2009 to April 
2010, when the concentrations were measured with both TOT and TOR.  The converted 
TOR OC and EC are highly correlated with the measured TOR (R2 =0.76 and 0.69, 
respectively, with p values <0.001) with relative bias of 7% and 29%.  
When converted TOR and measured TOR data are used in CMB separately, the estimated 
source impacts of OTHROC and HDDV are the most impacted. The converted TOR OC 
concentrations are highly correlated with the measured TOR OC with slope near 1 
(0.90±0.06), intercept near 0 (0.11±0.15), and R about 0.86. But the daily variations in the 
source impacts are different, which contributed to the difference in the estimated source 
impacts. 
The OC/EC concentrations by CSN using TOR method were not field blank adjusted which 
can result in biases (Chow et al., 2010). EC field blanks were less than 0.7% of the total 
concentrations and no correction was used. OC field blanks were assumed to be 0.11 µg/m3 
based on averages of measurements from April 2009 to March 2010 at three sites (0.11 
µg/m3 at SDK, 0.11 µg/m3 at Columbus, and 0.12 µg/m3 at Athens). The IMPROVE site 
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measurements were blank adjusted (Chow et al., 2007). Conversion of TOT to TOR levels 
included the blank correction. 
A.1.2 CMB Model 
CMB uses species concentrations (𝐶O, j for species) of PM2.5 and source profiles to solve 
mass conservation equations (Equation 1) (EPA, 2004a). 
    Equation A 1 
The source profiles are the fractions (𝑓On, k for sources) of each species j in each source k. 
The estimated species concentration is the sum of all the contributions from all the sources 
(Equation A1). By minimizing the square of the error (𝑒O) between estimated and observed 
concentrations, source impacts (𝑆n) are estimated. CMB version 8.2 developed by the EPA 
was used here, which incorporates an effective variance weighted least-squares fitting and 
minimizes the uncertainty-weighted square error 
2χ  (Equation A2, where i is sample i, j 





































  𝑗 = 1,… , 𝑛; 	𝑘 = 1,… ,𝑁 								Equation A 2 
   
A.2 Results and Discussion 
A.2.1 PM2.5 Species Concentration Trends 
Significant decreasing trends were found for all sites for sulfate, nitrate and ammonium 
(p< 0.001) (Fig. A2). Sulfate decreased from 4.7 µg/m3 to 1.6 µg/m3 (66%), ammonium 
from 1.48 µg/m3 to 0.44 µg/m3 (70%), and nitrate from 0.72 µg/m3 to 0.42 µg/m3 (42%). 





NH4+ has a similar trend as SO42- (Fig. A2). EC and OC increased slightly before 2007 and 
started to decrease after 2007. High rainfall in 2009 resulted in lower average 
concentrations of PM2.5 and its components in that year (Fig. A2).  
The different measurements and treatments of possible artifacts are explored here to 
explain the difference in the RSO4 ranges at the CSN and SEARCH sites. There are potential 
artifacts in the measurements associated with the shipping, storage, and analysis of the 
samples. At the CSN and IMPROVE sites, positive artifacts of nitrate, sulfate, and 
ammonium, were estimated and removed from the reported data (Environmental Protection 
Agency, 2011). At the SEARCH sites, filter-based 24-hr concentrations correlate well with 
continuous measurements (Fig. A4 for 2011, with slope of 0.93 ± 0.03 and intercept of -
0.03 ± 0.04), which are not subject to shipping and storage artifacts. This result is consistent 
with the estimated artifacts of  ammonium measurement, i.e., between 6 and 14% of the 
total concentration (Edgerton et al., 2005). As average residual artifacts of the three species 
are expected to be similar over time and space, we assume the long-term and regional trends 
of RSO4 ratio are not likely to be substantially impacted.  
The comparison of the concentrations of ammonium, sulfate, and nitrate at a SEARCH site 
in Atlanta (JST) and a CSN site in Atlanta (SDK), shows that the concentrations are 
generally lower at CSN sites (Fig. A4), with even lower ammonium than sulfate and nitrate. 
The measurements at SEARCH and CSN sites in the same region suggests that the 
difference is caused by the treatment of artifacts. At CSN sites, the artifacts are removed 
from the total concentration, similar to the treatment of ammonium concentrations, while 
at SEARCH sites the artifacts are not removed. The larger difference in ammonium 
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measurements than sulfate and nitrate measurements is caused by the larger bias in the 
ammonium measurements due to its semi-volatility property. 
A.3 Figures and Tables: 
 
Figure A 1. Concentrations of Metals: averages cross 12 years for each site.  
 
Figure A 2. Annual average trends of PM2.5 and its species concentrations averaged across 
sites. Axis on the right represents the annual precipitation of Georgia.  






















































































Figure A 4. a. Comparison of continuous and daily measurements of ammonium 
concentrations for 2011 at JST site; b, c, d. Comparison of SEARCH JST site (x) and 
CSN SDK site (y) for ammonium, sulfate, nitrate. 
 
Figure A 5. Spatial variation of RSO4 ratios CSN sites using ordinary kriging method. 






























































Figure A 6. PM2.5 emissions of fuel combustions by 2011 NEI for counties in Georgia. 
 
Figure A 7. EC vs source impacts of BURN and HDDV. 
 
Figure A 8. Regressions of SO42- vs NH4+ neutralized by SO42-, (a) for Chattanooga and 
(b) for Douglas. We assume the neutralization status of the ammonium to sulfate and 
nitrate is similar at the nearest sites. Therefore, we estimated ammonium concentrations 
























































































the part of NH4+ that is associated with NO3.- at Chattanooga (closest to Murray) and 
Douglas (nearest to Charlton).  
 
Figure A 9. Temporal trends of annual averages for source impacts. Total sulfate 
represents for the sum of ammonium sulfate and ammonium bisulfate, and the values 





























Figure A 10. Spectrum plots of frequencies vs amplitude at JST with significant level 
0.05: significant periods marked on plots. The axis on the bottom shows the periods at a 
year, a month, and a week at corresponding frequencies. 
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Figure A 11. Seasonality by running average at five sites with more sufficient data 
(every-three-day or daily). HDDV source impacts at Murry and Charlton were not 
continuous so not shown in the figure. The estimated AMSULF and AMBSLF source 
impacts at Murray and Charlton are not shown in the figure. 
 
 
Figure A 12. Weekly trends of source impacts at JST site for LDGV, HDDV, dust, and 
coal combustion. Data are averaged across all one-week periods.  
 

























Table A 1. Significant periods (in days) by spectral analysis for all sites and sources. The 
dust and CC did not converge significant periods around one year. The not available 
(N.A.) data indicated no significant period around one year converged for that source and 
site. 
Period BURN LDGV HDDV AMSULF AMBSLF AMNITR OTHROC 
JST 375 364 364 375 354 354 358 
YRK 365 365 398 355 355 365 376 
SDK 363 363 362 363 353 384 N.A. 
Athens 358 N.A. N.A. 358 368 358 N.A. 
Columbus 371 361 379 351 361 371 N.A. 
Macon 378 367 367 357 357 378 N.A. 
Chattanooga N.A. 364 N.A. 374 364 354 N.A. 
Augusta N.A. 371 359 360 360 371 1800 
Tallahassee 364 364 363 N.A. 364 374 N.A. 
Rome 2520 371 N.A. 360 359 350 1793 
Douglas 375 N.A. N.A. N.A. 364 364 N.A. 
Murray 361 3253 N.A. N.A. N.A. N.A. N.A. 




APPENDIX B. CHAPTER 3 SUPPLEMENTAL INFORMATION 
B.1 Estimation of diesel and gasoline weighting factors 
We use the spatial distribution of ratios of diesel/gasoline to mobile emissions in 36km 
resolution and ratios of mobile sources to total emissions in 4km resolution to downscale 
the weighting factors to 4km resolution based on Equation A3. We assume homogenies 
ratios of diesel to mobile emissions and gasoline to mobile emissions across the 81 4km-
by-4km grids within each 36km-by-36km grid. As mobile emissions and total emissions in 
36km resolution are found to be the same with the 4km resolution aggregated emissions 
for mobile sources and total in the same areas (slopes about 1 and R2=0.99, Fig. A14), we 
assume that if the 36km emissions are downscaled to 4km resolution, the spatial 
distributions of ratios of mobile to total emissions are the same with the 4km resolution. 
Therefore, we use the spatial distribution of ratios of mobile to total emissions in 4km 
resolution to downscale the diesel to total emission ratios. The 36km resolution emissions 
are for 2006, which is readily prepared in the Southeastern Center for Air Pollution & 
Epidemiology (SCAPE) study. We use emission ratios instead of directly using ratios of 
diesel/gasoline to total emissions so the results depend on relative fractions from the same 























     Equation A 3 
  
Figure A 14. Comparison of the 36km emissions with 4km emissions. 
 
Figure A 15. PM2.5 sites with species measurements in GA. 
 






















































The normalization method of the concentrations can impact the variation of the estimated 
IMSI indicators. Therefore, we performed the local IMSI method that uses a local standard 
deviation for each location in the step of normalizing the concentrations. This way the 
concentrations are normalized to their local levels and the variations of the generated 
indicators are representative of the local source impact variations over time. These 
indicators do not provide any spatial information.  
In the local IMSI method, estimated CMB annual averages are obtained using the 
regression of the scaled spatial distribution of the PM2.5 mobile emissions to annual 
averages of CMB mobile source impacts. We estimated the spatial distribution of mobile 
source impact calibration for each year using power regressions. Annual CMB mobile 
source impacts at 11 available monitoring sites in Georgia (Fig. A15) are used with PM2.5 
mobile emissions at the corresponding locations. We used one set of PM2.5 mobile 
emissions for spatial distributions to avoid the impact of changes in emission model 
platforms over time. PM2.5 annual average emissions for GV and DV are calibrated 
similarly with the weighting factors described above with Equation A3 and S4. 
CMB annual averages for total, gasoline and diesel impacts at 4 km or 12 km resolutions 
were spatially resolved using regressions between CMB annual averages and the PM2.5 
annual average emissions for total, gasoline and diesel sources (Fig. A16). When using the 
emission distributions for the spatial distribution of the source impacts, we include the 
impact from surrounding grids. The impacts are weighted using the inverse of area 
weighted distance as calculated by Equation A4. We include impacts from all surrounding 
grids in a 36km by 36km area. The distances for each surrounding grid to central grid are 
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shown in Fig. A17. Table A2 provides regression results of the local IMSI annual averages 
with CMB annual averages for all years. 
 
Figure A 16. Spatially weighted PM2.5 emissions (g/s) from mobile sources and GV/DV 
sources at 4 km and 12 km resolutions.  
                     Equation A 4 
















Figure A 17. Distances of surrounding grids to central grid (km). The weighting factor is 
the inverse of distance to the sum of all inverse distances. 
 
Figure A 18. Weighting factors for 4km and 12km total Mobile sources, GV, and DV. 
22.7 20.0 17.9 16.5 16.0 16.5 17.9 20.0 22.7
20.0 17.0 14.5 12.7 12.1 12.7 14.5 17.0 20.0
17.9 14.5 11.4 9.0 8.1 9.0 11.4 14.5 17.9
16.5 12.7 9.0 5.8 4.2 5.8 9.0 12.7 16.5
16.0 12.1 8.1 4.2 1.5 4.2 8.1 12.1 16.0
16.5 12.7 9.0 5.8 4.2 5.8 9.0 12.7 16.5
17.9 14.5 11.4 9.0 8.1 9.0 11.4 14.5 17.9
20.0 17.0 14.5 12.7 12.1 12.7 14.5 17.0 20.0
22.7 20.0 17.9 16.5 16.0 16.5 17.9 20.0 22.7
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Figure A 19. Daily source impact (µg/m3) spatial distribution on 2008/1/21 at 12 km and 
4 km resolutions for mobile source, GV, and DV using the local IMSI method. 
 
Figure A 20. Weekly trends of estimated source impacts (µg/m3) using the local IMSI 
method in 2008 at JST and YRK sites for comparison with CMB estimates. JST is an 





Figure A 21. Daily mobile source impacts by CMB and by the local IMSI method 
(µg/m3) at all sites and years for total mobile, GV, and DV in 12 km resolution (2002 to 









GV ×=     Equation A 5 










      Equation A 6   
Table A 2. Distribution of the weighting factors. 
 4 km resolution in GA 12 km resolution in GA median 2.5% 97.5% median 2.5% 97.5% 
mobile 
EC 0.35 0.21 0.54 0.34 0.23 0.46 
CO 0.35 0.19 0.43 0.36 0.25 0.42 
NOx 0.31 0.15 0.42 0.31 0.19 0.39 
DV EC 0.63 0.44 0.84 0.56 0.39 0.69 NOx 0.37 0.14 0.53 0.44 0.26 0.56 








Table A 3. Weighting factors in Atlanta by Pachon et al. (2012) and in Denver and 
Huston by Oakes et al. (2014b). 
 County level Atlanta Denver Houston 
mobile 
EC 0.33 0.33 0.22 
CO 0.36 0.37 0.40 
NOx 0.31 0.29 0.38 
DV EC 0.69 0.70 0.55 NOx 0.31 0.30 0.44 
GV CO 0.63 0.68 0.65 NOx 0.37 0.32 0.35 
 
Table A 4. Power fit regression (y=axb, where y=CMB) coefficients for calibrating the 
indicators to CMB source impacts. The Local IMSI method uses power fit regressions of 
CMB annual averages and fused PM2.5 emissions (x) of total mobile sources, GV, and 
DV. The coefficients (a, b, and R2) are calculated using the linear regression of log-
transformed data. 
Source Mobile GV DV 
Resolution Year a b R2 a b R2 a b R2 
12 km 
2002 0.33 1.18 0.94 0.22 0.91 0.89 0.53 0.63 0.82 
2003 0.30 1.31 0.90 0.20 0.90 0.80 0.45 0.87 0.85 
2004 0.33 1.50 0.91 0.19 1.03 0.84 0.47 0.81 0.79 
2005 0.31 1.48 0.89 0.20 0.98 0.85 0.47 0.88 0.81 
2006 0.30 1.58 0.94 0.18 0.99 0.86 0.46 0.89 0.84 
2007 0.28 1.41 0.88 0.15 0.83 0.82 0.57 0.98 0.73 
2008 0.23 1.30 0.83 0.20 0.90 0.79 0.50 0.69 0.72 
4 km 
2008 0.22 2.08 0.77 0.19 1.32 0.76 0.48 1.85 0.71 
2009 0.25 1.83 0.70 0.17 1.04 0.77 0.24 0.83 0.42 
2010 0.32 2.54 0.79 0.20 1.28 0.80 0.43 1.72 0.57 
 
Table A 5. NMB and NRMSE for mobile source, GV, and DV impacts, on PM2.5 in 
comparison with CMB source impacts using Local IMSI method. 
  mobile GV DV 
NMB 12km 0.132 0.010 0.280 4km 0.193 -0.002 0.426 
NRMSE 12km 0.514 0.675 1.146 4km 0.581 0.628 1.098 
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APPENDIX C. CHAPTER 4 SUPPLEMENTAL INFORMATION 
Descriptions of Treatment of Calm Conditions, the IMSI method, and Comparison of Near-
road Measurements with R-LINE Estimates are in the last section for Chapter 4. 
C.1 Tables and Figures 
Table A 6. Annual emissions of 20 counties from mobile sources. 
Atlanta mobile emissions (ton/day) PM2.5 CO NOx 
2002 21.8 2123.4 406.6 
2003 22.1 2254.1 396.2 
2004 21.1 2021.3 344.1 
2005 19.9 1944.1 314.8 
2006 18.5 1831.9 298.0 
2007 17.1 1738.5 280.0 
2008 16.1 1654.9 262.2 
2009 14.3 1556.9 228.6 
2010 13.8 1497.1 217.6 
2011 12.0 1399.7 200.1 
 
Table A 7. Site Information. 
Species Site Name Longitude Latitude 
PM2.5 species/NOx/CO 
JST -84.4170 33.7770 
YRK -85.0453 33.9283 
SDK -84.2903 33.6875 
NOX 
Tucker -84.2136 33.8478 
GA Tech -84.4008 33.7758 
YRK -85.0453 33.9283 
Conyers -84.0667 33.5856 
CO DeKalb Tech -84.2358 33.7892 Roswell Rd -84.3803 33.8764 
 
Table A 8.CMB-GC annual averages at three sites. 
CMB ((µg/m3) JST YRK SDK 
2002 2.10 0.48 1.95 
2003 2.34 0.61 1.69 
2004 2.19 0.53 2.28 
2005 2.25 0.53 2.38 
2006 2.36 0.54 2.60 
2007 1.90 0.52 2.54 
2008 1.62 0.31 2.18 
2009 1.38 0.35 1.54 
2010 1.61 0.32 1.85 
2011 1.35 0.23 1.68 
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Table A 9.CO observation annual averages at five sites. 
CO (ppb) JST YRK SDK DeKalb Tech Roswell Rd 
2002 1145.0 253.3 N.A 1231.3 1347.6 
2003 971.7 244.8 1152.4 965.5 1343.9 
2004 1011.7 224.1 1016.8 N.A 1150.0 
2005 856.1 232.1 1006.5 N.A 1090.1 
2006 881.0 219.4 1005.4 N.A 1045.5 
2007 723.3 247.3 802.6 N.A 937.9 
2008 591.1 207.7 819.9 N.A 713.1 
2009 535.8 204.0 N.A N.A 692.1 
2010 540.4 195.4 633.9 N.A 653.1 
2011 487.4 202.1 608.7 N.A 719.9 
 
Table A 10. NOx observation annual averages at seven sites. 
NOx (ppb) JST YRK SDK Tucker GA Tech YRK Conyers 
2002 111.9 13.1 146.3 60.7 116.3 11.7 23.9 
2003 118.1 12.5 135.5 68.6 98.1 11.0 23.3 
2004 104.2 10.7 131.3 72.3 99.7 10.2 20.5 
2005 91.1 9.3 128.3 59.4 101.5 8.5 20.4 
2006 93.6 9.3 134.1 57.3 87.9 8.9 19.9 
2007 101.9 9.4 120.5 N.A 67.6 7.9 15.7 
2008 91.9 7.6 100.9 N.A 58.9 6.9 15.4 
2009 82.4 5.8 83.7 N.A 58.0 5.5 10.9 
2010 82.9 5.7 101.6 N.A N.A 6.5 15.1 
2011 70.8 5.3 97.0 N.A N.A 6.2 11.9 
Table A 11. PM2.5 annual averages at sites by R-LINE µg/m3. 
PM2.5 (µg/m3) JST YRK SDK 
2002 4.4 0.7 2.7 
2003 4.3 0.7 2.8 
2004 3.9 0.5 2.8 
2005 3.8 0.6 2.5 
2006 3.6 0.6 2.3 
2007 3.8 0.6 2.4 
2008 3.3 0.5 2.4 
2009 3.3 0.6 2.0 
2010 3.0 0.4 2.4 
2011 2.3 0.3 1.7 
 
Table A 12.1hr max CO annual averages at sites by R-LINE. 
CO (ppb) JST YRK SDK DeKalb Tech Roswell Rd 
2002 1394.9 336.5 1099.5 1570.7 1574.6 
2003 1423.2 325.3 1200.4 1638.9 1609.1 
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2004 1211.6 246.7 1081.5 1509.7 1492.7 
2005 1206.3 283.9 1027.3 1409.1 1393.4 
2006 1113.2 251.6 921.7 1258.4 1263.9 
2007 1176.1 269.0 966.1 1383.5 1409.9 
2008 1100.1 227.1 1022.5 1363.0 1292.0 
2009 1073.1 267.7 853.2 1226.8 1247.0 
2010 1067.0 224.3 1103.5 1413.8 1226.9 
2011 890.5 159.0 862.3 1204.6 1101.8 
 
Table A 13. RLNE NOx 1hr max ppb. 
NOx (ppb) JST YRK SDK Tucker 
GA 
Tech YRK Conyers 
2002 353.5 86.1 263.6 352.5 432.4 86.2 86.1 
2003 329.7 76.1 265.3 331.3 400.0 76.2 87.9 
2004 271.8 55.7 231.0 299.4 336.2 55.7 77.2 
2005 257.7 61.0 208.4 267.9 318.1 61.1 68.1 
2006 238.5 54.3 188.4 235.4 287.5 54.4 62.6 
2007 250.1 57.6 194.7 263.3 306.6 57.7 63.4 
2008 229.8 47.8 202.9 252.9 284.4 47.9 65.6 
2009 207.8 52.1 156.9 210.7 251.7 52.2 52.3 
2010 204.9 43.4 200.2 245.3 262.1 43.5 62.2 
2011 166.5 30.1 151.9 203.9 215.4 30.1 48.3 
 
Table A 14. Population weighted exposure for R-LINE, CALIBRATED R-LINE, IMSI, 
and CMAQ-OBS. 
 PM2.5 (µg/m3) CO (ppb) NOx (ppb) 
 R-LINE 
Calibrated 









2002 2.90 1.96 N.A. 1058 812 671 281 89 45 
2003 2.36 1.66 N.A. 911 710 665 224 72 41 
2004 2.30 1.62 N.A. 797 632 553 189 61 39 
2005 2.19 1.55 N.A. 795 631 551 179 58 37 
2006 2.02 1.45 N.A. 765 610 572 173 57 35 
2007 2.24 1.59 N.A. 816 645 464 183 60 35 
2008 1.93 1.40 N.A. 712 573 414 157 52 27 
2009 1.85 1.35 0.96 727 583 381 148 49 29 
2010 1.88 1.37 1.11 733 588 295 148 49 31 




Figure A 22. Flow chart of the annual average approach. 
 
Figure A 23. Temporal trends of R-LINE estimates at sites with calm condition threshold 





Figure A 24. Annual averages of R-LINE estimated PM2.5 in µg/m3 (a), daily 1h 
maximum CO in ppb (b), and daily 1h maximum NOx in ppb (c) by mobile source in 
2002 to 2010. 
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Figure A 25. R-LINE estimated annual averages at sites for three species. 
 
Figure A 26. Comparison of concentrations with (x) vs without (y) treatment of calm 
conditions (resetting 1m/s wind speed) for 2007 to 2011. 
 
 
Figure A 27. Relationship of concentrations (x) and ratios (y) of without calm-treatment 
concentrations to with calm-treatment concentrations. This figure shows that the lower 
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concentrations levels are more impacted than the higher concentration levels by the calm 
treatment. 
 




Figure A 29. Relationship of concentrations (x) vs ratios (y) of no diurnal emission ratio 
concentrations to with emission ratio concentrations. This figure shows a higher impact 
of the emission ratios at lower concentrations. 
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Figure A 30. Spatial distribution of quantiles of PM2.5 in 2011 (in percentage). Similar 
spatial distributions are found in the quartiles of all three species and all years. 
 
Figure A 31. Ratios of mobile emissions to total emissions for CO and NOx estimated by 






Figure A 32. Annual averages of calibrated PM2.5 in µg/m3 (a), daily 1h maximum CO in 
ppb (b), and daily 1h maximum NOx in ppb (c) by mobile source in 2002 to 2010. 
C.2 Treatment of Calm conditions. 
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The treatment of calm conditions is to limit the unrealistically high concentrations under 
those conditions in steady-state dispersion models. EPA recommended a calm condition 
threshold of 0.5m/s in 2013 (Environmental Protection Agency, 2013a) and 1m/s in 2000 
(EPA, 2000). We found no wind speeds below 1m/s were reported for 2002 to 2006 but for 
2007 to 2011, wind speeds between 0.5m/s to 1 m/s occurred 126-156 hours/year. For 
consistence in the meteorological input across years, we suggest resetting the hours with 
wind speeds below 1 m/s to 1 m/s (677 hours in 2007 to 2011). Otherwise, the temporal 
trends are biased (Fig. A15). 
C.3 Comparison of Near-road Measurements with R-LINE Estimates 
While there is no direct comparison at peak near-roadway locations in the studied years, 
we can compare the R-LINE model results with data obtained from a near-road 
measurement study by the Georgia Environmental Protection Division in 2015. A near-
road site located next to a major highway (I-85/I-75 connector) in Midtown Atlanta and 
next to the peak location, as shown in Fig. A25 below, measured PM2.5, CO and NOx for 
2015. For comparison, we estimated the averaged R-LINE concentrations during this 
period using the annual average approach. Results are shown in Table A15.  
The R-LINE estimates of PM2.5, CO and NOx are 1.3, 3.1 and 7.4 times the measurements. 
Since R-LINE estimates are only for mobile source impacts, these estimates are expected 
to be lower than actual measurements, particularly in the case of PM2.5 for which the direct 
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mobile source impacts are expected to be only a small part of the total PM2.5 mass. These 
results suggest large near-road biases in R-LINE model results. 
 
 
Figure A 33. Near-road measurement location. The concentration field shown is raw R-
LINE PM2.5 mobile concentrations of 2015 (A 3km by 3.5 km area in central Atlanta in 
250-m resolution, µg/m3). The square denotes JST site location. The diamond denotes the 
near-road site by GA EPD, located next to the maximum concertation.   
Table A 15. Near-road comparison of measured and R-LINE estimated PM2.5, CO and 
NOx for 2015. Near-road measurements are total, whereas R-LINE estimates are from 
mobile source only. 




Near-road measurement 10.4 1268 99 
R-LINE estimates 13.8 3909 735 
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APPENDIX D. CHAPTER 5 SUPPLEMENTAL INFORMATION 
D.1 Tables and Figures 
Table A 16. Concentrations by R-LINE and PSD at the railyard area, rural area, near 
SDK site, and near the Spaghetti Junction. Units for PM2.5 is µg/m3 and for other 
pollutants ppb. 




































150 2.7 227.0 74.0 18.3 120.0 0.12 0.17 
0.0598
5 0.66 1.36 0.50 0.25 
95 2.7 222.2 72.7 27.6 108.9 0.11 0.08 
0.0375




0 1.8 165.2 54.1 
13.
2 89.5 0.07 0.07 
0.0375
6 0.43 1.08 0.51 0.27 
765
0 1.1 114.2 37.9 
7.9
5 70.1 0.08 0.10 
0.0375
7 0.58 1.10 0.46 0.24 
SD
K 340 4.2 352.6 112.0 
40.
4 233.5 0.11 0.11 
0.0377




700 4.3 343.7 109.4 17.8 185.0 0.15 0.15 
0.0377
2 0.72 1.95 0.76 0.38 
 
D.2 R-LINE and Fixed Monitors Comparison.  
The R-LINE estimates are compared with fixed monitors for evaluation. The 
concentrations of NOx monitored and by R-LINE have medium correlation (R2=0.13, Fig. 
A34), but the gradients in monitor measurements is only 0.07 times of R-LINE. NO2 and 
CO are both heavily enriched in mobile emissions and therefore, the comparison of the two 
shows that R-LINE simulates relatively good variations of mobile source impacts on air 
pollution (Fig. A34). However, the estimates of PM2.5 by R-LINE are found to be 
negatively correlated with the variations of BC and nephelometer. The nephelometer 
represents total PM2.5 variations while the R-LINE PM2.5 is only the impact of mobile 
sources. The negative correlation can be caused by other leading sources for total PM2.5 in 
the areas such as secondary pollutants ammonium sulfate pollutants (Zhai et al., 2017). The 
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negative correlation of BC with PM2.5 is also likely to be caused by other sources of BC 
than mobile sources in the areas. As this is a combined spatial and temporal comparison, 
the inconsistent major sources for BC in the 43 FP can lead to such negative correlations 
with R-LINE PM2.5 by mobile sources.  
 
Figure A 34. Comparison for R-LINE estimates (x) with fixed monitors (y) for NOx, 
NO2, BC and nephelometer with paired pollutants with common sources. 
D.3 R-LINE and Mobile Platform Comparison.  
We compared all pollutants by R-LINE with all pollutants by mobile platforms at FP (Table 
5 for Pearson R). As the R-LINE estimates are all by mobile source emissions, the 
concentrations of NOx, CO, and PM2.5 are all correlated with the measurements of the 
mobile driven pollutants NOx and NO2. The BC have little correlation with R-LINE 
estimates while nephelometer have negative correlations, which can be caused by similar 
reasons, existing other leading sources of the pollutants than mobile sources.  




NOx NO2 BC Nephelometer 
R-LINE 
NOx 0.516 0.583 0.268 -0.317 
CO 0.518 0.582 0.268 -0.324 
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