Partial calmness is a celebrated but restrictive property of bilevel optimization problems whose presence opens a way to the derivation of KKT-type necessary optimality conditions in order to characterize local minimizers. In the past, sufficient conditions for the validity of partial calmness have been investigated. In this regard, the presence of linear structures at the lower level problem has turned out to be beneficial. However, the associated literature suffers from inaccurate results. In this note, we clarify some regarding erroneous statements and visualize the underlying issues with the aid of illustrative counterexamples.
Introduction
We consider the standard bilevel optimization problem min x,y {F (x, y) | x ∈ X, y ∈ S(x)}, where F : R n × R m → R is a locally Lipschitz continuous function, the set X ⊂ R n is nonempty and closed, and S : R n ⇒ R m is the solution mapping of a standard parametric optimization problem, i.e., ∀x ∈ R n : S(x) := argmin y {f (x, y) | g(x, y) ≤ 0}.
Above, the data functions f : R n × R m → R and g : R n × R m → R q are assumed to be continuous. The component functions of g will be addressed by g 1 , . . . , g q : R n ×R m → R. Nowadays, bilevel programming is one of the hot topics in optimization theory due to numerous underlying applications from economics, finance, chemistry, or engineering, see Bard (1998) ; Dempe (2002) ; . However, the problem remains quite challenging, both theoretically and numerically. In this note, we look at the concept of partial calmness, fundamental in deriving necessary optimality conditions when the so-called optimal value function reformulation (a precise definition is stated below) is under consideration.
To introduce this reformulation, we exploit the function ϕ : R n → R given by
Clearly, ϕ is the so-called optimal value function of the parametric optimization problem min y {f (x, y) | g(x, y) ≤ 0}. It is well known that (BPP) is fully equivalent to its optimal value function reformulation defined by
Observing that (OVR) is a single-level optimization problem, this reformulation approach opens a way to the theoretical and numerical treatment of (OVR). Due to the implicit character of ϕ, one has to observe that (OVR) is still a quite challenging problem. Additionally, (OVR) is generally nonsmooth since ϕ is nonsmooth in several practically relevant situations. Also, it is folklore that (OVR) is inherently irregular by definition of ϕ, i.e., standard constraint qualifications from (nonsmooth) optimization fail at the feasible points of (OVR). Despite all these shortcomings, reformulating (BPP) via (OVR) became quite popular in the mathematical programming community. Beginning with Outrata (1988) , there appeared numerous publications which exploit (OVR) for the derivation of optimality conditions and solution algorithms for (BPP). In the seminal paper Ye and Zhu (1995) , the authors suggested to investigate the situation where (x, y) → f (x, y) − ϕ(x) is a locally exact penalty function for (OVR) in more detail. The authors called this property partial calmness of (BPP) at some reference point. If this property holds at a given local minimizer of (BPP), then it would be a local minimizer of
for sufficiently large κ > 0, too. Observing that (OVR(κ)) may satisfy standard constraint qualifications, this opens a way to the derivation of necessary optimality conditions for (BPP) via (OVR). This has been done successfully in e.g. Dempe et al. (2007) ; Dempe and Franke (2015) ; Dempe and Zemkoho (2011 , 2013 ; Mordukhovich et al. (2012) ; Zhu (1995, 2010) . Let us note that the idea of partial calmness can be generalized to far more difficult settings e.g. to bilevel optimal control problems or to situations where the lower level program is a parametric conic optimization problem, see e.g. Benita and Mehlitz (2016) ; Dempe et al. (2018) ; Mehlitz (2016) ; Ye (1995 Ye ( , 1997 . Unfortunately, partial calmness is a quite restrictive property which only holds in very particular situations, e.g. where the lower level problem of (BPP) is fully linear, see (Ye and Zhu, 1995, Proposition 4.1) . The later result gave rise to a number of publications where the authors tried to generalize this observation to lower level structures where linearity is only present w.r.t. y, see e.g. Dempe and Zemkoho (2012, 2013) . However, as we will see in this note, such a generalization is not possible in general. We present simple counterexamples which refute more general versions of (Ye and Zhu, 1995, Proposition 4.1) . Furthermore, we demonstrate the essential bug, originating from Ye and Zhu (1995) , which caused the proof in e.g. (Dempe and Zemkoho, 2013, Theorem 4 .2) to be erroneous. The remaining parts of this note are organized as follows. In Section 2, we briefly summarize the notation and terminology used in this manuscript. We formally introduce the concept of partial calmness and recall some sufficient conditions guaranteeing its validity in Section 3. Section 4 is dedicated to the investigation of partial calmness in the context of bilevel optimization with linear lower level problems. We first state a correct proof for the seminal result (Ye and Zhu, 1995, Proposition 4 .1) which addresses fully linear lower level problems. Furthermore, we comment on the bug from Ye and Zhu (1995) . By means of examples, we visualize that partial calmness does not need to be inherent as soon as the lower level problem is only linear w.r.t. the variable y. Reviewing some literature, we report on some conditions which ensure validity of partial calmness in this situation. We finalize the paper by means of some concluding remarks in Section 5.
Notation
In this manuscript, we mainly exploit standard notation. Without loss of generality, we equip all appearing spaces (including product structures) with the maximum norm · ∞ . For some x ∈ R n and ε > 0, U ε (x) := {y ∈ R n | x − y ∞ < ε} and B ε (x) := {y ∈ R n | x − y ∞ ≤ ε} denote the open and closed ε-ball around x, respectively. Furthermore, for an arbitrary set A ⊂ R n , we use
in order to denote the distance of x to A. For some matrix M ∈ R n×m and an index set I ⊂ {1, . . . , n}, M I ∈ R |I|×m is the matrix which results from M by deleting all rows whose associated index does not belong to I. We use e ∈ R n to denote the all-ones vector.
Let Υ : R n ⇒ R m be a set-valued mapping. We call dom Υ := {x ∈ R n | Υ(x) = ∅} and gph Υ := {(x, y) ∈ R n × R m | y ∈ Υ(x)} the domain and the graph of Υ, respectively. Recall that Υ is called inner semicontinuous at some point (x,ȳ) ∈ gph Υ w.r.t. Ω ⊂ R n whenever for each sequence {x k } k∈N ⊂ Ω converging tox, there is an associated sequence {y k } k∈N ⊂ R m converging toȳ such that y k ∈ Υ(x k ) holds for sufficiently large k ∈ N. In case Ω := R n , we simply say that Υ is inner semicontinuous at (x,ȳ). Furthermore, we call Υ calm at (x,ȳ) whenever there are constants L > 0 and ε, δ > 0 such that
holds. Finally, assume that there are continuous functions h 1 , . . . , h q : R n × R m → R such that Υ possesses the particular form
and that (x,ȳ) ∈ gph Υ is chosen arbitrarily. Then Υ is called R-regular at (x,ȳ) w.r.t. Ω ⊂ R n whenever there are constants L > 0 and ε, δ > 0 such that
holds, see e.g. Bednarczuk et al. (2019) . Typically, the setting Ω ∈ {R n , dom Υ} is under consideration. Due to (Bednarczuk et al., 2019, Theorem 5 .1), R-regularity of Υ at some reference point w.r.t. R n is stronger than calmness provided that the functions h 1 , . . . , h q are locally Lipschitz continuous in a neighborhood of the reference point.
Bilevel optimization and partial calmness
Let us state the classical definition of partial calmness due to Ye and Zhu (1995) .
As we already mentioned in Section 1, it is clear from (Ye and Zhu, 1995, Proposition 3. 3) that partial calmness of (BPP) at one of its local minimizers (x,ȳ) is equivalent to (x, y) → f (x, y) − ϕ(x) being a locally exact penalty function for (OVR) at (x,ȳ).
Lemma 3.2. Let (x,ȳ) ∈ R n × R m be a local minimizer of (BPP). Then (BPP) is partially calm at (x,ȳ) if and only if there is someκ > 0 such that (x,ȳ) is a local minimizer of (OVR(κ)) for each κ ≥κ.
Next, we want to give a brief overview of conditions ensuring partial calmness. Therefore, we first introduce three set-valued mapping Γ, Φ : R n ⇒ R m and Ψ : R ⇒ R n × R m as stated below:
(1)
Let us mention that gph S and gph Φ actually coincide by definition of the optimal value function ϕ. However, Φ characterizes the lower level solution set with the aid of standard inequalities comprising the implicitly given function ϕ while S is completely implicit. Furthermore, we would like to point out that Ψ is a perturbation map associated with gph Φ where we only perturb the constraint comprising the optimal value function. Clearly, Ψ(0) = gph Φ = gph S holds.
The following definitions are motivated from the considerations is the papers Bednarczuk et al. (2019) ; Henrion and Surowiec (2011) ; Ye and Zhu (1995) , which, at least in parts, are concerned with bilevel optimization. (i) We say that the value function constraint qualification (VFCQ) holds at (x,ȳ) whenever Ψ is calm at (0,x,ȳ).
(ii) We say that the lower level problem possesses a local uniformly weak sharp minimum at (x,ȳ) whenever there are some α > 0 and ε > 0 such that the following condition holds:
Whenever the above condition holds, we say that the local uniformly weak sharp minimum condition (LUWSMC) is valid. If (2) holds for all (x, y) ∈ gph Γ, then the lower level problem is said to have a uniformly weak sharp minimum (UWSM). Particularly, the latter condition is independent from the reference point (x,ȳ).
(iii) We say that the R-regularity constraint qualification (RRCQ) holds at (x,ȳ) whenever Φ is R-regular at (x,ȳ) relative to dom Φ.
Note that validity of RRCQ at some point (x,ȳ) ∈ gph S implicitly demands that ϕ is continuous atx.
The following result sightly generalizes (Henrion and Surowiec, 2011 , Proposition 3.10) whose proof directly applies to the situation at hand.
Lemma 3.4. Let (x,ȳ) ∈ R n × R m be a local minimizer of (BPP) where VFCQ holds. Then (BPP) is partially calm at (x,ȳ).
To be fair, we have to admit that VFCQ is a comparatively strong qualification condition, see e.g. Henrion and Surowiec (2011) for a discussion. Let us note that by definition of Ψ via ϕ, popular classical dual criteria which would ensure calmness of Ψ, see e.g. Henrion et al. (2002) ; Outrata (2001, 2005) , are generally violated at the points (0,x,ȳ) ∈ gph Ψ. This failure extends to less restrictive dual criteria obtained from the celebrated directional limiting calculus, see e.g. (Gfrerer and Outrata, 2016, Theorem 3.8) .
Let us interrelate the conditions LUWSMC and RRCQ with VFCQ. Regarding LUWSM, we obtain the subsequent lemma whose statement and proof parallel (Henrion and Surowiec, 2011, Proposition 3.8) .
Lemma 3.5. Let (x,ȳ) ∈ gph S be chosen where LUWSMC holds. Then VFCQ is valid at (x,ȳ).
Finally, we show that RRCQ is a sufficient condition for LUWSMC. This generalizes the recent result (Bednarczuk et al., 2019, Theorem 6.1) .
Consequently, we find κ > 0 and some ε > 0 such that
Observing that we can find an open ball around
Note that the existence of a neighborhood U ⊂ R n of a reference pointx ∈ R n such that dom Γ ∩ U = dom S ∩ U holds is not too restrictive. By continuity of g, we already know that Γ possesses closed images. Thus, if Γ is locally bounded aroundx, the above condition is inherent by Weierstraß' theorem.
Recently, some conditions, which comprise a local constant rank assumption, implying validity of R-regularity have been derived in Bednarczuk et al. (2019) . Applying this to the situation at hand, we obtain the following result.
Lemma 3.7. Fix some point (x,ȳ) ∈ gph S where S is inner semicontinuous. Furthermore, let f and g 1 , . . . , g q be continuously differentiable w.r.t. y in a neighborhood of (x,ȳ). Setting g 0 (x, y) := f (x, y)− ϕ(x) for all x ∈ R n and y ∈ R m , we assume that there is a neighborhood U ⊂ R n × R m of (x,ȳ) such that for each index set J ⊂ I(x,ȳ) ∪ {0}, the family ∇ y g i (x, y) i ∈ J has constant rank on U . Then RRCQ is valid.
Proof. By assumption, Φ is inner semicontinuous at (x,ȳ) since Φ and S actually coincide. Furthermore, by definition, this assumption guarantees that ϕ is continuous at x. Thus, locally around (x,ȳ), the variational description of Φ is provided by function which are continuously differentiable w.r.t. y. Now, the desired result follows from (Bednarczuk et al., 2019, Theorem 4 .2).
In Figure 1 , we depict the relations between the conditions from Definition 3.3 which are all sufficient for partial calmness at a given local minimizer of (BPP).
UWSM RRCQ
LUWSMC VFCQ Partial calmness ( * ) Figure 1 : Relations between conditions implying partial calmness at a given local minimizer (x,ȳ) of (BPP). Relation ( * ) requires local coincidence of dom Γ and dom S atx.
Partial calmness and linear lower level problems
In this section, we investigate the presence of partial calmness for the bilevel programming problem (BPP) where the lower level solution mapping S is described by one of the following settings:
• the lower level problem is linear w.r.t. the decision variable y, i.e., there exist continuous functions c :
• the lower level problem is a linear parametric optimization problem with continuous right-hand side perturbation, i.e., there exist matrices c ∈ R m and B ∈ R q×m as well as a continuous function A : R n → R q such that
• the lower level problem is a linear parametric optimization problem with affine perturbations of the coefficients within the objective function, i.e., there exist matrices
Observe that the model (3) covers (4) and (5).
In (Ye and Zhu, 1995, Proposition 4 .1), the authors show that bilevel programming problems with fully linear lower level problem (this means that the lower level problem is linear w.r.t. the vector (x, y)) are partially calm at all their local minimizers. As we will show below, this result is correct although the proof in Ye and Zhu (1995) comprises a small mistake. Subsequently, we present a slightly more general statement than the one from Ye and Zhu (1995) which addresses lower level problems of type (4) and present a corrected version of the proof. Afterwards, we point the reader's attention to the bug in Ye and Zhu (1995) .
Theorem 4.1. Let (x,ȳ) ∈ R n × R m be a local minimizer of (BPP) where the lower level solution mapping S is given as in (4). Then (BPP) is partially calm at (x,ȳ).
Proof. Choose δ > 0 arbitrarily and fix some point (x, y, u) ∈ B δ (x,ȳ, 0) which satisfies
Noting that this implicitly demands S(x) = ∅, we can pick a vector
is a polyhedron and, thus, closed. Thus, we obtain
by strong duality of linear programming. Observing that the latter program possesses a solution, there needs to exist a vertex (ξ 1 (x, y), ξ 2 (x, y), ξ 3 (x, y), ξ 4 (x, y)) of the set
Noting that the polyhedron Q possesses only finitely many vertices and does not depend on the choice of (x, y), there is some constant M > 0 such that y − y(x) ∞ ≤ M |u| follows. Observing that F is locally Lipschitz continuous, we find some constant L > 0 such that F is Lipschitz continuous with Lipschitz constant L on the ball B (M +1)δ (x,ȳ) if only δ is small enough. Since we have
and x −x ∞ ≤ δ, we can choose δ so small such that (x, y(x)) always lies within the radius of local optimality associated with the local minimizer (x,ȳ) of (BPP). Noting that (x, y(x)) is feasible to (BPP), it holds
Noting that (x, y, u) ∈ B δ (x,ȳ, 0) has been chosen arbitrarily, the statement of the theorem follows.
Let us recall that in (Ye and Zhu, 1995, Section 4.2) , the authors consider the particular case where the function A in the definition of (4) is affine.
Next, we specify where the bug in the original proof from Ye and Zhu (1995) is located. If not stated otherwise, the subsequently stated remarks address the lower level problem from (4).
Remark 4.2. In the classical proof of (Ye and Zhu, 1995, Proposition 4.1) , it has been claimed that equality in ( * ) holds with the right-hand side
where the constraint ξ 1 − ξ 2 + cξ 3 + B ⊤ ξ 4 = 0 is deleted from the feasible set. Noting that this enlarges the feasible set of the program from the left-hand side of ( * ), the equality there needs to be replaced by the relation ≤. Even worse, it is obvious that whenever y / ∈ S(x) holds, then, due to ϕ(x) − c ⊤ y < 0, (6) possesses the optimal value +∞. Thus, the authors obtained the trivial estimate y − y(x) ∞ ≤ +∞ in Ye and Zhu (1995) which is, for sure, of no use.
Clearly, the proof provided above cannot be generalized to the setting where S is given as in (3), since in this case, the vertices of the set
depend on the parameter x which means that the existence of the constant M in the proof of Theorem 4.1 does not come for free. These arguments also demonstrate that the proof of (Dempe and Zemkoho, 2013, Theorem 4 .2) is not correct since it reprises the original bug from Ye and Zhu (1995) . 
has been verified, and the latter already means that the associated parametric lower level optimization problem possesses a uniformly weak sharp minimum, see Section 3. Recently, this has been pointed out in (Minchenko and Berezhnov, 2017 , Lemma 2.1).
Remark 4.4. Consider the situation where the mapping A is affine. Then the perturbation mapping Ψ from (1) which is associated with (4) is polyhedral in the sense of multifunctions since the corresponding optimal value function ϕ is piecewise affine. By means of the classical result (Robinson, 1981 , Proposition 1), the mapping Ψ is calm at each point of its graph. Then the assertion of Theorem 4.1 already follows from Lemma 3.4.
One can even strengthen this result: In case where A is affine, it is well known that the solution map S associated with (4) is inner semicontinuous relative to dom S at each point of its graph. Thus, Lemma 3.7 guarantees that at each point (x,ȳ) ∈ gph S satisfyinḡ x ∈ int dom S, RRCQ is valid since the remaining constant rank assumption trivially holds observing that all appearing gradients w.r.t. y are constant.
One now might ask whether the result of Theorem 4.1 can be generalized to the setting where the lower level problem is given as in (3) as proposed in (Dempe and Zemkoho, 2013, Theorem 4.2) . As the following example shows, this is, unluckily, not the case. 
The sequence {( 1 k , 0)} k∈N is feasible for the latter and converges to (x,ȳ). The associated objective values of (7) are given by {− 1 k + κ 1 k 2 } k∈N . Observe that for sufficiently large k ∈ N, the elements of this sequence are negative. Particularly, there is no finite κ > 0 such that (x,ȳ) is a local minimizer of (7). Due to Lemma 3.2, the bilevel optimization problem under consideration cannot be partially calm at (x,ȳ).
The above example refutes (Dempe and Zemkoho, 2013, Theorem 4.2) . The proof provided in the latter paper essentially adapted the one from Ye and Zhu (1995) and the bug therein, see Remark 4.2. In contrast to Ye and Zhu (1995) , where this mistake did not effect the correctness of the result, the statement from Dempe and Zemkoho (2013) is not true in general.
The following result, however, provides a sufficient condition for partial calmness in cases where the lower level problem is given as in (3). It follows directly from Lemma 3.7.
Theorem 4.6. Let us assume that the solution map S : R n ⇒ R m is given as in (3). Fix a point (x,ȳ) ∈ gph S where S is inner semicontinuous. Furthermore, set I(x,ȳ) and assume that there is a neighborhood U ⊂ R n ofx such that for each index set J ⊂ {1, . . . , |I(x,ȳ)| + 1}, the matrix B(x) J has constant row rank for all x ∈ U . Then RRCQ holds at (x,ȳ).
Observe that due to Remark 4.4, Theorem 4.6 covers Theorem 4.1 in the setting where A is an affine function while c and B are constant. Clearly, the assumptions of Theorem 4.6 cannot be neglected when considering partial calmness of (BPP) -checking Example 4.5, one obtains that both the inner semicontinuity assumption on S and the constant rank assumption are violated at the point of interest. Below, we present an example where all these assumptions hold.
Example 4.7. We consider the lower level solution map S : R ⇒ R given in Example 4.5 at some point (x, 1) withx = 0. Then S is inner semicontinuous at (x, 1) and the matrix
satisfies the constant rank assumption from Theorem 4.6. Thus, RRCQ is valid at (x,ȳ).
The next example illustrates that even in the presence of inner semicontinuity of the solution mapping S at the reference point, partial calmness does not need to be inherent for problems with the lower level problem (3) if the constant rank assumption from Theorem 4.6 is violated. One can easily check that the corresponding solution mapping S and the optimal value function ϕ respectively take the following precise forms:
x > 0 and ϕ(x) = 0.
One can check that (x,ȳ) := (0, (0, 0)) is a global minimizer of the given bilevel optimization problem. Clearly, S is inner semicontinuous at this point. The associated matrix B given by
does not satisfy the constant rank assumption atx = 0.
For κ > 0, we consider the associated partially penalized problem (OVR(κ)) given by min x,y {xy 1 − κx 2 y 2 | y 1 ≤ 0, −xy 1 + y 2 ≤ 0}.
Investigating the feasible sequence {( 1 k , (− 1 k , − 1 k 2 ))} k∈N , the associated objective values are { κ k 4 − 1 k 2 } k∈N , and this shows that (x,ȳ) is not a local minimizer of the latter problem for arbitrary κ > 0 since the elements of this sequence are negative for sufficiently large k ∈ N. Hence, the underlying bilevel optimization problem is not partially calm at (x,ȳ).
Let us briefly mention that (Ye, 1998, Theorem 3.4 ) provides a condition which ensures that the lower level problem (3) even satisfies UWSM. On the other hand, in (Henrion and Surowiec, 2011, Example 3.9) , it has been shown that already parametric optimization problems of type (5) do not necessarily satisfy LUWSMC and, thus, UWSM, see Definition 3.3, i.e., the assumptions of (Ye, 1998, Theorem 3.4) are not generally satisfied for this class of lower level problems. In light of Remark 4.3, this observation already underlines that trying to adapt the proof of Theorem 4.1 is hopeless in order to infer the partial calmness condition for bilevel programming problems with lower level problem (5) and, thus, (3). Furthermore, we would like to note that the solution mapping from (5) is not generally inner semicontinuous at the points of its graph which restricts the applicability of Theorem 4.6.
We want to close this section with an example which illustrates that bilevel optimization problems with lower level problems of type (5) do not need to be partially calm at their respective local minimizers. This underlines that standard models from bilevel road pricing as discussed in Dempe and Franke (2015) ; Dempe and Zemkoho (2012) are not generally partially calm at their local minimizers. x 1 < 0 and ϕ(x) = −|x 1 | by simple calculations. One can easily check that each feasible point of this bilevel optimization problem possesses objective value 0. Particularly, (x,ȳ) := ((0, 0), −1) is a global minimizer. Next, for arbitrary κ > 0, we consider the associated partially perturbed problem (OVR(κ)) given by min x,y {x 2 (y + 1) + κ(x 1 y + |x 1 |) | x 1 = x 2 2 , y ∈ [−1, 1]}.
We investigate the feasible sequence {(( 1 k 2 , − 1 k ), −1 + 1 k )} k∈N which converges to (x,ȳ). The associated sequence of objective values is given by { κ k 3 − 1 k 2 } k∈N , and the latter is negative for sufficiently large k ∈ N. This shows that (x,ȳ) is not a local minimizer of (8), and due to Lemma 3.2, the bilevel programming problem under consideration cannot be partially calm at (x,ȳ).
We would like to point the reader's attention to the fact that the upper level feasible set X in Example 4.9 is not a polyhedron, which is the striking idea behind the construction of this counterexample. It is, however, an open question whether or not bilevel optimization problems with lower level problem (5) and polyhedral X are partially calm at their respective local minimizers. Observing that the solution mapping S is a polyhedral multifunction in this case, this indeed might be possible since the associated feasible set of the bilevel optimization problem (BPP) is the union of finitely many polyhedra.
Conclusions
This manuscript underlines the well known fact that the property of a bilevel optimization problem to be partially calm at one of its local minimizers is quite restrictive. With the aid of several simple counterexamples, we have shown that this observation already addresses situations where the lower level problem is linear w.r.t. the lower level problem's decision variable. Our respective analysis refutes the result (Dempe and Zemkoho, 2013, Theorem 4.2) . On the way, we have clarified a bug in the proof of the seminal result (Ye and Zhu, 1995, Proposition 4 .1) which has been spread over the literature on bilevel optimization.
