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DATE OF DEGREE: May 2015
Recent years have witnessed a dramatic growth of the amount of manuscripts
that are preserved, processed and accessed in digital form. That creates the
need for eﬃcient analysis and retrieval techniques in order to extract the relevant
information contained in these manuscript images. In practice, the problem of
analyzing historical document images is closely tied to the problem of text region
extraction. In this work, we address this problem by developing a new method
for text region extraction. Similarly, the problem of retrieving document images
is closely tied to the problem of image retrieval. Recent researches employ either
global or local feature extraction approaches. Global features are aﬀected by
handwriting variability and variations. Similarly, local features focus on particular
parts of the words and ignore others. In our eﬀort to address this point we used a
med-level feature representation model called Bag of Word Fragments (BoWFs),
xviii
that makes use of diﬀerent parts of the word, such as contour and skeleton, and
describes their local parts. The proposed model, evaluated on printed as well
as historical documents, exhibited promising results. In particular, it achieved
99.20% in terms of precision when recall equals 1 for printed dataset and 89.60%
in terms of precision when recall equals 0.5 for historical dataset written by one
writer. We also evaluated the performance of the proposed model on a dataset
written by two writers. We found that the proposed model is writer dependent.
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  ملخص الرسالة
  رشاد أحمد عبدﷲ عثمان الاسم الكامل:
  
  العريية محتوى المخطوطاتتحليل واسترجاع  عنوان الرسالة:
  
  دسة الحاسوبنعلوم وھ التخصص:
  
  5012ما يو  تاريخ الدرجة العلمية:
  
دى إﻟﻰ واﻟذي ﺑدورﻩ أﺷﻬدت اﻟﺳﻧوات اﻷﺧﻳرة زﻳﺎدة ﻫﺎﺋﻠﺔ ﻓﻲ ﻋدد اﻟﻣﺧطوطﺎت اﻟﺗﻲ ﻳﺗم ﺣﻔظﻬﺎ وﻣﻌﺎﻟﺟﺗﻬﺎ إﻟﻛﺗروﻧﻳﺎ 
ﺿرورة اﺑﺗﻛﺎر أﺳﺎﻟﻳب ﻛﻔوءة ﻟﻠﺗﺣﻠﻳﻝ واﻻﺳﺗرﺟﺎع.  ﺗﺣﺗوي اﻟﻣﺧطوطت اﻟﻌرﺑﻳﺔ ﺑدورﻫﺎ ﻋﻠﻰ ﻧﺻوص رﺋﻳﺳﻳﺔ وﺣواﺷﻲ 
و أﺷﻛﺎﻝ رﺳوﻣﻳﺔ وزﺧﺎرف. ﻳﻘﺻد ﺑﻣﺷﻛﻠﺔ ﺗﺣﻠﻳﻝ اﻟﻣﺧطوطﺎت اﺳﺗﺧﻼص اﻷﺟزاء اﻟﻣﺧﺗﻠﻔﺔ ﻣن اﻟﻣﺧطوطﺔ وﺗﺻﻧﻳﻔﻬﺎ  
ﺗوى اﻟﻣﺧطوطﺔ اﺳﺗرﺟﺎع اﻟﻣﺧطوطﺎت اﻟﺗﻲ ﺗﺣﺗوي ﻋﻠﻰ ﻧﺻوص ﺑﺣﺳب اﻟﻧوع. ﻛﻣﺎ ﻳﻘﺻد ﺑﻣﺷﻛﻠﺔ اﺳﺗرﺟﺎع ﻣﺣ
ﻣﻌﻳﻧﺔ.  ﺗم ﻓﻲ اﻟدراﺳﺎت اﻟﺳﺎﺑﻘﺔ اﺳﺗﺧدام اﻟﻌدﻳد ﻣن اﻟﻣﻣﻳزات اﻟﻌﺎﻣﺔ واﻟﺧﺎﺻﺔ ﻟﻬذا اﻟﻐرض. اﻟﻣﻣﻳزات  اﻟﺧﺎﺻﺔ 
  ﺗﺗﺎﺛر ﺑﺎﻟﺗﻐﻳﻳر واﻻﺧﺗﻼف ﻓﻲ اﻟﻛﺗﺎﺑﺔ. واﻟﻣﻣﻳزات اﻟﺧﺎﺻﺔ ﺗرﻛز ﻋﻠﻰ أﺟزاء ﻣﺣددة ﻣن اﻟﻛﺗﺎﺑﺔ.
  
ﺎﻟﺔ ﺗطوﻳر طرﻳﻘﺔ ﺟدﻳدة ﻻﺳﺗﺧﻼص اﻟﻧﺻوص اﻟرﺋﻳﺳﻳﺔ واﻟﺣواﺷﻲ اﻟﻣوﺟودة ﻓﻲ اﻟﻣﺧطوطﺎت ﺗم ﻓﻲ ﻫذﻩ اﻟرﺳ 
اﻟﻌرﺑﻳﺔ. وﺗﻌﺗﻣد ﻫذﻩ اﻟطرﻳﻘﺔ ﻋﻠﻰ اﺗﺟﺎﻩ اﻟﻧص ، ﻛﺛﺎﻓﺔ اﻟﻧص و وﺟود اﻟﻔراﻏﺎت ﺑﻳن أﺟزاء اﻟﻣﺧطوطﺔ. ﻛﻣﺎ ﺗم ﺗطوﻳر 
  ﻣﻘﺎطﻊ اﻟﻛﻠﻣﺎت. طرﻳﻘﺗﻳن ﺟدﻳدﺗﻳن ﻻﻳﺟﺎد اﺗﺟﺎﻩ اﻟﻧص. ﺗﻌﺗﻣد اﻟطرﻳﻘﺗﺎن ﻋﻠﻰ ﺣﺳﺎب ﺗﻛرار اﺗﺟﺎﻫﺎت
  
ﺗﻌﺗﻣد (. )sFWoB( stnemgarF droW fo gaB) ﻛﻣﺎ ﺗم ﺗطوﻳر ﺳﻣﺔ ﺟدﻳدة ﺗﺳﻣﻰ ﺣﻘﻳﺑﺔ أﺟزاء اﻟﻛﻠﻣﺎت
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CHAPTER 1
INTRODUCTION
This thesis addresses historical documents analysis and retrieval, speciﬁcally Ara-
bic historical documents. Intuitively, retrieval is the task of retrieving documents
of a dataset which match a given user input keywords. In the literature, historical
documents retrieval has been an active research area. Signiﬁcant progress has
been made. However, this research work has been mostly concerned with non
Arabic historical documents. Historical documents retrieval has become a focus
of interest for research due to the great challenges that are faced in the retrieval of
historical documents. In the last two decades, word spotting has witnessed great
interest as an emerging technology for document image retrieval applications. It
is the task of locating speciﬁc keywords in a collection of document images. It has
been introduced as an alternative to Optical Character Recognition (OCR) tech-
niques for historical documents retrieval, since there is no eﬃcient OCR designed
for old historical documents. It is a challenging task due to inﬁnite variations in
handwriting styles. Word spotting locates keywords in a collection of document
images by comparing the features that were extracted from the word images. It in-
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cludes a matching process between a given keyword image and a collection of word
images stored in the database using the extracted features. Most of the existing
word spotting based systems locate keywords in documents as follows: ﬁrstly, they
build indexes based on low level features that are extracted from word images.
The corresponding features are also extracted from the keyword image. Second,
they search through the whole database and measure the similarity between each
stored word image and the keyword image. Finally the results are returned in a
sorted order of the similarity matching level.
In general, the problem of retrieving document images is closely tied to the
problem of image retrieval. In the past, several models have been proposed for
image retrieval. Among these models is Bag of Features (BoF) model which is
widely applied in various areas of computer vision. In this research work, we will
make use of this technique to aid in the retrieval task.
In addition to historical document retrieval, we address Arabic historical doc-
uments layout analysis. Document analysis is one of the fundamental problems in
document understanding and is now used in many practical applications such as
OCR and word spotting. Layout analysis is the problem of extracting regions or
objects of interest from document images. In the last decades, several works have
been proposed for printed document analysis, especially for Latin documents.
Although the proposed methods have achieved good results for machine printed
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document analysis, the state of the art of historical document analysis falls far
behind, speciﬁcally for Arabic historical documents. Thus more work remains
to be done in Arabic historical document analysis. Our aim in this thesis is to
reduce this gap in research in Arabic historical document analysis.
1.1 Problem Statement
The problem to be addressed in this work can be stated as follows: the extraction
of text regions of Arabic historical documents and the construction of a suitable
representation for them. Then, given a keyword image, locate all its occurances
in the collection of documents using this representation.
1.2 Motivation
Due to advances in information technology and communication, recent years have
witnessed a dramatic growth in the amount of historical documents that are pre-
served, processed and accessed in digital form. They are valuable resources for
scholars so their contents can be made available via the internet or other electronic
media. The main problem is that such contents are only available in image for-
mats, which makes them diﬃcult to access. In this case, document image analysis
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and retrieval techniques can be used to extract the textual information from the
digitized historical documents and make this information accessible to users. The
state-of-the-art in Arabic historical documents analysis and retrieval falls far be-
hind compared to Latin and other scripts. This thesis aims to ﬁll this gap and to
conduct research in the ﬁeld of Arabic historical documents analysis and retrieval.
1.3 Thesis Objectives
The aim of this thesis work is to perform analysis and retrieval for Arabic historical
documents. The ﬁrst aim is to perform analysis to extract text regions such as the
main body text and the side notes from these documents. The second objective
is to develop a feature representation for Arabic historical documents retrieval.
Using this representation, one can search for a given keyword image and locate
its occurrences in a collection of historical documents.
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1.4 Thesis Contributions
The main contributions of this thesis are
1. A literature survey of word spotting research for handwritten documents.
2. A text region analysis and extraction method. The proposed method is
based on the fusion of background, foreground and window-based text anal-
ysis. The fusion of these techniques for text region extraction results in
better segmentation results. The proposed method can be applied on a
large variety of historical documents that have diﬀerent layout structures.
Furthermore, Introduction of the use of histograms for text orientation es-
timation. Two histogram based text orientation estimation methods are
proposed. The ﬁrst one is connected components based while the second
one is pixel-based.
3. A novel feature representation appraoch called BoWFs, for Arabic histor-
ical documents word spotting. The proposed approach is inspired by the
traditional BoF model. Moreover, Three methods for word fragment ex-
tractions (viz. contour-based, skeleton-based and batch-based methods) are
proposed. The proposed methods make use of diﬀeren parts of the word
such as the contour and the skeleton to build the BoWFs model.
4. The collected documents and their ground truth.
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1.5 Thesis Outline
The remainder of this thesis is organized as follows. In the next chapter, we
present background on historical document analysis. Next, we review the related
work and summarize diﬀerent features and methods for word spotting in Chap-
ter 3. A survey of word spotting techniques of handwritten documents is also
included. Chapter 4 addresses layout analysis of Arabic historical documents. A
novel approach is introduced to extract text regions. In addition, this chapter
presents two methods for text orientation estimation. In chapter 5, we address
word spotting of Arabic historical documents. The BoWFs model is introduced
and three methods for word fragment extraction are proposed. Finally, Chapter
6 concludes this thesis and suggests future work.
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CHAPTER 2
BACKGROUND ON DOCUMENT LAYOUT
ANALYSIS
This chapter presents general background on document image analysis. A frame-
work for document image analysis is presented in Section 2.1. Section 2.2 presents
challenges in Arabic historical document analysis. Then, we present the state of
the art in document layout analysis. We begin with traditional page segmentation
techniques proposed for printed documents in Section 2.3 , followed by a discus-
sion of diﬀerent zone classiﬁcation approaches in Section 2.4. Finally, techniques
proposed for historical document analysis are presented in Section 2.5.
2.1 Document Analysis Framework
A general framework for document analysis is shown Figure 2.1. It consists of two
main tasks that can be subdivided into subtasks. The ﬁrst task is the preprocess-
ing. In this task, document images are binarized and noise is removed. The input
for this task is a scanned document image and the output is a denoised binary
7
Document
Image
 
Binarization Noise Removal 
Regions’
Classification
 
Page Segmentation ext Line ExtractionT   SegmentedDocument
 Performance
Evaluation
 
Ground Truth 
Preprocessing
Layout Analysis
Figure 2.1: Document layout analysis framework
document image. The second main task is the layout analysis task. This task is
subdivided into the following subtasks: page segmentation, region classiﬁcation
and text-line extraction. The subtasks are summarized as follows
• Preprocessing
Generally, the preprocessing stage in document analysis includes the fol-
lowing tasks: binarization and noise removal.
– Binarization is used to convert gray scale manuscript images into
black and white. Most of developed techniques use connected compo-
nents which can be extracted from binary images. Generally, Binary
images contain noise.
– Noise Removal is the process of removing noise from an image. Dif-
ferent analysis algorithms apply preprocessing tasks in diﬀerent order
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and some algorithms might skip one or more of these tasks. However,
layout analysis algorithms use these preprocessing steps in some form.
• Page Segmentation
Page segmentation is the process that identiﬁes and localizes regions
within document images. The importance of this step originates from the
fact that it is an essential step used in the process of document indexing,
retrieval and understanding. It is a diﬃcult task; the diﬃculty quickly in-
creases when the documents have complex structure or suﬀer from noise and
other artifacts.
• Region Classiﬁcation:
Zone classiﬁcation is the process that identiﬁes the types of extracted
regions such as main text, side notes and decorative elements, etc.
• Text Line Extraction:
Text line extraction divides text regions into separated lines of text.
It is an essential step in most document understanding tasks such as text
recognition and word spotting.
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2.2 Challenges in Arabic Historical Documents
Analysis
A large number of Arabic historical document images are available in digital
form. These images are scanned from collection of historical documents in libraries
or archives. In general, the structure of Arabic historical document can be divided
into two classes: simple structure and complex structures. Samples of historical
documents having simple and complex structure are shown in Figures 2.2 and
2.3, respectively. Historical documents may have various types of degradations
including noise, uneven background, aging eﬀects, degraded text regions, uneven
illumination and local changes or non-uniformity in foreground and background
colors, etc. Historical documents present the following types of challenges:
• Contain several interleaved text regions, Figure 2.3a.
• Contain text regions having several text directions, Figure 2.3.
• Have degraded text regions, Figure 2.3b.
• Have background drawing, Figure 2.2.
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Figure 2.2: Arabic historical document with simple structure, containing back-
ground drawing (circled)
Figure 2.3: Arabic historical document with complex structure
11
2.3 Traditional Page Segmentation
Accurate page segmentation from document images is an essential step in doc-
ument image understanding, and hence has attracted research attention. In the
literature, there is a signiﬁcant amount of work concerning printed document seg-
mentations. However, due to the existence of variation and layout variability in
handwritten documents, especially in historical documents, traditional segmen-
tation algorithms proposed for printed documents may not work for handwritten
documents’ segmentations. Page segmentation strategies can be classiﬁed into top
down, bottom up and hybrid approaches.
2.3.1 Top-Down Page Segmentation
This group of methods uses prior knowledge or a document model aiming at itera-
tively dividing the whole document image into smaller regions. These methods are
fast. However, they are applicable for documents with well-deﬁned layout. Pro-
jection based methods such X-Y Cut algorithm [1] and Antonacopoulos method
[2] are examples of this group. X-Y Cut algorithm is a tree-based algorithm that
divides the document image into regions by analyzing the projection histogram
proﬁle. The entire document is represented by the root of the tree. Each leaf node
of the tree represents one segmented region. The intermediate nodes represent the
regions obtained during the execution of the algorithm.
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2.3.2 Bottom-Up Page Segmentation
This group of algorithms are based on low-level elements such as pixels or con-
nected components of the image [3, 4, 5]. Majority of algorithms in this category
work at the connected components level [4, 5]. Connected components are grouped
into bigger elements such as lines and regions based on geometric relationship
between neighboring connected components such as distance and overlap. The
methods in this group are able to handle skew and arbitrary documents layout.
The pixel-based Run-Length Smearing Algorithm (RLSA) proposed in [3]
links together neighbouring foreground pixels in a binary image, horizontally
and vertically. Those foreground pixels are separated by less than a predeﬁned
number of background pixels. It yields two diﬀerent bitmaps which in turn
are combined in one bitmap image. Then, document regions are obtained by
connected components analysis of the new bitmap image.
Another bottom-up algorithm is the Document Spectrum (Docstrum) proposed
by O’Gorman [4]. Page segmentation is accomplished by nearest neighbor
clustering of the extracted connected components obtained from the document
image. The algorithm computes a histogram of distance and angles for each
connected components using its k-nearest neighbors. The histogram is used to
merge connected components into lines which in turn are grouped into blocks.
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A graph based segmentation algorithm is proposed in [5] aiming at solving
the problems that arise from the variability of the intra and inter-space of the
regions. It starts by extracting points from connected components’ boundaries
which are used to construct a Voronoi Diagram (VD). Then, an Area Voronoi
Diagram (AVD) is obtained by deleting some edges in the constructed VD. Finally,
document regions are obtained by removing unnecessary Voronoi Edges (VE) of
the AVD.
2.3.3 Hybrid and Other Methods
Top-down approaches and bottom-up approaches have been combined to deliver
better segmentation performance [6, 7]. Wang and Srihari in [6] proposed to use
a bottom-up RLSA algorithm to detect text and non-text regions followed by
top-down X-Y Cut algorithm to merge the separated text lines into blocks. This
method is applicable only to rectangular-layout documents.
An eﬃcient split-merge based algorithm is proposed in [7]. The algorithm
iteratively divides the document into subregions at the same time smaller regions
are merged to form larger regions. This method is applicable to arbitrary layout
documents.
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2.4 Region Classiﬁcation
Region classiﬁcation is the process of identifying the classes of regions segmented
from document images. It is important for applying proper domain-speciﬁc anal-
ysis approach on each region. For example, text regions may be prepared for OCR
for further text recognition. Many algorithms for regions’ classiﬁcation are pro-
posed in the literature [8 - 12]. These methods focus on identifying text and non-
text regions in a document image via extracted features of these regions. Several
features such as run length mean and variance, Autocorrelation Feature (AF) and
Spatial Features (SF) are used in [8, 9]. Other features such as Tamura Texture
Features Histogram (TTFH), Relational Invariant Feature Histograms (RIFH)
and Fill Ratio and Run-length Histograms (FRRH) are used in [10].
Jiming Liu et al. [11] proposed to use Gabor Features (GF) and Chain-
Code Histogram Features (CCHF). Diﬀerent classiﬁers such as Artiﬁcial Neural
Networks (ANNs) [12], Support Vector Machines (SVM) [11], Nearest Neighbor
(NN) [10] classiﬁers are used for region classiﬁcation.
2.5 Historical Documents Layout Analysis
In this section, related work concerning ancient historical documents is given. In
[13], a system for meta-data retrieval from ancient manuscript image is proposed.
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The system aims to assist researchers and historians to analyze digitized medieval
manuscripts. The system starts by extracting some features of each connected
component in the image. Then, connected components are grouped into larger
elements and classiﬁed with K-Nearest Neighbor (KNN) classiﬁer.
Text/non-text classiﬁcation method for ancient printed documents is proposed
in [14, 15]. Documents are segmented into zones and signiﬁcant orientations are
analyzed with a directional rose for each zone. The proposed method was quali-
tatively tested on 100 pages from ﬁve diﬀerent books of the Renaissance and the
reported accuracy was 95% and 88% for text and graphical parts respectively.
Ramel et al. [16] proposed a user-driven layout analysis algorithm for historical
printed books. The algorithm is based on two maps: foreground and background
maps. Foreground map is composed of all connected components extracted from
the document image. Background map is created such that each pixel in the
image is associated with the summation of the number of successive white pixels
in the horizontal direction and the number of successive white pixels in the vertical
direction. Connected components in the foreground map are merged into larger
blocks if they are close to each other and the area between their centres of gravity is
less than a speciﬁc threshold in the background map. For evaluation, the algorithm
is applied to diﬀerent datasets and they reported 93% accurate segmentation
results.
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The work of Garz et al. [17] is based on Scale-Invariant Feature Transform
(SIFT) [18]. They considered layout elements such as text and decorative ele-
ments such as headlines and initials. Experimental results show that the proposed
method has the ability to detect regular text area in ancient historical document
images.
In Ouwayed et, al. [19] an approach for multi-oriented text line extraction of
handwritten documents is presented. The local direction of the text is determined
using an image meshing and the Wigner-Ville distribution (WVD) [20] on the
projection histogram proﬁle. Once these local orientations are determined, they
are extended to neighbors having similar orientation. This operation is applied
to all document meshes. Then, zones are constructed and text lines are extracted
in each zone based on the follow-up of the lines orientation and the proximity of
connected components. Finally, overlapping and touching connected components
are separated. The proposed approach has been evaluated on 100 documents and
it reported an accuracy of 98.6%.
Machine learning based approach for Arabic historical documents layout anal-
ysis has been proposed in [21]. In this work, layout analysis is formulated as a
classiﬁcation problem in which the historical document contents are classiﬁed into
two distinct groups, main text and side notes. Evaluation is carried out using 38
documents. The results show that about 95% of main-text are classiﬁed correctly.
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Nikolaou et al. in [22] used adaptive run-length smoothing and skeleton seg-
mentation. They tried to overcome two problems that exist in machine-printed
historical documents, complex and dense layout and neighboring text columns or
text lines. The evaluation is carried out using a dataset containing English, Ro-
man Greek and French documents. The reported results show that the proposed
approach achieved an F-measure of 84.5% for text line segmentation. Table 2.1
summarizes the proposed methods for historical document analysis.
Table 2.1: Analysis techniques for historical documents
Reference Technique Purpose Disadvantages
Ramel et al. [16] Background
and fore-
ground
map
Regions
extraction
Requires presence of space between regions
Garz et al. [17] SIFT Regions
extraction
Only diﬀerentiate between text and non-
text regions
Nikolaon et al.
[22]
Adaptive
run-length
Regions
extraction
Limited to old printed documents
Ouwayed et al.
[19]
Split-merge Text line
extraction
Fails when two neighboring text regions
have the same orientation
Bukhari et al.
[21]
Classiﬁcation Main text
and side
notes
Requires training process
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CHAPTER 3
HANDWRITTEN DOCUMENT WORD
SPOTTING: STATE OF THE ART
The explosive growth of the amount of handwritten documents that are scanned,
processed and accessed in digital form, has lead to great interest in word spot-
ting techniques attracting researchers from various research communities, such as
pattern recognition, computer vision and information retrieval. Word spotting
has been an active research area and signiﬁcant progress has been made in the
last few years. However, current word spotting techniques have not achieved ac-
ceptable performance on real-world handwritten documents that vary widely in
writing style and quality. This chapter gives an overview of published research
eﬀorts in the area of word spotting and on the methods used in the ﬁeld. We ﬁrst
start by describing a general model for document word spotting followed by dis-
cussing present challenges in handwritten document word spotting. Then the used
databases for handwritten document word spotting and other handwritten text
tasks are discussed. Next, research works on handwritten document word spotting
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are presented. Finally, several summary tables of published research work are pro-
vided for used handwritten documents databases and reported performance results
on handwritten documents word spotting. These tables summarize the diﬀerent
aspects and reported accuracy for each technique.
3.1 Introduction
Retrieval is the task of retrieving documents of a dataset which fulﬁll a given
user input keywords. There are two principal approaches to carry out word re-
trieval in document images. The ﬁrst major approach is the traditional text
search methods at the character level which requires eﬃcient Optical Character
Recognition (OCR) techniques. These methods are referred to as OCR-based
techniques. Current OCR-based techniques have not shown great potential for
extracting text from handwritten documents [23, 24, 25]. This is due to several
challenging issues related to handwritten documents such as (i) poor quality doc-
uments, (ii) writing style variability, (iii) multiple writing styles, word writing
variations, etc. The second category is to use word spotting techniques [26] to
search in the image domain. Word spotting can be deﬁned as the task of locating
speciﬁc keywords in a collection of documents. In the last decades, word spot-
ting has witnessed great interest as an emerging technology for document image
retrieval applications and is becoming an eminent technique for this task. It has
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been introduced as an alternative to OCR-based techniques. The role of word
spotting is especially emphasized in the case of historical document images be-
cause they are of poor quality and having large writing style variability. Word
spotting ﬁnds speciﬁc keywords in document images by comparing features that
are extracted from word images. It includes a matching process between word
query image and a collection of word images stored in the database using the
extracted features. Most of the proposed word-spotting based techniques ﬁnd
keywords as follows: ﬁrstly, they build indexes based on low level features that
are extracted from word images. Same features are also extracted from the query
image. Second, they search the entire database and measure how much the query
image is similar to each word image in the database. Finally the results are sorted
based on the similarity matching level. Document image word spotting presents
problems worth solving. In this survey, we address the most frequently encoun-
tered problems when dealing with handwritten document image word spotting:
(i) word image representation (features) (ii) word image matching and (iii) How to
retrieve eﬃciently and accurately. The aim of this chapter is to provide a compre-
hensive survey of the current researches in handwritten document word spotting
to date with emphasis on the period from 2001 to 2015. Based on this survey, it is
possible for the researcher to ﬁnd a good picture of the overall state of handwrit-
ten document image word spotting research, which facilitates: (1) ﬁnding of more
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information about diﬀerent techniques, and (2) addressing weakness in current
approaches to improve current techniques and possibly develop new ones.
The rest of this chapter is organized as follows: In Section 3.2, a general framework
for document image word spotting is described. Challenges present in handwrit-
ten documents are discussed in Section 3.3. Databases used for word spotting
are presented in Section 3.4. State-of-the-art techniques in word spotting are pre-
sented in Section 3.5. Other categorizations are presented in Section 3.6. Finally,
we conclude the chapter in Section 3.7.
3.2 A General Framework for Document Image
Word Spotting
A general framework for document image word spotting is shown in Figure 3.1. A
document word spotting system can be conceptualized as a framework containing
two parts: the index construction and keyword retrieval parts. Each part consists
of a number of processes. These processes are pipelined, so that the output of
one process forms the input to the next process. In the index construction stage,
a set of features are extracted from word images and an index is built using the
extracted features. In the keyword retrieval stage, a set of features are extracted
from the input keyword and matched with the indexed features. A detailed
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description of the diﬀerent stages of both parts is as follows.
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Figure 3.1: A general word spotting framework
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3.2.1 Preprocessing
The preprocessing stage in document image word spotting consists, usually, of
the following processes: binarization, noise removal, skew correction and line/word
segmentation. Algorithms apply these tasks in diﬀerent order and some algorithms
might ignore one or more of these tasks if not needed. However, most of the
document image word spotting systems use these preprocessing steps in some
form or another [27, 28, 29].
3.2.2 Word Image Representation
When building a document image word spotting system, a key consideration is
how to represent word images within document images. This is fundamental to
providing acceptable performance results. One of the most important advantages
of feature extraction is that it reduces the amount of required storage and hence
the system becomes faster and eﬀective. First, documents are segmented into
words or sub-word. Then, a set of distinguishing features is extracted for each
word/sub-word image. The extracted features are used to generate matching re-
sults in the subsequent matching process. In general, there are two main categories
of features that can be applied to word images: local features and global features.
Each of them has diﬀerent capabilities of characterizing the shape of the word im-
ages and have discriminative power for handwritten word images word spotting.
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Global features are computed over an entire word image while local features are
computed on a speciﬁc parts of the images.
3.2.3 Feature Indexing
In this phase, word images are coded and indexed according to their extracted
features. Indexing techniques have great impact on the searching time. Dif-
ferent techniques have been proposed in the literature including Latent Seman-
tic Indexing (LSI) [30], Locality Preserving Indexing (LPI) [31], Self Organiz-
ing Map (SOM) [32], Geometric Hashing Indexing (GHI) [33], Locality Sensitive
Hashing (LSH) [34] and Distance-based Hashing (DBH) [35].
3.2.4 Matching and Retrieval
The matching and retrieval module is the core of the word spotting framework.
It performs the actual search, matching query image representations against doc-
ument image representations and ranking the results. The aim of this process is
identifying the word images of the documents which are similar to a given query
word image by computing the similarity of the extracted feature vectors and the
retrieval of similar words.
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3.3 Handwritten Documents Word Spotting
Challenges
Handwritten document word spotting presents a number of fundamental chal-
lenges. First, writing styles in handwritten documents exhibit large variability
which signiﬁcantly increase the diﬃculty of the task. Second, some handwritten
documents are of poor quality. Furthermore, for handwritten historical docu-
ments, their age causes degradation problems such as ink bleed and similar eﬀects.
3.4 Handwritten Document Image Databases
Development of robust document image word spotting systems requires databases
of adequate sizes and diversity (many writers, multiple samples per writer, etc.)
that contain an adequate amount of variations of several factors such as script,
writing styles, font size and quality. In this section, we review several databases
that have been used in the literature for various document image understanding
tasks including word spotting task.
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• George Washington Database [36]:
In the literature, the George Washington database (GW) database has been
widely used for various handwritten recognition and word spotting tasks. It
consists of 20 pages of handwritten letters written by George Washington
in the year 1755.
• CENPARMI [37]: The CENPARMI database includes 137 documents
written by 13 writers. The dataset contains 2107 text lines. It is divided
into two sets: testing set and validation set. The testing set contains 112
documents while the validation set contains 25 documents.
• IAM Database [38]: The IAM database includes 1539 pages of handwrit-
ten text written by 657 writers in the year 1978. It is divided into three
sets: training, testing and validation. A good property of this data is that
each set includes text lines written by several writers which makes it a good
choice for word spotting with diﬀerent writing styles.
• Parzival Database [39]: The Parvizal database includes 45 pages of
manuscripts written using German language in the 13th century. It is
considered as a good choice for word spotting task as it is written by several
writers.
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Table 3.1: Summary of some of the databases used in word spotting and other
handwritten text tasks
Databases Descriptions Writers
George Washington Database[36] 20 pages 2
CENPARMI[37] 137 documents 13
IAM Database[38] 1539 pages 657
Parzival Database[39] 45 manuscripts -
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3.5 State of the Art
In this section, we review various word spotting techniques proposed in the lit-
erature and categorize them based on the extracted features. Table 3.2 through
Table 3.6 summarize these word spotting techniques.
3.5.1 Proﬁle-based Features
Global shape features such as the lower and the upper proﬁles capture the outline
of a word. A proﬁle is represented by a one-dimensional vector corresponding to
the column-wise distance from the top of the bounding box to the foreground pixel
of a word. The distance between two proﬁles can be computed by any distance
measure such as Euclidean Distance (ED) and Dynamic Time Wrapping (DTW)
[36]. Generally, shorter proﬁles have less complexity than longer proﬁles and the
chances of getting wrong matches are higher.
Manmatha and Croft [36], proposed to use word proﬁle based features for
historical document word spotting. In this approach, historical documents are
segmented into words and matching is performed to retrieve relevant ones to
a given query. In another work [40], they evaluated diﬀerent techniques for
handwritten words matching and proposed the use of DTW for matching word
images. They also made an eﬀort to select suitable features for the matching
process [41]. The reported average precision rate was 72.65%.
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Kolcz et al. [42] proposed the use of a line-oriented approach for hand-
written documents word spotting based on matching proﬁle-oriented features.
They experimented with old Spanish manuscripts. They did not report the
performance rate.
Sigappi et al. proposed a system for word spotting of Tamil Language [43].
They extracted projection proﬁle, lower and upper word proﬁle and Background-
to-ink transitions features from each segmented word. Their approach make use of
Hidden Markov Model (HMM) to characterize strokes’ variations of handwritten
characters. The reported accuracy was 80.75%. However, the test is done using
small dataset containing only 400 words.
Shah and Suen [44] extracted two sets of shape features. The ﬁrst set
includes vertical, horizontal, left diagonal, right diagonal projection proﬁles and
horizontal, vertical Background-to-Ink Transitions which are extracted from
the entire word image. To extract the second set of features, the word image
was segmented into regions and the features were extracted from each region.
The extracted features are matched using the Correlation Similarity (CS). The
evaluation was carried out using 168 queries. They reported about 94.57% and
60.25% precision and recall respectively, on 200 pages written by 200 writers.
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Ali Abidi et al. [45] have used the height, width and convex area of each partial
word as scalar features along with the vertical and horizontal word proﬁles. They
have reported performance rate of 72% in terms of F-Measure on 115 queries and
90 Handwritten documents written by 90 writers.
Later Wie and Gao [46] introduced a system for locating words in the Mon-
golian Kanjur documents. They used four proﬁle-based features for representing
word images. Queries are synthesized using pre-extracted glyph. They evaluated
their system using 200 Mongolian Kanjur document images where the average R-
precision rate was 61.02%. The R-precision is the ratio of the number of relevant
retrieved words in the top R results to the total number of relevant words.
Kesidis et al. [47] addressed the problem of accessing historical printed doc-
uments by employing word proﬁles’ features and the character pixel density of
each zone in the word image. Queries are synthetically created from the character
templates. The reported performance rate was 87.5% on 12 handwritten pages.
Huaigu Cao et al. [48] introduced a probabilistic model for word spotting. The
proposed model incorporates word segmentation and word recognition probabil-
ities, obtained by modeling the conditional distribution of multivariate distance
features of word gaps and the distances returned by the word recognizer, respec-
tively [43]. They used scanned images of the New York State Pre-hospital Care
Report (PCR) forms and achieved a mean average precision value of 4.7%.
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3.5.2 Gradient, Structural and Concavity (GSC) Features
These features are capable of measuring the characteristics of an image at global,
intermediate and local ranges, respectively. Generally, Gradient, Structural and
Concavity features (GSC) are suitable features for handwritten document word
spotting since they are able to capture the shape of the written words.
In [50, 51], Srihari et al. make use of binary GSC features to spot words in
handwritten documents. They segmented text lines into connected components.
They used correlation distance for matching two GSC binary feature vectors. The
method was tested on a dataset written by 8 writers and reported a precision rate
of 70% at a recall of 50%. .
In other work [52, 53], GSC feature-based word spotting method was also
presented. The method divides the word image into 32 regions and extracts 16
binary GSC features from each region. A total of 1024 bits of the GSC features
are used to represent each word image. Similarity is computed using the bitwise
matching of GSC features extracted from word images. The reported precision
is 60 % obtained at a recall of 50% using English handwritten documents called
CEDAR Letter. A precision of 90% was obtained at a recall of 50% for printed
Sanskrit documents.
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3.5.3 Shape Coding
Kefali and Chemmam [54] proposed an approach that is based on the coding of
the words using topological features including diacritic, ascenders, descenders and
loops. For each sub-word, a set of 4 features is extracted and each sub-word is
represented by a sequence of codes. The query is also represented by a sequence of
codes. During the matching process, the distance between the query code and the
codes of each sub-word is computed using the DTW algorithm. Experimentation
was done on an assembled database of 1100 images of Algerian postal envelopes
written in Arabic, and yielded an accuracy of 75% while obtaining a recall of 87%.
Bai et al. [26] introduced a word shape coding based approach for keyword
spotting in handwritten documents. A total of 7 features were extracted for each
word namely, descenders, ascenders, eastward concavity, westward concavity, hor-
izontal line intersection, i-dot connectors and holes. Then, based on the position
and type of the features, each word was represented by a sequence of codes. Match-
ing of codes is carried out using the DTW technique. The proposed method is
evaluated on George Washington dataset achieving an F-measure of 93.37%.
In the context of historical documents, Liang et al. [55] introduced a novel
character and word-based modelling approaches that allow the retrieval of vocab-
ulary keywords which are not in the training set. Word images are segmented into
small units, called graphemes [56], which represent the basis for synthesised char-
34
acter and word construction. They used the Self Organizing Map (SOM) to label
the extracted graphemes. Then, the characters are modeled using the graphemes
in all instances of the character, and subsequently words are synthesised using
the models of all the characters in the word. Testing is done with three datasets
including 3 pages from George Washington database (GW) database, 3 pages of
Bargrave’s Diary and 3 pages of a modern manuscripts. They reported a mean
Average Precision of 67% on GW database.
Farrahi and Cheriet [57] introduced a language independent system that
does not need line and word segmentation. In this system, the connected
components are extracted from the images. During the matching process, each
connected component of the query is compared to a list of Basic Connected
Components (BCCs) that are generated from the connected components using
Euclidean Distance and Dynamic Time Wrapping (DTW). Then, BCCs are
clustered using the Kohonen network (Self organizing map). The system is
evaluated on 160 pages from Juma Al Majid Center and the reported word
spotting rate was 95%. The reported performance is promising. However, it is
over-optimistic for the following reason. If the target BCC is found inside the
cluster, the word is considered found. Meanwhile, each cluster contains a number
of BCCs that may correspond to diﬀerent words [55].
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Another important contribution is the work described in [58] where key-
words are considered as visual shapes. The authors make use of shape context
[59] computed from skeleton points as features to describe word images. The
shape context of skeleton points captures the spatial distribution of other points
relative to it in polar coordinates. For each word, Shape Signature (SS) is
formulated in terms of the shape context descriptors. The distance between two
shape signatures is computed as the sum of the distances between the K most
similar pairs of their shape contexts. Shape signatures are indexed using bit
vectors which are simple and compact.
Alicia Forne´s et al. [60] adapted Blurred Shape Model (BSM) for the task
of keyword spotting. The BSM descriptors [61] encode the spatial probability
of appearance of the shape pixels and their context information and extract a
feature vector which describes the shape. The image is divided into a grid of
n × n regions. For each region, a weighted sum of all pixels in the surrounding
regions is computed. For keyword spotting, the BSM descriptors should also reﬂect
the length of a word. This is done by creating a template blank image, where
every word image of the database will be located in the center of this template
image, according to its own centroid. They experimented with GW dataset. The
proposed method was tested using 58 query images corresponding to 29 subjects.
The reported performance was 53.14% of a mean average precision rate which is
36
better than the mean average precision value obtained using the DTW algorithm.
The method in Llado´s et al. [62] used the same set of features in Llado´s and
Sanchez [58]. The method was tested by the authors with 32 pages and a detection
rate of 81% was reported.
3.5.4 Contour Matching
In the work of Adamek and O’Connor [63], a word spotting method for historical
handwritten documents that is based on word contours matching is proposed. The
contour matching technique proposed in [64] is utilized to compute the similarity
between word contours. The proposed method is evaluated using a set of 20 pages
taken from the GW dataset . The reported accuracy is 83%.
Can and Duygulu [65] proposed a line-based representation for historical doc-
ument matching. Word images are represented with a set of contour segments
which are approximated by lines using the Douglas Peucker algorithm [66]. Each
line is described using the position, the length and the orientation. The distance
between the two line descriptors is computed using the dissimilarity function as
deﬁned in [67]. They used two types of datasets. The ﬁrst dataset consisted of ar-
bitrarily selected 20 pages from GW dataset, while the second database consisted
of 3 Ottoman pages. They reported a precision rate of 77.4% and 98.7% for the
two datasets respectively.
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3.5.5 Bag of Features
The state-of-the-art bag of features model has been used for word spotting. Ataer
and Duygulu [68] proposed an image retrieval method for historical document
indexing based on Bag of Features (BoF) model. Visual words are referred as
visterms. Matching is carried out with the use of bag-of-words powered by Scale-
Invariant Feature Transform (SIFT) descriptors which are extracted from word
images. Authors reported an average mAP value of 30% on small-printed and
Rika datasets.
Recently, a segmentation-free approach for historical documents that is based
on bag of features model is proposed in [69]. Instead of using clustering of the
extracted descriptors using K-means clustering algorithm, latent semantic analysis
is used to handle the redundancy and ambiguity of the individual words. The
descriptors are compressed using the product quantization method. This approach
was evaluated using three datasets (viz. GW, Barcelona Cathedral (BCN) and
Lord Byron (LP)). The reported mAP values were 61.35%, 90.17% and 90.38% for
the three datasets, respectively. Due to the use of compression and latent semantic
analysis, this method is considered eﬃcient in terms of time and memory.
Yalniz and Manmatha [70] proposed the use of SIFT descriptors for word spot-
ting in noisy document images. They extracted SIFT descriptors from the corner
points of each word image. Hierarchical K-Means algorithm is used to quantize
39
the extracted features into visual terms (visterms). During the matching process,
the common visterms between the query and the word images are identiﬁed and
used to calculate the similarity score between the query and the word images.
This technique achieved a mean average precision value of 93% using the book
Adventures of Sherlock Holmes book and two books written in Telugu script.
The work reported in [71] is similar to the approach mentioned above in the
sense that SIFT descriptors are used for word spotting. A notable diﬀerence is,
however, the keypoints are represented using ﬁve-tuple entity, the x position, the
y position, the scale, the orientation and the histogram of oriented gradients.
The matching process employed compares the Histogram of Oriented Gradients
(HOG) of the query word against those of the test images using the Euclidean
Distance (ED). They reported a 46.9% and 71.5% of precision and recall on 20
pages extracted from LP dataset and 20 pages randomly chosen from the Journal
of KIISE which is written using Korean language.
The work reported in Rothacker et al. [72] represents a signiﬁcant advantage
over other work belonging to this category. The work integrates the Bag of Fea-
tures model with Hidden Markov Model (HMM) based statistical model that is
estimated only from the query itself. When tested with 20 pages of GW dataset,
the proposed approach has reported a mean average precision rate of 61.1% with
vertical feature selection scheme that selects only those features whose local image
40
descriptors do not extend beyond the lower or upper query boundary.
Rusin˜ol et al. [73] proposed a segmentation-free word spotting method based
on a bag of features model that make use of SIFT. First, The document im-
age is divided into a set of local patches. The local descriptors are extracted
for each patch as well as for the query image. Then, the distance between the
query image descriptors and patch descriptors is computed to ﬁnd the similar-
ity between the query image and each patch. Then, the document patches with
a higher probability of containing instances of the query are retrieved. Spatial
Pyramid Matching (SPM) method [74] is used to utilize the spatial information of
the features. Feature descriptors are reﬁned using the Latent Semantic indexing
method. They used 3 datasets to evaluate the proposed method, 20 handwritten
pages from GW database, 20 handwritten pages from the Lord Byron database
and 20 typewritten pages of Persian dataset. The reported mean average preci-
sion values were 30.42% and 42.83% while the mean recall values were 71.1% and
85.86% for the GW and LP datasets respectively.
Czu´ni et al. [75] used local features based on diﬀerent variations of SIFT
descriptor to spot handwritten words. In this method, each feature point (q)
of the query is only compared to the candidate points of the candidate words
which lies inside a circle centered at the point q. Then, matching points set is
constructed from all feature point pairs having the least Euclidean distance and
41
the least diﬀerence in orientation. The similarity is computed with the use of
the matching points for the query and candidate words. They reported a 85%
accuracy on 22 pages.
Rod´ırguez and Perronnin [76] used rotation-invariant descriptors namely Local
gradient histogram inspired by the SIFT keypoint descriptors. This approach
makes use of a sliding window that moves in one direction from left to right over
a word image. Then, a feature vector is computed using histogram of orientations
at each position. These feature vectors are fed to HMMs. Evaluation is done
using 630 images written in French. Experimentally, they showed a mean average
precision value of 71.7%.
Another segmentation-free keyword spotting method, that is based on Heat
Kernel Signature (HKS) which is proved to perform better than SIFT descriptor,
is proposed in [77]. First, keypoints are located by the SIFT keypoint detector
on the document pages and the query image. Then, for each keypoint, HKS de-
scriptors are calculated from a local patch centered at the keypoint. Finally, a
searching approach is employed to ﬁnd a local patch containing enough matching
keypoints corresponding to the query image . They used the GW dataset and
reported an average mean precision value of 62.47% and the average recall value
92.38%. This method is not scalable for large dataset since it uses an expensive
similarity matching technique.
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The method proposed by Almaza´n et al. [78] avoids segmentation by using a
sliding-window approach to locate the document regions that are most similar to
the query. HOG descriptors and Exempler SVM framework are used to represent
the documents and the query in supervised way. The proposed method is evalu-
ated using 2 datasets, GW and LP. The reported results were 78.01% and 38.28%
in terms of mAP for the two datasets.
Khayyat et al. [79] proposed word spotting method for Arabic handwritten
documents. Their method is considered as a learning-based method that segments
the documents into Part of Arabic Word (PAW) and integrates the language
models with the partially segmented word to represent these words. During the
testing phase, PAWs are passed to a hierarchical classiﬁer which is composed of a
set of classiﬁers trained on diﬀerent PAWs. They reported a precision rate of 65%
with a 53% recall rate on 43 documents of the CENPARMI Arabic handwritten
documents database. They extended their work in [28] and used a hierarchical
classiﬁer which consists of Regularized Discriminant Analysis (RDA) and
Support Vector Machines (SVM)s. When tested with the CENPARMI Arabic
database, the reported performance was 84.56% precision rate at 50% recall.
This appraoch circumvents the problem of having no clear boundaries between
words.
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Rodrigue and Perronnin [80, 81] used Local gradient histogram (LGH) features
and Semi-Continuous Hidden Markov Models (SC-HMM) for handwritten word-
spotting. Handwritten words are matched using synthesized typed text templates.
The proposed method does not require prior training. Experimentation was done
on an assembled database of 105 French letters. Results show that SC-HMM and
LGH features outperforms the standard approaches using DTW.
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3.5.6 Hybrid Features
Sagheer, et. al. [82] built an Urdu word recognition systems based on word
spotting technique. They segmented the documents into connected components
and generated words by combining neighboring components together using sliding
window. Then, gradient features and proﬁle based features are extracted for each
generated word. They used SVM for recognition. The evaluation is performed on
40 pages obtained from the CENPARMI Urdu Database. They achieved a 50%
precision rate at a recall rate of 70.1%.
Focusing on Arabic handwritten documents, Al Aghbari and Brook [27] pro-
posed an algorithm for retrieving Arabic historical documents. They used several
structural and statistical features. The structural features used are upper and
lower proﬁles and projection proﬁle, while the statistical features are the ratio
between punctuation and main connected parts and punctuation count were ex-
tracted. They used neural networks to classify extracted features into word classes.
The results showed that the proposed technique was robust to diﬀerent styles and
the reported accuracy was about 89.3% for 100 queries using 27 pages.
Fischer et al. [83] introduced a learning-based word spotting system based
on HMM that utilized subword models. The proposed method can spot keywords
even if they are not present in the training set. The proposed system does not need
pre-segmenting of text lines into words. The authors proposed to represent text
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lines by a sequence of features extracted by a sliding-window approach. Based on
a test set of 20 document images from the GW database, they reported a 31.5%
average precision rate. One of the main drawbacks of their approach is that it
needs large annotated data for HMM training. An extended version of this work
is introduced in Fischer et al. [84]. They conducted several experiments using
the IAM, the George Washington and the Parzival databases. By comparing the
proposed system with a standard DTW-based matching technique, the authors
claim that the proposed system outperformed the reference system on all data sets.
The experiments yielded a reported recognition rate of 63.78%. In more recent
work, Fischer et al.[85] improved the previous HMM based spotting technique [84]
by integrating the character n-gram language models into the spotting system.
They reported a 73.88% (+2.3) on the GW database consisting of 20 document
images.
Wshah et al. [86, 87] proposed a language independent word spotting method
that is based on HMM. The proposed method does not need word or character
segmentation. Lines of the document are considered as a set of overlapped frames
and gradient and intensity features are extracted for each frame. The proposed
method has been tested on several languages including English, Arabic and De-
vanagari. The reported results show that it outperforms the previous line based
algorithm.
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Rodriguez and Perronnin [88] proposed a model-based approach for word spot-
ting. Several features are extracted for all the images by moving a window from
left to right. The following features are computed for each window, the Local
gradient histogram ( LGH) features [76]; the column features [89]; and the zoning
features [90]. They conducted several experiments using three diﬀerent datasets(
viz. the IFN/ENIT dataset, the GW dataset and French letters dataset). The
reported mAP values were 41.6%, 53.1% and 32.3% using the three datasets,
respectively. This approach requires an error prone segmentation step to select
the candidate windows.
In S¸aykol et al. [91] a content-based retrieval system based on features in
wavelet and spatial domain is proposed for historical Ottoman documents. The
similarity between word images and queries is computed using the histogram in-
tersection technique. Experiments are carried out using 102 documents. 16 query
images are tested and the reported accuracy was 92%.
For Arabic historical documents, a computer aided retrieval framework is pre-
sented in [92]. Diﬀerent combinations of ﬁve feature are used (viz. projection
proﬁles, angular line features, concentric circle features and geometric features,
Hu’s moment). Four similarity measures have been tested ( viz. Euclidean dis-
tance, angular separation, Manhattan distance, and histogram intersection). The
developed system reported a matching rate of 72.5%.
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Rodr´ıguez and Perronnin [93] presented a statistical framework based on two
types of HMMs, Semi-Continuous Hidden Markov Models (SC-HMM)s and Con-
tinuous HMM (C-HMM)s. They used query by ”word-class” instead of querying
by string or by example to overcome the downsides of both approaches. Column
features [89], pixel count features [90] and Local gradient histogram (LGH) fea-
tures [76] are employed in this work. Evaluation is done using 630 images written
in French. Experimentally, they showed a mean average precision value of 87%.
They also showed that the Semi-Continuous Hidden Markov Models (SC-HMM)
is superior to the C-HMM and is consistently superior to DTW.
Huang et al. [94] described a novel approach for spotting Chinese documents.
The proposed approach uses a contextual word model. Similarity between every
candidate word and the query word is measured by fusion of the geometric context
and character classiﬁer as well as linguistic context. This fusion allows giving true
positives and the negatives of query word high and low scores respectively. They
reported a 85.87% accuracy on the CASIA-HWDB database [95].
Another hybrid feature extraction scheme is used in Kesidis et al. [96]. They
used two types of features [41]. In the ﬁrst one, word image is divided into a set
of zones. Then, in each zone, the density of the character pixels is calculated.
In the second type of features, the word is divided into vertical zones and word
upper/lower proﬁles are computed for each zone. The word image is divided into
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two horizontal parts and upper/lower word proﬁles are computed for each part.
Similarity between all segmented words and the query image is computed using
the Euclidean distance metric. Natural language processing techniques have been
used in order to improve the eﬃciency of the proposed technique. The experiments
carried out in this work are based on a corpus of 110 images of historical Greek
document. The experimental results show that using natural language processing
techniques and user’s feedback improve the retrieval performance.
The method in Konidaris et al. [29, 97] used the same set of features in Kesidis
et al. [96] with synthetic data and user feedback. word images are synthesized
from their ASCII representation. The method was tested with 100 document
pages. Experimental results show that the combination of synthetic data and user
feedback improves the performance and the hybrid feature scheme outperforms
the single feature approach.
The method in Frinken et al. [98] used the same set of features in Fischer et
al. [83] with Neural Networks model. The method was tested with IAM database
and an average precision rate of 87.6% was reported.
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Later, Frinken et al. [99] extended their work by introducing a modiﬁed version
of the CTC Token Passing algorithm along with recurrent neural network. The
method was evaluated by the authors with George Washington database (GW)
database and an average precision rate of 71% was reported.
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3.5.7 Other Features
Moments features are used in Bhardwaj et al. [100] to spot keywords in Hand-
written Document images . These features are capable of maintaining invariant
representation of all word images. Cosine similarity is used for word matching
and a relevance feedback technique is employed to reﬁne the results. They used
a database of 2163 word images: 707 from the IAM database, 763 from publicly
available Million Book Project documents and 693 from 5 Sanskrit documents.
The best performance is obtained for Sanskrit script (87.88% of precision).
Perronnin et al. [101] used a generic framework based on Fisher kernel for
handwritten word spotting. This technique is widely known in the domain of face
detection. It combines the beneﬁts of generative and discriminative approaches
to pattern classiﬁcation. They reported a 89% average precision on the non-linear
kernel tested against 630 images of French documents.
Zhang et al. [102] used local stroke direction histogram feature for Chinese
word spotting. Document lines are segmented into primitive segments. Then, all
consecutive segments are grouped to form candidate character patterns which are
presented as a feature vector. During matching, the query is compared against
each sequence of candidate patterns. The method yielded good performance in
experiments on a database containing 550 pages by 110 writers. For one query,
the precision, recall, and F-measure are 94.84%, 87.25% and 90.88%, respectively.
53
However, using one query does not give a robust performance evaluation.
In another work, Zhang [103] proposed a probabilistic graphical model based
on the Semi-Markov Conditional Random Fields (semi-CRFs) [104] for Keyword
Spotting in Online Chinese Handwritten documents. They reported a 95.62% F-
Measure rate on the CASIA-OLHWDB database [95] consisting of 1020 images.
An eigenspace-based method is proposed in [105] for historical document image
retrieval. This technique is widely used in the domain of face recognition. The
proposed method is evaluated using one query on 22 images taken from The diary
of Matsumae Kageyu. The reported recognition rate was less than 80%.
The work in [106], used Generalized Hough Transform (GHT) for Arabic hand-
written historical document word spotting. They evaluated their method using 23
pages from historical documents of the Tunisian national Archive. Experiments
show that the proposed technique has a quite satisfactory results as claimed by
the authors.
In Sousa et al. [107], a fuzzy based approach is presented. They used
oriented feature obtained from Gabor ﬁlter banks and a membership functions
for determining the potential matches to the given word. They reported a 99.2%
precision and 81.6% recall on 20 images provided by the Portuguese National
Library.
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Ferna´ndez [108] developed an approach based on characteristic Loci Features
[109]. Characteristic Loci features encode the number of the intersections for
a given key-point in the four directions. In this work, the authors added the
two diagonal directions. Contour points, foreground pixels, background pixels or
skeleton points can be used as key-points depending on the application. Once
a Loci-based descriptor is extracted for word images, they are organized in a
look up table. Matching is performed by a voting process using Euclidean and
Cosine distance. Based on a test set of 30 images from the Cathedral of Barcelona
archives, they reported a 82.5% precision rate with 67% recall rate.
Bilane et al. [110, 111] used directional roses features based on a selective
sliding window technique to spot handwritten Syriac manuscripts. They used
14 pages for evaluation. They used only 6 queries which does not give a robust
performance evaluation.
In [112], a word spotting system has been built which is based on biologically
inspired features [113, 114]. The system consists of four layers. Each layer is
composed of diﬀerent unit types and receives its input from the previous layer. The
neurons in the ﬁrst layer and the third layer are modeled by Gabor functions and
a function similar to Radial Basis Function (RBF) respectively [115]. Layer three
performs local pooling while layer four performs global pooling. The experiments
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are performed on 1,146 pages of handwritten text taken from the Dutch National
Archive [116]. The reported results is 89% of accuracy using Hamming distance.
Leydier et al. [117] proposed a word spotting method based on diﬀerential fea-
tures. Diﬀerential features are favorable for handwritten document because they
are a good representation of the complex shapes of the handwriting and robust to
scale variation, lighting changes and noise. The method employs a cohesive elas-
tic matching method to compare the extracted features. The proposed method
was evaluated on medieval and more recent manuscripts. The authors reported a
recall of 74.2% on George Washington dataset. This approach is not scalable for
large datasets since it uses an expensive distance computation.
Later, Leydier et al. [118] extended their work by introducing the ability to
search words using multiple grammatical variations and diﬀerent graphic represen-
tations. The new algorithm has the ability to search for a word on multiple docu-
ments. This is done by transforming the ASCII query into a graph of graphemes
using a predeﬁned model that combines alphabet, the glyphbook and the gram-
mar. They validated their appraoch on Latin, Arabic and Chinese manuscripts
and reported a 62%, 77% and 70% for the three datasets, respectively. However,
they use only 4 pages for all languages which does not give a robust performance
evaluation.
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3.6 Other Categorizations
Word spotting can be classiﬁed also based on the format of the query, the matching
and the layout analysis.
Word spotting techniques can be categorized into two groups based on the
format of the query: Query-By-String (QBS) and Query-By-Example (QBE). In
QBS, the user enters the query as a text. Based on trained model with a large
number of characters/words, these approaches convert the text query into a word
image which is in turn used in the matching process. QBS methods are user-
friendly and able to spot words of arbitrary style [94]. On the other hand, in
QBE, the user select an instance of the word in the document and uses it for
locating other similar instances.
Similarly, word spotting techniques can be classiﬁed into template-based and
learning-based. Template-based methods traditionally compare template-image
with documents. Most of the early methods followed this paradigm. The main
drawback of these methods is that they need a large number of templates for
each keyword. Furthermore, they can not be generalized for new writing styles.
Learning-based methods, on the other hand use supervised learning techniques
for modeling words that users want to retrieve. They are able to handle writing
style variations and allow the spotting of keywords that are not in the training
data.
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Word spotting methods can be also categorized based on the layout analysis.
Two types of methods can be distinguished in the literature: the segmentation-
based approaches and the segmentation-free approaches. The segmentation-based
methods segments document images and query words into small parts called part
of words Part of Arabic Word (PAW)s. This segmentation has a great eﬀect on the
ﬁnal performance of the subsequent steps. Similarity is then measured between
these PAWs and query word image. On the other hand, in segmentation-free
methods [73], documents are represented as a list of overlapping patches. These
methods avoid the prior segmentation problems.
3.7 Conclusions
This chapter presented an overview of the word spotting techniques used for
handwritten documents. This chapter has started with a discussion of the dif-
ferent phases of a general framework for document word spotting. Then the most
widely used features extraction techniques as well as the most used techniques
for similarity matching are presented. Some of the reviewed research work have
used global features such as word proﬁles, whereas the other work have used lo-
cal features such as gradient. Some features are imported from other ﬁelds such
as shape coding which are mainly used in shape matching. Several tables sum-
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marize the published results on document word spotting. Some of the proposed
works focused on segmentation-based word spotting. While, other works mainly
focus on segmentation-free based techniques for cursive text. Furthermore, most
of the recent work has focused on bag of features model. Large number of works
is devoted for Latin language. However, there are very few attempts on Arabic
historical word spotting. This is clearly evident from the tables of Section 3.5.
Therefore, more research work is needed for Arabic historical documents word
spotting. It is noticed that the lack of benchmarking database for Arabic word
spotting is a major problem. Language models are expected to signiﬁcantly en-
hance the performance of word spotting systems for cursive text. Features for
Arabic word spotting based on Arabic text characteristics are needed.
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CHAPTER 4
HISTORICAL DOCUMENTS LAYOUT
ANALYSIS USING WINDOW-BASED TEXT
ANALYSIS APPROACH
One of the fundamental problems in document understanding ﬁeld is document
layout analysis, that is extracting regions or objects of interest from document
images. It has been a core topic for the last decades, and is now involved in
many applications such as optical character recognition, word spotting and other
document understanding tasks. In Arabic historical documents, main and side
notes text may coexist in the same document image. Therefore, it is necessary
to separate these text regions for use in the subsequent stages of the document
understanding tasks. In this chapter, we propose a new approach that addresses
the problem of Arabic historical document layout analysis. The proposed ap-
proach is based on combination of foreground analysis, background analysis and
window-based text analysis method that is able to separate the main text of the
historical document from the side-notes. The combination of these techniques
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improves the segmentation results. Experimental results demonstrate that our
approach has a strong capability in extracting text regions and achieving 90.41%
correct segmentation rate.
4.1 Introduction
Layout analysis of document images is the ﬁrst step in document understanding
systems. The task consists of extracting text regions from the documents and
identifying the proper class of these regions. Several layout analysis methods
have been developed in the literature for printed documents [120, 4]. The existing
layout analysis techniques can be generally classiﬁed into three categories:
top-down methods, bottom-up methods and hybrid methods. The top-down
methods such as the X-Y Cut algorithm [1] are based on the computation of the
projection proﬁle of the documents. These are applicable to printed documents
which have well-known structures. Bottom-up methods such as [3, 4, 5] are
connected components or pixel based. They make use of geometric relationship
between neighbouring elements to form larger regions. These methods require
ﬁxed inter-space and intra-space variation which is in general not the case for
the historical documents. Hybrid methods combine the top-down and bottom-up
methods to improve the performance [6, 7, 22].
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Research on Arabic historical layout analysis has focused on the extraction
of text lines from simple structure documents [121-130] . To our knowledge,
only two methods have been reported on the region extraction of complex Arabic
historical documents in the literature [19, 21]. The ﬁrst method [19] addressed
the multi-oriented handwritten documents. The algorithm starts by dividing the
image into rectangular regions. For each region, the local direction of the text is
estimated using the Wigner-Ville distribution (WVD) on the signal representing
the projection proﬁle. Then, regions are merged based on their orientations to
form larger text regions. This approach may not result in correct segmentation
when the text in the window has multiple orientations. This is due to the fact
that the separation point between diﬀerent text orientations may not be detected
as assumed by the authors. It also fails when the main text region has the same
orientation as the side-notes and the two text regions have no clear space between
them. The second method proposed in [21], formulates the layout analysis as
a classiﬁcation problem in which the historical document contents are classiﬁed
into main text and side notes. However, it inherits the disadvantages of the
classiﬁcation techniques as it requires a training process.
Historical document analysis is a challenging problem. The diﬃculties come
mainly from the complexity of the document structure (including irregular text
regions), the diversity of the text (including text size and style variations, and
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curved baselines) and the complexity of the backgrounds (including noise), as
shown in Figure 4.1. Diﬀerent information can be utilized to segment historical
documents into text regions like text orientation, white spaces(background), and
pixel density, etc. However, this information is not present in all historical doc-
uments. For example, text orientation information can be used for segmenting
the document shown in Figure 4.1(d). However, it is not useful for segmenting
the document shown in Figure 4.1(c) as both main text and side notes have the
same text orientation. Similarly, background information can be utilized to ex-
tract regions from the document shown in Figure 4.1(b). However, it is not useful
for segmenting the document shown in Figure 4.1(a) as no clear background in-
formation can be computed from the document image. For the document shown
in Figure 4.1(c) pixel density can be used instead of text orientation. Hence, it is
necessary to combine available information in order to obtain good segmentation
results of the diﬀerent layout structures. In this chapter, we propose a new ap-
proach for Arabic historical document layout analysis that makes use of several
attributes. It combines foreground analysis, background analysis, text orientation
and pixel density. The proposed appraoch employs a window-based text analysis
technique that takes into account text orientation, white space between regions
and text density thus resulting in better segmentation performance. The novelty
compared with previous approaches is two fold: (i) the fusion of background anal-
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(a) (b)
(c) (d)
(e)
Figure 4.1: Arabic historical documents with diﬀerent layout structures
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ysis, foreground analysis, text orientation, white space between regions and text
density. This fusion allows handling documents with diﬀerent layout structures.
(ii) a new method for text orientation estimation based on histogram of directions.
The proposed approach can be integrated with Arabic historical text recognition,
word spotting or historical document understanding. These applications require
the extraction of text regions from historical documents before recognition or word
spotting tasks.
The rest of the chapter is organized as follows. In Section 4.2, the proposed
approach is discussed in detail. The experimental results are discussed in Section
4.3. Finally, Section 4.4 concludes the chapter.
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4.2 Overview of the Proposed Approach
Foreground, background, and text analysis are combined to extract text regions.
We ﬁrst present a general overview of the proposed approach and then we give
detailed description. The proposed approach consists of the following steps:
• Pre-processing: In this phase, images are binarized and noise is removed.
• Initial analysis: In this phase, analysis is used to identify a set of parame-
ters that are employed in the next steps to separate main text region apart
from side notes.
• Text orientation estimation: three methods are used to estimate text
orientation. Based on the estimated orientations, main text regions are
identiﬁed and separated from the side notes.
• Sliding window-based analysis: in this phase, main text regions are
extracted and separated from the side notes using a moving-window-based
method that makes use of space between regions, pixel density, and text
orientation.
Details of each step of the proposed approach are presented in the following sub-
sections.
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Historical
document image
 Converting RGB-image to gray-image
 Converting gray-image into binary-image
 Estimate the window size
 Estimate the main text pixel density, MD
 Start from the center of the region
 Compute the text orientation and pixel 
density of the current window
For each direction in [Right, Left, Up, down]
 If the current window orientation is horizontal,
the window pixel density around the main text
density and there is no space, move the window
toward direction.
Otherwise, compute the cut point between main
text and side notes
 Extract main text and side notes
Preprocessing Initial analysis
Sliding window-based region extraction
Figure 4.2: Block diagram of the proposed method
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4.2.1 Pre-processing
Our scanned Arabic historical document images are saved in color format. They
are ﬁrst converted into gray-level images. Then, we use an adaptive binarization
method [131] that ﬁnds a local threshold value for each region in the image based
on the average gray value and the contrast diﬀerence in the region as follows:
T (x, y) = m(x, y).[1 + k.(
s(x, y)
R
− 1)] (4.1)
where m is the average value of the window, s the standard deviation of the pixels
in the current region, R is the dynamic range of the standard deviation, and k is
a small positive value. Then, each pixel in the gray-level image is converted to
binary by comparing each pixel with its computed threshold value. The window
is set to 19 × 19 as suggested in [132]. Then, smoothing is applied to reduce the
noise.
4.2.2 Initial Analysis
The aim of this stage is to identify a set of parameters used in the next step to
separate the main text regions and side notes.
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Choosing the window size
As suggested in [19], the window must approximately contain 3 lines to compute
a projection proﬁle histogram that is useful for text orientation estimation. This
is necessary in order to have clear diﬀerences between the valleys and the peaks
of the histogram. The window size is computed as follows. First, the height of
the window is computed using equation 4.2.
windowh = 3 ∗ CCavgh + 2 ∗Gap (4.2)
where CCavgh is the average height of the connected components which are ex-
traced using the built-in Matlab function ’bwconncomp’. The Gap is the estimated
gap distance between three consecutive lines. Gap is estimated as follows. For each
connected component CCi, its closest two neighbours that are vertically located
above and under CCi are found (viz. CCabove and CCbelow). Then the distance
between the centers of CCi and its closest neighbours, CCabove and CCbelow, is
computed, referred to as CCdisti . The average of all CC
dist
i is considered as the
Gaph. Second, the width of the window is set to the estimated height. Figure 4.3
shows a graphical illustration for the computation of Gap value.
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Algorithm 1 Window computation
1. Input a text region.
2. Extract connected components CCs from the input region.
3. Find the average height of CCs.
4. Find the average distance ( Gap) between each CCi and its closest two
neighbours which are vertically located above and below CCi
5. Compute the height of the window, windowh, using equation 4.2.
6. Set width value equal to windowh
GapCC
CC_below
CC_above
Figure 4.3: Estimation of the gaps between text lines
71
Main text pixel density estimation
In general, main text regions have less pixel density than side notes. So, pixel
density can be utilized to distinguish between main text and side notes. Main
text pixel density is estimated as follows. We select n windows in the middle
of the page. Then, we compute the pixel density of each window as the total
sum of the foreground pixel. Then, the maximum pixel density of all windows is
computed which is considered as the estimated pixel density of the main text.
Algorithm 2 Main text pixel density estimation
1. Input a text page.
2. Select n windows at the middle of the page.
3. Compute the pixel density of the window as the total sum of the
foreground pixel.
4. Compute the maximum pixel density of all windows and return it
as the estimated pixel density of the main text.
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4.2.3 Text Orientation Estimation
In the literature, projection proﬁle is the most widely used method for text ori-
entation estimation. Its principle relies on ﬁnding robust alternations between
valleys and peaks. Figure 4.4 shows a multi line text region with a projection
proﬁle. The computed proﬁle has seven sharp peaks which are corresponding to
the text lines in the region. Generally, to determine the text orientation from
the projection proﬁle, diﬀerences between proﬁle valleys and peaks are computed
and averaged. Then, the proﬁle that has the maximum diﬀerence reﬂects the text
orientation [133]. This involves computing projection proﬁle for 8 diﬀerent angles
for a given text window. Then, the proﬁle with the maximum diﬀerences between
valleys and peaks is chosen. Figure 4.5 shows projection proﬁle computed for
diﬀerent angles for the text region given in Figure 4.4.
Algorithm 3 Projection-proﬁle based orientation estimation
1. Input a text window called txtRgn.
2. For angle=-67.5 to 90, step 22.5
newRgn=rotate(txtRgn,angle)
Compute proﬁle, PPangle, for newRgn.
end for.
3. Find the proﬁle with the maximum diﬀerences between valleys and
peaks, PPmax and return its corresponding angle as the estimated
orientation of the input text window.
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Figure 4.4: Projection proﬁle computed for horizontal text regions
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(a) Angle 0 (b) Angle 22.5
(c) Angle 45 (d) Angle 67.5
(e) Angle 90 (f) Angle -22.5
(g) Angle -45 (h) Angle -67.5
Figure 4.5: Projection proﬁle computed for diﬀerent angles
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Proposed Methods for Orientation Estimation
We propose two new methods for text orientation estimation. The ﬁrst method
is connected component based method while the second one is gradient based
method. Both methods are histogram based. They estimate the orientation of
text regions by constructing a histogram of connected components and gradient
directions, respectively. The details of these methods are described in the following
sections.
Connected Components based Orientation Estimation
The ﬁrst method is based on constructing a histogram of directions of the con-
nected components extracted at an image. In Arabic script, words consist of at
least one Part of Words (PAWs). Each PAW is composed of only one major con-
nected component (CC) and some or no minor CCs. Minor and major CCs can be
distinguished by their size. Most of the major CCs of horizontal text regions have
larger width than height values. On the other hand, most of major CCs of ver-
tical text regions have smaller width than height values. In general, text regions
with orientation θ have major CCs whose length in the direction θ is larger than
their length in the other directions. So, we start by extracting CCs of the input
image and removing minor CCs as shown in Figure 4.6(b). Then, the major-axis
length, minor-axis length and direction of each major CC are computed by using
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the Matlab built-in function ’regionprops’. Major CCs directions are quantized
into 8 direction values, (-67.5, -45, -22.5, 0, 22.5, 45, 67.5 and 90), which are the
common orientations of text. Due to writing style variations, quantizing the CCs
direction into 8-bins tolerates some level of variations in writing directions. So,
we employ soft quantization scheme as show in Figure 4.7. A histogram of the
quantized directions is constructed. Then, the main direction of the text region
is represented by the direction with the maximum histogram value as shown in
Figure 4.6(c).
(a) Original text region (b) Text region with major CCs only
(c) Histogram of major CCs major-axis
Figure 4.6: Orientation estimation using the histogram of CC directions
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(a) Standard Angles (b) The overlap between angle 0◦
and angle 22.5◦
Figure 4.7: Angles quantization
Algorithm 4 Histogram of CCs directions based orientation estimation
1. Input a text region called txtRgn.
2. Find connected components in txtRgn.
3. Categorize CCs into major and minor CCs based on their size.
4. Remove minor CCs and build a new image that contains only the
major CCs.
5. Compute major-axis length, minor-axis length and orientation
CCθ of each connected component in the new image.
6. Construct a histogram by adding major-axis length of all CCs into
the corresponding bins of its orientation CCθ using soft quantiza-
tion.
7. Find the maximum value in the histogram and return its corre-
sponding bin directions as the estimated orientation of the input
text.
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Gradient Based Orientation Estimation
In this section, we describe the second method for orientation estimation. It
computes the histogram of gradient directions. The computed histogram is a 8-bin
histogram constructed by quantizing the pixel gradient directions into 8 directions.
Like our ﬁrst method, the ﬁrst step is to extract the connected components of
a given text region. Then, we ﬁnd the major CCs of the input region. The
magnitude and the angles (orientations) of the gradient f(x, y) are computed as
in Equations 4.3 and 4.4. Then, a histogram of orientations is constructed from
the magnitudes and the angles.
Direction : θ(i, j) = tan−1(
v
u
) (4.3)
and
Magnitude : f(i, j) =
√
u2 + v2 (4.4)
where u and v are computed by convolving two 3× 3 Sobel operators with the bi-
nary image, shown in Figure 4.8. After that, the gradient directions are quantized
into 8 directions values (-67.5, -45, -22.5, 0, 22.5, 45, 67.5 and 90). A histogram
of the quantized gradient directions is constructed. Finally, the main direction of
the text region is represented by the direction with the maximum histogram value
as shown in Figure 4.9.
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Figure 4.8: X and Y Sobel operator masks
Figure 4.9: Histogram of gradient
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4.2.4 Moving Window-based Region Extraction
The aim of this stage is to detect main text regions and separate them based on
text orientation, pixel density and white space separation between regions. First,
a window of size h×w is placed in the center of the region. The orientation of the
window w is estimated, referred to as worientation. Simultaneously the pixel density
of the current window is computed. Then, we continuously slide the window along
the region in the horizontal direction from the center to right and from the center
to left followed by sliding the window in the vertical direction as shown in Figure
4.10. At each position we estimate the current window orientation and pixel
density. We compare the estimated orientation in the current window wi to the
estimated orientation of the previous window wi−1 and the pixel density of the
current window wi to the computed main text pixel density. We stop when the
orientation of the window wi is diﬀerent than the orientation of the window wi−1.
This position will be the cut point where the region should be segmented. In
addition to the window orientation, we also use the pixel density of the window
as well as the white space to split the region into subregions. In other words, we
continue moving the window until we encounter either a diﬀerent orientation, a
clear white space or large pixel density value. Figure 4.11 shows diﬀerent criteria
used to separate main text regions and side notes.
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Figure 4.10: Sliding window text analysis, the window moves horizontally from
left to right
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Figure 4.11: Diﬀerent situations for side notes detection
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4.3 Experimental Results
In this section, we start by introducing the image representation, performance
metrics and the used dataset in the evaluation process. Then, we discuss the
experimental results based on the performance metrics. A popular method for
representing images within the context of document analysis is the pixel-based
representation approach [134]. In this representation, document images are repre-
sented as 24-bit RGB color images. Given an image of n regions {R1, R2, . . . , Rn},
pixels which belong to a region Ri are assigned as their values the color of the
region Ri. This representation is practical since it is independent of the region
shape and can be saved using lossless color image format [135].
Figure 4.12: Pixel-based representation
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To evaluate the proposed approach, we use Precision, Recall, and F-Measure
as deﬁned in [?]:
Precision =
TP
TP + FP
(4.5)
Recall =
TP
TP + FN
(4.6)
F −Measure = 2 ∗ Precision ∗Recall
Precision + Recall
(4.7)
where TP, TF and FN with respect to the main text are deﬁned as follows: TP
is the main text correctly identiﬁed as main text. FP is the main text incorrectly
identiﬁed as side notes. FN is side notes incorrectly identiﬁed as main text.
Similarly, these metrics can also be identiﬁed with respect to the side notes.
We evaluated our method on 120 Arabic historical images collected from three
diﬀerent sources. The ground truth images are manually prepared using the pixel
based representation. We evaluated the performance of our approach using diﬀer-
ent window sizes as shown in Tables 4.1-4.3. As shown in Table 4.2, the proposed
methods, with projection proﬁle, histogram of CC directions and histogram of
gradients based orientation estimation, achieved an F-measure of 94.98%, 93.60%
and 81.90% of correct segmented main text, respectively. Our method achieves an
F-measure of 93.85% by combining the three methods for orientation estimation.
By comparing the three text orientation estimation methods, it is clear that pro-
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jection proﬁle and histogram of direction based methods achieved higher accuracy
than gradient based method. While the histogram of direction based method is
comparable to the projection proﬁle based method. Projection proﬁle gives incor-
rect orientation estimation when there is no clear diﬀerence between valleys and
peaks of the histogram. Gradient based method may give incorrect orientation
estimation when large number of ascenders such as the letters ”Alif” and ”Lam”
and descenders such as the letter ”Mim” are present in the text. This makes the
orientation estimation tends to be 90◦ opposite to the correct direction. Simi-
larly, histogram of directions depends on the computed directions for connected
components which is aﬀected by the positions of the ascenders and descenders in
the connected components. For example, words beginning with ascenders and/or
ending with descenders. Connected components directions are also aﬀected by
handwriting variations. Two instances of the same word in the main text may
have diﬀerent directions due to handwriting variations. So, histogram of direc-
tions may give incorrect orientation estimation for text regions when most of its
connected components have the foregoing characteristics.
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Table 4.1: Overall performance results using a window of 3 lines
Side notes Main text
Orientation estimation P R F P R F
Projection Proﬁle (PP) 85.43% 90.81% 86.99% 94.81% 91.77% 92.51%
Histogram of CC (HCC) 84.16% 89.98% 84.91% 90.82% 89.42% 89.79%
Histogram of Gradient (HGD) 90.71% 69.24% 76.79% 68.71% 87.69% 73.87%
Combined (PP, HCC, HGD) 83.42% 95.22% 86.98% 96.56% 91.25% 91.68%
Table 4.2: Overall performance results using a window of 4 lines
Side notes Main text
Orientation estimation P R F P R F
Projection Proﬁle(PP) 84.42% 93.74% 88.41% 97.65% 92.84% 94.98%
Histogram of CC (HCC) 86.64% 95.67% 87.96% 96.34% 91.00% 93.60%
Histogram of Gradient (HGD) 90.06% 76.75% 78.95% 79.59% 93.68% 81.90%
Combined (PP, HCC, HGD) 90.29% 94.84% 88.33% 97.43% 91.53% 93.85%
Table 4.3: Overall performance results using a window of 5 lines
Side notes Main text
Orientation estimation P R F P R F
Projection Proﬁle (PP) 83.92% 92.98% 86.78% 94.76% 93.25% 94.50%
Histogram of CC ( HCC) 85.07% 95.24% 87.66% 94.71% 93.11% 93.31%
Histogram of Gradient (HGD) 86.73% 77.82% 79.01% 83.22% 92.12% 84.81%
Combined (PP, HCC, HGD) 86.61% 91.65% 87.41% 97.02% 92.39% 93.32%
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To study the eﬀect of the size of the window, we experimented with three
diﬀerent window sizes, a window of 3 lines, 4 lines and 5 lines. It is clear that
a window with size of 4 lines give better results using projection proﬁle and his-
togram of connected components directions. While histogram of the gradient give
the best result using a window of 5 lines. This may be contributed to fact that
the larger the window, the less the percentage of the ascenders and descenders.
Figure 4.13 shows the results of our appraoch on one document in our dataset.
Figure 4.13: Examples of extracted main text and side notes
88
4.3.1 Comparison with Previous Works
In order to show the viability of new techniques, one has to compare them with
previous work that was done and tested on the same data. In this regard, the
only research work that addressed analysis of Arabic manuscripts classifying
their contents into main text and sid notes to the best of our knowledge was
that of [21]. We did contact the authors to obtain the data they used in their
experimentation, but without success. Therefore, it may not be fair to compare
the results they achieved on their data to the results we achieved on our data.
However, for the sake of completeness, we put forth the best results that we
achieved next to their best results in Table 4.4. The performance of our algorithm
depends on the text regions that are horizontally and vertically located at the
middle of the image where the window moves. As a result, some side notes
were identiﬁed as main text which lead to the low F-measure of the side notes
compared to that of the main text. The reason for that is that side notes have
the same orientation of the main text, see Figure 4.14. However, all sample pages
Table 4.4: Our results and results of [21] in terms of F-measure
Methods Side notes Main text
Our method 88.41% 94.98%
Bukhari et al. [21] 94.68% 95.02%
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shown in [21] had side notes and main text with diﬀerent orientations. One
sample page is shown in Figure 4.15.
Figure 4.14: Sample pages from our data with side notes having same orientation
as main text
Figure 4.15: Sample page of the data used in [21]
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4.4 Conclusions
In this chapter, a new method for text region extraction is presented. The method
is based on the fusion of foreground analysis, background analysis and text orien-
tation estimation. A window based text analysis method is employed to separate
the main text from side notes. Furthermore, two methods for text orientation
estimation are proposed. They are based on constructing histogram of directions.
The performance of the proposed methods are signiﬁcantly aﬀected by the char-
acteristics of connected components. They are simple compared to the projection
proﬁle based method as ﬁnding the diﬀerences in the projection proﬁle is not easy
task [19]. Experimental results show that the proposed method has high perfor-
mance results for main text and side notes extraction given the complex structure
of Arabic manuscripts.
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CHAPTER 5
ARABIC HISTORICAL DOCUMENTS WORD
SPOTTING USING BAG OF WORD
FRAGMENTS
Word spotting is one of the most challenging problems in pattern recognition.
It has been a core topic in document image retrieval for the past two decades.
Recent research on word spotting employ either global or local feature extraction
approaches. In this chapter, we propose a novel Bag of Word Fragments (BoWFs)
feature representation approach for Arabic handwritten word spotting, inspired
by bag of features model and shape descriptors. In BoWFs, an Arabic word is
decomposed into word fragments, each of which is described using Shape Context
Descriptors (SCD) and Histogram of Oriented Gradients (HOG). These extracted
word fragments are used to build our proposed model. Furthermore, we propose
three word fragment extraction methods (viz. contour-based, skeleton-based and
patch-based methods). Experimental results on a 50 Arabic historical documents
has yielded promising results achieving a precision rate of 89.60% at 50% recall.
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5.1 Introduction
Word spotting is the task of locating a speciﬁc keyword in a collection of document
images where the query is given as a word image. Word spotting techniques
have been introduced as an alternative to Optical Character Recognition (OCR)
techniques for document image retrieval, since there is no eﬃcient OCR technique
for old historical documents. This is due to the fact that most historical documents
are of poor quality and have vast variations in handwriting styles. In the literature,
there are several works dealing with the problem of word spotting for handwritten
document images and several features have been proposed. Nonetheless, the best
method and set of features that deals with writing style variations have not yet
been devised, as also witnessed by recent researches in this area [69, 28]. The main
diﬃculties in this task arise from the style variation of the writing, including both
writing variations and variability.
Historical document word spotting, as a speciﬁc case of document retrieval, can
be viewed as an object matching problem in a feature space derived from the shape
of the word. Therefore, it is well suited for local feature approaches. Local features
are in general preferred over general features because the latter are not eﬀective to
handle writing style variations which may be available when the local features are
extracted [136]. Many features have been explored, including proﬁle-based fea-
tures( such as upper and lower word proﬁle and ink-transition[36], proﬁle-oriented
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features [42]), structural and statistical features [27], Gradient, Structural and
Concavity features [81, 80], Shape Coding [54, 26, 57], Contour Matching [63, 65],
local features [68, 70, 72, 73] and hybrid features [82, 87]. The most common
technique for feature matching is the Dynamic Time Wrapping (DTW) technique.
Other matching techniques have received considerable attention as these methods
are more eﬀective and eﬃcient than DTW [93]. Among the most recent results
for Arabic handwritten word spotting, [28] implements a learning based model
for historical document word spotting. It makes use of Regularized Discriminant
Analysis (RDA) and Support Vector Machines (SVM). The authors claim that
the proposed method accurately works when words in Arabic handwriting do not
have clear boundaries between them. Recently, a huge amount of work and re-
sources have been devoted to the introduction of diﬀerent features and algorithms
for the word spotting of handwritten images. The bag of features model has been
extensively researched in and beyond the ﬁeld of image retrieval, classiﬁcation
and categorization and there has been growing interest in using bag of features
for word spotting. Even though it is still not that common in Arabic handwritten
document word spotting now. In this chapter, based on bag of features model
and shape context descriptors, a novel feature representation model, Bag of Word
Fragments (BoWFs), is proposed. In this model, an Arabic word is decomposed
into word fragments each of which is described using shape context descriptors
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based on the distribution of points on word skeleton, word contour and the word
patches under polar coordinates.
The rest of this chapter is organized as follows: Section 5.2 gives an intro-
duction about Bag of features model. Section 5.3 describes our BoWFs model.
Section 5.4 describes our word spotting appraoch. The experiments and the per-
formance results are reported in section 5.5. Finally, Section 5.6 concludes the
chapter.
5.2 Bag of Features Model
Recently, bag of features model has been extensively researched in and beyond
the ﬁeld of image retrieval, classiﬁcation and categorization and there has been
growing interest in using bag of features model for word image retrieval. Even
though it is still not very common in Arabic handwritten document word spot-
ting now. Bag of features model, often powered with SIFT, is one of the most
widely used techniques in the ﬁeld of image classiﬁcation, categorization and re-
trieval [137]. In this context, image retrieval aims at ﬁnding images similar to
a respective query image. In contrast, image classiﬁcation and categorization
groups similar images into known categories. The bag of features model is bor-
rowed from the text retrieval domain and is adapted for several applications in the
computer vision domain such as image and video retrieval and classiﬁcation[138].
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To simplify the discussion, we will brieﬂy introduce the bag of words model in
text retrieval and then analogies used in the bag of features model will be given.
In bag of word models, text retrieval systems consist of documents representing
the retrieval database. Each document is represented by word vocabulary vector
whose values corresponding to the count of words appearing in the document af-
ter excluding the most frequent and not discriminative words. Queries are also
represented by word vocabulary vector. Document retrieval requires a way to
measure similarities between word vocabulary vectors and query vector. Using
the word vector representation described above, the distance can be computed by
a suitable distance function such as the Euclidean distance of the word vocabulary
vectors representation. The documents having a distance less than a predeﬁned
threshold will be returned in increasing order. More formally, the bag of words
model can be deﬁned as follows. Given a dataset D containing n text documents,
a document in the database is represented by W = {w1, w2, w3, ..., and wm} where
wi is a word, k documents can be retrieved based on word vocabulary vector W .
Then we can summarize the data in a n×m matrix N where Nij represents the
frequency of the word wi in document di.
In bag of features model, Visual words, called visual vocabulary, which are
obtained by clustering of features( or descriptors) extracted from local image
regions centered at points called key-points correspond to word vocabulary in
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the bag of word model [138]. For image representation purposes, the extracted
features are quantized with respect to these visual vocabulary words obtained by
clustering the whole features extracted from all images. The bag of features then
reﬂects the frequency of each visual word. This representation does not have any
spatial information of the visual words. The following ﬁgure presents a general
ﬂow diagram of image representation using the bag of features model.
Visual wordsi l 
Word images Word image
Interest point/patch 
detection
Descriptors 
extraction
Descriptors clustering
Interest point/patch 
detection
Descriptors 
extraction
Descriptors 
quantization
Bag of features representation
for one word image
Figure 5.1: Bag of features model
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5.2.1 Interest-point Detection and Description
Interest point detection and description are crucial steps in bag of features model.
It is ﬁrst applied to detect local interest points or local interest regions and to
extract image descriptors of these points. These descriptors are used to represent
images as a collection of features locally computed from a set of small regions,
called patches, which in turn are considered as candidates for visual words [139].
In contrast to global feature extraction approaches in which features are extracted
from the whole image to obtain a holistic representation of the image, local image
features are extracted from speciﬁc image patches as diﬀerent image parts are not
equally important. This process is preferred as it allows to focus on the prominent
parts of the image and it is robust to occlusion and clutter. After this detection
process, feature descriptors are extracted for each patch. These descriptors should
be discriminative for that patch and being robust to intensity changes caused by
translation, scale, rotation or illumination changes.
Interest-point Detection
Interest point detection aims to ﬁnd regions that are discriminative for a given
input image. Several region detectors, that have been proposed in the literature,
are described below[140, 141].
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• Laplacian-of-Gaussian (LoG): in LoG, feature points are localized at local
scale-space maxima of Laplacian-of Gaussian which is obtained by successive
smoothing of an image with diﬀerent-sized Gaussian based kernels.
• Diﬀerence-of-Gaussians (DoG): in DoG, scale-space representation is con-
structed by a combination of smoothing and subsampling operation of two
successive smoothed images. Regions are detected at scale-space maxima of
diﬀerence-of-Gaussian.
• Harris-Laplace: involves the localization of regions at scale of Harris func-
tion and scale-space maxima of Laplacian-of-Gaussian.
• Hessian-Laplace: involves the localization of regions at local maxima of
Hessian determinant and in scale-space maxima of Laplacian-of-Gaussian
• Salient Regions: involves the localization of regions at local-space maxima
of the entropy. For each image position and diﬀerent-sized circular regions,
histograms of the entropy of pixel intensity is computed.
• Maximally Stable Extremal Regions (MSER): are regions of connected pixels
in binary image. Region boundaries that are stable over several threshold
values are segmented using segmentation algorithm.
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• SIFT detector is one of the most popular methods that have been widely
used for point detectors [137]. In SIFT, points are detected in a diﬀerence-
of-Gaussian scale representation of the image. The goal of using diﬀerent
scales is to achieve the scale invariance property. The image is convolved
with Gaussian functions to construct scale space representation as deﬁned
in Equation 5.1 and shown in Figure 5.2.
L (x, y, σ) = G (x, y, σ) ∗ I (x, y) (5.1)
G (x, y, σ) =
1
2πσ2
e
−
(
x2+y
2
)
/2σ2
(5.2)
where I is the image, ∗ is the convolution operation and the Gaussian G
is given in equation 5.2. Then, edges are extracted using a diﬀerence-of-
Gaussian kernel which results from subtracting two Gaussian functions that
have two diﬀerent σ as shown in equation 5.3.
DG (x, y, σ) = G (x, y, kσ)−G (x, y, σ) (5.3)
where DG approximates the Laplacian-of-Gaussian function that is found
to be suitable for interest point detection [142]. Then, the image is con-
volved with the kernel DG to obtain the diﬀerence-of-Gaussian scale space
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representation in which interest points are detected by using a 3-D non-
extremum-suppression. Finally, neighbourhood of each point in the same
and adjacent scales is examined and some points are discarded based on
edges contrast.
Figure 5.2: scale space representation
Interest-point Description
One of the key issues for bag of features model is to ﬁnd an eﬀective feature
description for interest points, that is a local description of the neighbourhood
of the point that is expected to have some invariance properties. A number of
powerful descriptors which can be used in region description were proposed in the
literature( SIFT[18], SURF[143], BRIEF[144], BRISK[145], HOG[146], LBP[147],
HOG-LBP[148], SIFT-LBP[149]). Generally, two types of methods can be distin-
guished in the literature: intensity based and gradient based [137]. In the subse-
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Figure 5.3: Image gradients and key point descriptors
quent section, SIFT descriptor will be discussed as an example of a well-known
gradient based method.
5.2.2 SIFT Descriptors
SIFT is a well-know approach to compute a discriminative representation of
patches within an image. It was originally proposed by Lowe [18] and shows
the alignment and the distribution of the local gradients at diﬀerent scales around
a point [150]. SIFT descriptors have been found very eﬀective at representing
the image patches and they are rotation, scale and illumination invariant. The
computation of SIFT descriptors is shown in Figure 5.3. Image gradient and ori-
entation are ﬁrst sampled with respect to key point location. Then, key points
neighbourhood is divided into subregions that are arranged relative to the key
point orientation. Gradient magnitudes are also rotated relative to the orientation
and weights are assigned to the gradient magnitude using a Gaussian weighting
function. Finally, Gradient magnitudes are accumulated in each sub-regions with
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respect to eight histogram orientations. As a result, a 128-dimensional descriptor
vector is obtained using 4×4 subregions.
5.2.3 Clustering and Quantization
Clustering is deﬁned as the process of grouping similar feature vectors into one
group called cluster. Clustering plays an important role in bag of feature model
as they determine the length of the ﬁnal feature vector that describes the image
patches or the key points. In general, an essential choice is the number of clus-
ters. A large number of clusters is more accurate and needs more space while
small number of clusters might be required for some applications. Assigning de-
scriptors to constructed clusters is referred to as quantization. It is application
dependent to determine the proper number of clusters as it is an important factor
when performing SIFT quantization. The most widely used vector quantization
algorithm is the k-means algorithm. A critical issue is the size of the vocabulary
of visual words used in the model. Big-size vocabulary is not eﬃcient due to the
fact that they do not represent discriminative details. In contrast, a vocabulary
which is too small ignores important details of the image[151].
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5.3 Bag of Word Fragments
In our model, we treat an Arabic word as a shape represented by a set of parts
(fragments) extracted from the interior and/or exterior part of the word. Our
method is based on segmenting a given Arabic word into smaller parts called word
fragments. Each word fragment is described by using a set of descriptors. Given
an Arabic word w, we show how to build BoWFs(w) for w and use BoWFs(w)
for word spotting.
5.3.1 Word Fragments Extraction
In this section, we describe how to segment a given word into smaller pieces called
word fragments. We propose three methods to extract these fragments. The ﬁrst
method is based on extracting the contour of the word and the second method is
based on the skeleton of the word. The third method is a patch based method that
segments a word into small patches and extract each patch as a word fragment.
The details of each method is given in the following sections.
Contour-based Method
In shape matching, contour fragments represent powerful shape features [152]. In
this work, we use word contour fragments as a basic unit for building our word
representation since they contain both global and local word information. The
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contour of a word represents the boundary and exterior parts of a word more
than the interior part. For segmenting the whole word contour into a meaningful
word fragments, we use the neighbourhood of each contour point as the basic
units to build our model. We start by extracting the contour of the word using
the Moore-Neighbor tracing algorithm [153]. Then, for each contour point p,
the contour fragment whose length is n centered at p is considered as a word
fragment. Figures 5.4 and 5.5 show examples of word fragment extraction using
our contour-based method.
Figure 5.4: Fragments extraction using contour-based fragment extraction method
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Figure 5.5: Example of contour based fragments extraction from the Arabic word
shown in Figure 5.4 sampled at every ﬁfth point
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Skeleton-based method
Skeletons are often used for shape description and matching [154]. In the context
of handwritten recognition, it can be used to represent words. A skeleton is deﬁned
as a one-pixel thick representation that shows the centerline of a word. Unlike
the contour, the skeleton represents the central part of the word more than the
boundary. It is useful for feature detection, word classiﬁcation and segmentation.
In this section, we describe how we use the skeleton of a word to obtain its word
fragments. We propose two skeleton-based methods to extract word fragments.
Skeleton-grapheme-based method
To extract word fragments from the skeleton of the words, we make us of a method
that is based on the segmentation method proposed in [155]. Given the skeleton
image of a word as shown in Figure 5.6, the word fragments can be extracted
as follows. Let I(x, y) be the thinned image of the word image W , let P be
a foreground pixel in I(x, y) and N8(P ) the 8-neighbourhood set of P . A set of
pixels, called possible segmentation pixels (PSPs), is identiﬁed. (PSPs) contains
all pixels with 3-4 pixels in their 8-neighbourhood.
PSPs = {P |(N8(P ) = 4 ∨N8(P ) = 3)} (5.4)
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All PSPs points are used to segment the word into fragments. Figure 5.7 shows a
thinned word image with all possible (PSPs). The foreground pixels of (PSPs) in
the thinned word image are converted to background pixels. This allows to sepa-
rate the thinned word image into several connected components. Then, connected
component analysis is performed to obtain a set of connected components in the
thinned image. These connected components are the extracted word fragments of
the word w. Figure 5.9 describes an example of word fragment extraction using
the skeleton -based method.
Figure 5.6: Skeleton image of an Arabic word
Figure 5.7: Skeleton image of an Arabic word with all possible (PSPs)
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Figure 5.8: Skeleton image of an Arabic word with all possible (PSPs) converted
to background pixels
Figure 5.9: Example of graphemes based fragments extraction
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Skeleton-points based method
For segmenting the whole word skeleton into meaningful word fragments, we
use the skeleton points as the basic units to build our model. For each skeleton
point p, the skeleton part whose length is n centered at p is considered as a
word fragment. Figures 5.10 and 5.11 describes an example of word fragment
extraction using our skeleton-based method.
Figure 5.10: Fragments extraction using skeleton-points fragment extraction
method
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Figure 5.11: Example of skeleton-points based fragments extraction from the Ara-
bic word shown in Figure 5.10, sampled at every ﬁfth point
111
Patch-based Method
In contour-based methods, the boundary pixels of a word are considered to obtain
the word representation. Similarly, in skeleton-based method only the interior
pixels of a word are taken into account. However, in patch-based methods, all
the pixels within a word are used to create the word representation. The image
is partitioned into smaller regions of size n× n. Each region represents one word
fragment. In all fragment extraction methods, the number of extracted word
fragment diﬀers from one word to another depending on the characteristics of the
word.
Figure 5.12: Word description using the patch-based fragment extraction method
5.3.2 Word Fragments Description
In this section we describe how to encode the obtained word fragments. After
word fragments extraction, a set of features for each word fragment is extracted.
Several features have been proposed in the literature. We employed two types
of features for word fragment description. The ﬁrst one is the Shape Context
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Descriptors (SCD) while the second one is the Histogram of Gradient (HOG).
Shape context descriptors
Diﬀerent shape code features can be employed to describe each word fragment.
Interested readers are referred to [156] for detailed descriptions of such methods.
In this study, we make use of the shape context descriptor proposed in [59]. This
descriptor captures the distribution of points of the shape and describes global
characteristics of the shape. Shape context descriptors are computed as follows.
We divide the word image into several circles and we partition the circles into sev-
eral bins using equal angle. Each bin is described using the triple Hi = (ri, θi, ni)
where ri is the radius of the circle, θi is the angle space and ni is the number of
points inside the bin. Figure 5.13 shows a graphical illustration of shape context
description computation for an Arabic word. The resulting descriptors are shown
in Figure 5.14. However, we compute the SCDs for each word fragment.
Figure 5.13: Shape context descriptors of an Arabic word
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Figure 5.14: Histogram of the Shape context descriptors of the Arabic word shown
in Figure 5.13
114
The histogram of oriented gradients(HOG)
HOG descriptors can be deﬁned as a histogram of the occurrences of the gradi-
ent orientations in images. The angles (orientations) of the gradient f(x, y) are
computed as in Equations 5.5.
Direction : θ(i, j) = tan−1(
v
u
) (5.5)
where u and v are computed by convolving two 3 × 3 Sobel operators with the
binary image. Each word fragment is divided into 4 cells. Gradient directions in
each cell are quantized into eight directions as shown in Figure 5.15. Finally, the
Word fragment description using HOG is constructed by concatenating the four
histograms as shown in Figure 5.16.
Figure 5.15: The histogram of oriented gradients
Figure 5.16: Word fragment description using HOG descriptors
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5.3.3 Codebook Generation
This stage is devoted to creating a codebook using the descriptors obtained in
the previous stage. Researchers have proposed many codebook learning methods
including supervised methods and unsupervised methods [157, 158, 159]. In this
work, we choose k-means clustering algorithm for its simplicity and stability
[160]. After feature extraction of each word fragment, k-mean clustering is
performed. The obtained class centers are deﬁned as the visual words which form
the codebook. The learned codebook contains all visual words that correspond
to word fragments obtained during word fragments extraction process. It is used
for describing the whole word fragments space.
Algorithm 5 Codebook generation
1. Input document images.
2. Segment the training data into PAWs and segment PAWs into
small pieces called word fragments using one of the 3 mentioned
methods.
3. Extract SCDs and HOG for each word fragment.
4. Cluster the extracted shape descriptors of all word fragments
using K-Mean clustering algorithm into n clusters which are de-
ﬁned as the visual words.
5. Create the codebook using the obtained visual words.
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5.3.4 Construction of BoWFs
The aim of this stage is to represent each word using the learned codebook. To
represent words, the most widely used method is vector quantization [74]. In
vector quantization, a word fragment feature vector is assigned to its nearest
neighbour in the codebook. Let W be a word segmented into n word fragments,
i.e W = {f1, f2, · · · , fn}. Each word fragment fi is described by a feature vec-
tor of length m, i.e fi = {d1, d2, · · · , dm}. Given a codebook with m entries,
CB = {c1, c2, · · · , cm}, each word fragment fj of a given word is represented by
the most similar visual word ck where the distance Djk between fj and ck is the
smallest distance among all distances between fj and all visual words. It is re-
(a) Hard assignment (b) Soft assignment
Figure 5.17: Hard vs. soft assignments
ported in the literature that assigning local descriptors of an interest point to its
nearest neighbour is not an optimal choice[151]. This is due to the fact that clus-
tering algorithm may put two similar points into diﬀerent clusters. To tackle the
drawbacks of the conventional assignment scheme, researchers proposed a variant
of the conventional assignment scheme. Instead of assignment of a given local
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descriptors to one visual word, it is assigned to k-nearest neighbour visual words,
soft assignment scheme as shown in Figure 5.17. In our work we use soft assign-
ment scheme and we choose 5 as the value of k. To summarize, the Bag of Word
Fragments histogram is employed to represent the distribution of word fragments
in a give word. It represents the frequency of word fragment occurrences in the
word and provides a concise description of the distribution of the word fragments
of the word. By comparing BoWFs representation of two word images, one can
determine the similarity between these two words. The complete algorithm of
building the BoWF can be summarized as follows.
Algorithm 6 BoWF Construction
1. Input a word image.
2. Segment the input image into word fragments using one of the 3 mentioned
methods.
3. Extract SCDs and HOG for each word fragment.
4. Assign each word fragment descriptors into the k-nearest neighbours using
the learned codebook constructed using algorithm 5.
5. Represent each word using a histogram of word fragment occurrences whose
elements are the frequency of each word fragment in the word.
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5.3.5 SCD-HOG feature integration
SCD descriptors describes word fragments by constructing histograms of the
occurrences of the pixel while HOG describes word by constructing histograms
of the occurrences of the pixel orientations. We believe that the shape of a
word can be better captured by combining these two descriptors. We propose a
histogram-based SCD-HOG integration method. We propose to compute SCD
and HOG descriptors for all word fragments. Then, for each type of descriptors,
we independently construct a BoWFS representation for SCD and HOG. We
represent each word by concatenating the two representation. The complete
algorithm of SCD-HOG feature integration can be summarized as follows.
Algorithm 7 Histogram-based SCD-HOG descriptor integration
1. Input a word image w.
2. Segment w into word fragments using one of the 3 mentioned methods.
3. Compute SCD for each word fragment.
4. Compute HOG for each word fragment.
5. Build BoWFs representation for w using SCD descriptors, call it histSCD.
6. Build BoWFs representation for w using HOG descriptors, call it histHOG.
7. histHOG is directly concatenated to the end of histSCD, thus w can be de-
scribed as SCD-HOG=[histSCD histHOG].
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5.3.6 Similarity of the BoWFs
Histogram based representation such as BoWFs can be compared using bin-wise
similarity and dissimilarity techniques such as Histogram Intersection (HI) and
Earth Movers Distance (EMD). Histogram intersection [161] is a suitable measure
to compute the similarity between two BoWFs representation of two Arabic words.
Histogram intersection between histogram H and histogram K ﬁnds the total
overlap between histogram H and histogram K. The similarity can be expressed
using the following Equation [91].
Dist (H,K) =
∑
min (H,K)
min (|H|, |K|) (5.6)
where |H| and |K| denotes the norm of the vectors H and K respectively. An-
other dissimilarity measure can be used to compute the dissimilarity between two
BoWFs representation is the Earth Movers Distance (EMD) [162]. It captures the
diﬀerence between two histograms and has been successfully used in many ﬁelds
of image matching and retrieval. EMD between histogram H and histogram K is
deﬁned using equation 5.7.
Dist (H,K) =
∑ (Hi −mi)
mi
(5.7)
where mi =
Hi+Ki
2
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5.4 Proposed word spotting approach
This section presents a word spotting approach for Arabic handwritten docu-
ments. We ﬁst present a general overview of the proposed approach and then
we give a detailed description. The proposed word spotting system basd on
the BoWFs feature representation is illustrated in Figure 5.18. It contains two
phases: training and testing. In the training phase, we start by decomposing
words into word fragments. Then SCD and HOG descriptors are used to en-
code the generated fragments. After that, the descriptors of all word fragments
are clustered using k-means clustering algorithm and a codebook is generated.
For each word in the testing data, it is decomposed into word fragments. Then
SCD and HOG descriptors are used to encode the generated fragments. The
BoWFs representation is constructed by quantizing their word fragments using
the learned codebook. Similarly, a given query image is decomposed into word
fragments and its BoWFs representation is constructed by quantizing their word
fragments using the learned codebook. Details of each step are explained in the
following subsections. Using the similarity measures, the similarity between the
BoWFs representation of the query and the BoWFs of all words in the test-
ing data is computed. Finally, the stored word images are retrieved and ranked
according to the computed similarity. These steps are summarized as follows.
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1. The input is 50 Arabic historical document images.
2. Preprocessing: Noise removal, binarization, text line and PAWs extrac-
tion.
3. The input data is split into 30 pages for training and 20 pages for
testing.
4. Codebook generation: the training set is used to build the the codebook
as described in algorithm 5.
5. BoWF construction: the testing set is used to build the BoWF model
as described in algorithm 7.
6. Query representation: the BoWF of the query is constructed as de-
scribed in algorithm 7.
7. Matching: the similarity between the BoWFs representation of the
query and the BoWFs of all words in the testing data is computed.
8 Results ranking: the stored word images are retrieved and ranked ac-
cording to the computed similarity.
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5.5 Experimental Results and Analysis
After presenting our model for word spotting, in this section we describe the
experimental methodology, datasets and performance metrics used in the exper-
imental analysis. The proposed method is ﬁrst evaluated using printed dataset.
Then, we apply the proposed method to historical documents corresponding to
the printed dataset. Each dataset consists of 50 document images. The training
and testing data contains 8238 and 5191 words respectively. We used 20 queries as
shown in Table 5.1. To evaluate the performance of the proposed word spotting,
three common measures of precision, recall and F-measure are used. Precision
is deﬁned as the ratio of the the number of the correctly spotted words over the
total number of spotted words.
Precision =
No of correctly spotted words
No of spottedwords
(5.8)
Recall is deﬁned as the ratio of the the number of the correctly retrieved words
over the total number of correct words.
Recall =
No of correctly spotted words
No of correctwords
(5.9)
F −Measure = 2 ∗ precision ∗ recall
precision + recall
(5.10)
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Table 5.1: List of queries
ID Query Image
Q1 Haddathana
Q2 Salla
Q3 Alaihi
Q4 Sallam
Q5 Abd
Q6 Annabi
Q7 Mohammed
Q8 Saeed
Q9 Shoaba
Q10 Malik
Q11 Sameat
Q12 Omer
Q13 Suﬁan
Q14 Hameed
Q15 Saad
Q16 Obaid
Q17 Sulaiman
Q18 Shoaib
Q19 Yahia
Q20 Albait
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5.5.1 Performance on Printed Dataset
This section evaluates the performance of the proposed method using printed
dataset. The performance results, in terms of Precision at Recall=1, using his-
togram intersection and Earth Mover Distance are summarized in Tables 5.2 and
5.3 respectively. The results show that contour and skeleton based extraction
methods perform signiﬁcantly better than patch and grapheme based methods,
achieving excellent precision of 99.20%. The precision value of skeleton-points
method is competitive with the performance of the contour based method of
99.0%. Comparing the patch and grapheme methods, we can see that the patch
based method performed better than the grapheme based method. The proposed
approach with grapheme based extraction method has the lowest precision val-
ues. This may be attributed to the fact that the BoWFs representation using the
grapheme based representation is sparse leading to the observed moderate preci-
sion value. Patch-based fragment extraction also has moderate precision values.
The reasons for that is the presence of non-discriminative patches. To summa-
rize, both contour and skeleton points are the most eﬀective points that are used
for word spotting. HOG descriptors has better precision values than the SCD
descriptors. For all four fragment extraction methods, performances improve as
we integrate SCD and HOG. The result of SCD-HOG is intuitive because words
can be more distinguished by both pixels distribution and pixels orientations.
126
By comparing the EMD and HI, EMD measure is slightly better than HI and
able to capture the similarity between keywords and word images better than
histogram intersection for all fragment extraction methods except the grapheme
based method.
Table 5.2: Precision at Recall=100% of the proposed method with Histogram Intersec-
tion on printed documents
Methods SCD HOG SCD-HOG
Patch-based 79.45% 81.13% 82.75%
Contour-based 94.98% 95.54% 98.17%
Grapheme 78.60% 80.87% 81.71%
Skeleton-Points 92.31% 95.12% 97.86%
Table 5.3: Precision at Recall=100% of the proposed method with Earth Mover Dis-
tance on printed documents
Methods SCD HOG SCD-HOG
Patch-based 80.08% 81.43% 83.40%
Contour-based 95.32% 97.12% 99.20%
Grapheme 78.15% 78.08% 81.50%
Skeleton-Points 95.11% 96.10% 99%
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5.5.2 Performance on Historical Dataset-1
In this section, we evaluate the performance of the proposed method using Arabic
historical documents. In Table 5.4 we report the performance in terms of precision
for the proposed methods for word fragment extraction. The best performance
(precision = 89.60%) is obtained using the integrated SCD-HOG descriptors, with
the contour based word fragment extraction method. The HOG descriptors pre-
sented more than 2% better performance than SCD considering the contour and
skeleton based methods, while they presented about 1% better performance than
SCD considering the batch and grapheme method. Both the batch and grapheme
based methods generally gave the lowest precision values. The likely reason for
this stems from a low number of word fragments per word in case of grapheme
methods. This results in sparse BoWFs representation leading to the observed pre-
cision values. Furthermore, word fragment extraction depends on the skeletization
algorithm. This is clearly shown in Figure 5.19 where two word fragments are ex-
tracted instead of one word fragment due to the handwriting style variation. This
(a) input image (b) skeleton (c) fragments
Figure 5.19: Eﬀects of the skeletization algorithm: two word fragments are ex-
tracted instead of one word fragment
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Table 5.4: Precision at Recall=50% of the proposed method with Earth Mover Distance
on historical documents
Methods SCD HOG SCD-HOG
Patch-based 46.10% 47.10% 50.70%
Contour-based 83.18% 85.11% 89.60%
Grapheme 43.15% 45.16% 48.19%
Skeleton-Points 81.10% 83.22% 87.40%
is an important result as it suggests that the performance of the BoWFs model
imroves as the amount of word fragments extracted from the words increases.
This is consistent with previous ﬁndings in the published literature regarding bag
of visual words (BoVW) model’ performance [163].
5.5.3 Analysis of the Results Considering the Recall and
Precision
Figure 5.20(a) shows the precision-recall curve using printed dataset. The con-
tour based fragment extraction method gave the best curve among the proposed
fragment extraction methods. The skeleton-points based method gave the second
best curve. It can be shown that the BoWFs using the grapheme based method
performs better than using Patch based method with low recall values (less than
0.2) and vis-versa for higher recall values. The results show that both contour and
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(a) Printed
(b) Historical
Figure 5.20: Precision-recall curves for the (a) printed dataset and (b) historical
dataset
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skeleton-points outperform the other methods and achieve almost equal precision
and recall rate. This result shows the ability of BoWFs to spot words that per-
fectly match the keywords and to exclude words that do not match the keywords
even though they are visually similar to the keywords .
Figure 5.20(b) shows the precision-recall curve for the proposed methods us-
ing the historical dataset. Similar performance trends are obtained. The contour
based fragment extraction method presented the best curve followed by the skele-
ton method. The Patch and grapheme fragment extraction methods have similar
performance. The results show that both contour and skeleton-points methods
achieve promising results with equal precision and recall rates of 70%. Most of
the irrelevant spotted words are due to the confusion between words that diﬀer
in some character, the order of the characters and the position of the diacritic
as shown in Figure 5.21(a). Furthermore, some of irrelevant spotted words have
the same root of the keywords. This appears in the grammatical variations of the
keywords as can be seen in Figure 5.21(b). Some missed relevant words are due
to segmentation errors as can be seen in Figure 5.21(c).
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(a) Similar Words with some diﬀerences.
(b) Grammatical variations
(c) Segmentation errors
Figure 5.21: Reasons for irrelevant words spotting and relevant words missing
132
5.5.4 Results Considering the F-Measure
Table 5.5 shows the performance in terms of F-measure for the two dataset. For
printed dataset, the results show that contour based extraction method performs
signiﬁcantly better than patch and grapheme based methods, achieving excel-
lent F-Measure (99.60%). On the other hand, the precision value of skeleton-
points method is competitive with the performance of the contour based method
(99.50%). Comparing the patch and grapheme methods, we can see that the patch
based method performed slightly better than the grapheme based method. For
the historical dataset, contour and skeleton based extraction methods achieved
good F-Measure (70.52% and 69.55%), respectively. The patch and grapheme
based methods achieved (50.35% and 49.08%), respectively. Tables 5.1 - 5.8 show
used queries, top-10 retrieved images for some queries and the performance per
query for printed and historical datasets.
Table 5.5: Overall performance results using F-measure
Printed Historical
Methods P(R=1) (P=R)
Patch 90.95% 50.35%
Contour 99.60% 70.52%
Grapheme 89.80% 49.08%
Skeleton-points 99.50% 69.55%
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Table 5.6: Top -10 retrieved images for some queries in the historical dataset
Query Results
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Table 5.7: Precision at Recall=50% per query of the historical dataset using the contour
and patch fragment based extraction methods
Keywords Contour Patch
Q1 85.48% 47.32%
Q2 93.48% 42.16%
Q3 89.36% 40.78%
Q4 89.13% 38.68%
Q5 83.33% 55.56%
Q6 90.91% 29.41%
Q7 88.89% 61.54%
Q8 77.78% 58.33%
Q9 87.50% 43.75%
Q10 80.00% 50%
Q11 100% 25%
Q12 100% 50%
Q13 100% 50%
Q14 85.71% 60%
Q15 85.71% 60%
Q16 100% 66.67%
Q17 71.43% 50%
Q18 100% 62.50%
Q19 83.33% 55.56%
Q20 100% 66.67%
Average 89.60% 50.70%
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Table 5.8: Precision at (P=R 70%) for each query of the historical dataset using the
contour based extraction methods
Keywords Contour
Q1 71.15%
Q2 73.17%
Q3 74.68%
Q4 72.50%
Q5 71.43%
Q6 75.68%
Q7 64.71%
Q8 60%
Q9 69.23%
Q10 85.71%
Q11 83.33%
Q12 62.50%
Q13 66.67%
Q14 80%
Q15 66.67%
Q16 80%
Q17 58.33%
Q18 70%
Q19 63.54%
Q20 71.43%
Average 71.04%
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5.5.5 Eﬀect of Codebook Size
The bag of visual words model still reveals open problems and particulary the
selection of the correct size of the codebook. To illustrate how the codebook size
aﬀects the performance, we do word spotting using word fragments codebooks of
diﬀerent sizes. We consider 9 and 12 diﬀerent codebook sizes on the printed and
historical datasets, respectively. The performance of BoWFs using codebooks of
diﬀerent sizes are reported in Figure 5.22. Generally, precision value improves
as the size of codebook increases, but saturates when codebook size increases
beyond 2000 and 4500 for the printed and historical datasets, respectively, with
the contour and skeleton-points based methods. For Patch and grapheme based
methods, the precision value improves until it saturated then precision decreases
as we increase the codebook size. This decrease is more evident in case of the
historical dataset. This indicates that the space of the word fragments of the
handwritten documents is much larger than the space of word fragments of the
printed documents. The reasons for that is the variations in handwriting style that
is present in the historical documents even if it is written by the same author.
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(a) SCD (b) SCD
(c) HOG (d) HOG
(e) SCD-HOG (f) SCD-HOG
Figure 5.22: Mean average precision at diﬀerent codebook sizes for the (a), (c)
and (e) printed dataset, (b), (d) and (f) historical dataset
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5.5.6 Performance on the Historical Dataset-2
In this section, we evaluate the performance of the proposed feature representation
using the extracted main text in the analysis stage. We used 20 images for training
and 10 images for testing. The result shows that the contour method using the
integrated SCD-HOG descriptors achieve a precision rate of 76.63% at recall=50%.
Table 5.9 shows the performance in terms of precision for each query. The decrease
in the precision rates compared to previous dataset may be attributed to the
conditions of the images. They are of low resolution and more complex writing
style than the previous dataset.
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Table 5.9: Precision at Recall=50% for each query using the contour based method
and the integrated SCD-HOG descriptors on the extracted main text
Keywords Precision
 Alaihi 50%
	 Sallam 55.65%

 Mohammed 100%

 Abd 87.55%
  Assultan 100%
  Alelm 100%
 Masoud 80%


 Alhasan 40%
Average 76.63%
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5.5.7 Performance on Two Historical Datasets
In this section, we evaluate the performance of the proposed feature representa-
tion using 50 pages selected from the previous two datasets which are written by
two diﬀerent writers. We used 30 images for training and 20 images for testing.
The training and testing images are selected equally from both datasets. For
each query, we select its query image from the ﬁrst dataset and the performance
computed. Then, we select its query image from the second dataset and the per-
formance is computed. So, each query is evaluated two times by selecting the
query image from the two datasets. Finally, the average performance is computed
for each query. Table 5.10 shows the performance in terms of precision for each
query. The result shows that the contour method using the integrated SCD-HOG
descriptors achieve a precision rate of 32.78% at Recall=Precision. We found that
all retrieved instances of the given query are en by the same writer of the query.
All instances of the query that written by the second writer are not retrieved. This
indicate that the proposed model is writer dependent. This is due to the varia-
tions in the writing between the two writers as each writer has his own writing
style.
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Table 5.10: Precision at Recall=Precision for each query using the contour based
method and the integrated SCD-HOG descriptors on historical datasets written by
two writers
Keywords Precision
 Salla 19.40%
 Alaihi 27.92%
	 Sallam 38.89%

 Abd 37.23%

 Mohammed 40.48%
Average 32.78%
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5.6 Conclusions
In this chapter, we propose a novel feature representation for Arabic word spot-
ting based on the bag of features model and shape descriptors. Arabic words are
segmented into small pieces called word fragments using contour-based, skeleton-
based and Patch-based methods. Word fragments are described using the shape
context descriptors and histogram of gradients. We evaluated the performance
of the proposed method using printed and historical documents. Based on the
results, the contour-based extraction method achieves the best performance com-
pared to other methods. The future work will focus on incorporating the spatial
information into the model. The performance can be improved further by the
fusion of the word fragments extracted by the contour and skeleton based meth-
ods. Word spotting using handwritten documents is not a trivial task due to the
writing style variations and diﬀerent words are visually similar. This variation
is usually much higher in a multi-writer scenario. The BoWFs model should be
studied under this scenario.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
This chapter summarizes the contributions of the thesis and discusses some issues
related to the developed techniques which require further investigation. Limi-
tations in the proposed methods and the used data are also discussed. Finally,
future research directions relevant to analysis and retrieval of Arabic historical
documents are discussed.
6.1 Summary of the Methods
So far, research on Arabic historical analysis has focused on the extraction of
text lines from simple documents. Very few eﬀorts have been reported on the
region extraction of Arabic historical documents. Moreover, a large number of
recent works on word spotting are based on global and/or local features word
proﬁles, Gradient, structural features, etc. There are works on hybrid features
based systems that are trying to integrate both diﬀerent methods.
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In this thesis, we have conducted research on analysis and retrieval of Arabic
historical documents. The objective was to address the problem of Arabic histori-
cal documents analysis and retrieval. This objective was met by developing a new
method for text region extraction and a new feature representation called Bag of
Word Fragments (BoWFs) for word spotting. The general contribution of this
thesis is the design and development of successful layout analysis and retrieval
prototype for historical documents. The speciﬁc contributions of this thesis are
as follows:
Historical Documents Analysis:
The ﬁrst contribution is the proposal of a general text region extraction method
presented in Chapter 4. The proposed method is based on the fusion of back-
ground, foreground and window-based text analysis. The fusion of these tech-
niques for text region extraction gives better segmentation results. The perfor-
mance of the proposed method depends on the text characteristics at the window
positions. The proposed method can be applied on historical documents that have
diﬀerent layout structures. Furthermore, we introduced two methods for text ori-
entation estimation in Chapter 4. The performance of the proposed methods is
highly dependent on the characteristics of the connected components. Further
investigation of the proposed methods with diﬀerent writing styles is required.
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Historical Documents Retrieval:
The second contribution is the design and implementation of a novel feature repre-
sentation approach called Bag of Word Fragments (BoWFs), that is more adapted
to the cursive nature of the Arabic language presented in Chapter 5. The pro-
posed feature representation approach is inspired by the traditional bag of features
model. furthermore, we introduced three methods for word fragment extractions
(viz. contour-based, skeleton-based and batch-based methods). The proposed
methods make use of the diﬀerent parts of the word to build the BoWFs model.
In BoWFs, an Arabic word is decomposed into small pieces called word fragments,
each of which is described using SCD and HOG. A word spotting method for Ara-
bic historical documents based on the proposed BoWFs feature representation is
presented. Experimental results on a collection of 50 Arabic historical and printed
documents has yielded promising results achieving a precision rate of 89.60% at
50% recall. The model is also tested using 50 documents written by two writers.
It is found that the proposed model is writer dependent. In addition, a compre-
hensive literature survey for historical document retrieval is needed in the research
community, and Chapter 3 has satisﬁed this need. These contributions and oth-
ers is expected to help in advancing the ﬁeld of historical documents retrieval in
general and for Arabic historical documents in particular.
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6.2 Limitations of the Work
Although the research has reached its aim, various limitations may exist in this
work. First, the proposed method focused on the main text and side notes regions
extraction. It can be extended to further segment the side notes into several
regions based on the text orientation.
Second, for window size estimation, we assumed the gaps between two suc-
cessive lines are almost equal and hence we used the average gap between two
successive lines. However, they may be diﬀerent. In this case, the standard devi-
ation of the gaps can be employed to detect this case and improve the estimation.
Third, the performance of the proposed methods for orientation estimation is
highly dependent on the characteristics of the connected components. Further
investigation of the proposed methods with diﬀerent writing styles and fonts is
required.
Fourth, only two features are used for word fragment description. Diﬀerent
features such as Fourier and Gabor transforms can be used.
Fifth, only one word fragment size is considered. The best word fragment size
can be determined experimentally. For example, the performance of the patch
based method can be studied using diﬀerent sizes.
Sixth, the query itself is counted in the results. This may make the results
biased. This can be overcome by determining a set of images for query selection.
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Seventh, the performance was evaluated only with query words known to exist
in the used corpus. The performance can be studied using query words that do
not exist in the used corpus.
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6.3 Future Research Directions
There are a number of issues that researchers of Arabic historical documents anal-
ysis and retrieval need to address. The complex structure of documents, overlap-
ping text regions, presence of noise, degraded quality of the documents, touching
words, presence of diacritic, style writing variations and variability, cursive nature
of the Arabic script and lack of benchmarking databases, etc. are among the rea-
sons that make Arabic historical documents analysis and retrieval a challenging
task.
Word spotting using handwritten documents is not a trivial task due to the
writing style variations. This variation is usually much higher in a multi-writer
scenario. The BoWFs model should be studied under this scenario.
The proposed method for word spotting can be enhanced by:
• Incorporating the spatial information into the model by integrating the
model with the Spatial Pyramid Matching (SPM).
• Using the Query Expansion (QE) techniques.
• Using more sophisticated quantization techniques such as Locality Con-
strained Linear Coding (LLC).
• Using indexing techniques such Latent Semantic Indexing (LSI), Distance-
based Hashing (DBH) to reduce the search time.
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• Fusion of the word fragments extracted by the contour and skeleton based
methods.
• Investigating diﬀerent features and descriptors for word fragment descrip-
tions in the BoWFs feature representation.
A promising research can be evolved in the direction of building word spotting
systems for historical document images. The following also can be explored further
• Building a dataset of adequate sizes (many writers, multiple samples per
writer, etc.) that contain proper amount of variations of several factors
such as script, writing styles, font size and quality.
• Providing text query support using synthesis techniques.
• Providing spoken query support.
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