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Let L be a non-negative self-adjoint operator acting on L2(X), where X is a space of
homogeneous type. Assume that the heat kernels pt(x, y) corresponding to the semigroup
e−tL satisfy Gaussian upper bounds but possess no regularity in variables x and y. In this
article, we prove a spectral multiplier theorem for F (
√
L ) from H1L (X) to L
q(X) for some
1 q 2, if the function F possesses the Sobolev norm of order s with suitable bounds
and s > n( 1q − 12 ) where n is a measure of the dimension of the space. We also study the
weighted Lp–Lq estimates for spectral multiplier theorem.
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1. Introduction
Let (X,d,μ) be a metric measure space endowed with a distance d and a non-negative Borel doubling measure μ on X .
Recall that a metric is doubling provided that there exists a constant C > 0 such that for all x ∈ X and for all r > 0,
V (x,2r) CV (x, r) < ∞, (1.1)
where B(x, r) = {y ∈ X: d(x, y) < r} and V (x, r) = μ(B(x, r)). In particular, X is a space of homogeneous type. Note that the
doubling property implies the following strong homogeneity property,
E-mail address: achenpeng1981@163.com.0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.06.077
P. Chen / J. Math. Anal. Appl. 385 (2012) 622–633 623V (x, λr) CλnV (x, r) (1.2)
for some C,n > 0 uniformly for all λ 1 and x ∈ X . The parameter n is a measure of the dimension of the space. There also
exist C and N , 0 N  n so that
V (y, r) C
(
1+ d(x, y)
r
)N
V (x, r) (1.3)
uniformly for all x, y ∈ X and r > 0. Indeed, property (1.3) with N = n is a direct consequence of the triangle inequality for
the metric d and the strong homogeneity property (1.2). In the cases of the Euclidean space Rn and Lie groups of polynomial
growth, N can be chosen to be 0.
Assume that L is a non-negative self-adjoint operator acting on L2(X). In the sequel we always assume that the heat
kernels pt(x, y) corresponding to the semigroup e−tL satisfy the following Gaussian upper bounds,
∣∣pt(x, y)∣∣ CV (y, t1/2)−1 exp
(
−d(x, y)
2
ct
)
(1.4)
for all t > 0 and almost all x, y ∈ X .
Since L is a non-negative self-adjoint operator acting on L2(X), it admits a spectral resolution
L =
∞∫
0
λdE(λ).
For any continuous function F : [0,∞) → C, one can deﬁne the operator
F (L) =
∞∫
0
F (λ)dE(λ) (1.5)
(cf. p. 338 of [19]). It is an interesting problem to give suﬃcient conditions on F and L which imply the boundedness of
F (L) on various functional spaces deﬁned on X . For more information about the background of this topic, the reader is
referred to [1,4,6,13,18] and the references therein.
The aim of this paper is to prove a spectral multiplier theorem from the Hardy space H1L (X) to L
q(X) for some 1 q 2,
where H1L (X) is the Hardy space associated with L (see Section 2 below). The following theorem is the main result of the
paper.
Theorem 1.1. Assume that the space (X,d,μ) satisﬁes (1.1) and (1.2) and L is a non-negative self-adjoint operator such that the
corresponding heat kernels satisfy Gaussian upper bounds (1.4). Assume that for any R > 0 and any Borel function F such that
supp F ⊆ [0, R], there exists some q0 ∈ [2,+∞] such that∫
X
∣∣KF (√L )(x, y)∣∣2 dx CV (y, R−1)−1‖δR F‖2Lq0 , (1.6)
where δR F (λ) = F (Rλ). Fix some 1 q 2 and assume that a continuous function F satisﬁes
‖φδR F‖Wq0k  A0
(
inf
x∈X V
(
x, R−1
))(1− 1q )
(1.7)
for some k > n( 1q − 12 ) where ‖F‖W pk = ‖(I − d
2/dx2)k/2F‖Lp and φ is an auxiliary non-zero cutoff function such that φ ∈ C∞c (R+).
Then F (
√
L ) is bounded from H1L (X) to L
q(X). In addition, there exists a constant C > 0 such that∥∥F (√L ) f ∥∥Lq(X)  C A0‖ f ‖H1L (X). (1.8)
Remarks.
(i) If (1.6) and (1.7) hold, then by duality and interpolation, F (
√
L ) is bounded from Lq
′
(X) to BMOL(X) and from Lp(X)
to Ls(X) where 1q + 1q′ = 1, 1p − 1s = 1 − 1q and 1 < p < qq−1 . For the deﬁnition of BMOL(X), we refer the reader to
Section 2 below.
(ii) In [6], condition (1.6) is called the Plancherel estimate or the Plancherel condition. For the standard Laplace operator on
Euclidean spaces Rn , this is equivalent to (1,2) Stein–Tomas restriction theorem (which is also the Plancherel estimate
of the Fourier transform) (see [6,7]). It is shown in Lemma 2.2 of [6] that Gaussian upper bounds (1.4) imply (1.6) for
q0 = ∞.
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multipliers in [16] in which the author proved that if m is a function satisfying
[n( 1q − 12 )]+1∑
|α|=0
∫
2|ξ |2+1
∣∣2|α|Dαm(ξ)∣∣2dξ  2n(2−q)/q, 1 q 2, (1.9)
for all  ∈ Z, then the convolution by the Fourier transform of m maps H1(Rn) to Lq(Rn). When q = 1, (1.9) implies
that the convolution by the Fourier transform of m is weak-type (1,1) (see [13]), which is the well-known Hörmander–
Mikhlin multiplier theorem.
This paper is organized as follows. In Section 2, we recall some preliminary results about the Hardy space H1L (X) and
the BMOL(X) space associated with an operator L. In Section 3, we give a criterion for boundedness of F (
√
L ) from H1L (X)
to L2(X). We describe the proof of Theorem 1.1 in Section 4. The proof relies on the result of Section 3 and estimates for
the kernel of the operator F (
√
L ) away from the diagonal. In Section 5, we study spectral multipliers as operators acting
between weighted Lp spaces.
Throughout, the letter “c” and “C” will denote (possibly different) constants that are independent of the essential vari-
ables.
2. Preliminaries
2.1. The Hardy space H1L (X)
For every f ∈ L2(X), deﬁne the quadratic operators associated with L by the following formula
Sh f (x) =
( ∫ ∫
d(x,y)<t
∣∣t2Le−t2L f (y)∣∣2 dμ(y)
V (x, t)
dt
t
)1/2
, x ∈ X . (2.1)
Using the quadratic operators we deﬁne the Hardy space associated with the operator L in the following way.
Deﬁnition 2.1. Let L be a non-negative self-adjoint operator on L2(X) such that the corresponding heat kernels satisfy
Gaussian upper bounds (1.4). The Hardy space H1L (X) associated with L is the completion of the space { f ∈ L2(X): Sh f ∈
L1(X)} in the norm
‖ f ‖H1L (X) = ‖Sh f ‖L1(X).
We denote by D(L) the domain of an unbounded operator L. The following deﬁnition was introduced in [15].
Deﬁnition 2.2. A function a ∈ L2(X) is called a (1,2)-atom associated with L if there exist a function b ∈ D(L) and a ball B
such that
(i) a = Lb;
(ii) supp Lkb ⊂ B , k = 0,1;
(iii) ‖(r2B L)kb‖L2  r2B V (B)−1/2, k = 0,1.
Proposition 2.3. Let f ∈ H1L (X). Then, there exist (1,2)-atoms ak and real numbers λk, k = 0,1,2, . . . , such that
f (x) =
∑
k
λkak(x), x ∈ X . (2.2)
Furthermore, matters can be arranged such that the sequence λk satisﬁes
∑∞
k=1 |λk| C‖ f ‖H1L (X) , for some C = C(n) > 0.
Conversely, if (2.2) holds, then
‖ f ‖H1L (X)  C
∞∑
k=1
|λk|.
The proof of Proposition 2.3 follows from an argument using certain estimates on area integrals, tent spaces and ﬁnite
speed propagation property of the wave operator. For the details, we refer the reader to Theorem 2.5 of [15].
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Deﬁne
ML =
{
f ∈ L1loc(X): ∃β > 2N, x0 ∈ X such that
∫
X
| f (x)|
(1+ d(x0, x))βV (x0,1+ d(x0, x)) dμ(x) < ∞
}
.
The following deﬁnition was introduced in [8]. A function f ∈ ML is of bounded mean oscillation associated with the
operator L (abbreviated as BMOL(X)) if
‖ f ‖BMOL(X) = sup
B⊆X
1
V (B)
∫
B
∣∣ f (y) − e−r2B L f (y)∣∣dμ(y) < ∞, (2.3)
where the supremum is taken over all balls of X and rB denotes the radius of the ball B . When considered as a quotient
space modulo XL , where
XL =
{
f ∈ ML: e−tL f (x) = f (x) for almost all x ∈ X and all t > 0
}
.
We have that XL = { f ∈ BMOL(X): ‖ f ‖BMOL = 0}. Then BMOL(X)/XL is a Banach space with the norm
‖ f ‖BMOL(X)/XL = ‖ f ‖BMOL(X).
We refer the reader to Section 6 of [9] for a discussion on the space XL in the case when L is a second order divergence
form elliptic operator, or a Schrödinger operator.
The natural analogue of the Fefferman–Stein duality result [11] is the following result. For its proof, we refer the reader
to Theorem 3.1 of [9].
Theorem 2.4. Let L be a non-negative self-adjoint operator such that the corresponding heat kernels satisfy Gaussian upper
bounds (1.4). There holds(
H1L(X)
)∗ = BMOL(X).
For further discussion, see [2,8,9,15].
3. A criterion for the boundedness of spectral multipliers
Next we describe a criterion that allows us to derive the estimate of H1L (X) to L
2(X) norm of the spectral multipliers.
Let φ be a non-negative C∞0 function on R such that
suppφ ⊆
(
1
4
,1
)
and
∑
∈Z
φ
(
2−λ
)= 1 for all λ > 0. (3.1)
Lemma 3.1. Let L be a non-negative self-adjoint operator such that the corresponding heat kernels satisfy Gaussian upper bounds (1.4).
Given a function F , we let F(ξ) = F (ξ)φ(2−ξ) for every  ∈ Z, where φ is a function given in (3.1). Assume that there exists a
constant C > 0 independent of  such that∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2  C . (3.2)
Also assume that there exists some k > 0 such that for any , j ∈ Z and rB > 0,
sup
y∈X
( ∫
2 jrB<d(x,y)<2 j+1rB
∣∣K
F(
√
L )(I−e−r2B L)(x, y)
∣∣2 dμ(x))1/2  C min{1, (2rB)2}min{1, (22 jrB)−k}. (3.3)
Then F (
√
L ) is bounded from H1L (X) to L
2(X).
Proof. From Proposition 2.3, it suﬃces to show that for every (1,2)-atom a associated to a ball B , there holds∥∥F (√L )a∥∥L2  C . (3.4)
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I = 2
(
r−2B
√
2rB∫
rB
t dt
)
I = 2r−2B
√
2rB∫
rB
t
(
I − e−t2L)dt + 2r−2B
√
2rB∫
rB
te−t2L dt.
By the deﬁnition of (1,2)-atom, there exists a function b such that a = Lb satisﬁes (ii) and (iii) in Deﬁnition 2.2. By spectral
theory, one can write
F (
√
L )a = LF (√L )b,
and then
F (
√
L )a = 2r−2B
√
2rB∫
rB
t F (
√
L )
(
I − e−t2L)adt + 2r−2B
√
2rB∫
rB
tLF (
√
L )e−t2Lb dt.
Since ∂te−t
2L = −2tLe−t2L , we have
2L
√
2rB∫
rB
te−t2L dt = e−r2B L(I − e−r2B L),
which yields
F (
√
L )a = r−2B F (
√
L )e−r2B L
(
I − e−r2B L)b + 2r−2B
√
2rB∫
rB
t F (
√
L )
(
I − e−t2L)adt =: E1 + E2.
We ﬁrst estimate the term E1. From (1.4), e−r
2
B L is uniformly bounded on L2(X). Hence,
‖E1‖L2  Cr−2B
∥∥F (√L )(I − e−r2B L)b∥∥L2 . (3.5)
From the deﬁnition of φ(ξ) and F(ξ), one has F (ξ) = ∑ F(ξ). This decomposition implies that the sequence∑N
=−N F(
√
L ) converges strongly in L2 to F (
√
L ), which means F (
√
L ) = ∑ F(√L ) strongly in L2 (see for instance,
Reed and Simon [17, Theorem VIII.5]). Then
‖E1‖L2  Cr−2B
∥∥∥∥∑

F(
√
L )
(
I − e−r2B L)b∥∥∥∥
L2
.
Let χ(ξ) be the characteristic function of the set suppφ(2−ξ). From
∑
 χ(ξ)  6 for each ξ ∈ R and the property of
spectral projection (see e.g. [19]), it follows that∑
i∈Z
〈
χ(L) f ,χi(L) f
〉
 6
〈
χ(L) f ,χ(L) f
〉
for each  ∈ Z. Hence
‖E1‖2L2  Cr−4B
〈∑

χ(
√
L )F (
√
L )
(
1− e−r2B L)b,∑
i
χi(
√
L )F (
√
L )
(
1− e−r2B L)b〉
 Cr−4B
∑

∑
i
〈
χ(
√
L )F (
√
L )
(
1− e−r2B L)b,χi(√L )F (√L )(1− e−r2B L)b〉
 Cr−4B
∑

〈
χ(
√
L )F (
√
L )
(
1− e−r2B L)b,χ(√L )F (√L )(1− e−r2B L)b〉. (3.6)
Next we note that if ξ ∈ suppφ(2−ξ), then
+2∑
m=−2
φ
(
2−mξ
)= 1.
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
〈
χ(
√
L )F (
√
L )
(
1− e−r2B L)b,χ(√L )F (√L )(1− e−r2B L)b〉
=
∑

〈
χ(
√
L )
+2∑
m=−2
Fm(
√
L )
(
1− e−r2B L)b,χ(√L ) +2∑
m=−2
Fm(
√
L )
(
1− e−r2B L)b
〉
=
∑

〈
+2∑
m=−2
χm(
√
L )F(
√
L )
(
1− e−r2B L)b, +2∑
m=−2
χm(
√
L )F(
√
L )
(
1− e−r2B L)b
〉
 C
∑

〈
F(
√
L )
(
1− e−r2B L)b, F(√L )(1− e−r2B L)b〉. (3.7)
By (3.6) and (3.7),
‖E1‖2L2  Cr−4B
∑

∥∥F(√L )(I − e−r2B L)χ(L)b∥∥2L2 .
One can write
‖E1‖2L2  Cr−4B
(∑

∥∥∥∥
∫
4B
K
F(
√
L )(1−e−r2B L)(x, y)χ(L)b(y)dμ(y)
∥∥∥∥
2
L2(2B)
+
∑

∥∥∥∥
∫
(4B)c
K
F(
√
L )(1−e−r2B L)(x, y)χ(L)b(y)dμ(y)
∥∥∥∥
2
L2(2B)
+
∑

∥∥∥∥
∫
B
K
F(
√
L )(1−e−r2B L)(x, y)b(y)dμ(y)
∥∥∥∥
2
L2((2B)c)
)
=: Cr−4B (E11 + E12 + E13). (3.8)
By Hölder’s inequality and (3.2),
E11 
∑

sup
y
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥2
L2V (4B)
∥∥χ(L)b∥∥2L2(4B)  CV (4B)∑

∥∥χ(L)b∥∥2L2 . (3.9)
We know that if intervals [a,b] ∩ [c,d] = ∅, 〈χ[a,b](L) f ,χ[c,d](L) f 〉 = 0. So from the fact that for each ξ ∈ R, ∑ χ(ξ) 6,
we can derive that∑

∥∥χ(L)b∥∥2L2  C‖b‖2L2 . (3.10)
From (3.9), (3.10) and (iii) of Deﬁnition 2.2, it follows that
E11  CV (4B)‖b‖2L2  CV (B)r4B V (B)−1  Cr4B . (3.11)
For the part E12, we use Hölder’s inequality to obtain
E12 
(∑

sup
y∈2B
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2((4B)c)V (2B)
1
2 ‖b‖L2
)2

(∑

sup
y∈2B
∑
j>0
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2(2 jrB<d(x,y)<2 j+1rB )V (2B)
1
2 ‖b‖L2
)2
.
From condition (3.3) and −k < 0 and −k + 2 > 0, it follows that
E12 
(∑

∑
j>0
C min
{
1,
(
2rB
)2}
min
{
1,
(
22 jrB
)−k}
V (2B)
1
2 ‖b‖L2
)2
 C
(∑
j>0
2− jk
( ∑
2rB>1
(
2rB
)−k + ∑
2rB1
(
2rB
)−k+2)
V (2B)
1
2 ‖b‖L2
)2
 C
(
V (2B)
1
2 ‖b‖L2
)2  Cr4 . (3.12)B
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E13 
(∑

∥∥∥∥
∫
B
K
F(
√
L )(I−e−r2B L)(x, y)(b)(y)dμ(y)
∥∥∥∥
L2((2B)c)
)2

(∑

∥∥∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2((2B)c)
∥∥
L2(B)‖b‖L2(B)
)2

(∑

sup
y∈B
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2((2B)c)V (B)
1
2 ‖b‖L2
)2
. (3.13)
By Hölder’s inequality and condition (3.3),
sup
y∈B
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2((2B)c)  sup
y∈B
∑
j>0
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2(2 j rB<d(x,y)<2 j+1rB )
 C
∑
j>0
min
{
1,
(
2rB
)2}
min
{
1,
(
22 jrB
)−k}
. (3.14)
A similar argument as in the proof of E12 shows that
E13 
(∑

∑
j>0
C min
{
1,
(
2rB
)2}
min
{
1,
(
22 jrB
)−k}
V (B)
1
2 ‖b‖L2
)2
 C
(∑
j>0
2− jk
( ∑
2rB>1
(
2rB
)−k + ∑
2rB1
(
2rB
)−k+2)
V (B)
1
2 ‖b‖L2
)2
 C
(
V (B)
1
2 ‖b‖L2
)2  Cr4B . (3.15)
Putting estimates of E11, E12 and E13 into (3.8), we obtain that ‖E1‖L2  C .
We now turn to estimate E2. We have
‖E2‖L2  2r−2B
√
2rB∫
rB
t
∥∥F (√L )(I − e−t2L)a∥∥L2 dt
 2r−2B
√
2rB∫
rB
t dt sup
t∈[rB ,
√
2rB ]
∥∥F (√L )(I − e−t2L)a∥∥L2
 C sup
t∈[rB ,
√
2rB ]
∥∥F (√L )(I − e−t2L)a∥∥L2 . (3.16)
Replacing B(xB , rB) by B(xB , t) where t ∈ [rB ,
√
2rB ], we can derive the estimate ‖E2‖L2  C by making use of the similar
argument as in the proof of the term E1, and we omit the details here. This proves (3.4), and the proof of Lemma 3.1 is
complete. 
4. Proof of Theorem 1.1
As a preamble to the proof of Theorem 1.1, we record a useful auxiliary result. For a proof, see Lemma 4.3, pp. 453–454
of [6].
Lemma4.1. Suppose that L satisﬁes (1.6) for some q0 ∈ [2,∞] and R > 0, k > 0. Then for any ε > 0, there exists a constant C = C(k, ε)
such that∫
X
∣∣KF (√L )(x, y)∣∣2(1+ Rd(x, y))2k dμ(x) CV (y, R−1)−1‖δR F‖2Wq0k+ε (4.1)
for all Borel functions F such that supp F ⊆ [R/4, R].
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Lemma 4.1,∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2(2 jrB<d(x,y)<2 j+1rB )

∥∥K
F(
√
L )(I−e−r2B L)(x, y)
(
1+ 2d(x, y))k∥∥L2 sup
x∈{2 j rB<d(x,y)<2 j+1rB }
(
1+ 2d(x, y))−k
 CV
(
y,2−
)− 12 ∥∥δ2(F(ξ)(1− e−r2Bξ2))∥∥Wq0k (1+ 22 jrB)−k.
By condition (1.7),
∥∥δ2(F(ξ)(1− e−r2Bξ2))∥∥Wq0k  C A0
(
inf
x∈X V
(
x,2−
))(1− 1q )
min
{
1,
(
2rB
)2}
.
Thus ∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2(2 jrB<d(x,y)<2 j+1rB )
 C A0
(
inf
x∈X V
(
x,2−
))( 12− 1q )
min
{
1,
(
2rB
)2}
min
{
1,
(
22 jrB
)−k}
. (4.2)
When q = 1, condition (1.7) implies that
‖φδR F‖Wq0k  A0, k > n/2.
It means that F is bounded. For a proof, see Theorem 1.1, pp. 183–190 of [14]. From Theorem 1.1 of [10], F (
√
L ) is bounded
from H1L (X) to L
1(X).
When q = 2, condition (1.6) implies that∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2  CV
(
y,2−
)−1/2‖δ2 F‖Lq0 .
From condition (1.7), we have that ‖δ2 F‖Lq0  A0(infx∈X V (x,2−))1/2. So for all , ‖KF(√L )(I−e−r2B L )(x, y)‖L2  C A0. Also
note that when q = 2, estimate (4.2) is just the estimate (3.3) in Lemma 3.1. By Lemma 3.1, F (√L ) is bounded from H1L (X)
to L2(X).
Finally, we prove the result for the case 1 < q < 2 using the interpolation method. We construct a family of multipliers
{Fz|z ∈ C, 0 Re z 1} as follows:
Fz(t) =
∑
j
η
(
2− jt
)(
inf
x∈X V
(
x,2− j
))(z−θ)/2(
I − 22 j d
2
dt2
)(z−θ)n/4[
F (t)φ
(
2− jt
)]
,
where η ∈ C∞0 such that η = 1 on support φ and support η ⊂ {1/5 t  5} and θ = 2(1− 1/q). When z = 1+ iy, we have
‖φδR F1+iy‖Wq0k1  C A0
(
1+ |y|)n/2( inf
x∈X V
(
x, R−1
))1/2
for some k1 > 0. When z = 0+ iy, we have
‖φδR Fiy‖Wq0k2  C A0
(
1+ |y|)n/2
for some k2 > n/2. Then F1+iy(
√
L ) is bounded from H1L (X) to L
2(X) and Fiy(
√
L ) is bounded from H1L (X) to L
1(X).
Applying the complex interpolation theorem, we obtain F (
√
L ) = Fθ (
√
L ) is bounded from H1L (X) to L
q(X). The proof of
Theorem 1.1 is complete. 
Corollary 4.2. Under assumptions of Theorem 1.1, we have the following results.
(i) F (
√
L ) is bounded from Lq
′
(X) to BMOL(X). In addition, there exists a constant C > 0 such that∥∥F (√L ) f ∥∥BMOL(X)  C A0‖ f ‖Lq′ (X); (4.3)
(ii) F (
√
L ) is bounded from Lp(X) to Ls(X) if 1p − 1s = 1− 1q and 1 < p < qq−1 . In addition, there exists a constant C > 0 such that∥∥F (√L ) f ∥∥Ls(X)  C A0‖ f ‖Lp(X). (4.4)
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∗ = BMOL(X). Thus by duality and (1.8), (4.3) holds. Then by interpolation, (4.4)
holds. 
5. Weighted Lp–Lq estimates
In this section, we study spectral multipliers as operators acting between weighted Lp spaces. We assume that (X,d,μ)
is a metric measure space such that the volume of balls satisfy the uniform bound
C1ρ
n  V (x,ρ) C2ρn (5.1)
for some C1,C2 > 0 and every x ∈ X and ρ > 0. In this setting our main result in this section can be described in the
following way.
Theorem 5.1. Assume that the space (X,d,μ) satisﬁes (5.1) and that L is a non-negative self-adjoint operator such that the corre-
sponding heat kernels satisfy Gaussian upper bounds (1.4). Fix some 1 q  2. Let k > n( 1q − 12 ) and r0 = max{ nqsq−n+nq ,1}. Assume
that L satisﬁes (1.6) and a continuous function F satisﬁes (1.7). Then the operator F (
√
L ) is bounded from Lp(ωp) to Ls(ωs) for all p,
s and ω satisfying r0 < p <
q
q−1 such that
1
p − 1s = 1− 1q and ω ∈ A1+1/r0−1/p ∩ RHs. In addition, there exists a constant C > 0 such
that ∥∥F (√L ) f ∥∥Ls(ωs)  C‖ f ‖Lp(ωp).
5.1. Muckenhoupt weights
First we review the deﬁnitions of Muckenhoupt classes of weights. We use the notation∮
B
h = 1
V (B)
∫
B
h(x)dμ(x)
and we often omit the measure and variable symbols of the integrand in writing integrals, unless it is needed to avoid
confusions.
A weight ω is a non-negative locally integrable function. We say that ω ∈ Ap , 1 < p < ∞, if there exists a constant C
such that for every ball B ,(∮
B
ω
)(∮
B
ω1−p′
)p−1
 C .
For p = 1, we say that ω ∈ A1 if there is a constant C such that Mω  Cω a.e. where M denotes the uncentered maximal
operator over balls, that is
Mω(x) = sup
Bx
∮
B
ω.
The reverse Hölder classes are deﬁned in the following way: ω ∈ RHq , 1 < q < ∞, if there is a constant C such that for
every ball B ,(∮
B
ωq
)1/q
 C
(∮
B
ω
)
.
The endpoint q = ∞ is given by the condition: ω ∈ RH∞ whenever, for any ball B ,
ω(x) C
∮
B
ω, for a.e. x ∈ B.
We sum up some properties of the Ap and RHq classes in the following lemma. For its proof, we refer it to [5,12].
Lemma 5.2.We have the following properties:
(i) A1 ⊂ Ap ⊂ Aq for 1 p  q < ∞;
(ii) RH∞ ⊂ RHq ⊂ RHp for 1 p  q∞;
(iii) If ω ∈ Ap,1 < p < ∞, then there exists 1 < q < p such that ω ∈ Aq;
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(v) If 1 q∞ and 1 s < ∞, then ω ∈ Aq ∩ RHs if and only if ωs ∈ As(q−a)+1 .
Deﬁne
Mα f (x) = sup 1
V (B)1− αn
∫
B
∣∣ f (y)∣∣dμ(y),
where the supremum is taken over all balls B that contain x.
As a preamble to the proof of Theorem 5.1, we record a useful result. For a proof, see Theorem 2.2 and Remark 2.3 of [3].
Lemma 5.3. Let 0 < α < n, 1  p0 < s0 < q0 ∞ such that 1/p0 − 1/s0 = α/n. Suppose that T is a sublinear operator bounded
from Lp0 to Ls0 and {Ar}r>0 is a family of operators acting from L∞c into Lp0 . Assume that(∮
B
∣∣T (I − Ar) f ∣∣s0 dμ(y)
)1/s0
 CMαp0
(| f |p0)(x)1/p0 , x ∈ B, (5.2)
and (∮
B
|TAr f |q0 dμ(y)
)1/q0
 CM
(|T f |s0)(x)1/s0 , x ∈ B, (5.3)
for all f ∈ L∞c and all balls B. Let p0 < p < q < q0 be such that 1/p − 1/q = α/n and ω ∈ A1+1/p0−1/p ∩ RHq(q0/q)′ . Then T is
bounded from Lp(ωp) to Lq(ωq). That is to say that there exists a constant C = C(p,n,ω,q0, s0) > 0 such that
‖T f ‖Lq(ωq)  C‖ f ‖Lp(ωp).
5.2. Proof of Theorem 1.2
We are going to apply Lemma 5.3 to the linear operator T = F (√L ). Take p0 > r0, q0 = ∞, 1/p0 − 1/s0 = 1 − 1/q,
α/n = 1− 1/q, r0 < p < qq−1 . From Corollary 4.2, T = F (
√
L ) maps Lp0 into Ls0 .
We take Ar = e−r2B L . From condition (1.4), we have that ‖K
e−r
2
B L
(x, y)‖L1  C and {Ar}r>0 = {e−r2B L}rB is uniformly
bounded on Lp0 . Thus {Ar}r>0 act from L∞c into Lp0 .
We ﬁrst prove condition (5.3). One can decompose T f as
T f =
∑
j1
(T f ) j, (T f ) j = T f · χU j(B),
where U j(B) = 2 j+1B/2 j B = U j when j  2 and U1(B) = 4B .
From Hölder’s inequality, it follows that for any x ∈ B ,∥∥T e−r2B L f ∥∥L∞(B) ∑
j1
sup
y∈B
∥∥K
e−r
2
B L
(z, y)
∥∥
Ls
′
0 (U j)
∥∥(T f ) j∥∥Ls0 (U j)

∑
j1
sup
y∈B
sup
z∈U j
∣∣K
e−r
2
B L
(z, y)
∣∣V (U j)1−1/s0V (U j)1/s0M(|T f |s0)(x)1/s0 .
By condition (1.4),
sup
y∈B
sup
z∈U j
∣∣K
e−r
2
B L
(z, y)
∣∣ Cr−nB e−(2 jrB )2/(cr2B ).
Hence for any x ∈ B ,∥∥T e−r2B L f ∥∥L∞(B)  C∑
j1
e−(2 j)2/c
(
2 j
)n
M
(|T f |s0)(x)1/s0
 CM
(|T f |s0)(x)1/s0 .
This veriﬁes condition (5.3).
Next we prove that (5.2) holds. We decompose f =∑ j1 f j as T f above. From Corollary 4.2 and the fact that (I−e−r2B L)
is bounded on Lp0 uniformly on rB , it follows that for any x ∈ B ,
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B
∣∣F (√L )(I − e−r2B L) f1∣∣s0 dμ(y)
)1/s0
 CV (B)−1/s0
(∫
X
∣∣(I − e−r2B L) f1∣∣p0 dμ(y)
)1/p0
 CV (B)−1/s0
(∫
X
| f1|p0 dμ(y)
)1/p0
 CMαp0
(| f |p0)(x)1/p0 .
Fix j  2. Let p1  2 and 1/p0 − 1/p1 = 1/2. Decompose F (
√
L ) =∑ F(√L ) as in Lemma 3.1. By Hölder’s inequality, we
have that for any x ∈ B ,(∮
B
∣∣F (√L )(I − e−r2B L) f j∣∣s0 dμ(y)
)1/s0
 C
∑

V (B)−1/p1
∥∥F(√L )(I − e−r2B L) f j∥∥Lp1 (B)
 C
∑

V (B)−1/p1
∥∥F(√L )(I − e−r2B L)∥∥Lp0 (U j)→Lp1 (B)‖ f j‖Lp0
 C
∑

V (B)−1/p1
∥∥F(√L )(I − e−r2B L)∥∥Lp0 (U j)→Lp1 (B)
× (2 jrB)−α(2 jrB) np0 Mαp0(| f |p0)(x)1/p0 . (5.4)
Let 1/p0 = θ/1+ (1− θ)/2 and 1/p1 = θ/2, that is, θ = 2(1/p0 − 1/2). By interpolation and duality,∥∥F(√L )(I − e−r2B L)∥∥Lp0 (U j)→Lp1 (B)

∥∥F(√L )(I − e−r2B L)∥∥1−θL2(U j)→L∞(B)∥∥F(√L )(I − e−r2B L)∥∥θL2(B)→L∞(U j). (5.5)
From the proof of Theorem 1.1, we know that under assumptions of Theorem 5.1, the estimate (4.2) holds. Hence∥∥F(√L )(I − e−r2B L)∥∥L2(U j)→L∞(B)  supy∈B
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2(U j)
 sup
y∈B
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2(2 j rB<d(x,y)<2 j+1rB )
 C2n(
1
q − 12 ) min
{
1,
(
2rB
)2}
min
{
1,
(
22 jrB
)−k}
(5.6)
and ∥∥F(√L )(I − e−r2B L)∥∥L2(B)→L∞(U j)  supy∈U j
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2(B)
 sup
y∈U j
∥∥K
F(
√
L )(I−e−r2B L)(x, y)
∥∥
L2(2 jrB<d(x,y)<2 j+1rB )
 C2n(
1
q − 12 ) min
{
1,
(
2rB
)2}
min
{
1,
(
22 jrB
)−k}
. (5.7)
By (5.4)–(5.7), it follows that for any x ∈ B ,(∮
B
∣∣F (√L )(I − e−r2B L) f j∣∣s0 dμ(y)
)1/s0
 C
(
2 j
)−k−α+n/p0 ∑

(
2rB
)n( 1q − 12 )−k min{1, (2rB)2}Mαp0(| f |p0)(x)1/p0
 C
(
2 j
)−k−n(1−1/q)+n/p0Mαp0(| f |p0)(x)1/p0 . (5.8)
From p0 > r0  nqsq−n+nq , it follows that for any x ∈ B ,(∮
B
∣∣F (√L )(I − e−r2B L) f ∣∣s0 dμ(y))1/s0

(∮ ∣∣F (√L )(I − e−r2B L) f1∣∣s0 dμ(y)
)1/s0
+
∑
j2
(∮ ∣∣F (√L )(I − e−r2B L) f j∣∣s0 dμ(y)
)1/s0B B
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(| f |p0)(x)1/p0 + C∑
j2
(
2 j
)−k−n(1−1/q)+n/p0Mαp0(| f |p0)(x)1/p0
 CMαp0
(| f |p0)(x)1/p0 .
This proves condition (5.2). It then follows from Lemma 5.3 that for all p > p0 > r0, the operator F (
√
L ) is bounded from
Lp(ωp) to Ls(ωs) provided that ω ∈ A1+1/p0−1/p ∩ RHs and 1p − 1s = 1− 1q . On the other hand, note that
A1+1/r0−1/p =
⋃
p0>r0
A1+1/p0−1/p .
This implies that for all p, s satisfying r0 < p <
q
q−1 such that
1
p − 1s = 1− 1q and ω ∈ A1+1/r0−1/p ∩ RHs , the operator F (
√
L )
is bounded from Lp(ωp) to Ls(ωs). 
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