Radius of convexity of certain classes of analytic functions  by Sokół, Janusz & Szynal, Anetta
J. Math. Anal. Appl. 344 (2008) 869–875
www.elsevier.com/locate/jmaa
Radius of convexity of certain classes of analytic functions
Janusz Sokół, Anetta Szynal ∗
Department of Mathematics, Rzeszów University of Technology, W. Pola 2, 35-959 Rzeszów, Poland
Received 8 October 2007
Available online 22 March 2008
Submitted by M. Putinar
Abstract
We consider the classes of analytic functions introduced recently by K.I. Noor which are defined by conditions joining ideas of
close-to-convex and of bounded boundary rotation functions. We investigate coefficients estimates and radii of convexity.
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1. Introduction
Let A denote the class of functions f of the form
f (z) = z +
∞∑
n=2
anz
n (1.1)
which are analytic in the unit disc U = {z ∈ C: |z| < 1} on the complex plane C. By S , K, S∗ and C we denote
the subclasses of A which consist of univalent, close-to-convex, starlike and convex functions, respectively. It is well
known that
C =
{
f ∈A: Re
[
1 + zf
′′(z)
f ′(z)
]
> 0, z ∈ U
}
,
S∗ =
{
f ∈A: Re
[
1 + zf
′(z)
f (z)
]
> 0, z ∈ U
}
,
K=
{
f ∈A: ∃β ∈ R ∃g ∈ C: Re
[
f ′(z)
eiβg′(z)
]
> 0, z ∈ U
}
.
There are many related classes of functions defined by variations on the theme of convex and starlike functions.
Carlson and Shaffer introduced in [1] the linear operator L(a, c) :A→A such that
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1∫
0
ta−2(1 − t)c−a−1f (tz)
B(a, c − a) dt, (1.2)
where B is the beta function, a ∈ C, c ∈ C \ {0,−1,−2,−3, . . .}.
If we modify the conditions in definitions of K, S∗, C by inserting L(a, c)f or L(a, c)g instead of f , g, then we
obtain new classes of functions considered recently in different ways by many authors.
Let us denote for λ ∈ [0,1], k  2,
P(λ) = {p: p is analytic in U, p(0) = 1, Rep(z) > λ for z ∈ U},
Pk(λ) =
{
p: ∃p1,p2 ∈P(λ): p(z) =
(
1
2
+ k
4
)
p1(z) +
(
1
2
− k
4
)
p2(z)
}
.
It is easy to see that P2(λ) = P(λ). The class Pk(0) was introduced by Pinchuk in [4] while he has extended the
concept of functions of bounded boundary rotation which were introduced by Loewner and Paatero. Pinchuk defined
Pk(0) in the following way
Pk(0) =
{
p(z) = 1
2
π∫
−π
1 + ze−it
1 − ze−it dμ(t):
π∫
−π
dμ(t) = 2,
π∫
−π
∣∣dμ(t)∣∣ k
}
, k  2.
It is easy to see that Pk(λ) = (1 − λ)Pk(0) + λ and P2(0) = P(0). For k > 2 functions in Pk(0) need not be with
the positive real part, Pinchuk showed that for pk ∈Pk(0),
1 − kr + r2
1 − r2  Re
[
pk(z)
]
 1 + kr + r
2
1 − r2 ,
where |z| = r < 1.
In this paper we consider the following classes of functions introduced by K.I. Noor in [2]
C(a, c) = {f ∈A: L(a, c)f ∈ C}, a ∈ C, c ∈ C \ {0,−1,−2,−3, . . .}, (1.3)
Kk(λ;a, c) =
{
f ∈A: ∃g ∈ C(a, c): [L(a, c)f ]
′
[L(a, c)g]′ ∈ Pk(λ)
}
, λ ∈ [0,1), k  2, (1.4)
Qα(k,λ;a, c) =
{
f ∈A: [(1 − α)f + αzf ′] ∈Kk(λ;a, c)}, λ ∈ [0,1), k  2, α  0. (1.5)
It is easy to see that K2(0;1,1) ⊂ K and if [L(a, c)f ]′ ∈ Pk(λ), then f ∈ Kk(λ;a, c). For k > 2 the class
Kk(λ;a, c) contains nonunivalent functions, for example z + z2 ∈K4(0;1,1) because
[z + z2]′
[z]′ =
3
2
(1 + z) − 1
2
(1 − z).
For brevity our investigation concerning coefficients of functions belonging to above classes we need to look on the
Carlson–Shaffer operator L(a, c) as on a convolution operator. The convolution, or Hadamard product, of two power
series
f (z) =
∞∑
n=1
anz
n and g(z) =
∞∑
n=1
bnz
n
convergent in U is the function h = f ∗ g with power series
h(z) =
∞∑
n=1
anbnz
n
convergent in U . This product is associative, commutative and distributive over addition and 11−z is an identity for it.
If f has the form (1.1), then we can write (1.2) as follows
L(a, c)f = z[ 2F1(1, a; c; z)] ∗ f (z) =
[
z +
∞∑ (a)n−1
(c)n−1
zn
]
∗ f (z) = z +
∞∑ (a)n−1
(c)n−1
anz
n, (1.6)
n=2 n=2
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2F1(a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n(1)n
zn
is the Gauss hypergeometric function and
(a)n =
{
1 for n = 0,
a(1 + a) · · · · · (a + n − 1) for n = 1,2,3, . . . ,
denotes the Pochhammer symbol. For a 	= 0 we have (a)n = (a+n)(a) , where  is the Gamma function.
Using the above notation we can rewrite (1.3)–(1.5) in the form (with the same restriction on a, c, k, α, λ)
C(a, c) =
{
f (z) =
∞∑
n=1
anz
n ∈A:
∞∑
n=1
(a)n−1
(c)n−1
anz
n ∈ C
}
, (1.7)
Kk(λ;a, c) =
{
f ∈A: ∃h ∈ C ∃pk ∈ Pk(λ): f (z) =
[ ∞∑
n=1
(c)n−1
n(a)n−1
zn
]
∗ [zh′(z)pk(z)]
}
, (1.8)
Qα(k,λ;a, c) =
{
f ∈A: ∃h ∈Kk(λ;a, c): f (z) =
[ ∞∑
n=1
zn
1 + α(n − 1)
]
∗ h(z)
}
. (1.9)
2. Coefficient estimates
Lemma 1. Let f be of the form (1.1). Then f ∈Qα(k,λ;a, c) if and only if
z +
∞∑
n=2
[
1 + α(n − 1)]anzn, z ∈ U, (2.1)
belongs to the class Kk(λ;a, c).
Proof. It follows directly from the definition (1.9) of the class Qα(k,λ;a, c). 
Corollary 1. Let α  0 and k(z) =∑∞n=1 zn1+α(n−1) , z ∈ U . Then we have
(i) Qα(k,λ;a, c) = k ∗Kk(λ;a, c),
(ii) Qα(k,λ;a, c) ⊂Kk(λ;a, c).
Proof. Lemma 1 follows (i). The function k ∈ C (see [5]) and the class Kk(λ;a, c) (see [2]) is closed under convolu-
tion with convex function, therefore from (i) we obtain (ii). 
Because for α > 0 we have
k(z) =
∞∑
n=1
( 1
α
)n−1
( 1
α
+ 1)n−1
zn = z 2F1
(
1,
1
α
; 1
α
+ 1; z
)
we can write (i) using the Carlson–Shaffer operator in the form
Qα(k,λ;a, c) =
{
Kk(λ;a, c) for α = 0,
L( 1
α
, 1
α
+ 1)Kk(λ;a, c) for α > 0.
Theorem 1. If f ∈Kk(λ;a, c) and f is of the form (1.1), then
|an| |(c)n−1||(a)n−1|
[
1 + k
2
(1 − λ)(n − 1)
]
(2.2)
for n = 1,2,3, . . . .
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to the class C of convex functions. Let us denote
L(a, c)g(z) = z +
∞∑
n=2
bnz
n (2.3)
and
[L(a, c)f (z)]′
[L(a, c)g(z)]′ = 1 +
∞∑
n=1
qnz
n ∈ Pk(λ). (2.4)
Equating coefficients of the power series in the relation (2.4) we find from (1.6) that
n
(a)n−1
(c)n−1
an = nbn + (n − 1)bn−1q1 + (n − 2)bn−2q2 + · · · + 2b2qn−2 + qn−1. (2.5)
It is well known that bounds of coefficients for the classes C andPk(λ) are |bn| 1, |qn| k(1−λ) for all n. Therefore
(2.5) implies
n
|(a)n−1|
|(c)n−1| |an| n +
[
(n − 1) + (n − 2) + · · · + 2 + 1]k(1 − λ) = n + n(n − 1)
2
k(1 − λ)
and thus (2.2) holds. 
Corollary 2. The range of every univalent function f ∈Kk(λ;a, c) contains the disc
|ω| < 2|a|
4|a| + |c|[2 + k(1 − λ)] . (2.6)
Proof. The Koebe one-quarter theorem asserts that each omitted value ω of the univalent function f of the form (1.1)
satisfies
|ω| (2 + |a2|)−1. (2.7)
Using (2.2) for n = 2 and (2.7) we obtain (2.6). 
Let us denote
p˜λ(z) = (1 − λ)1 + z1 − z + λ, z ∈ U. (2.8)
If λ ∈ [0,1), then p˜λ ∈ P(λ) and for k  2 the function
p˜k(z) =
(
1
2
+ k
4
)
p˜λ(z) +
(
1
2
− k
4
)
p˜λ(−z) = 1 + kz + z
2
1 − z2 (1 − λ) + λ
= 1 + k(1 − λ)
∞∑
n=1
z2n−1 + 2(1 − λ)
∞∑
n=1
z2n, z ∈ U, (2.9)
belongs to the class Pk(λ). From (1.8) with h(z) = z1−z ∈ C we obtain that
f˜k(z) =
[ ∞∑
n=1
(c)n−1
n(a)n−1
zn
]
∗ zp˜k(z)
(1 − z)2
=
[ ∞∑
n=1
(c)n−1
n(a)n−1
zn
]
∗ [z + [k(1 − λ) + 2]z2 + [2(1 − λ)(1 + k) + 3]z3 + · · ·]
= z + c[k(1 − λ) + 2]
2a
z2 + c(c + 1)[2(1 − λ)(1 + k) + 3]
3a(a + 1) z
3 + · · ·
= z +
∞∑
An(k)z
n, (2.10)n=2
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A2n+1(k) = (c)2n[(1 − λ)(2n
2 + n(1 + n)k) + 2n + 1]
(2n + 1)(a)2n ,
A2n(k) = (c)2n−1[(1 − λ)(kn
2 + 2n(n − 1)) + 2n]
2n(a)2n−1
belong to the class Kk(λ;a, c). This function shows that the estimation (2.2) is sharp for n = 2 and each k  2.
Moreover, if k = 2 the bound (2.2) is sharp for n = 1,2,3, . . . , in this case the equality in (2.2) is given by the
function
f˜2(z) =
∞∑
n=1
(c)n−1
n(a)n−1
∗ zp˜λ(z)
(1 − z)2 =
∞∑
n=1
(c)n−1
(a)n−1
[
1 + (1 − λ)(n − 1)]zn. (2.11)
For the class K2(0;1,1) the formula (2.2) gives |an|  n and the function (2.11) becomes the Koebe function
which coincides with the class of close-to-convex functions and K2(0;1,1) ⊂K.
Theorem 2. If f ∈Qα(k,λ;a, c) and f is of the form (1.1), then
|an| |(c)n−1||(a)n−1| ·
2 + k(1 − λ)(n − 1)
2 + 2α(n − 1) (2.12)
for n = 1,2,3, . . . .
Proof. It follows directly from (1.9) and (2.2). 
The bound (2.12) extends result of Noor [2] where n = 2, a > 0, c > 0. The function
F˜k(z) = k(z) ∗ f˜k(z)
shows that the bound (2.12) is sharp for n = 2 and each k  2. If k = 2 the bound (2.12) is sharp for n = 1,2,3, . . .
with extremal function
F˜2(z) = k(z) ∗ f˜2(z).
Conjecture. The coefficients of functions in Kk(λ;a, c) are dominated by corresponding coefficients of f˜k , see (2.10).
The coefficients of functions in Qα(k,λ;a, c) are dominated by suitable coefficients of F˜k .
A support to this conjecture is that coefficients of the “wedge mapping”
Vk(z) = 1
k
[(
1 + z
1 − z
)k/2
− 1
]
dominate suitable others in the class of functions of bounded boundary rotation and
1 + zV
′′
k (z)
V ′k(z)
= p˜k(z).
Corollary 3. The range of every univalent function f ∈Qα(k,λ;a, c) contains the disc
|ω| <
[
2 + |c||a| ·
2 + k(1 − λ)
2 + 2α
]−1
. (2.13)
Proof. The proof is similar to the proof of Corollary 2. 
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Lemma 2. (See [3].) If pk ∈ Pk(0) and if |z| = r < R0 = 12 (k −
√
k2 − 4 ), then
Re
[
zp′k(z)
pk(z)
]

⎧⎨
⎩
−r(k−4r+kr2)
(1−r2)(1−kr+r2) for k  4,
−2kr+(8−4k+k2)r2−2kr3
2(1−r2)(1−kr+r2) for 2 k  4.
However, the above inequality is sharp only for k  4.
Theorem 3. Let f ∈Kk(0;a, c) and k  4. Then L(a, c)f maps |z| < r0 onto a convex domain, where r0 is the least
positive root of the equation
r4 − 2r3(1 + k) + 2r2(3 + k) − 2r(1 + k) + 1 = 0. (3.1)
The above bound r0 is sharp. If f ∈ Kk(0;a, c) and k ∈ [2,4], then L(a, c)f maps |z| < r1 onto a convex domain,
where r1 is the least positive root of the equation
2r4 − 4r3(1 + k) + r2(12 + k2)− 4r(1 + k) + 2 = 0. (3.2)
However, the bound r1 is not sharp when 2 k < 4.
Proof. Since f ∈Kk(0;a, c), then[
L(a, c)f (z)
]′ = [L(a, c)g(z)]′pk(z), (3.3)
where L(a, c)g ∈ C and pk ∈ Pk(0). From (3.3) it follows that
Re
[
1 + z[L(a, c)f (z)]
′′
[L(a, c)f (z)]′
]
= Re
[
1 + z[L(a, c)g(z)]
′′
[L(a, c)g(z)]′
]
+ Re
[
zp′k(z)
pk(z)
]
. (3.4)
Therefore for k  4 by Lemma 2 we get
Re
[
1 + z[L(a, c)f (z)]
′′
[L(a, c)f (z)]′
]
 1 − r
1 + r −
r(k − 4r + kr2)
(1 − r2)(1 − kr + r2) ,
where |z| = r < R0 = 12 [k −
√
k2 − 4 ].
Hence, for |z| < R0, we have
Re
[
1 + z[L(a, c)f (z)]
′′
[L(a, c)f (z)]′
]
 (1 − r)
2(1 − kr + r2) − r(k − 4r + kr2)
(1 − r2)(1 − kr + r2) > 0
provided N(r) = (1 − r)2(1 − kr + r2) − r(k − 4r + kr2) > 0. We have N(0) = 1, N(R0) =
(2 − 14k2)(k −
√
k2 − 4 )2 < 0. Therefore L(a, c)f maps |z| < r0 onto a convex domain, where r0 is the least root of
the equation N(r) lying in (0,R0) and this gives (3.1).
For L(a, c)fˆ such that[
L(a, c)fˆ (z)
]′ = [L(a, c)gˆ(z)]′pˆk(z)
where
L(a, c)gˆ(z) = z
1 − z and pˆk(z) =
1 + kz + z2
1 − z2
we have
1 + z[L(a, c)fˆ (z)]
′′
[L(a, c)fˆ (z)]′ =
z4 − 2z3(1 + k) + 2z2(3 + k) − 2(1 + k) + 1
(1 − z2)(1 − kz + z2) = 0
for z = r0. Hence this result is sharp.
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√
k2 − 4 ), then by (3.4) and Lemma 2 we obtain
Re
[
1 + z[L(a, c)f (z)]
′′
[L(a, c)f (z)]′
]
 1 − r
1 + r −
2kr − (8 − 4k + k2)r2 + 2kr3
2(1 − r2)(1 − kr + r2)
= 2(1 − r)
2(1 − kr + r2) − 2kr + (8 − 4k + k2)r2 − 2kr3
2(1 − r2)(1 − kr + r2) > 0
provided M(r) = 2(1 − r)2(1 − kr + r2) − 2kr + (8 − 4k + k2)r2 − 2kr3 > 0. Because M(0) = 1 and M(R0) =
(2 − k − k2)(k − √k2 − 4 )2 < 0 we deduce that there exists r1 which is the least root of M(r) = 0 and we ob-
tain (3.2). 
For k = 2 we have N(r) = (r − 1)2(r2 − 4r + 1) and the least root of N(r) = 0 is r0 = 2 −
√
3 which is the sharp
estimate for the radius of convexity of the class of close-to-convex functions, we recall that K2(0;1,1) ⊂K.
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