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Abstract
In this paper, we derive representations of the best (affine) linear equivariant
estimators (BLEEs) of the location and scale parameters in the location,
scale, and location-scale set-ups. Furthermore, we show that the best linear
equivariant predictor (BLEP) with respect to standardized mean squared
error has a representation similar to the well known best linear unbiased
predictor (BLUP). By analogy with the BLUP which depends on the best
linear unbiased estimators (BLUEs) of the location and scale parameters, the
BLEP depends on the corresponding BLEEs. Finally, we establish a relation
between BLEEs based on the original sample X and the extended sample
X0. As a byproduct, the result shows that the BLEEs remain unchanged
when future observations are replaced by its BLEPs. The same property was
established earlier for BLUEs and BLUPs by Doganaksoy and Balakrishnan
(1997).
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1 Introduction
In this paper, we are concerned with best linear equivariant estima-
tion and prediction in location, scale, and location-scale families. Let X =
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(X1, . . . ,Xn)
′ be an observable n-dimensional random vector. Let the ran-
dom variable Y0 describe an (unknown) future observation. Based on an
observation of X, the outcome of Y0 shall be predicted. In the following,
we suppose that the joint distribution of X0 = (X1, . . . ,Xn, Y0)
′ is known
except for a location parameter µ ∈ R and a scale parameter ϑ > 0, i.e.,
the set of possible distributions of X0 is given by a location-scale family.
When we study the location set-up and the scale set-up, we set ϑ = 1 and
µ = 0, respectively, without any loss of generality. Furthermore, we assume
that the components of X0 have finite second moments. We then consider
(affine) linear estimators and predictors of the parameters and the unknown
observation Y0, respectively. Thus, we focus on statistics in the set
EL = {a′x+ b | a ∈ Rn, b ∈ R}.
Standardized squared error loss function is used throughout. The resulting
risk is given by standardized mean squared error. For instance, the risk of a
predictor π(X) for predicting Y0 is measured by
Rµ,ϑ(π) = ϑ
−2Eµ,ϑ(π(X) − Y0)2, (µ, ϑ) ∈ R× (0,∞).
Here, Eµ,ϑ refers to the expectation with respect to the distribution with
parameter (µ, ϑ). The expectation with respect to the standard element
(µ = 0, ϑ = 1) in the location-scale family will be abbreviated by E (= E0,1).
The same convention is applied to mean squared errors, variances, and co-
variances. Notice that the standardizing factor ϑ−2 in the risk function
is necessary to meet the assumptions of equivariant decision theory (cf.
Lehmann and Casella 1998 and Takada 1982; see also below). However,
optimality of a predictor (or estimator) is obviously not affected by this
factor.
Let 1I = (1, . . . , 1)′ be the n-dimensional vector of ones. Equivariance of
estimators is defined as follows.
Definition 1.1. 1. In the location set-up, an estimator δ of the lo-
cation parameter (or a predictor π of the future observation) is called
equivariant if δ(x+ d1I) = δ(x) + d for d ∈ R.
2. In the scale set-up, an estimator δ of the scale parameter (or a predic-
tor) is called equivariant if δ(cx) = cδ(x) for c > 0.
3. In the location-scale set-up, an estimator δ of the location parameter
(or a predictor) is called equivariant if δ(cx + d1I) = cδ(x) + d for
c > 0, d ∈ R. An estimator of the scale parameter is called equivariant
if δ(cx+ d1I) = cδ(x) for c > 0, d ∈ R.
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General information on equivariant estimation can be found in classic
books such as Ferguson (1967), Berger (1993), and Lehmann and Casella
(1998).
In the following, we derive representations of the best (affine) linear
equivariant estimators (BLEEs) of the location and scale parameters in the
three different set-ups, i.e., we find the linear equivariant estimator that
minimizes the respective standardized mean squared error. Notice that the
risk of equivariant estimators (and predictors) is independent of the param-
eters. The term invariance which is often used instead of equivariance in the
literature (see, for example, Nelson 2004 or Takada 1982) refers to this fact.
In particular, the BLEEs coincide with the best linear (risk-) invariant esti-
mators (BLIEs) obtained by Mann (1969), since every linear risk-invariant
estimator is also equivariant [cf. Bondesson 1979)].
Furthermore, we show that the best linear equivariant predictor (BLEP)
with respect to standardized mean squared error has a representation similar
to the well known best linear unbiased predictor (BLUP) given in Goldberger
(1962). By analogy with the BLUP which depends on the best linear un-
biased estimators (BLUEs) of the location and scale parameters, the BLEP
depends on the corresponding BLEEs.
Finally, we establish a relation between BLEEs based on the original
sample X and the extended sample X0. As a byproduct, the result shows
that the BLEEs remain unchanged when future observations are replaced
by its BLEPs. The same property was established earlier for BLUEs and
BLUPs by Doganaksoy and Balakrishnan (1997).
2 Representation of the BLEEs
Denote by α = (E(X1), . . . , E(Xn))
′ the mean vector and by V =
(Cov(Xi,Xj))1≤i,j≤n the variance-covariance matrix of X with respect to
the standard element in the scale and location-scale family, respectively. In
the following, we assume the matrix V to be regular. For instance, this
condition is satisfied if the distribution of X has a density with respect to
the n-dimensional Lebesgue measure. Notice that 1I′V −11I > 0 and that the
determinant
∆ = det((1I, α)′V (1I, α)) =
(
1I′V −11I
) (
α′V −1α
)− (1I′V −1α)2
satisfies ∆ ≥ 0, since the covariance matrix V is positive definite by assump-
tion. In fact, if 1I and α are linearly independent we have ∆ > 0.
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Furthermore, let L 2 denote the set of statistics δ : Rn → R with
E(δ2(X))
<∞. In order to derive representations of BLEEs and BLEPs, the following
general result for linear subspaces of L 2 turns out to be helpful. Its use
in the determination of uniformly minimum variance unbiased estimators is
well known, see Lehmann and Casella (1998).
Theorem 2.1. Let π0 ∈ L 2 and E be a linear subspace of L 2. More-
over, let φ : R → R be a (Borel) measurable function with E(φ2(Y )) < ∞.
Then, for
δ∗ ∈ {π0 + e | e ∈ E } = π0 + E , say,
the following properties are equivalent:
(i) E(δ∗(X) − φ(Y ))2 ≤ E(δ(X) − φ(Y ))2 for every δ ∈ π0 + E ,
(ii) E((δ∗(X)− φ(Y )) e(X)) = 0 for every e ∈ E .
If an element δ∗ ∈ π0+E exists satisfying (i) (or (ii)), then it is almost sure
unique.
2.1. Location family. The BLUE of the location parameter is given by
µ̂
(L)
LU(X) =
(
1I′V −11I
)−1 (
1I′V −1X − 1I′V −1α)
with V ar(µ̂
(L)
LU(X)) =
1
1I′V −11I
. We will show that this estimator coincides
with the corresponding BLEE. To illustrate the application of Theorem 2.1
in the present context, we apply it to prove this assertion. To begin with, let
π1 : R
n → R be the projection on the first component (i.e. π1(x1, . . . , xn) =
x1). Note that every unbiased affine linear estimator in the location set-
up is equivariant. Therefore, the set of all linear unbiased estimators of the
location parameter can be described by the set π0+E
(L)
LU , where π0 = π1−α1
denotes an unbiased equivariant estimator of µ and
E
(L)
LU = {δ ∈ EL | E(δ(X)) = 0 } ∩ E
(L)
LE
with the set
E
(L)
LE = {δ ∈ EL | δ(x+ d1I) = δ(x) for every d ∈ R}
of linear estimators which remain invariant under translations. Now, Theo-
rem 2.1 shows that the BLUE can be characterized by the property
E(µ̂
(L)
LU (X)e(X)) = 0, e ∈ E (L)LU . (2.1)
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Furthermore, again by Theorem 2.1, the BLEE µ̂
(L)
LE is characterized by the
property
E(µ̂
(L)
LE (X)e(X)) = 0, e ∈ E (L)LE ,
since the set of all linear equivariant estimators is given by π0 + E
(L)
LE . Con-
sequently, the claimed coincidence of BLUE and BLEE is immediately seen
as follows: Let e ∈ E (L)LE . Since e− E(e(X)) ∈ E (L)LU and E(µ̂(L)LU (X)) = 0, we
obtain from (2.1) that
E(µ̂
(L)
LU (X)e(X)) = E(µ̂
(L)
LU(X)(e(X) − E(e(X))) + E(µ̂(L)LU(X))E(e(X)) = 0.
Remark 2.1. In the general situation of uniformly minimum variance
unbiased estimators and minimum risk equivariant estimators, the coinci-
dence of both estimators in the location set-up is well-known; see, for exam-
ple, Lehmann and Casella (1998).
2.2 Scale family. The BLUE of ϑ in this case is given by the expression
ϑ̂
(S)
LU (X) =
α′V −1X
α′V −1α
which exists iff α 6= 0. The BLEE of ϑ is then as given in
the following theorem.
Theorem 2.2. The BLEE of ϑ is given by ϑ̂
(S)
LE (X) = α
′(V +αα′)−1X =
(1 + α′V −1α)−1α′V −1X. Its expectation and mean squared error are given
by Eϑ̂
(S)
LE (X) =
α′V −1α
1+α′V −1α
and MSE(ϑ̂
(S)
LE (X)) =
1
1+α′V −1α
, respectively.
Proof. The BLEE can be obtained from the (unconstrained) optimiza-
tion problem
MSE(β′X) = E(β′X − 1)2 = β′V β + (β′α)2 − 2β′α+ 1 −→ min
β∈Rn
.
Consequently, a possible minimum is obtained as solution of the equation
2β′V + 2βαα′ − 2α′ = 0.
The unique solution of this equation is β = α(V + αα′)−1. Notice that the
Hessian is given by the positive definite matrix 2(V + αα′), so the solution
is a global minimum. Since (see Christensen 2002, Proposition 13.5.1).
(V + αα′)−1 = V −1 − V −1α(1 + α′V −1α)−1α′V −1,
the claimed representation follows. The representation of the expectation
follows by direct calculation. The mean squared error can be easily derived
by considering the linear space
E
(S)
LE = {δ ∈ EL | δ(cx) = cδ(x) for every c > 0} .
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Since ϑ̂
(S)
LE ∈ E (S)LE , Theorem 2.1 yields E((ϑ̂(S)LE − 1)ϑ̂(S)LE ) = 0. In particular,
MSE(ϑ̂
(S)
LE (X)) = −E(ϑ̂(S)LE − 1) =
1
1 + α′V −1α
.
This completes the proof. 2
Remark 2.2. It should be noted that, in contrast to the BLUE, the
BLEE of ϑ exists in any case (provided that V is a regular matrix). In
the case α = 0, the BLEE simply becomes 0 rendering it to be useless for
random variables X1, . . . ,Xn with mean 0. In order to eradicate this un-
desirable property, it is possible to consider non-negative functions of the
random variables. For instance, in the case of random variables from a nor-
mal distribution with mean 0 and unknown variance ϑ2, the absolute values
|X1|, . . . , |Xn| can be used instead of the original sample. The resulting
BLEE is then given by
ϑ̂
(S)
LE (X) =
√
2π
2π − 1 + n
n∑
i=1
|Xi|
with
Eϑ̂
(S)
LE (X) =
n
2π − 1 + n, MSE(ϑ̂
(S)
LE (X)) =
2π − 1
2π − 1 + n.
It still has to be mentioned that the BLEE need not be non-negative in
general. In Remark 2.4, sufficient conditions for the non-negativity of the
BLEE based on order statistics are given.
2.3 Location-scale family. In the location-scale setting, both parameters
can be estimated unbiasedly with linear estimators iff the matrix (1I, α) has
rank 2 (see Christensen 2002) or, equivalently, ∆ > 0 holds. If ∆ > 0, then
the BLUEs of the location and scale parameters are given by (see Llyod
1952; see also Balakrishnan and Cohen 1991, Magnus and Neudecker 1999,
David and Nagaraja 2003)
µ̂LU(X) =
1
∆
[(
α′V −1α
) (
1I′V −1X
)− (1I′V −1α) (α′V −1X)] ,
ϑ̂LU(X) =
1
∆
[(
1I′V −11I
) (
α′V −1X
) − (1I′V −1α) (1I′V −1X)] .
The variances and covariance of these estimators are given by
V ar(µ̂LU(X)) =
α′V −1α
∆
, V ar(ϑ̂LU(X)) =
1I′V −11I
∆
,
Cov(µ̂LU(X), ϑ̂LU(X)) = −1I
′V −1α
∆
.
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In the following theorem similar representations for the BLEEs are given.
To simplify the notation, we set ∆ + 1I′V −11I = ∆1. Note that ∆1 > 0 by
assumption.
Theorem 2.3. The BLEEs of the location and scale parameters are
given by
µ̂
(LS)
LE (X) =
1
∆1
[(
α′V −1α+ 1
) (
1I′V −1X
) − (1I′V −1α) (α′V −1X)] ,
ϑ̂
(LS)
LE (X) =
1
∆1
[(
1I′V −11I
) (
α′V −1X
) − (1I′V −1α) (1I′V −1X)]
with
E(µ̂
(LS)
LE (X)) =
1I′V −1α
∆1
, E(ϑ̂
(LS)
LE (X)) =
∆
∆1
,
MSE(µ̂
(LS)
LE (X)) =
α′V −1α+ 1
∆1
, MSE(ϑ̂
(LS)
LE (X)) =
1I′V −11I
∆1
,
E(µ̂
(LS)
LE (X)(ϑ̂
(LS)
LE (X)− 1)) = −
1I′V −1α
∆1
. (2.2)
Proof. We give a direct derivation with the method of Lagrange mul-
tipliers (alternatively, the expressions can be validated by considering the
linear space
E
(LS)
LE = {δ ∈ EL | δ(cx + d1I) = cδ(x) for c > 0, d ∈ R} (2.3)
and applying Theorem 2.1). First, we treat estimation of the location pa-
rameter. Let β′1X+c1 be an affine linear estimator with β1 ∈ Rn and c1 ∈ R.
Due to the equivariance assumption in the location case, β′11I = 1 and c1 = 0
must hold. Consequently, we have to minimize
MSE(β′1X) = E((β
′
1X)
2) = β′1V β1 + (β
′
1α)
2
with respect to β1, given the constraint β
′
11I = 1. In order to solve this
optimization problem, we define the Lagrangian function ψ1 via
ψ1(β1) = β
′
1V β1 + (β
′
1α)
2 + λ1(β
′
11I− 1)
with Lagrange multiplier λ1 ∈ R. After differentiating the Lagrangian func-
tion, the optimal choice of coefficients is obtained as solution of the equation
grad ψ1(β1) = 2β
′
1V + 2β
′
1αα
′ + λ11I
′ = 0
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which can be rewritten as
β′1 = −β′1αα′V −1 −
λ1
2
1I′V −1. (2.4)
Multiplying (2.4) by α yields
β′1α = −
λ1
2
1I′V −1α
1 + α′V −1α
. (2.5)
After multiplying (2.4) by 1I and exploiting the constraint β′11I = 1, we obtain
1 = −β′1αα′V −11I−
λ1
2
1I′V −11I. (2.6)
Using (2.5) in (2.6) and simplifying, we obtain
−λ1
2
=
1 + α′V −1α
∆1
(2.7)
which, when combined with (2.5), yields
β′1α =
1I′V −1α
∆1
. (2.8)
By inserting (2.7) and (2.8) into (2.4), we arrive at the claimed expression
of the BLEE of the location parameter. Notice that the Hessian is given by
2(V + αα′), and so we indeed obtained a minimum. We turn now to the
estimation of the scale parameter. In this case, an affine linear estimator
β′2X + c2 with β2 ∈ Rn and c2 ∈ R is equivariant iff β′21I = 0 and c2 = 0.
Since we want to find a minimum of the mean squared error
MSE(β′2X) = E((β
′
2X − 1)2) = β′2V β2 + (β′2α)2 − 2β′2α+ 1
with respect to β2 under the constraint β
′
21I = 0, we consider the Lagrangian
function ψ2 defined by
ψ2(β2) = β
′
2V β2 + (β
′
2α)
2 − 2β′2α+ 1 + λ2β′21I
with Lagrange multiplier λ2 ∈ R. The minimum is obtained as solution of
the equation
grad ψ2(β2) = 2β
′
2V + 2β
′
2αα
′ − 2α′ + λ21I′ = 0
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which is equivalent to
β′2 = −β′2αα′V −1 + α′V −1 −
λ2
2
1I′V −1. (2.9)
After multiplying (2.9) by α, we get
β′2α =
α′V −1α
1 + α′V −1α
− λ2
2
1I′V −1α
1 + α′V −1α
. (2.10)
By multiplying (2.9) by 1I and utilizing β′21I = 0, we arrive at
0 = −β′2αα′V −11I + α′V −11I−
λ2
2
1I′V −11I. (2.11)
Combining (2.11) with (2.10), we obtain after some calculations that
λ2
2
=
α′V −11I
∆1
and β′2α =
∆
∆1
. (2.12)
Thus, the second expression in the theorem follows by using (2.12) in (2.9).
Derivation of the other expressions is straightforward. Expression (2.2) can
be immediately derived via Theorem 2.1, Since ϑ̂
(LS)
LE ∈ E (LS)LE and therefore
E(µ̂
(LS)
LE (X) ϑ̂
(LS)
LE (X)) = 0.
Remark 2.3. In contrast to the BLUEs, the BLEEs exists even when
∆ = 0. However, in this case, one can find some c ∈ R such that c1I = α. In
particular,
µ̂
(LS)
LE (X) =
1I′V −1X
1I′V −11I
, ϑ̂
(LS)
LE (X) ≡ 0.
If ∆ > 0, then the BLEEs can be also derived from the BLUEs (and vice
versa) by exploiting a general relation between these two estimators (cf.
Bondesson 1979).
Remark 2.4. The undesirable situation ∆ = 0 in the preceding remark
occurs, for instance, when X1, . . . ,Xn are iid random variables with cumu-
lative distribution function F , say. Then, the BLEE is simply 0 rendering
it to be useless for estimating the scale parameter. Therefore, we consider
applying the order statistics X1:n, . . . ,Xn:n instead of the original sample in
this particular case. From the corresponding results for BLUEs established
by Balakrishnan and Papadatos (2002), it follows that the resulting BLEE
is different from 0 if F is non-degenerate and n ≥ 2. However, even under
this setting, it is not known whether the BLEE is either non-negative with
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probability 1 in general or attains negative values with positive probability
for some particular distributions. Arnold et al. (1992) raised this question
for BLUEs based on order statistics from general location-scale families.
There exist partial results on this topic. Bai et al. ( 1997) (cf. also Sarkadi
1985) show that for F with log-concave density f , the BLUE based on order
statistics is non-negative with probability 1. Many commonly used distribu-
tions have log-concave densities, such as normal, exponential, Weibull (with
shape parameter ≤ 1), gamma (with shape parameter ≤ 1), and logistic
distributions. Balakrishnan and Papadatos (2002) emphasize that negative
correlation of the spacings Xr:n−Xr−1:n, 2 ≤ r ≤ n, is already sufficient for
non-negativity of the BLUE. Notice that Bai et al. (1997) have shown that
for log-concave f the spacings of order statistics are negatively correlated.
In fact, it follows from their approach that the log-concavity assumption of f
can be weakened to distributions that have increasing hazard rate as well as
decreasing reversed hazard rate (cf. Burkschat 2009). Since the BLUE and
the BLEE for the scale parameter differ only by a positive factor if ∆ > 0,
the previous assertions concerning the non-negativity of BLUE are also valid
for BLEE.
We point out that similar remarks apply to the scale family setting of
Section 2.2. By arguing analogously to the location-scale setting it can be
shown that the BLEE in Theorem 2.3 based on order statistics X1:n, . . . ,Xn:n
is non-negative if the spacings Xr:n −Xr−1:n, 1 ≤ r ≤ n, with X0:n := 0 are
negatively correlated and the support of F is contained in the non-negative
real numbers. Moreover, negative correlation of these spacings is satisfied if
the above conditions are fulfilled.
Remark 2.5. Using Theorem 2.1, it can be shown that the BLEEs
µ̂
(LS)
LE and ϑ̂
(LS)
LE minimize the mean squared error matrix with respect to
the Loewner ordering, that is, for arbitrary linear equivariant estimators
µ˜
(LS)
LE and ϑ˜
(LS)
LE of the location and scale parameter, the mean squared error
matrices have the following property:
MSE
(
µ˜
(LS)
LE
ϑ˜
(LS)
LE
)
−MSE
(
µ̂
(LS)
LE
ϑ̂
(LS)
LE
)
is non-negative definite. (2.13)
This can be shown as follows: Notice that an estimator δ of a linear com-
bination aµ + bϑ (a, b ∈ R, a 6= 0 or b 6= 0) of both parameters is called
equivariant if δ(cx + d) = cδ(x) + ad for c > 0, d ∈ R (see Bondesson 1979).
The set of all linear equivariant estimators of aµ+ bϑ is given by aπ1+E
(LS)
LE
(cf. (2.3)). Therefore, according to Theorem 2.1, the BLEE of aµ + bϑ is
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given by aµ̂
(LS)
LE (X) + bϑ̂
(LS)
LE (X), since
E((aµ̂
(LS)
LE (X) + bϑ̂
(LS)
LE (X) − b)e(X))
= aE(µ̂
(LS)
LE (X)e(X)) + bE((µ̂
(LS)
LE (X)− 1)e(X)) = 0
for every e ∈ E (LS)LE . Thus, we obtain for every ν ∈ R2 that
ν ′MSE
(
µ̂
(LS)
LE
ϑ̂
(LS)
LE
)
ν = ν ′E
(
µ̂
(LS)
LE
ϑ̂
(LS)
LE − 1
)(
µ̂
(LS)
LE
ϑ̂
(LS)
LE − 1
)′
ν =MSE
(
ν ′
(
µ̂
(LS)
LE
ϑ̂
(LS)
LE
))
≤MSE
(
ν ′
(
µ˜
(LS)
LE
ϑ˜
(LS)
LE
))
= ν ′MSE
µ˜
(LS)
LE
ϑ˜
(LS)
LE
 ν.
Assertion (2.13) is an immediate consequence of this result. We point out
that an analogous property of covariance matrices of BLUEs was established
earlier by Balakrishnan and Rao (1997).
Finally, we give a relation between the estimators in the two-dimensional
set-up and the ones in the one-dimensional set-up. Hudson (1968) gave
an analogous result for BLUEs. Since the proof follows easily from the
expressions given above, it is not presented here for conciseness.
Corollary 2.1. Let µ̂
(LS)
LE and ϑ̂
(LS)
LE denote the BLEEs in the location-
scale set-up.
1. The BLEE in the location set-up can be expressed as
µ̂
(L)
LE = µ̂
(LS)
LE − (ϑ̂
(LS)
LE − 1)
E(µ̂
(LS)
LE (ϑ̂
(LS)
LE − 1))
MSE(ϑ̂
(LS)
LE )
with mean squared error
MSE(µ̂
(L)
LE ) =MSE(µ̂
(LS)
LE )−
(E(µ̂
(LS)
LE (ϑ̂
(LS)
LE − 1)))2
MSE(ϑ̂
(LS)
LE )
.
2. The BLEE in the scale set-up can be expressed as
ϑ̂
(L)
LE = ϑ̂
(LS)
LE − µ̂
(LS)
LE
E(µ̂
(LS)
LE (ϑ̂
(LS)
LE − 1))
MSE(µ̂
(LS)
LE )
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with mean squared error
MSE(ϑ̂
(L)
LE ) =MSE(ϑ̂
(LS)
LE )−
(E(µ̂
(LS)
LE (ϑ̂
(LS)
LE − 1)))2
MSE(µ̂
(LS)
LE )
.
3 Representation of the BLEP
In this section, we give representations of the BLEPs in the three set-ups.
The predictors can be derived by utilizing Theorem 2.1. Since the derivations
are similar, we restrict ourselves to location-scale families and mention the
corresponding results for the one-dimensional set-ups only briefly at the end
of this section.
In the location-scale set-up, we consider the following linear space of
linear functions:
E
(LS)
LE = {δ ∈ EL | δ(cx+ d1I) = cδ(x) for c > 0, d ∈ R} .
It coincides with the set of linear equivariant estimators of the scale param-
eter with finite risk. Moreover, π1 + ELSE coincides with the set of linear
equivariant estimators (or predictors) of the location parameter with finite
risk. Therefore, the BLEEs can be characterized by the properties (see The-
orem 2.1.)
E(µ̂LE(X) e(X)) = 0, E((ϑ̂LE(X) − 1) e(X)) = 0 (3.1)
for every e ∈ E (LS)LE . These properties turn out to be quite helpful in deriving
the BLEP.
Recall that for ∆ > 0, the linear unbiased predictor of Y0 which mini-
mizes (standardized) mean squared error, the best linear unbiased predictor
(BLUP), is given by (see Goldberger 1962 or Christensen 2002).
π̂
(LS)
LU (X) = µ̂
(LS)
LU (X)+αY0 ϑ̂
(LS)
LU (X)+̟
′V −1
(
X − µ̂(LS)LU (X) 1I− ϑ̂(LS)LU (X)α
)
,
where µ̂
(LS)
LU (X) and ϑ̂
(LS)
LU (X) are the BLUEs of the location and scale pa-
rameters, respectively.
The following theorem shows that the representation of the BLEP is
identical to the BLUP except for the fact that the BLUEs are replaced by
the BLEEs. Let αY0 = E(Y0), ν0 = V ar(Y0), and ̟=(Cov(X1, Y0),
. . . ,Cov(Xn, Y0))
′.
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Theorem 3.1. The BLEP of Y0 in the location-scale set-up is given by
π̂
(LS)
LE (X) = µ̂
(LS)
LE (X) + αY0 ϑ̂
(LS)
LE (X)
+ ̟′V −1
(
X − µ̂(LS)LE (X) 1I− ϑ̂
(LS)
LE (X)α
)
. (3.2)
Its expectation and mean squared error are given, respectively, by
E( π̂
(LS)
LE (X)) = αY0 −
1I′V −11I
∆ + 1I′V −11I
(
αY0 −̟′V −1α
)
+
1I′V −1α
∆+ 1I′V −11I
(
1−̟′V −11I) ,
MSE ( π̂
(LS)
LE (X)) =
α′V −1α+ 1
∆+ 1I′V −11I
(1−̟′V −11I)2 + 1I
′V −11I
∆ + 1I′V −11I
(αY0 −̟′V −1α)2
− 2 1I
′V −1α
∆+ 1I′V −11I
(1−̟′V −11I)(αY0 −̟′V −1α)−̟′V −1̟ + ν0.
Proof. First,
π̂
(LS)
LE (X)− Y0 = ̟′V −1(X − α) + αY0
− Y0 + (1−̟V −11I) µ̂(LS)LE (X)
+ (αY0 −̟V −1α) (ϑ̂(LS)LE (X)− 1).
follows from a rearrangement of (3.2). Since µ̂
(LS)
LE and ϑ̂
(LS)
LE satisfy (3.1), we
obtain
E((π̂
(LS)
LE (X)− Y0) e(X)) = E((̟′V −1(X − α) + αY0 − Y0) e(X)). (3.3)
From Christensen (2002), it is known that π̂L(X) = ̟
′V −1(X − α) + αY0
is the best linear predictor (BLP) of Y0 with respect to the set of all affine
linear functions, that is, π̂L fulfills conditions (i) and (ii) of Theorem 2.1 with
φ = id, π0 ≡ 0 and E = EL. Because of E (LS)LE ⊂ EL, the expectation on the
right hand side of (3.3) vanishes which implies that π̂
(LS)
LE (X) is the BLEP.
Subsequently, we consider only the the mean squared error, since the
calculation of the expectation of the predictor is straightforward. Due to
the fact that
(1−̟V −11I) µ̂(LS)LE (X) + (αY0 −̟V −1α) (ϑ̂(LS)LE (X) − 1) ∈ EL,
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we conclude
E
(
(π̂L(X)− Y0)
{
(1−̟V −11I) µ̂(LS)LE (X)
+(αY0 −̟V −1α) (ϑ̂(LS)LE (X) − 1)
})
= 0.
Hence, the mean squared error is given by
MSE(π̂
(LS)
LE (X)) = E (π̂L(X)− Y0)2
+ E((1 −̟V −11I) µ̂(LS)LE (X)
+ (αY0 −̟V −1α) (ϑ̂(LS)LE (X)− 1))2.
Utilizing Theorem 2.5 and the fact that
E(π̂L(X)− Y0)2
= E(̟′V −1(X − α) + αY0 − Y0)2 = V ar(̟′V −1(X − α) + αY0 − Y0)
= Cov(̟′V −1X − Y0,̟′V −1X − Y0) = −̟′V −1̟ + V ar(Y0),
the above expressions for the expectation and mean squared error follow. 2
Remark 3.1. As in the case of estimators, a relation between BLUPs
and BLEPs has been established by Takada (1981). If ∆ > 0, then the BLEP
can be determined from the BLUP and the BLUE of the scale parameter.
In the particular case when ∆ = 0 the BLEP simplifies considerably and is
given by
π̂
(LS)
LE (X) = (1−̟′V −11I)
1I′V −1X
1I′V −11I
+̟′V −1X.
In a similar manner, it can be shown that in the one-dimensional set-ups
also the BLEP is obtained from the BLUP by replacing the BLUEs with
the BLEEs. In particular, the BLUP and the BLEP coincide in the location
set-up.
Theorem 3.2. The BLEP (and the BLUP) of Y0 in the location set-up
is given by
π̂
(L)
LE (X) = µ̂
(L)
LE (X) + αY0 +̟
′V −1
(
X − µ̂(L)LE (X) 1I− α
)
,
and its mean squared error is given by
MSE ( π̂
(L)
LE (X)) =
(1−̟′V −11I)2
1I′V −11I
−̟′V −1̟ + ν0.
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The BLUP of Y0 in the scale set-up can be shown to be
π̂
(S)
LU (X) = αY0ϑ̂
(S)
LU (X) +̟
′V −1(X − ϑ̂(S)LU (X)α)
(see, e.g., Goldberger 1962 or Christensen 2002).
Theorem 3.3. The BLEP of Y0 in the scale set-up is given by
π̂
(S)
LE (X) = αY0ϑ̂
(S)
LE (X)+̟
′V −1(X− ϑ̂(S)LE (X)α) = (αY0α+̟)′(V +αα′)−1X.
Moreover,
Eπ̂
(S)
LE (X) =
(αY0α+̟)
′V −1α
1 + α′V −1α
= αY0 −
αY0 −̟′V −1α
1 + α′V −1α
,
MSE ( π̂
(S)
LE (X)) = ν0 + α
2
Y0
− (αY0α+̟)′(V + αα′)−1(αY0α+̟)
=
(αY0 −̟′V −1α)2
1 + α′V −1α
−̟′V −1̟ + ν0.
Remark 3.2. The first representation of the mean squared error can
be shown be utilizing the second expression of the predictor and exploiting
π̂
(S)
LE ∈ E (S)LE . The latter fact implies E(( π̂(S)LE (X) − Y0)π̂(S)LE (X)) = 0 and
consequently
MSE ( π̂
(S)
LE (X)) = E( π̂
(S)
LE (X)− Y0)2 = ν0 + α2Y0 − E( π̂
(S)
LE (X)Y0).
Observe that in this case the mean squared error can be expressed in the
form
MSE ( π̂
(S)
LE (X)) = EY
2
0 − E(Y0X)′(EXX ′)−1E(Y0X).
4 BLEEs in Extended Samples and the Relation to the BLEP
Doganaksoy and Balakrishnan (1997) established, by exploiting a result
of Christensen et al. (1992), that the BLUEs of the location and scale
parameters remain unchanged if predicted values are used as observed values
in the estimation process. In this section, we establish the same property
between BLEEs and BLEPs. First, we introduce some notation:
X = (X1, . . . ,Xn)
′ ∈ Rn, X0 = (X1, . . . ,Xn, Y0)′ ∈ Rn+1,
α = EX ∈ Rn, α0 = EX0 = (α′, αY0)′ ∈ Rn+1,
V = Cov(X) ∈ Rn×n, ̟ = Cov(X,Y0) ∈ Rn, ν0 = V ar(Y0)
V0 = Cov(X0) =
[
V ̟
̟′ ν0
]
∈ R(n+1)×(n+1)
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From the results established in the preceding sections, nothing needs to be
shown in the location set-up, and so we consider here only the scale and
location-scale situations.
4.1. Scale family.
Theorem 4.1. Let δ = αY0α + ̟, σ = ν0 + α
2
Y0
− δ′(V + αα′)−1δ.
Moreover, let ϑ̂
(S)
LE (X) denote the BLEE based on X = (X1, . . . ,Xn)
′ and
ϑ̂
(S)
LE (X0) similarly the BLEE based on X0 = (X1, . . . ,Xn, Y0)
′. Then,
ϑ̂
(S)
LE (X0) = ϑ̂
(S)
LE (X) +
αY0 − α′(V + αα′)−1δ
σ
(Y0 − π̂(S)LE (X)).
If π̂
(S)
LE (X) is unbiased, i.e., π̂
(S)
LE (X) = π̂
(S)
LU (X), then ϑ̂
(S)
LE (X0) = ϑ̂
(S)
LE (X).
Moreover,
ϑ̂
(S)
LE (X0) = ϑ̂
(S)
LE (X) ⇐⇒ Y0 = π̂(S)LE (X).
Proof. Let Σ = (V + αα′)−1. Then, ϑ̂
(S)
LE (X) = α
′ΣX and π̂
(S)
LE (X) =
δ′ΣX. The inverse of the matrix
V0 + α0α
′
0 =
[
Σ−1 δ
δ′ ν0 + α
2
Y0
]
is given by
(V0 + α0α
′
0)
−1 =
1
σ
[
σΣ+ Σδδ′Σ −Σδ
−δ′Σ 1
]
,
where σ = det(V0 + α0α
′
0) > 0. So,
ϑ̂
(S)
LE (X0) = α
′
0(V0 + α0α
′
0)
−1X0
=
1
σ
[σα′Σ+ α′Σδδ′Σ− αY0δ′Σ,−α′Σδ + αY0]
[
X
Y0
]
= α′ΣX +
αY0 − α′Σδ
σ
(Y0 − δ′ΣX)
= ϑ̂
(S)
LE (X) +
αY0 − α′(V + αα′)−1δ
σ
(Y0 − π̂(S)LE (X)).
This yields the required representation. The last part of the theorem follows
readily from the identity
αY0 − α′Σδ = EY0 −Eπ̂(S)LE (X).
2
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Remark 4.1. Note that π̂
(S)
LE (X) is unbiased iff α0 = ̟
′V −1α.
4.2. Location-scale family. Here, we use the following notation (see
Doganaksoy and Balakrishnan 1997). Let
B0 =
[
B
b0
]
∈ R(n+1)×2, B = (1I, α) ∈ Rn×2, b0 = (1, αY0) ∈ R1×2,
b˜0 = b0 −̟′V −1B ∈ R1×2, Y˜0 = Y0 −̟′V −1X,
s0 = ν0 −̟′V −1̟ ∈ R, h˜0 = b˜0(B′0V −10 B0)−1b˜′0 ∈ R.
Theorem 4.2. Let β̂(X) = (µ̂
(LS)
LE (X), ϑ̂
(LS)
LE (X))
′ denote the vector of
BLEEs based on X = (X1, . . . ,Xn)
′ and β̂(X0) similarly the vector of BLEEs
based on X0 = (X1, . . . ,Xn, Y0)
′. Then,
β̂(X0) = β̂(X) + (B
′
0V
−1
0 B0)
−1b˜′0(Y˜0 − b˜0β̂(X0))/(s0 − h˜0).
In particular,
β̂(X0) = β̂(X) ⇐⇒ Y0 = π̂(LS)LE (X).
Proof. From Theorem 2.3, we have
β̂(X) =
1
∆ + 1I′V −11I
(
α′V −1α+ 1 −1I′V −1α
−1I′V −1α 1I′V −11I
)
B′V −1X
=
(
1I′V −11I 1I′V −1α
1I′V −1α α′V −1α+ 1
)−1
B′V −1X (4.1)
and a similar representations holds for β̂(X0) as well. Since(
1I′V −11I 1I′V −1α
1I′V −1α α′V −1α+ 1
)
=
(
1I′V −11I 1I′V −1α
1I′V −1α α′V −1α
)
+
(
0 0
0 1
)
= B′V B +
(
0 0
0 1
)
,
we obtain from Proposition 2.1 of Christensen et al. (1992) that
(
1I′V −11I 1I′V −1α
1I′V −1α α′V −1α+ 1
)
=
(
1I′V −10 1I 1I
′V −10 α0
1I′V −10 α0 α
′
0V
−1
0 α0 + 1
)
− b˜0b˜
′
0
s0
.
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Applying Proposition 13.5.1 of Christensen (2002), we then obtain
(
1I′V −11I 1I′V −1α
1I′V −1α α′V −1α+ 1
)−1
=
(
1I′V −10 1I 1I
′V −10 α0
1I′V −10 α0 α
′
0V
−1
0 α0 + 1
)−1
− 1
s0 − h˜0
(
1I′V −10 1I 1I
′V −10 α0
1I′V −10 α0 α
′
0V
−1
0 α0 + 1
)−1
b˜0b˜
′
0
(
1I′V −10 1I 1I
′V −10 α0
1I′V −10 α0 α
′
0V
−1
0 α0 + 1
)−1
.
(4.2)
Moreover, Proposition 2.3 of Christensen (1992) yields
B′V −1X = B′0V
−1
0 X0 −
b˜0Y˜0
s0
. (4.3)
Upon using (4.2) and (4.3) in (4.1), we obtain the required representation
by following the same lines as in the proof of Proposition 3 of Christensen
et al. (1992).
Remark 4.2. The equivalence in the last theorem also holds if b˜0 = 0,
i.e.,
1−̟′V −11I = 0, αY0 −̟′V −1α = 0.
Given this condition, the BLEP in the location-scale set-up is unbiased.
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