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a b s t r a c t
This paper characterizes (P,Q , η)-reflexive matrices, showing that a (P,Q , η)-reflexive
matrix can be represented in terms of kmatrices Aa,b ∈ Cma×nb , where a+ b = η(mod k),
ma and nb are dimensions of the τ a- and τ b-eigenspaces of P and Q , respectively. A general
solution of Procrustes problems of (P,Q , η)-reflexive matrices is presented in terms of
lower-order matrices A1,η−1, . . . , Aη−1,1, Aη,k, Aη+1,k−1, . . . , Ak,η under the condition that
P and Q are unitary.
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1. Introduction
Throughout this paper k ≥ 2 is an integer and τ = e2pi i/k. A matrix P ∈ Cm×m is k-involutary if its minimal polynomial is
xk− 1 for some k ≥ 2, so Pk−1 = P−1 and the eigenvalues of P are τ , τ 2, . . . , τ k−1, 1. Suppose that P ∈ Cm×m and Q ∈ Cn×n
are k-involutary, then A ∈ Cm×n is (P,Q , η)-reflexive if PAQ = τ ηA, where η ∈ {1, . . . , k}.
Chen [1] introduced generalized reflexive matrices, developed some theoretical properties, and discussed applications
involving such matrices. He also indicated that if A ∈ Cm×n is a generalized reflexive matrix and rank(A) = n, then its
least-squares problem can be reduced to two independent least-squares problems for matrices of smaller dimensions. This
dimension-reduced idea was applied to solve the singular value decomposition [2], the inverse eigenvalue problem [3], and
the least-squares problem [4].
Recall that a matrix A is generalized reflexive if PAQ = ±A with P2 = I, PH = P , Q 2 = I and Q H = Q . This definition
can be seen as a generalization of the centrosymmetric or skew-centrosymmetric matrix [5], defined by JAJ = ±A with
J = (en, . . . , e1). In theory, the (P,Q , η)-reflexive matrix, defined in this paper, is a generalization of the generalized
reflexive matrix [1]. At least some of the (P,Q , η)-reflexive matrices, such as pseudo-centrosymmetric matrices [6] (see
Fig. 1 for an example), orthogonal-symplectic matrices [7] and degree kP-symmetric matrices [8], are important in many
applications.
In this paper, we characterize (P,Q , η)-reflexive matrices and study their Procrustes problems. In Section 2, we
characterize (P,Q , η)-reflexivematrices, showing that a (P,Q , η)-reflexivematrix can be represented in terms of kmatrices
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Fig. 1. A 2-even symmetric graph G and its Kasteleyn–Percus matrix A.
Aa,b ∈ Cma×nb , where a+b = η(mod k),ma and nb are the dimensions of the τ a- and τ b-eigenspaces of P andQ , respectively.
In Section 3, we consider Procrustes problems of (P,Q , η)-reflexive matrices, present a general solution in terms of lower-
order matrices G1, . . . , ,Gk, under the conditions that P and Q are unitary.
2. Characterization of (P,Q , η)-reflexive matrices
Suppose that P ∈ Cm×m and Q ∈ Cn×n are k-involutary with the following decompositions
P = (P1 · · · Pk) diag(τ Im1 , . . . , τ kImk) (̂PT1 · · · P̂Tk )T = k∑
l=1
τ lPl̂Pl, (2.1)
Q = (Q1 · · · Qk) diag(τ In1 , . . . , τ kInk) (Q̂ T1 · · · Q̂ Tk )T = k∑
l=1
τ lQlQ̂l, (2.2)
in which Pa satisfies (P − τ aIm)Pa = 0 and PHa Pa = Ima , Qa satisfies (Q − τ aIn)Qa = 0 and Q Ha Qa = Ina , where P̂a, Q̂a are
defined by
P̂a =
PHa
k∏
l=1,l6=a
(I − τ lP−1)
k∏
l=1,l6=a
(1− τ l−a)
, (2.3)
Q̂a =
Q Ha
k∏
l=1,l6=a
(I − τ lQ−1)
k∏
l=1,l6=a
(1− τ l−a)
, (2.4)
respectively, for a = 1, . . . , k.
From (2.3) and (2.4), by directly computations we have(̂
PT1 · · · P̂Tk
)T = (P1 · · · Pk)−1 , (2.5)(
Q̂ T1 · · · Q̂ Tk
)T = (Q1 · · · Qk)−1 . (2.6)
If P and Q are unitary, then (P1, . . . , Pk) and (Q1, . . . ,Qk) are unitary, and
P = (P1 · · · Pk) diag(τ Im1 , . . . , τ kImk) (P1 · · · Pk)H , (2.7)
Q = (Q1 · · · Qk) diag(τ In1 , . . . , τ kInk) (Q1 · · · Qk)H . (2.8)
Now we present the characterization of (P,Q , η)-reflexive matrices. Denote
PQ(η) = {A ∈ Cm×n| PAQ = τ ηA}. (2.9)
Theorem 2.1. Suppose that P ∈ Cm×m and Q ∈ Cn×n are k-involutary, with the formulas in (2.1) and (2.2), respectively. A
matrix A ∈ PQ(η) if and only if
A = (P1 · · · Pk) (Aab)k×k (Q̂ T1 · · · Q̂ Tk )T , (2.10)
in which Aab ∈ Cma×nb ,
Aab = 0, if a+ b 6≡ η (mod k), (2.11)
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and
Aab = PHa AQb, if a+ b ≡ η (mod k), (2.12)
i.e.,
A1,η−1 = PH1 AQη−1, . . . , Aη−1,1 = PHη−1AQ1, (2.13)
Aη,k = PHη AQk, Aη+1,k−1 = PHη+1AQk−1, . . . , Ak,η = PHk AQη. (2.14)
Proof. Partition
(̂
PT1 · · · P̂Tk
)T A (Q1 · · · Qk) = (Aab)k×k conformablywith those of the rowpartition of (̂PT1 · · · P̂Tk )T
and the column partition of
(
Q1 · · · Qk), where Aab ∈ Cma×nb , a, b = 1, . . . , k. From (2.1) and (2.2),
PAQ = (P1 · · · Pk) (τ a+bAab)k×k (Q̂ T1 · · · Q̂ Tk )T .
Then PAQ = τ ηA if and only if
τ ηAab = τ a+bAab, a, b = 1, . . . , k,
which is equivalent to (2.11).
As for (2.12) and (2.10) implies that
A
(
Q1 · · · Qk) = (P1 · · · Pk) (Aab)k×k ,
and then AQb = PaAab. From (2.11) and PHa Pa = Ima , we have (2.12). 
The next theorem is a convenient reformulation of Theorem 2.1.
Theorem 2.2. Under the conditions of Theorem 2.1, a matrix A ∈ PQ(η) if and only if A has the form
A = P1A1,η−1Q̂η−1 + · · · + Pη−1Aη−1,1Q̂1 + PηAη,kQ̂k + Pη+1Aη+1,k−1Q̂k−1 + · · · + PkAk,ηQ̂η, (2.15)
where Aabs are defined in (2.13) and (2.14).
Corollary 2.3. Under the conditions of Theorem 2.1, a matrix A ∈ PQ(0) if and only if A has the form
A = (P1 · · · Pk)

0 · · · A1,k−1 0
...
...
...
Ak−1,1 · · · 0 0
0 · · · 0 Ak,k

Q̂1...
Q̂k
 , (2.16)
= P1A1,k−1Q̂k−1 + · · · + Pk−1Ak−1,1Q̂1 + PkAkkQ̂k, (2.17)
where Aa,k−a = PHa AQk−a, 1 ≤ a ≤ k− 1, and Akk = PHk AQk.
3. Procrustes problems of (P,Q , η)-reflexive matrices
In this section we always suppose that P ∈ Cm×m and Q ∈ Cn×n are unitary with the formulas in (2.7) and (2.8),
respectively. Wewill consider Procrustes problem stated as follows: Given Z ∈ Cn×l andW ∈ Cm×l, find amatrix A ∈ PQ(η)
such that
‖AZ −W‖F = min . (3.1)
Lemma 3.1. Under the conditions and notations of Theorem 2.2, if P and Q are unitary, then A ∈ PQ(η) if and only if A has the
form
A = P1A1,η−1Q Hη−1 + · · · + Pη−1Aη−1,1Q H1 + PηAη,kQ Hk + Pη+1Aη+1,k−1Q Hk−1 + · · · + PkAk,ηQ Hη , (3.2)
where Aabs are defined in (2.13) and (2.14). Let
C = Qη−1AĎ1,η−1PH1 + · · · + Q1AĎη−1,1PHη−1 + QkAĎη,kPHη + Qk−1AĎη+1,k−1PHη+1 + · · · + QηAĎk,ηPHk , (3.3)
then C = AĎ.
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Proof. If P and Q are unitary, P̂a = PHa and Q̂a = Q Ha , a = 1, . . . , k. Then (2.15) becomes (3.2).
From (2.3) and (2.4),
PHa Pb =
{
Ima , a = b,
0, a 6= b, (3.4)
and
Q Ha Qb =
{
Ina , a = b,
0, a 6= b, (3.5)
where 1 ≤ a, b ≤ k. Then
AC = P1A1,η−1AĎ1,η−1PH1 + · · · + Pη−1Aη−1,1AĎη−1,1PHη−1
+ PηAη,kAĎη,kPHη + Pη+1Aη+1,k−1AĎη+1,k−1PHη+1 + · · · + PkAk,ηAĎk,ηPHk , (3.6)
CA = Qη−1AĎ1,η−1A1,η−1Q Hη−1 + · · · + Q1AĎη−1,1Aη−1,1Q H1
+QkAĎη,kAη,kQ Hk + Qk−1AĎη+1,k−1Aη+1,k−1Q Hk−1 + · · · + QηAĎk,ηAk,ηQ Hη . (3.7)
By directly computations, we have ACA = A and CAC = C from (3.2), (3.3), (3.6) and (3.7). It is clear that (AC)H = AC and
(CA)H = CA. So, we have C = AĎ. 
LetWa = PHa W ∈ Cma×l, Zb = Q Hb Z ∈ Cnb×l. Now we solve (3.1).
Theorem 3.2. A general solution of (3.1) is
A = P1G1Q Hη−1 + · · · + Pη−1Gη−1Q H1 + PηGηQ Hk + Pη+1Gη+1Q Hk−1 + · · · + PkGkQ Hη , (3.8)
in which
Ga = WaZĎb + Yab(I − ZbZĎb ) (3.9)
with arbitrary matrix Yab ∈ Cma×nb for 1 ≤ b ≤ k satisfying a+ b ≡ η (mod k), a = 1, . . . , k. For given matrix B ∈ Cm×n, the
unique solution A for
‖A− B‖F = min subject to ‖AZ −W‖F = min, (3.10)
has the form in (3.8) with
Ga = WaZĎb + PHa BQb(I − ZbZĎb ) (3.11)
for 1 ≤ b ≤ k satisfying a+ b ≡ η (mod k), a = 1, . . . , k.
Proof. From Lemma 3.1, any (P,Q , η)-reflexive matrix A can be written in the form of (3.8), in which G1, . . . ,Gk are to be
determined. Then
AZ −W = P1G1Zη−1 + · · · + Pη−1Gη−1Z1 + PηGηZk + Pη+1Gη+1Zk−1 + · · · + PkGkZη −W . (3.12)
Multiplying the both sides of (3.12) from the left by (P1, . . . , Pk)H , which is unitary since P is unitary, we have
(P1, . . . , Pk)H(AZ −W ) =

G1Zη−1 −W1
...
Gη−1Z1 −Wη−1
GηZk −Wη
Gη+1Zk−1 −Wη+1
...
GkZη −Wk

,
which implies that
‖(AZ −W )‖2F =
η−1∑
a=1
‖GaZη−a −Wa‖2F +
k−η∑
b=0
‖Gη+bZk−b −Wη+b‖2F .
From [9], ‖(AZ −W )‖F = min if and only if G1, . . . ,Gk have the forms in (3.9).
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Now we prove (3.11). Since Q is unitary, (Q1, . . . ,Qk) is also unitary. So
‖A− B‖2F = ‖(P1, . . . , Pk)H(A− B)(Q1, . . . ,Qk)‖2F
=
η−1∑
a=1
‖Ga − Ba,η−a‖2F +
k−η∑
b=0
‖Gη+b − Bη+b,k−b‖2F +
∑
r+s6≡η(mod k)
‖Brs‖2F ,
in which Ba,η−a = PHa BQη−a, Bη+b,k−b = PHη+bBQk−b and Brs = PHr BQs. Then ‖A− B‖2F = min if and only if
‖Ga − Ba,η−a‖F = min and ‖Gη+b − Bη+b,k−b‖F = min . (3.13)
From (3.9), ‖Ga − Ba,η−a‖F = min if and only if
‖WaZĎη−a + Ya,η−a(I − Zη−aZĎη−a)− Ba,η−a‖F = min, (3.14)
in which only Ya,η−a can be chosen. Since
‖WaZĎη−a + Ya,η−a(I − Zη−aZĎη−a)− Ba,η−a‖2F (3.15)
= ‖(Wa − Ba,η−aZη−a)ZĎη−a‖2F + ‖(Ya,η−a − Ba,η−a)(I − Zη−aZĎη−a)‖2F , (3.16)
(3.14) holds if and only if Ya,η−a(I − Zη−aZĎη−a) = Ba,η−a(I − Zη−aZĎη−a).
Similarly, from (3.9) we have ‖Gη+b − Bη+b,k−b‖F = min if and only if
‖Wη+bZĎk−b + Yη+b,k−b(I − Zk−bZĎk−b)− Bη+b,k−b‖F = min, (3.17)
in which only Yη+b,k−b can be chosen. Because
‖Wη+bZĎk−b + Yη+b,k−b(I − Zk−bZĎk−b)− Bη+b,k−b‖2F (3.18)
= ‖(Wη+b − Bη+b,k−bZk−b)ZĎk−b‖2F + ‖(Yη+b,k−b − Bη+b,k−b)(I − Zk−bZĎk−b)‖2F , (3.19)
(3.17) holds if and only if Yη+b,k−b(I − Zk−bZĎk−b) = Bη+b,k−b(I − Zk−bZĎk−b).
From the above process, we have proved (3.11). 
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