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Abstract—Low-light imaging with handheld mobile devices is
a challenging issue. Limited by the existing models and training
data, most existing methods cannot be effectively applied in
real scenarios. In this paper, we propose a new low-light image
restoration method by using the complementary information
of short- and long-exposure images. We first propose a novel
data generation method to synthesize realistic short- and long-
exposure raw images by simulating the imaging pipeline in low-
light environment. Then, we design a new long-short-exposure
fusion network (LSFNet) to deal with the problems of low-light
image fusion, including high noise, motion blur, color distortion
and misalignment. The proposed LSFNet takes pairs of short-
and long-exposure raw images as input, and outputs a clear
RGB image. Using our data generation method and the proposed
LSFNet, we can recover the details and color of the original scene,
and improve the low-light image quality effectively. Experiments
demonstrate that our method can outperform the state-of-the-art
methods.
Index Terms—Low-light imaging, denoising, deblurring, image
fusion, image restoration.
I. INTRODUCTION
IMAGING in a low-light environment is always a chal-lenging subject, especially on mobile devices. Limited
by the quality of optical imaging devices on these devices,
images captured in low light suffer from high level noise, low
visualization and color distortion when the exposure time is
short. One way to reduce noise and obtain accurate color is
extending the exposure time with sensor sensitivity reduction.
However, due to the camera motion of handheld devices
or object motion in the scenes, the resulting long-exposure
images suffer from motion blur. In addition, many highlighted
areas may have a large area of overexposure, causing the
dynamic range of the image to be cut off. Therefore, to obtain
high-quality images in dark scenes, image postprocessing is
often required.
Most existing methods focus mainly on one aspect of
image denoising [1]–[7] or deblurring [8]–[13]. Noise removal
methods can obtain sharp images, avoiding overexposure.
Hence, many low-light enhancement methods capture short-
exposure images, and then they increase the brightness and
reduce the noise to produce normal-exposure images. This
method can allow for a higher dynamic range and avoidance
of motion blur. However, the true colors and missing details
of the scene are hard to recover. On the other hand, because
the motion of the scene is complex, the blur in the image
is not uniform. Motion blur is more difficult to deal with
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than noise especially when there are outliers in low-light
scenes. The presence of an overexposed area near a light
source may mislead blur removal tasks. Deblurring methods
cannot deal with dark scenes well and always result in blurred
residuals or other artifacts. Another approach is to combine the
advantages of both long/short-exposed images into one high-
quality image. Many previous methods have been studied to
achieve this goal, and some progress has been made [14]–[17].
However, limited by their algorithms or the data generation
method, these methods cannot be effectively applied to images
taken by real handheld mobile devices.
The existing methods of synthesizing long- or short-
exposure images are often straightforward. For short-exposure
images, they add Gaussian noise directly to the standard
RGB (sRGB) domain to obtain noise images. Additionally,
for long-exposure images, uniform or nonuniform blur kernels
are used to generate blurred images in the sRGB domain or
after inverse gamma correction. These methods do not take
the formation of noise or blur into account in the imaging
pipeline. The images generated by these methods are only
approximations of the real images and ignore many factors
in the imaging process. Recently, many methods have been
proposed to generate noise images by taking real dark noise
images [7], [18] or by simulating the noise factors in the
imaging process [19]–[21], and great progress has been made.
Limited by the information of a single noisy image, however,
the performance remains unsatisfactory. In addition, there is
no method to analyze the generation of long-exposure blurred
images from the perspective of a real imaging pipeline.
In this paper, we simulate a real low-light imaging pipeline
and propose a novel method to synthesize long/short-exposure
images. The camera sensor actually receives raw images,
which are then processed by an ISP pipeline to produce visual
sRGB images. Therefore, our data generation method first
synthesizes raw images with long and short exposures. Then,
to avoid the damage to image information caused by ISP
operation, we directly use the long- and short-exposure raw
image to synthesize a high-quality image.
There are three main challenges in image fusion: misalign-
ment, ghosting, and information fusion. First, since the images
are acquired consecutively, the time delay causes displacement
between them. Second, areas that are misaligned or incon-
sistent between images result in ghost artifacts after fusion.
Third, the fusion method needs to extract useful information
from different images, and then improve the visual effects and
fidelity. To achieve this goal and avoid the aforementioned
limitations, we propose an long-short-exposure fusion network
(LSFNet) to fuse long/short-exposure images. LSFNet consists
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2of three designed modules to address each of the issues
described above. To improve the details, a multiscale structure
is used to reconstruct the image from coarse to fine. The
experimental results demonstrate that our method is effective
at improving low-light image quality.
In conclusion, the main contributions of our work are as
follows:
• Based on a highly accurate imaging model in a low-
light environment, we propose a data generation approach
that synthesizes long/short-exposure raw images. With the
contribution of our dataset, we are able to better deal with
real low-light images obtained with mobile devices.
• We propose a novel long-short exposure fusion network
architecture, which takes the long/short-exposed raw im-
ages as input. The proposed network can handle misalign-
ment, ghost artifacts and information fusion issues, and
then outputs a high-quality RGB image.
• We compare our method with various low-light enhance-
ment methods on synthetic and real test datasets. The
results demonstrate that our model achieves state-of-the-
art performance on both synthetic and real images with
vivid visual effects.
II. RELATED WORKS
The previous work focused mainly on two aspects, deblur-
ring and denoising, to improve image quality. Deblurring and
denoising are two classic ill-posed problems and have been
studied extensively.
Traditional single-image denoising attempts to model the
distribution of natural image or noise, and using this prior
information to recover clear images with optimization al-
gorithms. The common priors include sparsity [22], [23],
non-local self-similarity [1], [2], [24] and external statistical
prior [25]–[27]. Recently, learning-based methods have been
proposed to remove noise from end to end [3], [4] and
improve the performance on more realistic noise [5], [6].
Moreover, great progress has been made in the acquisition
of noise data. Many recent works have begun to analyze the
source of noise from the perspective of image acquisition [19]–
[21], and remove noise from raw images [7], [28]. Because
raw images retain more information than RGB images, with
simpler noise distributions, image recovery tasks tend to yield
better results on raw images.
Similar to image denoising methods, image deblurring
methods can be divided into model-based methods and
learning-based methods. Model-based methods often assume
that the image has uniform blur, and introduce prior infor-
mation to suppress the noise and ringing artifacts [9], [10],
[29]. The learning-based methods use convolutional networks
to process blurred images and output sharp images directly.
Learning-based approaches can deal with nonuniform blur
since they do not require explicit estimation of the blur ker-
nel [11], [12], [17]. However, single-image deblurring methods
are difficult to have good robustness due to the diversity of
motion blur. On the other hand, it is difficult to capture blur-
sharp image pairs in real scenes, so the existing blur datasets
are synthesized, including convoluting uniform/nonuniform
Fig. 1: Intensity maps and histograms for short- and
long-exposure images. (a) sRGB images for different
exposures. (b) Intensity values of pixels in the red line. (c)
Histograms of the raw images.
blur kernels [30], [31] or averaging consecutive short-exposure
frames from high-frame-rate videos [11]. These methods all
add blur to the sRGB domain without considering the forma-
tion of blur from the low-light imaging pipeline, which limits
their recovery performance.
In addition to single-image restoration, burst image de-
noising [32]–[34] or deblurring methods [35], [36] have also
made much progress. Burst image methods consecutively
capture multiple images with the same exposure and fuse them
together to improve the image quality. However, to achieve
the ideal signal-to-noise ratio, it is often necessary to acquire
many frames of images, which increases the difficulty of
image registration. On the other hand, limited by the constant
exposure, complementary information is missing for accurate
recovery of high-dynamic-range scenes.
Noisy-blurred image pairs have been used in image deblur-
ring tasks [14], [15], [17]. Using the texture of the noisy
image as a constraint, these pairs can effectively removes
severe blur and suppress ringing artifacts. Short-long-exposure
fusion methods [37], [38] were previously used to improve
the dynamic range of images, without considering noise and
blur in the imaging process. Recently, LSD2 [16] was used
to combines long- and short-exposure images for joint noise
and blur removal, to improve the quality of low-light images.
This approach uses only a channel-augmented UNET archi-
tecture and takes the RGB images after ISP postprocessing as
input, which cannot obtain a satisfactory result in real images
captured by mobile devices.
III. BACKGROUND
As mentioned above, imaging in a low-light environment
is a challenging issue. Different exposure strategies always
have their own drawbacks. Short exposure times with high
ISO values lead to high noise levels and color distortion. A
3Fig. 2: The overview of our method.
Fig. 3: The imaging pipeline.
long exposure time with low ISO results in motion blur. Both
exposure strategies may have a cutoff dynamic range limited
by the camera sensor. Compounding the problem, furthermore,
is the fact that these flaws are often not independent of each
other.
First, noise is inevitable in the process of imaging. Even if
we can reduce the noise by increasing the exposure time and
lowering the ISO, the noise cannot be completely eliminated,
especially in low-light environments. This can result in both
noise and motion blur existing in the images. Denoising and
deblurring tasks are often mutually constrained, which may
amplify noise when removing blur. Second, motion blur causes
the overexposure outliers to form sharp edges, which may
mislead the deblurring task [39]. Moreover, the large areas
of overexposure are not conducive to the removal of blur and
noise.
The interaction between a high noise level and exposure
cutoff is also one of the reasons for color distortion in short-
exposure images. The red and blue values are always smaller
than the green values in captured raw images. Due to high
noise level, more pixels in the red and blur channels fall below
the dark current value and are cut off, resulting in the red
and blur channels having higher brightness levels after white
balancing.
Noise and blur also limit the expansion of the dynamic
range. The common way to extend the dynamic range is
multi-exposure fusion. This method extracts the information of
normal-exposure regions in different-exposure images and then
generates a high-dynamic-range image. However, noise and
other artifacts are fused as the textures of the images, severely
degrading the fused image quality. Another way to obtain high-
dynamic-range images is to capture short-exposure images
while avoiding overexposure, and then use tone mapping to
increase the brightness. However, the increase in brightness
amplifies noise at the same time, as shown in Fig. 1. In
addition, to obtain the high dynamic range of real scenes,
most dark regions are often compressed. Limited by the
quantification scope of the sensor, many details in dark regions
are quantitatively compressed into a small bit range. Fig. 1 (c)
shows the histograms of raw images for different exposures.
Compared to the long-exposure image, the intensity values of
the scaled short-exposure image are quantified in a few discrete
levels. Moreover, color correction is also a great challenge with
short-exposure images.
Therefore, simple denoising or deblurring operations alone
cannot effectively improve the quality of low-light images
and sometimes even make the results worse. We need to
take all factors into consideration and use the complementary
information of short and long exposures to improve the image
quality.
IV. APPROACH
Long/short-exposure images generation is the key task in
learning-based methods. Most existing methods generate blur
images only by convoluting uniform/nonuniform blur kernels
and adding homoscedastic Gaussian noise in the sRGB do-
main. However, this is only an approximation of the actual
imaging process. In fact, the blurred and noisy images captured
by the camera are processed by the ISP system. Demosaicing
operations make pixels independent, and some nonlinear oper-
ations, such as gamma correction or tone mapping, also affect
the imaging results. Therefore, we generate long- and short-
exposure images in the raw domain, which is unaffected by
ISP operations and scaled linearly to the intensity received by
4the sensor. In practice, long- and short-exposure images can be
acquired by the burst mode of mobile devices. Short-exposure
inputs have shorter exposure times than long-exposure inputs.
Similar to [16], we choose an exposure ratio of 30, which
means that the short exposure time is 1/30 of the long
exposure time. We scale the short-exposure image to match
the brightness when being input into the network.
The proposed LSFNet takes the long- and short-exposure
raw images as input, and outputs a camera RGB image,
which is sharp, noise free and color corrected. Then, the ISP
postprocessing transforms the output to a vivid sRGB image.
An overview of our method is shown in Fig. 2. In the following
section, we will give the details on our data generation method
and the architecture of LSFNet.
V. DATA GENERATION
The training data include pairs of short/long-exposure im-
ages with the corresponding high-quality clear images. The
short-exposure images are sharp but noisy and color distorted.
In addition, underexposed areas and quantization artifacts
may also exist in dark regions. On the other hand, the
long-exposure image is blurred, with areas of overexposure.
Moreover, consecutive imaging with handheld devices will
inevitably introduces inter-frame misalignment. We need to
introduce these factors in turn when simulating the imaging
process to synthesize data.
The imaging process is shown in Fig. 3. The camera sensor
receives the irradiation from the scene, and obtains Bayer-
pattern raw images through a color filter. When we make a
long exposure, the camera shake overlays the irradiation of
different scenic spots in the same pixel position of the sensor.
Therefore, motion blur is generated in the irradiation domain.
Then, the color filter samples the irradiation received by the
sensor to form the blurred raw images. At the same time,
noise is introduced due to the random fluctuation of photons
and the imperfect nature of sensor devices. The blurred and
noisy raw data pass through the ISP pipeline in the camera
to obtain sRGB blurred images, constituting the final output
of the camera. Therefore, in order to synthesize more realistic
blur and noise data, we first need to obtain the irradiation
domain images received by the camera sensor.
However, what we can obtain directly from the camera are
only sampled Bayer-pattern raw images or the sRGB images
processed by the ISP pipeline. To solve this problem, we first
collect some high-quality raw images without noise and blur,
and try to avoid large overexposed and underexposed areas.
Then, we split the high-quality raw image with the Bayer
pattern into three color channels and use the maximum entropy
downsampling operation proposed by [40] to align each color
channel, which leads to each pixel has three color values. In
this way, we can synthesize the irradiation images Ir received
by the sensor. We subsequently add blur and noise to the
irradiation images to obtain the low and short exposure raw
data. The overview of our data generation method is shown in
Fig. 4.
A. Overexposure outliers
The real low-light scenes may include light sources that lead
to some overexposed areas. Especially in the light source areas,
even the short-exposure images are partially overexposed.
Therefore, to simulate different overexposures, we allow a
small number of light sources to exist in the irradiation images
and exposure cutoffs to exist at the light source points. Then,
we increase the whole brightness of the irradiation images
by multiplying them by a scale factor s, which is uniformly
sampled from the range [1.3, 3]. For the ground truth images,
we can directly clip the scaled irradiation images sIr to the
range of [0, 1] to obtain the long-exposure sharp images. For
the long- and short- exposure inputs, we should clip to this
range after adding motion blur and noise.
To simulate the light source regions, when producing short-
exposure images, we keep the brightness of the cutoff regions
unchanged and reduce the brightness of the other regions by
dividing the exposure ratio r, which is set to 30, similar to the
method in [28]. This allows areas of the light source that are
cut off in the original irradiation images Ir to remain cut off
in the short-exposure images, while the scaled highlight areas
in long-exposure images sIr are normally exposed.
B. Synthesis of long-exposure raw images
Motion blur is the main cause of long-exposure image
degradation. As mentioned above, motion blur should be added
to the scaled irradiation images sIr. We focus on blur caused
by camera motion, which can be described from an imaging
model [41], [42]. To generate more realistic motion blur, we
obtain camera motion information by recording the built-in
gyroscope data. Then, an optical flow map is generated ac-
cording to the imaging model, which indicates how each pixel
is moving at each moment. We can generate the irradiation
images captured by the sensor at each moment. By averaging
the moving image series over an exposure time, we can obtain
the long-exposed blur image.
We assume that short- and long-exposure images are shot
consecutively, and the scene of the ground truth image should
be consistent with the short exposure image. In generation,
each pixel continuously moves from the position of the original
irradiation image. In addition to the camera motion during long
exposure, the motion in time interval between two images
also causes spatial misalignment. In order to simulate the
misalignment between two images, we throw away the first
few frames of optical flow map and only add up the following
frames, as shown in Fig. 5.
After adding blur to the scaled irradiation image sIr, we
clip the range of the intensity to [0, 1]. Then, we sample
the blurred irradiation image with a Bayer pattern to obtain
a blurred raw image. The whole process to generate long-
exposure raw images can be described as follows:
Il = fclip(fbayer(fblur(sIr)) + n), (1)
where Il is the synthetic long-exposed blur raw image; fclip,
fbayer and fblur are the clipping function, Bayer sampling
function and blur function, respectively. n is the noise, which
is discussed later.
5Fig. 4: The overview of our data generation method.
Fig. 5: Long-exposure blurred image synthesis method.
C. Realistic noise
Noise is inevitable in the imaging process, especially in
low-light environment. In general, there are two main types
of noise in raw images: shot noise and read noise. Shot noise
occurs from individual photon detection events in the sensor,
constituting a Possion process with variance equal to the signal
level. Read noise is caused by a combination of sensor readout
effects, and has an approximately Gaussian distribution. The
overall noise can be described as a heteroscedastic Gaussian
distribution:
n ∼ N (0, σsI + σ2r) (2)
where the noise parameters σs and σr are proportional to the
ISO value. Since the exposure time of short exposure images
is shorter than that of long-exposure images, the ISO values
of short-exposure images need to be increased, or the image
values need to be scaled, to match their brightness, which
magnifies the noise variance of short-exposure images at the
same time. In our method, the exposure ratio is 30, so the
noise variance of short-exposure images is 30 times that of
long-exposure images.
Fig. 6: A typical example of color distortion. The low light
images are chosen from SID dataset.
D. Color distortion
The captured short-exposure image in a low-light envi-
ronment often exhibits color distortion relative to the long-
exposure images, especially when the exposure ratio is large.
We assume that the ambient lighting is constant for each shot.
In raw images recorded by sensors, green signals are higher
than red and blue signals, so the estimated white balance
coefficient is used to compensate for the red and blue signals
in the ISP to restore the real scene color. Therefore, when the
estimation of the white balance coefficient is inaccurate, the
image color will be biased.
Another important cause of color distortion is the cutoff ef-
fect. Since the red and blue signals are smaller, underexposure
cutoff is more likely to occur. When the noise variance of the
image is large, the cutoff effect is more obvious. The cutoff
effect causes the red and blue signal levels to be raised, thus
shifting the underexposed images to purple.
A typical example of color distortion is shown in Fig. 6.
6Fig. 7: The architecture of our LSFNet.
We choose two pairs of short/long-exposure images from SID
dataset [7], which are captured in a real low-light environment.
When the noise level is relatively low, the short-exposure
image is greenish. However, when the noise level is high,
the short-exposure image tends to be purple due to the cutoff
effect. Hence, to simulate this phenomenon, we multiply the
red and blur channels i of the irradiation image by a indepen-
dent random coefficient ci. Each ci is uniformly sampled from
the range [0.7, 0.9]. After adding noise, we clip the image
brightness and then perform white balancing on the clipped
image.
E. Synthesis of short-exposure raw images
As mentioned above, we first reduce the brightness of
the scaled irradiation image sIr by the exposure ratio r to
obtain the clean short-exposure images. Then, we introduce
color distortion and noise. After Bayer sampling, we clip the
brightness range to [0,1] to obtain the short raw images. The
whole process to generate short-exposure raw images can be
described as following:
Is = fclip(fbayer(fcolor(sIr/r)) + n), (3)
where fcolor is the color distortion function. Before input into
the network, the short-exposure image is scaled to match the
brightness of the ground truth images.
VI. MODEL
The network takes the long- and short-exposure raw images
as the input and makes use of their complementary advantages
to improve image quality. The output is a three-channel image
in the camera RGB domain. Therefore, we accomplish both
fusion and demosaicing in the network. Then, we treat the
output of the network into the ISP postprocessing to obtain
a clear sRGB image. The same postprocessing operation is
applied to the clipped and scaled irradiation image to generate
the ground truth. We compute the loss in the sRGB domain
to take into account the impact of ISP postprocessing.
A. Network
Our network structure consists mainly of four parts: a fea-
ture extraction module, alignment module, deghosting module
and fusion module. The feature extraction module extracts
useful features from the long- and short-exposure image re-
spectively. The alignment module aligns the input features.
We assume that the short-exposure image is spatially con-
sistent with the ground truth image, so we mainly align the
long-exposure features to the short-exposure features. After
alignment, there may still be some misaligned areas, or some
moving objects in the scene may cause ghost artifacts. There-
fore, we introduce a deghosting module to further suppress
these artifacts. Subsequently, we fuse the aligned feature to
reconstruct the output. To improve the image quality, we use
the multiscale structure to reconstruct the clear image from
coarse to fine.
The architecture of our LSFNet is shown in Fig. 7. We first
use a convolution layer and a Resblock [43] to extract features
from the inputs. The alignment blocks adopt deformable
convolutions [44], [45]. They first compute the offset maps by
both short- and long-exposure inputs then reshape the features
of the long-exposure input. The deghosting blocks concatenate
the two inputs and calculate a weight map, which reweights the
long-exposure features and suppresses the inconsistent areas.
Then we concatenate all these features and input them into the
fusion module, which is constructed by multiscale Resblocks.
The coarse-scale features and offset maps are transferred to a
larger scale by upsampling to assist in feature reconstruction.
At the end of the finest scale, we use a convolutional layer
7Fig. 8: Ablation study of the proposed network on the
synthetic dataset.
to recombine the features and use a pixel-shuffle layer to
reconstruct the three-channel output.
We construct a four-scales network architecture with 32,
64, 128, 256 channels. LeakyReLU [46] with a slope of 0.2 is
used as the activation function. The convolutional layers with a
stride of 2 for downsampling and the transposed convolutional
layers for upsampling use 2×2 kernels. The last convolutional
layer uses 1×1 kernels. All other convolutional layers use 3×3
kernels. The upsampling operation in offset transmission is
bilinear interpolation.
B. ISP postprocessing
We perform white balancing and demosaicing before obtain-
ing the output of the LSFNet. The output of the LSFNet lies
in the camera RGB space, which is the same as the irradiation
image. To obtain the visual sRGB image for display, we
need ISP postprocessing including color space conversion and
gamma correction. The color space conversion transforms the
image into sRGB color space with a 3 × 3 color correction
matrix. Then, gamma correction improves the details in dark
regions, making the image more consistent with human visual
perception. We use the standard gamma curve:
Γ(I) = max(I, )1/2.22, (4)
where , a constant to prevent numerical instability, is set to
10−8.
C. HDR compression
As mentioned above, the proposed network takes the short-
and long-exposure raw pairs as input and outputs a sharp
long-exposure image that is noise-free and has not motion
blur. However, some overexposed areas still exist in the long-
exposure image, thus limiting the dynamic range. Therefore,
to maintain the details in highlighted areas, we retrain the
network with dynamic range compression. The method of
data generation and the architecture of the network are the
same as described above. The only difference is the input
of the network. We reduce the brightness of the long- and
short-exposure images to match the brightness of the original
irradiation image Ir when input into the network. During ISP
postprocessing, we replace the gamma correction with µ-law
[38] to compress the dynamic range, which is described as
follows:
L =
log(1 + µH)
log(1 + µ)
, (5)
where H is the HDR input image in the linear domain and L is
the tone-mapped output image. µ is a parameter which controls
the ratio of compression. We set µ to 100 in our experiment.
For the ground truth, we use the original irradiation image Ir
with the same ISP postprocessing, which is not scaled by s and
maintain normal exposure. In other words, we finish noise and
motion blur removal, color correction, demosaicing and HDR
compression in the proposed network, without other exposure
fusion methods that would incur additional computational
overhead.
VII. EXPERIMENTS
A. Implement details
We manually select 1322 high-quality raw images from the
MIT-Adobe 5K dataset [47] to generate our training data. The
selected images are sized approximately 2000×3000 and have
no obvious noise or motion blur. For the synthetic test data, we
adopt 70 long-exposure raw images in the SID test dataset [7],
which are around 3000×4000 pixels. After that, we synthesize
the training and test datasets using the method described in
Section 4. For the real images, we modify the burst mode in
the camera of the mobile phone so that it could consecutively
capture a pair of short- and long-exposure raw images. The
long exposure time is set to 30 times the short exposure, and
the ISO values for both are set the same.
We use the L1 loss function for training the network, which
is computed in the sRGB domain. The loss function can be
described as:
L(θ) =
1
N
N∑
n=1
‖fisp(LSFNet(Il, Is))− fisp(sIr)‖1, (6)
where θ denotes the learned parameters in the network. fisp
denotes the ISP postprocessing function.
In each training batch, we crop the raw images into 256×
256 patches and pack them into four R-G-G-B channels. Then,
we use 16 patches with a size of 128×128×4×2 as inputs. We
train our model by ADAM optimizer [48] with b1 = 0.9, b2 =
0.999, and e = 10−8. The initial learning rate is set to 10−4
and then halved after 100 epochs. Our model is implemented
by the PyTorch framework [49] with an Nvidia GeForce RTX
1080Ti.
We compare several methods for image restoration, includ-
ing denoising, deblurring and multi-image fusion methods. For
8Fig. 9: Results of the Grass image from the synthetic dataset.
Fig. 10: Results of the Chair image from the synthetic dataset.
the denoising methods, SID and RIDNet are chosen, which
are representative low-light denoising methods on raw and
rgb domain respectively. The compared deblurring methods
include SRN and DMPHN. LSD2 is chosen to represent the
fusion method of long and short exposures. Since the code of
LSD2 is not publicly available, we retrain it on our synthetic
training data.
B. Ablation study
Since the proposed network contains multiple modules, we
perform an ablation study on our synthetic test dataset to
demonstrate their effectiveness. The quantitative results are
provided in Table I, and the visual results are shown in Fig. 8.
Without alignment modules, the network cannot effectively
align the long- and short-exposure features, which results in
many edges being smeared. Deghosting modules are com-
plements to the alignment modules. The introduction of the
deghosting modules further improves the details. Moreover,
TABLE I: Ablation study of different components.
Method w/o align w/o deghost w/o raw input full model
PSNR 30.05 30.56 30.10 30.70
SSIM 0.8735 0.8804 0.8725 0.8823
instead of taking raw images as the input directly, we input the
sRGB images after ISP pipeline processing. The raw images
are first white-balanced and demosaiced using the method
proposed by [50]. Then, the demosaiced images are processed
by the ISP postprocessing as described above. The ISP pipeline
makes noise distribution more complicated and compresses the
image details. The restored images exhibit substantial loss of
textures, and oversmoothing artifacts appear, which also result
in a marked decline in quantitative indicators.
9Fig. 11: Results of the Lamp image in a real scene.
TABLE II: Quantitative comparison on the synthetic test
dataset. The outputs of compared methods are adjusted to
match the ground truth for fairness.
Method PSNR SSIM
RIDNet 25.75 0.8049
SRN 24.65 0.7829
DMPHN 22.13 0.7621
SID 26.33 0.8345
LSD2 29.96 0.8697
LSFNet (ours) 30.70 0.8823
C. Comparison on synthetic images
The quantitative results for the synthetic images are listed in
Table II. For a fair comparison, we align the deblurring results
of SRN and DMPHN with the ground truth. We also adjust
the colors of the RIDNet outputs to match the ground truth.
In the quantitative comparison, both PSNR and SSIM values
exceed those of all the other methods in the comparison.
Fig. 11 and Fig. 12 show some examples from our syn-
thetic dataset. We extend the brightness of the short-exposure
images for better display. RIDNet can handle real noise on
sRGB images. However, when the noise of short-exposure
images is high, many textures are smeared and high-frequency
information is lost. In addition, RIDNet does not consider
the color distortion when denoising and cannot correct the
color of short-exposure images. SID removes noise from raw
images and considers the whole ISP pipeline in an end-to-
end network. However, limited by the information from short-
exposure images, SID cannot restore the rich details. Without
long-exposure images as references, SID often makes mistakes
in color correction and fails to generalize to different imaging
devices.
SRN can deal with motion blur when the scene is relatively
simple. However, many artifacts appear in the results. Some
blurred edges are sharpened to multiple edges, such as the
leaves in Fig. 11, or lead to ghosts as shown in Fig. 12. Motion
blur in some areas cannot be removed, and many textures are
smoothed. The existence of noise also worsens the deblurring
results and leads to artifacts. Similar to our method, LSD2
utilizes the complementary information of long and short
exposures, which can remove noise and blur simultaneously
and restore true color. However, limited by the network and
ISP postprocessing, some details are smoothed. In contrast,
our method can restore vivid textures and sharp edges without
other artifacts.
D. Comparison on real images
We capture some real low-light scenes and evaluate our
method on these real images. Figs. 11 and 12 show three
examples. Without long exposure as a reference, the denoising
methods cannot recover the color correctly. The overexposed
areas are enlarged in the blurred images and the deblurring
methods such as SRN cannot restore the cutoff details. LSD2
cannot remove the noise in textured areas such as grass and
leaves. Moreover, ghosts may appear in highlighted areas
due to misalignment, as shown in Fig. 11. In contrast to
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Fig. 12: Results of the Street image in a real scene.
Fig. 13: Comparison with exposure fusion on real scene.
other method, our method obtains rich textures. We also
show the results of our method with HDR compression. The
overexposed areas in the long exposure images are restored,
and high contrast is maintained in other areas.
E. Comparison with exposure fusion
Other exposure fusion methods improve the dynamic range
by fusing multi-exposure images only. They assume that the
input images are of high quality with only the dynamic range
Fig. 14: An extreme imaging case in a real scene.
cut off. When the input images have noise or other artifacts,
they may magnify them with the textures in the outputs. As
shown in Fig. 13, we fuse the long-exposure image of LSD2’s
output and short-exposure image using [37]. The fusion result
has a high noise level. Although the short-exposure image is
denoising using RIDNet, some textures are lost. The fusion
result still has low contrast and poor details. In contrast, our
LSFNet can output a sharp tone-mapped result directly without
additional exposure fusion.
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TABLE III: Parameter number and time comparisons on
256×256 input patches.
Method DMPHN SID RIDNet LSD2 LSFNet (ours)
Params 21.7M 7.8M 1.5M 31.0M 8.4M
FLOPs 234.5G 13.8G 98.1G 54.8G 38.0G
Times (s) 0.128 0.005 0.039 0.011 0.019
PSNR (dB) 22.13 26.33 25.75 29.96 30.70
F. Computational overhead
We test different methods on 256×256 input patches to
compare the computational overhead. All the methods are
implemented in PyTorch. We provide the number of floating
point operations (FLOPs) since the running time may depend
on the test platform and code. As shown in Table III, our
method achieves the optimal performance with a moderate
computational overhead.
VIII. DISCUSSION AND LIMITATIONS
Although our method can produce high-quality images in
real scenes, it has several limitations that may inspire future
work.
Our method adopts the complementary information of short-
and long-exposure images. However, the complementary in-
formation is missing when the quality of captured images
is poor. On the one hand, short-exposure images are too
noisy to distinguish details; useful information come from
long exposure images only, and the model degenerates into
a single-image deblurring network in this case. On the other
hand, when long-exposure images are extremely blurred, the
quality of the outputs also deteriorates. However, as long as
the noise of short-exposure images is not severe, the correct
color and textures can still be recovered. In some harsh
imaging environments, such as extremely low-light condition,
the captured image pairs have high noise and large motion
blur, which leads to the difficulty in outputting satisfactory
results.
As shown in Fig. 14, both a high noise level and a large
motion blur exist in the input image pair. The proposed method
fails to recover sharp result. Under such conditions, other
methods also have difficulty achieving good results. More
images may be needed to improve the image quality.
IX. CONCLUSION
In this paper, we propose a novel low-light restoration
method that fuses a noisy short-exposure image and a blurred
long-exposure image into a high quality sharp image. Based
on simulating the imaging process in a low-light environment,
a new data generation method is proposed to synthesize more
realistic raw images with a variety of exposures. Moreover,
we design a new network to handle the short- and long-
exposure raw images and output an RGB image without noise,
blur or color distortion. We compare various low-light image
enhancement methods and demonstrate that our method can
obtain the state-of-the-art performance.
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