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УМНОЖЕНИЕ ПО БОЛЬШОМУ МОДУЛЮ  
В МИНИМАЛЬНО ИЗБЫТОЧНОЙ МОДУЛЯРНОЙ СИСТЕМЕ СЧИСЛЕНИЯ 
С ПРИМЕНЕНИЕМ ОПЕРАЦИЙ МАСШТАБИРОВАНИЯ 
Предлагается новый метод умножения по большим простым модулям в минимально избы-
точной модулярной системе счисления (МИМСС). Его основу составляют быстросходящаяся рекур-
сивная схема приведения к остатку (схема спуска Ферма) и высокоскоростной алгоритм масштаби-
рования табличного типа. Исследуются проблемы корректности метода и даются оценки его эф-
фективности. Синтезируется мультипликативный алгоритм, который в сравнении с аналогами по-
зволяет уменьшить количество таблиц для формирования базовых интегральных характеристик на 
35–40 % и сократить временные затраты как минимум в 1,6  раза. 
Введение 
Главное отличительное свойство модулярных систем счисления (МСС), постоянно при-
влекающее к себе внимание специалистов по высокопроизводительным параллельным вычис-
лениям, состоит в отсутствии межразрядных связей при выполнении модульных операций. 
Особое значение данное свойство модулярной арифметики (МА) имеет для приложений моду-
лярной вычислительной технологии (МВТ) на диапазонах больших чисел и прежде всего для 
приложений в криптографии [112]. В свете сказанного естественной стратегией при разработ-
ке методологического и алгоритмического обеспечения МВТ для криптосистем является 
стремление реализовать отмеченное фундаментальное преимущество МА над позиционной 
арифметикой в максимальной мере. 
Несмотря на сравнительную сложность выполнения в МСС операций масштабирования и 
расширения модулярного кода (МК), используемых в мультипликативных процедурах по 
большим простым модулям, известные лучшие разработки на базе МА для систем криптогра-
фической защиты информации (СКЗИ) по ряду важных показателей превосходят позиционные 
аналоги. К главным достоинствам криптосистем с применением МА относятся более высокая 
скорость шифрования данных, идеальная приспособленность модулярных вычислительных 
структур (МВС) к табличным реализациям, способность к гибкой реконфигурации и др. 
В начале текущего десятилетия рядом исследователей высказывалось мнение, что все ос-
новные усовершенствования МВТ для криптосистем уже достигнуты. При этом считалось, что 
наиболее успешные разработки в этой области предложили K. Рош, Р. Рош, П. Корнерап и др. 
[1, 9, 10]. Однако с развитием новых подходов к выполнению немодульных операций, в частно-
сти операций расширения МК в рамках мультипликативных процедур по большим простым 
модулям [11], эффективность разработок на основе МСС существенно возросла. Это позволило 
говорить об указанном направлении исследований как о прорыве на пути повышения произво-
дительности СКЗИ с применением МСС. 
Идея, положенная в основу предложенной технологии синтеза процедуры расширения 
МК, восходит к работам A. Шеноу и Р. Кумаресан [13, 14]. Она состоит в использовании вме-
сто точных интегральных характеристик МК (ИХМК), в частности ранга, их приближенных 
аналогов. Это ведет к существенному упрощению алгоритмов умножения по большим простым 
модулям при одновременном повышении быстродействия. Вместе с тем в рамках предложен-
ного подхода расширяется диапазон изменения результата операции умножения, что усложняет 
его коррекцию – приведение к остатку по рабочему модулю. 
Представляемая в настоящей статье разработка по применению минимально избыточных 
МВС для выполнения операции умножения по большим простым модулям находится в русле 
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обозначенного направления исследований [11], являясь его развитием. Синтезируемые на базе 
минимально избыточного модулярного кодирования немодульные процедуры используют ин-
тервально-индексные характеристики – интервальный индекс (ИИ) и главный ИИ, которые вы-
числяются по расчетным соотношениям, столь же простым, как и выражения для расчета при-
ближенных значений ИХМК – ранга [11]. При этом, однако, ИИ и главный ИИ чисел форми-
руются без погрешностей. Отмеченным обстоятельством, в конечном счете, и обусловлены 
преимущества предлагаемого алгоритма умножения по большим простым модулям на основе 
минимально избыточной модулярной арифметики (МИМА). 
1. Минимально избыточные модулярные системы счисления 
В множестве Z целых чисел (ЦЧ) классическая МСС определяется набором попарно простых 
модулей (оснований) m1, m2, …, mk (k≥2). В МСС ЦЧ X представляется в виде X = ),...,,( 21 k , 
где 
im
i X  ( ki  ,1 ); через ma  обозначается элемент множества Zm = {0, 1, …, m1}, срав-
нимый с a (в общем случае рациональным числом) по модулю m. В МСС с основаниями  







 ЦЧ. Обычно в качестве рабочего диапазона 
используются кольца }1...,,1,0{  kM MkZ  и 

kM
Z {Mk/2, Mk/2+1,…, Mk/2 1} соот-
ветственно наименьших неотрицательных и абсолютно наименьших вычетов по модулю Mk (через 
 a  и a обозначаются ближайшие к a соответственно слева и справа ЦЧ). При этом позиционное 
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 (l=k1, k); )(Xk и I(X)  ИХМК, называемые соответственно 
рангом и ИИ числа X. 
Модульные операции (сложения, вычитания и умножения) над ЦЧ A и B, заданными 
своими МК: 
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В свойстве (3) заключается главное фундаментальное преимущество МА над арифметикой по-
зиционных систем счисления (ПСС). 
Известно, что использование числовых систем с избыточной кодовой организацией, в 
том числе и модулярных, зачастую позволяет существенно улучшить их арифметические или 
иные свойства. Применяемое в настоящей статье минимально избыточное модулярное кодиро-
вание 
kmmmМИМСС
ZZZD  ... : 
21
 (m1, m2, …, mk – модули МИМСС) предусматривает 
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применение рабочего диапазона D, мощность которого меньше мощности диапазона 
kM
Z клас-
сической (неизбыточной) МСС с основаниями m1, m2, …, mk. Сущность реализуемого принципа 
раскрывает следующая теорема. 
Теорема 1. Для того чтобы в МСС с попарно простыми основаниями m1, m2, …, mk  ИИ 
I(X)  каждого элемента X  диапазона D = M2Z  = M, M + 1, ..., M  1 (M = m0Mk 1) полно-
стью определялся компьютерным ИИ – вычетом ˆ ( ) ( )
k
k m
I X I X , необходимо и достаточно, 
чтобы k-й модуль МСС удовлетворял условию mk   2m0  +  , где m0 – вспомогательный мо-
дуль, ограниченный снизу порогом ;  – максимальное значение ранговой характеристики 























При этом для I(X) верны следующие расчетные соотношения: 
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Очевидно, что МСС с модулями m1, m2, ..., mk и рабочим диапазоном D, выбираемыми в 
соответствии с теоремой 1, имеет наименьшую избыточность, когда выполняется равенство 
mk   2m0      =  mk   2 . Именно в этом случае МСС называется минимально избыточной. 
Несмотря на то, что вводимая дополнительная избыточность в МК весьма незначительна, 
именно она позволяет существенно упростить алгоритмы выполнения в МИМСС немодульных 
операций, в частности операций масштабирования. 
Теорема 2.  Пусть в МИМСС с попарно простыми основаниями m0, m1, …, mk  и рабочим 
диапазоном D = M2Z  задано ЦЧ X = (1, 2, …, k) (X  D) и пусть m  вспомогательный мо-
дуль, выбираемый из условия m  k, S  некоторый натуральный масштаб. Тогда дробь X/S 
может быть аппроксимирована целым числом Xˆ = G(X) + (X),  
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через  a  обозначается ближайшее к вещественной величине a ЦЧ: 
 a =
,    0,5;
,     0,5.
a åñëè a a
a åñëè a a
        

       
 
52                                     А.А. КОЛЯДА, Н.А. КОЛЯДА, В.В. РЕВИНСКИЙ  и др. 
 











Для реализации расчетных соотношений теоремы 2 необходимы наборы вычетов: 
)( ii C =  ,)(,0 iiR  ,)( i,1 iR …, )( ii,kR   и 
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(j  = k ,1 ; i  = 1 ,1 k ). 
Фундаментальная роль в разработанном МИМА-алгоритме умножения по большим про-
стым модулям принадлежит операциям масштабирования. Основой для выполнения этих опе-
раций служит процедура масштабирования, синтезированная на базе теорем 1 и 2 [15]. Для 
данной процедуры далее употребляется условное обозначение ˆ ( ; )X SC X S . 
2. Синтез МИМА-процедуры умножения по большим простым модулям на базе  
рекурсивной схемы деления спуска Ферма 
Пусть в МИМСС с основаниями m1, m2, …, mk и динамическим диапазоном D = 

M2Z , па-
раметр M мощности которого удовлетворяет условию M ≥ (p  1)2 (p – большой простой мо-
дуль), заданы операнды операции ),...,,(: 21 kp AAB   и ),...,,( 21 kB  . Так как 
при M ≥ (p  1)2 произведение C = AB  в МИМСС вычисляется тривиальным образом: 
 ),...,,( 21 kC  ...,,|| ,|(| 21 2211 mm   kmkk ||  , исследуемая проблема фактически сво-
дится к разработке процедуры расширения минимально избыточного модулярного кода (МИМК) 
)...,,,( 21 k  ЦЧ C на модуль p, т. е. к получению элемента pC  поля Zp. Другими словами, 
задача состоит в разработке для рассматриваемой МИМСС подходящей базовой процедуры де-
ления с остатком произвольного элемента C динамического диапазона на модуль p. 
Известные методы общего деления чисел, представленных в МК, можно разбить на две 
основные группы [8, 16]. К первой из них относятся субтрактивные методы [17, 18], базирую-
щиеся на операциях сложения, вычитания, определения знака числа и контроля аддитивного 
переполнения. Чаще всего соответствующие процедуры деления осуществляют вычитание из 
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делимого кратных делителя до тех пор, пока не будет получен остаток от деления делимого на 
делитель, а значит, и неполное частное. 
Вторую группу составляют методы деления, которые можно квалифицировать как муль-
типликативные [7, 16, 1921]. Методы данного класса реализуют различные варианты итера-
тивной схемы, в рамках которой деление чисел сводится к операциям умножения. На практике 
наибольшее распространение получили рекурсивные схемы деления Ньютона, спуска Ферма 
и др. Благодаря поразрядному характеру операции модульного умножения методы второй 
группы позволяют значительно уменьшить время выполнения общего деления целых чисел в 
МСС. 
Как показывает анализ, согласно критерию минимума временных затрат при приемлемом 
суммарном количестве необходимых таблиц в качестве базового метода для вычисления 
p
C  целесообразно принять метод деления, реализующий МИМА-версию рекурсивной 
схемы спуска Ферма. Суть представляемого здесь метода состоит в получении некоторого це-
лочисленного приближения Qˆ  к дроби C/p, погрешность которого  = C/p  Qˆ  удовлетворяет 
заданному условию, например 0 ≤  < 1 или –ε ≤  <ε, где ε – фиксированная константа из ин-
тервала [1/2; 1). Обычно в качестве таких приближений используются ЦЧ  pCQ /  или 
Q  = C/p , которым по лемме Евклида отвечают соответственно остаток 
p





Алгоритм деления чисел  C  и  p  методом спуска Ферма имеет рекурсивную структуру.  
В ходе первой итерации для дроби C/p по некоторому правилу находится начальное целочис-
ленное приближение Q1. Если его погрешность 1 = С/p  Q1 = C1/p, где C1 = C0  pQ1,  
C0  =C , согласуется с требованием к точности операции, то процесс деления заканчивается. 
В противном случае осуществляется переход к следующей итерации. На i-й итерации (i > 1) в 
соответствии с применяемым правилом определяется целочисленное приближение qi к погреш-
ности i1 = Ci  1/p = (Ci  2  pQi  1)/p (i  1)-й итерации. Если при этом текущая погрешность 
I = Ci  1/p  Qi = (Ci  1  pQi)/p = Ci /p  выполняемой операции не выходит за установленные 
границы, то деление чисел C и p завершается. В противном случае описанный рекурсивный 
процесс продолжается. 
Правило аппроксимации дробей Ci  1/p целыми числами Qi
 (i  ≥ 1) конструируется так, 
чтобы последовательность |C0|, |C1|, |C2|, …, а значит, и последовательность |1|, |2|, … строго 
убывали. При соответствующем ограничении на точность конечного результата это обеспечи-
вает сходимость алгоритма деления. 









// .                                                        (11) 
Так как погрешность r = Cr /p заключительной итерации находится в требуемых границах, 









Применяемый способ целочисленной аппроксимации дробей Ci1/p (i ≥ 1) предусматривает: 
− формирование для p приближенного значения вида 
ˆ  p S pS   ,                                                                 (12) 
где ˆ {1, 2, ..., 1}p  ;  и S
~
  натуральные числа, определяющие точность приближения; 
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− использование для целочисленной оценки дробей Ci  1/p операций масштабирования 
Ci  1 на масштаб pS
~  (см. (12)), выполняемых с помощью процедуры SC(Ci  1
 ; S). 
Существенной особенностью СКЗИ является наличие в наборе базовых параметров ком-
понент долговременного использования [911, 22, 23]. Это позволяет все вычисления, связан-
ные с параметрами данного типа, выделить в специальный вычислительный процесс и выпол-
нять его предварительно до основного вычислительного процесса, реализуемого в реальном 
времени. Поскольку к предварительным вычислениям не выдвигаются столь жесткие требова-
ния по временным затратам, как к основному вычислительному процессу, то учет отмеченного 
фактора при синтезе базовых процедур МВТ для криптосистем является важным и эффектив-
ным оптимизирующим средством. Сказанное в полной мере относится к параметру p. Поэтому 
приближение p~  для модуля p, которое служит рабочим масштабом S в предлагаемом алгоритме 
деления, может быть определено в рамках предварительных вычислений. Кроме того, на этапе 
предварительных вычислений осуществляется и формирование таблиц, необходимых для при-
меняемой процедуры масштабирования SC (набора вычетов для расчета ИИ (см. теорему 2)), 
а также таблиц, описываемых формулами (7)–(10). 
В разработанной МИМА-версии метода деления C на p по схеме спуска Ферма явно ис-
пользуется МИМК (1, 2, …, k) модуля p )),1(( kip
imi
 . Предполагается, что требуемый 
МК формируется в процессе выбора p. Одновременно с этим при необходимости может быть 
получен и позиционный код числа p, например двоичный код: 











j pppbppppp                    (13) 








111 )0,;1(... Z .                         (14) 
Формирование для p аппроксимирующего значения (11) по позиционным представлени-
ям (13) и (14) осуществляется соответственно по правилам 
1 2 2
ˆ ( ... ) / 2 , 2b bb b bp p p p p S
 
  
    
                                      (15) 
и 
( 1) ( ) ( 1) ( )
1
ˆ / 2 , 2u S u u S ul lp p S M
   

   
 ,                                    (16) 
где   2log   разрядность величины pˆ ; u – номер старшего ненулевого бита в двоичном 
представлении цифры pl полиадического кода числа p (нумерация разрядов в двоичных кодах 








   
 
 
Отметим, что конкретный вид множителя S
~
 масштаба S оказывает существенное влия-
ние на  сложность расчета комплекта рабочих таблиц для процедуры масштабирования SC. 
С этой точки зрения более предпочтительной является аппроксимация модуля p, выполняемая 
на основе полиадического представления (14), т. е. согласно (16). 
В случае, когда процесс выбора модуля p предусматривает получение лишь его МИМК 
(1, 2, …, k), компоненты (15) или (16) требуемого масштаба (12) можно найти с помощью 
алгоритма кодового преобразования  или алгоритма формирования ИХМК соответствен-
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но [24]. При этом достаточно воспользоваться усеченными версиями указанных алгоритмов, 
обеспечивающими вычисления лишь некоторых приближений старших коэффициентов рас-
сматриваемых позиционных представлений числа p. В частности, модуль p можно аппрокси-
мировать при помощи приближенного значения 1ˆnp   старшей цифры его n-разрядного кода 
ПСС с основанием 232: 
  )0),1,0(;32/()...( 122021 3232   njnn pnjZpbnpppp , 
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2 2 .                                                       (18) 
Пусть u – номер старшего ненулевого бита в двоичном коде величины (17). Тогда в каче-
стве приближения для p можно принять 
( 1) ( ) 32( 1) ( 1) ( )
1
ˆ ˆ / 2 2u S u n u S unp pS p
     

    
 .                              (19) 
Аналогично изложенному модуль p можно аппроксимировать при помощи приближенно-
го значения ˆ lp  старшей l-й цифры pl полиадического кода (14). Требуемое расчетное соотно-
шение для ˆ lp  имеет вид  
1








1 1 , 1
1
ˆ ( ) ( )
l








   
 
 ;                                                 (21) 
,
1
ˆ ( ) ( )
l
l




  ,                                                        (22) 
вычеты )(, ijiR   ),1;,1( lljji   вычисляются по формулам (6).  
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Искомое приближение для p осуществляется по правилу 
( 1) ( ) ( 1) ( )
1
ˆ ˆ / 2 2u S u u S ul lp pS p M
   

    
 .                                 (23) 
Отметим, что ввиду малости величин (18) и (21) 2 1 1,maxˆ( , ( ) 2)n l lk p l          для 
аппроксимации p вместо (17) и (20) можно использовать более простые оценки старших коэф-












                                                             (24) 
и  
ˆˆ ( )l lp I p .                                                                 (25) 
Замечание 1. Все приведенные способы аппроксимации модуля p дают приближения p~  с 
недостатком. Они основаны на усечении тех или иных позиционных представлений p. Для по-
лучения приближений p~  с избытком достаточно используемые старшие части позиционных 
кодов p увеличить на некоторые минимальные поправки. В частности, для аппроксимации p с 
избытком по правилам типа (15) и (16) величину pˆ  следует увеличить на 1, а в случае приме-
нения правил (19) и (23) базовые ИХМК (17) и (20) можно инкрементировать на поправку 
exp2((u   + 1)S(  u)) + 1 (см. теорему 2 [24]). Для аппроксимации p с избытком на основе 
(24) и (25) базовые ИХМК надлежит увеличить соответственно на exp2((u –  + 1)S( – u)) + k и 
exp2((u   + 1)S(  u)) + ρl  1, max + 1. 
Изложенное позволяет сформулировать алгоритм деления на простой модуль p в 
МИМСС с основаниями (m1, m2, …, mk), диапазоном Dˆ = pZ ={0, 1, …, p – 1} исходных данных 
и динамическим диапазоном D= 2
ˆ
M
D .  
Входные данные алгоритма: произведение C = AB(A, B  Dˆ ; C  D) и рабочий простой 
модуль p, представленные в МИМСС, C = (γ1, γ 2, …, γk), p = (1, 2, …, k). 
Предварительно вычисляемые данные: 
− приближенное значение p~  модуля p, применяемое в качестве масштаба S= p~  в базовой 
процедуре масштабирования (см. (12), (15), (16), (19), (23)); 
− таблицы ИИ TIIi, в память которых помещаются вычеты (6) согласно правилу 
TIIi[] = Ri,k() ),1;( ki
im
 Z ; 
− таблицы масштабирования TSCij, формируемые в соответствии с (7)–(10): TSCij[] = 
= Ri,j() ( ; 1, ; 0, )
im
i k j k   Z ; 
− таблица поправок для операции масштабирования: TCOSC[x] =   mx /  (2 mx + 
+ k − 2)/(2m) (x  1)1( mkZ ; m – вспомогательный модуль, используемый в алгоритме масшта-
бирования (см. теорему 2)). 




1 ,...,, k ) = ( k ,...,, 21 ) = C. 





ss  ) числа Cs и масштабу S = p
~  (см. (12)) с помощью базо-
вой процедуры масштабирования SC найти целочисленную оценку ( ) ( ) ( )1 2
ˆ ˆ ˆ ˆ( , ,..., )s s ss kC      дро-
би Сs/S. Для этого необходимо: 
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a) рассчитать компьютерный ИИ ˆ ( )k sI C  числа Cs (см. (5)):   
( )
1








  ; 




ˆ( ) 0[ ] 0[ ( )]
k
s
s i k s
i
r C TSCi TSCk I C










j s i k s
i m
R C TSCij TSCkj I C j k


    ; 
в) определить цифры МИМК ( ) ( ) ( )1 2ˆ ˆ ˆ( , ,..., )
s s s
k    оценки 
ˆ
sC  дроби Cs /S по формуле 
( )ˆ ( ) [ ( )] ( 1, )
j
s
j j s s m
R C TCOSC r C j k    . 
Оценка ˆsC  принимается в качестве приближения к дроби s  1 = Cs/p. 
Д.3. Получить МИМК s-го приближения к частному: Qs = Qs  1 + ˆsC , а также невязки  
Сs+1 = Cs  p ˆsC .                                                             (26) 
Д.4. Проверить условие ˆsC   {1, 0, 1}. При его выполнении s увеличить на 1 (s = s + 1) и 
затем перейти к шагу Д.2. В случае, когда  ˆsC   {1, 0, 1} (пусть это имеет место при s = r, r ≥ 1), 
итеративный процесс деления C на p завершить. При этом в качестве искомых значений «непол-













rC C pQ    .                                                         (28) 
3. Исследование корректности алгоритма 
Остановимся кратко на вопросах точности и сходимости сформулированного алгоритма. 
Из (26) после деления на p получаем 
s  1  s = ˆsC .                                                          (29) 
















  . Отсюда с 
учетом (26), (27) ввиду 0 = C/p заключаем, что погрешность операции деления ЦЧ C  на мо-
дуль p, выполняемой рассмотренным способом, определяется соотношением 
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ä ,
ˆ ˆ/ /r r r rC p Q C p C       .                                             (30) 
Так как ˆrC  представляет собой результат масштабирования числа Cr на масштаб S (см. шаг Д.2), то 
ì ,
ˆ/r r rC S C   ,                                                           (31) 
где r,м  погрешность указанной операции масштабирования, которая согласно теореме 2 
удовлетворяет неравенству  
1м,м  r   ));2/()(( м kmmkm  .                                      (32) 
Используя (31), выражение (30) можно записать в виде 
ä , ì ,




     .                                                     (33) 
Найдем условие, при котором погрешность алгоритма деления удовлетворяет неравенст-
ву  1д,д  r  ( д  некоторый верхний порог). Согласно шагу Д.4 величина 
ˆ
rC  может 
принимать лишь три значения: 1, 0, 1. Подставляя их поочередно в (33) и применяя (32), для 


















r .                                           (36) 
Потребуем, чтобы  интервалы изменения погрешности r,д , определяемые неравенства-
ми (34)(36), включались в интервал );( дд  . Простейшие выкладки показывают, что дан-
















 ( 1дм  ).                                             (37) 
Область изменения отношения d = S /p = p~ /p  при возможных значениях порогов д  и 
м  ограничена прямыми d = dm i n( д ) = (1  д )/(1  м ), d = dma x( д ) = (1 + д )/(1 + м ) 
и д = 1 (рис., а). Значению д = 1 отвечает наибольший интервал изменения d = S /p  (S /p  
 (0; 2/(1 + м )). С уменьшением д  интервал изменения для S /p  сужается. 
Перейдем к обоснованию корректности алгоритма деления. 
Найдем условие сходимости реализуемого в рамках алгоритма итеративного процесса. 







   .                                                             (38) 




   
                                                   б)                                                                                                   в) 
Область изменения d = S/p, определяемая параметрами:  
а) м и д; б) м и Kсх ; в) точности и сходимости алгоритма деления 
Поскольку ˆsC  служит приближением к дроби Cs/S, которое определяется процедурой масшта-
бирования SC с погрешностью s,м , удовлетворяющей неравенству м,м  s , (38) можно 


















1 1)(1  .                                     (39) 
Если SСs  , то  ˆ 1,0,1sC   , что является признаком конца итеративного процесса (см. шаг Д.4). 












s .                                          (40) 
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Очевидно, что рекурсивный процесс деления, выполняемый в рамках алгоритма деления, 
будет сходящимся, если интервал изменения величин Сs + 1/Cs ( rs ,1 ), определяемый неравен-
ством (40), включается в некоторый промежуток [–Kсх; Kсх]  (–1; 1), где Kсх – выбранный над-
лежащим образом ограничительный порог, Kсх < 1. Указанное требование приводит к следую-









































.                                           (41) 
Область изменения отношения  d = S /p  = p~ /p,  которая определяется неравенством (41), 
ограничена участками гипербол )1/()1()( схмсхmin KKdd  ,  )( схmax Kdd  
)1/()1( схм K  и прямой 1сх K  (рис., б). Значению 1сх K  отвечают 2/)1(/ мpS . 
C уменьшением схK  промежуток изменения отношения S/p сужается. 
Пересечением областей изменения d = S/p, показанных на рис., а и б, является область 
плоскости xOd (рис. 1, в), ограниченная снизу участком гиперболы  )(min xdd  
)1/()1( м x , сверху – прямой )(max xdd 
 = )1/()1( м x  и справа – прямой x = 1. 












    
  
.                                       (42) 
В выражении (42) пороги Kсх и д могут принимать значения из промежутка [м;
 1) независимо 
друг от друга. При д = Kсх = 1 (42) дает 
)1/(2/2/)1( мм  pS ,                                                (43) 
















.                                                   (44) 
Пусть, например, м = 0,6. Тогда (43) и (44) соответственно дают 0,8 < S/p <1,25 и 8/9 < S/p <9/8. 
Приведенные математические выкладки доказывают справедливость следующей теоремы. 


















,                                                        (45) 
где )2/()(м mkm   – верхний порог абсолютной погрешности процедуры масштабирова-
ния SC (m – вспомогательный модуль, m ≥ k); схK , д  [ м ; 1). 
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Тогда процесс деления в МИМСС с основаниями m1, m2,…, mk и динамическим диапазоном 
D = M2Z
2)1((  pM ) числа C  D на p, реализуемый по алгоритму деления при помощи про-
цедуры масштабирования SC с применением масштаба S = p~ , является сходящимся с коэффици-
ентом сходимости схK . При этом достигаемая абсолютная погрешность операции деления 
(C) = |C/p  Qˆ | ( Qˆ  – «неполное частное» (см. (27)) ограничена сверху порогом д < 1. 
Замечание 2. С точки зрения реализации существенной особенностью представленного 
метода деления является свойство невязок (26) принимать как положительные, так и отрица-
тельные значения. Это требует применения МИМСС с симметричным диапазоном D = M2Z . 
Знак невязки Cs + 1 ( rs ,1 ) зависит прежде всего от того, с недостатком или с избытком ап-
проксимирован модуль p масштабом S = p~  (см. замечание 1). Пусть, например, p < S и Сs > 0. 
Тогда Cs /p > Cs /S и, следовательно, Cs /p > ì ,
ˆ
s sC   ( ));( мм,м  s  или Cs + 1 ≥  sp ,м . 
Отсюда видно, что в рассматриваемом случае все невязки, кроме r-й, положительны, но при 
s = r возможна ситуация, когда 0,м  r  и Cr + 1 < 0. Если же p > S , то, как нетрудно прове-
рить, последовательность невязок C1  = C > 0, C2, …, Cr является знакопеременной, а невязка 
Cr+1 также может быть как положительной, так и отрицательной. 
Замечание 3. Согласно (26), (28), (30) и теореме 3 
1 ä
ˆ( ) / / 1r rC C p p         . 
Поэтому 
ˆp p    .                                                                (46) 
Отсюда следует, что неполное частное  pCQ /  и остаток pC  при делении C на p свя-
заны со своими аналогами Qˆ  и ˆ , получаемыми алгоритмом деления, соотношениями 
ˆ ˆ1, åñëè 0,




   
 
 
                                                         (47) 
и 
ˆ ˆ, åñëè 0,
ˆ ˆ, åñëè 0.
p

   
 
  
                                                         (48) 
Реализация корректирующих равенств (47) и (48) требует определения знака числа Сr + 1 = ˆ . 
Эта операция может быть выполнена с помощью процедуры формирования ИХМК или путем 
преобразования МИМК числа ˆ  в позиционный код [24]. 
4. Оценка эффективности МИМА-процедуры умножения по модулю 
Умножение по модулю p, реализуемое посредством алгоритма деления, на мультипро-
цессорной или многомашинной системе модулярной обработки информации (СМОИ), вклю-
чающей независимые друг от друга тракты по вспомогательному модулю m ≥ k, основным мо-
дулям m1, m2, …, mk, а также тракт для формирования интервально-индексной характеристики, 
занимает время 
слмуСМОИ,у )3()1( tkrtrt  ,                                               (49) 
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где r – количество итераций алгоритма деления; k – число оснований базовой МИМСС; муt  и 
слt   времена выполнения операций модульного умножения и сложения ЦЧ соответственно. 
Предполагается, что суммирование вычетов по модулям m1, m2, …, mk  в рамках процедуры мас-
штабирования SC производится по аккумулятивно-табличному методу [25]. Процессы вычисле-
ния модульных сумм в трактах СМОИ не распараллеливаются. Извлечение очередных вычетов 
из таблиц совмещается во времени с соответствующими текущими операциями сложения. 
Время выполнения разработанного МИМА-алгоритма умножения по модулю p с приме-
нением только одной ПЭВМ составляет 
слмуПЭВМ,у )6()1( tkrktrkt  .                                             (50) 
Пусть, например, в качестве инструментальной платформы используются процессоры 
типа Intel Pentium 4 (3 ГГц), для которых слt =2 нс, время извлечения элемента таблицы 
чt =1,14 нс. Предположим, что для реализации операций умножения по модулям МИМСС при-
меняется индексный метод [25]. Тогда муt  = 3 слч tt   = 5,42 нс. В табл. приведены рассчитан-
ные согласно (49) и (50) времена выполнения операции умножения по модулю p с помощью 
алгоритма деления для некоторых значений разрядности log2p модуля p и отвечающих ему 
значений числа k оснований МИМСС и количества r итераций применяемой рекурсивной схе-
мы деления. Основания m1, m2, …, mk МИМСС выбираются из промежутка (2
15; 216). 
Отдельное большое число в МИМСС представляется кодом длиной LМИМК = 2k байтов. 
Каждая цифра занимает два байта. Если, например, p имеет разрядность 2462 бита, то число 
оснований базовой МИМСС составляет k = 308 и в этом случае LМИМК = 616 байтов. В рамках 
развиваемого табличного подхода к созданию алгоритмов умножения по большим простым 
модулям главная часть требуемой памяти приходится на таблицы, прежде всего таблицы мас-
штабирования и таблицы интервального индекса. Для их размещения необходима соответст-












 байтов. В случае log2 p = 2462 суммарный 
объем памяти для размещения указанных таблиц не превышает 11,935 Гб. Таблица TCOSC по-
правок для операции масштабирования занимает не более 94,864 байта. 
Времена выполнения МИМА-алгоритма умножения по модулю на основе 
рекурсивной схемы спуска Ферма с использованием процессоров Intel Pentium 4 (3 ГГц) 
Значения базовых параметров 
Времена выполнения 
алгоритма, нс 
log2p k r у, ПЭВМt  у, СМОИt  
64 9 4          1323,9  123,1 
64 9 5          1642,68   152,52 
128 17 5          4462,84   232,52 
128 17 6          5336,98  277,94 
256 33 6        16696,02  469,94 
256 33 7        19448,88  547,36 
512 66 5        49666,32  722,52 
512 66 8        79251,48       1152,78 
1024 133 4      151500,3       1115,1 
2462 308 4      782042,8       2515,1 
Предложенная табличная конфигурация МИМА-алгоритма умножения позволяет свести 
все вычисления к операциям извлечения из табличной памяти наборов вычетов и их суммиро-
вания на 32-битовом сумматоре. Что касается известных МА-алгоритмов умножения по моду-
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лю p [11], то они используют основания разрядностью 32 бита. Это затрудняет применение 
табличного метода, что ведет к снижению производительности. Для наиболее близкого моду-
лярного аналога к синтезированному алгоритму временные затраты при реализации на одно-
процессорной ЭВМ можно оценить по формуле  
))1(2)108()72(( слмуПЭВМ,у чtntntnnt  ,                               (51) 
где n – число оснований каждой из двух применяемых в аналоге [11] МСС; муt  – длитель-
ность операции умножения по модулям МСС, выполняемой на позиционном умножителе с 
приведением произведения 32-битовых чисел к остатку по соответствующему модулю. При-
нятая в качестве основы инструментальная платформа обеспечивает муt  = 84 нс, слt  = 2 нс, 
чt =1,14 нс. С учетом этого при 2462-битовых p, которым отвечает n = 80, выражение (51) дает 
ПЭВМ,уt  = 1
 241 014,4 нс. Аналогичная характеристика для синтезированного МИМА-алгоритма 
принимает значение ПЭВМ,уt  = 782 042,8 нс (см. табл.). Таким образом, достигается  
1,5869-кратное сокращение временных затрат. При этом, однако, классический алгоритм тре-
бует значительно меньшего объема табличной памяти. 
Заключение 
Изложенные в настоящей статье исследования по созданию эффективных методов и ал-
горитмов умножения по большим простым модулям с использованием МСС показывают, что 
арифметика МИМСС обеспечивает принципиально новые возможности для оптимизации базо-
вых немодульных процедур. Основные результаты представленной разработки состоят в сле-
дующем: 
1. На базе быстросходящейся рекурсивной МИМА-схемы деления спуска Ферма и про-
цедуры масштабирования табличного типа на масштаб, адаптируемый на этапе предваритель-
ных вычислений к рабочему модулю, разработан новый алгоритм умножения для СКЗИ. В от-
личие от известных модулярных аналогов, использующих пару операций расширения кода, 
данный алгоритм обладает абсолютной однородностью модульных трактов, минимизирует ко-
личество связей между ними и сокращает примерно в два раза время немодульных сегментов 
между смежными операциями умножения по модулям МИМСС. Это в значительной мере ней-
трализует негативное влияние на общую производительность процесса умножения рекурсивно-
го характера реализуемой вычислительной схемы. 
2. В базовой процедуре масштабирования применены точные ИХМК – ИИ и главный ИИ. 
Это позволило ограничить конечный результат умножения промежутком (−p; p) и тем самым 
исключить свойственный известным алгоритмам умножения по модулю p этап коррекции ре-
зультирующего «остатка» на аддитивную поправку, кратную p.  
3. Предложенный подход к выполнению операции умножения по модулю p предполагает 
использование отдельного тракта для расчета интервально-индексных характеристик, благода-
ря чему отпадает необходимость в средствах управления, которые применяются в аналогах для 
аддитивного расщепления неточной ИХМК – ранга. Наряду с двухшаговой организацией немо-
дульного сегмента (расширения МК) наличие средств управления вносит существенный вклад 
в неоднородность модульных трактов. 
4. Синтез созданного МИМА-алгоритма умножения для систем защиты информации 
осуществлен с учетом стратегии, которая нацелена на обеспечение максимального повышения 
производительности вычислительного процесса, реализуемого криптосистемой в реальном 
времени, за счет увеличения объема предварительных вычислений, главным образом связанных 
с формированием рабочего комплекта таблиц. 
Разработка выполнена в рамках государственной программы научных исследований 
«Инфотех». 
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A.A. Kolyada, N.A. Kolyada, V.V. Revinsky, A.F. Chernyavsky, H.V. Shabinskaya 
MULTIPLICATION ON A LARGE MODULE  
IN THE MINIMALLY REDUNDANT MODULAR NOTATION  
USING SCALING OPERATIONS 
A new method of multiplication on large simple modules in the minimally redundant modular 
notation is suggested. It is based on fast-converging recursive scheme of reduction to remainder – the 
Farm scheme of descent and high-speed algorithm for scaling of the table type. The method correct-
ness is investigated and some results of estimation of its efficiency are reported. 
The multiplicative algorithm which in comparison with known methods allows to reduce quan-
tity of tables for the formation of the base integrated characteristics at 35–40 % and reducing time ex-
penses at least for 1.6 times is synthesized. 
