Abstract
Introduction
We consider the supervised learning problem of predicting variables of ordinal scale, a setting referred to as ranking learning or ordinal regression. Here, the training samples are labelled by a set of ranks, which exhibits an order among different categories. This problem arises frequently in information retrieval where a user grades the documents based on their importance. For example, a user can grade every document in a set of retrieved documents into one of the following categories: highly relevant, relevant, average, irrelevant and highly irrelevant. These grades are different from the class labels in classification problem as they represent some ranking information. Standard classification problems cannot make use of this ranking information as they treat the class labels as unordered categories.
There are various approaches to solve the ordinal regression problem [3, 2] . The main difficulty of these approaches is that the problem size of these formulations is a quadratic function of the training data size. Shashua and Levin [6] generalized the support vector formulation for ordinal regression by finding Ö ½ separating hyperplanes which would separate the training data into Ö ordered classes. This is done by modeling the ranks as the intervals on the real line. The problem with this approach is that the ordinal inequalities on the thresholds, ½ ¾ Ö ½ are not included in the formulation. This might result in disordered thresholds at the solution. This problem can be handled by introducing explicit constraints in the problem formulation that enforce the inequalities on the thresholds [1] . In this case, the size of the optimization problem is linear in the number of training samples and the popular SMO algorithm [5, 4] for SVMs can be easily adapted. Chu and Keerthi [1] also proposed a new formulation which considers the training samples from all the ranks to determine each threshold and gave the SMO algorithm for finding the solution of this formulation.
In this paper, we propose two approaches which use minimum enclosing sphere formulations to solve the ordinal regression problem. For both approaches, the size of the optimization problems is linear in the number of training samples and the SMO algorithm can be easily adapted. Comparison with the approaches in [1] on several benchmark datasets shows that the proposed approaches are competitive and scale well.
The paper is organized as follows. In Section 2 we present the minimum enclosing sphere formulation with explicit inequality constraints on the radii. The second approach with implicit constraints on the radii is discussed in Section 3. Numerical experiments comparing the two approaches with the other support vector approaches on various benchmark datasets are given in Section 4. Section 5 concludes the paper.
A word about our notation. We will use Ü to denote the input vector of the ordinal regression problem. Let Þ ´Üµ denote the feature space representation in a high dimensional reproducing kernel Hilbert space (RKHS) related to Ü by a transformation. All the computations are done using the reproducing kernel function, which is defined as Ã´Ü Ô Ü Õ µ ´Ü Ô µ ¡ ´Ü Õ µ Þ Ô ¡ Þ Õ where ¡ denotes inner product in the RKHS. We consider the ordinal regres-sion problem with Ö ordered categories. These categories will be denoted by consecutive integers, ½ Ö . Assume that Ò training examples exist in the -th category where ¾ and let the -th training sample in this category be denoted by Ü , where Ü ¾ Ê . The total number of training samples is Ò ( È Ö ½ Ò ).
Approach 1: Explicit Constraints on Radii
Support Vector Machines (SVM) map the input vectors into feature vectors in a high dimensional RKHS [8] , where a linear machine is constructed by minimizing a regularized functional. For ordinal regression problem, the support vector formulation determines Ö ½ separating hyperplanes, Û ¡ ´Üµ ½ Ö ½, which would separate the training data into Ö ordered bins [6, 1] . For each threshold , the samples from the two adjacent categories, and · ½ are considered for empirical errors.
We formulate the ordinal regression problem as finding Ö ½ minimum volume concentric spheres with centre and radii, Ê ½ Ö ½ such that all (or most of) the data points in -th category lie in the annular region formed by the spheres of radii Ê and Ê ½ . Here, we introduce two auxiliary variables, Ê ¼ ¼ and Ê Ö ½. One or a few very remote training samples could result in very large spheres which will not represent the data well. Therefore, we allow for some data points in every category to lie outside their designated region. More specifically, the squared distance of each sample in the -th category from the centre should be at most Ê ¾ ½, Then the ordinal regression problem can be formulated as the following primal problem:
where gives the trade-off between the volume of the spheres and the number of errors. Note that Ö £½ ¼ .
The primal problem is a convex programming problem. Using Wolfe duality theory, by introducing the KKT conditions into the Lagrangian and applying the kernel trick, the 
The dual problem is a convex quadratic programming problem. One can solve this problem with respect to « , The rank of a test sample Ü can be determined by finding the smallest sphere in the RKHS (out of Ö spheres) which encompasses the given sample. For this purpose, the distance between ´Üµ and the centre of sphere, , needs to be calculated. The rank of any point Ü is then given by
where is derived from the KKT conditions as
Let us define, ´Üµ 
Approach 2: Implicit Constraints on Radii
In this section we present a different formulation for support vector ordinal regression. As in the case of Approach 1, this formulation also finds minimum volume concentric spheres with centre such that all (or most of) the data points in the -th category lie in the annular region formed by spheres of radii Ê and Ê ½ . However, instead of considering the empirical errors from the samples of adjacent categories to determine a radius, we allow the samples in all the categories to contribute errors for each radius. More specifically, the squared distance of a sample Þ in the category Ý from the centre should be at most Figure 2 for the illustration. We can thus write the new support vector ordinal regression problem as the following primal problem:
where runs over ½ Ö ½. Thus, there are Ö ½ constraints associated with every sample rather than only two constraints as in the case of the formulation discussed in Section 2. A very nice property of this approach is that the inequality constraints Ê ¾ ·½ Ê ¾ ½ Ö ½ always hold at the optimal solution in spite of the fact that they are not explicitly included in the new formulation. The proof of this property is given below. To prove the inequalities on the Ê 's at the optimal solution, let us consider the situation where the center is fixed and only the Ê 's are optimized. In this case, the empirical errors and £ are automatically determined once the Ê is given. For each rank let us define, It is worth noting that Lemma 1 holds even for an extended problem formulation that allows the use of different costs (different values) for different misclassifications (class misclassified as class can have the cost ). This problem formulation is more appropriate for applications such as collaborative filtering.
Using Wolfe duality theory, the dual problem of (4) Once the optimal « are obtained, the different radii, Ê of the spheres can be obtained by calculating the distance between the centre of the sphere and the training set sample whose Lagrange multiplier is in´¼ µ. 
Numerical Experiments
The SMO algorithms for the two proposed support vector ordinal regression formulations were evaluated on some benchmark data sets. We collected eight benchmark datasets that were used for metric regression problems. 2 The target values were discretized into ordinal quantities using equal length binning. These bins divide the range of target values into a given number of intervals that are of same length. The resulting rank values are ordered, representing these intervals of the original metric quantities. For each dataset, we generated two versions by discretizing the target values into five or ten ordinal scales respectively. Each dataset was randomly partitioned into training/test splits as specified in Table 1 . The partitioning was repeated 20 times independently. 3 The input vectors were normalized to zero mean and unit-variance, coordinate-wise. The Gaus- Ý , in which we treat the ordinal scales as consecutive integers. 2. Mean zero-one error is the fraction of incorrect predictions on individual samples. We compare the generalization capabilities of the proposed approaches with the Support Vector approaches for ordinal regression described in [1] . 2 These regression datasets are available at http://www.liacc.up.pt/˜ltorgo/Regression/Datasets.html. 3 The generated partitions can be accessed at http://www.gatsby.ucl.ac.uk/˜chuwei/ordinalregression.html. The test results of these algorithms are reported in Table 2 . From this table, it is clear that the proposed approaches are competitive. In particular, the approach with implicit constraints on the radii (Approach 2) is comparable with the support vector approaches in [1] in terms of mean absolute error. Clearly, Approach 2 discussed in this paper is an excellent alternative to the Support Vector approaches [1] for ordinal regression.
º½ Ë Ð Ò
In this experiment, we empirically studied how the two SMO algorithms scale with respect to training data size. The California housing dataset and the Bank Domain dataset were used in the scaling experiments. 4 For the California housing dataset, twenty training datasets with sizes ranging from ½¼¼ to ¼¼¼ were generated by random selection from the original dataset. The continuous target variable of the California Housing dataset was discretized to ordinal scale by using ½¼ equal-frequency bins. The datasets were trained by the SMO algorithms for ordinal regression formulations (using explicit and implicit constraints on the radii) with a linear kernel and ½ ¼ . For the Bank Domain dataset, a similar procedure was adapted to generate training datasets with sizes ranging from ½¼¼ to ¼¼¼. The details of the CPU times of the SMO algorithms for differ- The targets of these benchmark datasets were discretized by 10 and 5-equal length bins. The results are the averages over 20 trials, along with the standard deviation. EXC (R) and IMC (R) respectively represent the proposed approaches with explicit and implicit constraints on the radii. EXC (H) and IMC (H) respectively denote the approaches with explicit and implicit constraints on the thresholds [1] . We use bold face to indicate the best result in each row.
10-equal length bins 5-equal length bins Data Mean absolute error Mean absolute error Table 3 . The SMO algorithm for the formulation with implicit constraints has scaling exponents of ¾ and ¾ ¼ respectively on the California Housing dataset and the Bank Domain dataset. On the other hand, the scaling exponents of the SMO algorithm for the formulation with explicit constraints on these datasets were close to ¿. Thus the SMO algorithm for the support vector ordinal regression formulation with implicit constraints on the radii has better scaling properties and is suitable for data mining applications.
Conclusion
Ordinal regression is an important supervised learning problem with properties of both metric regression and classification. In this paper, we proposed two new approaches to support vector ordinal regression which find Ö ½ concentric spheres for Ö ranks using Ö ½ radii. We also adapted the SMO algorithms for these formulations. The results of numerical experiments suggested that the generalization capabilities of the proposed approaches are competitive. Also, the algorithm for implicit constraints formulation was found to scale well. Thus, the proposed approaches are useful alternatives to the existing support vector approaches and are suitable for applications such as collaborative filtering. Further, they can also be used for data with ordinal inputs.
Recently, the idea of Core Vector Machines (CVM) was proposed where the two-category classification problem was formulated as minimum enclosing ball (MEB) problem in computational geometry [7] . The resulting algorithm is very fast and is especially useful for very large datasets. The idea of CVM can be extended to the formulations proposed in this paper. We are currently investigating these details and the results will be reported elsewhere.
