Reader AidsPurpose: Widen state of the art Special math needed for explanation: Probability, statistics Special math needed to use results: Same Results useful to: Reliability theoreticians, maintenance analysts Summary t Conclusions -This paper proposes a comprehensive method for the use of expert opinion for obtaining lifetime distributions required for maintenance optimization. The method includes procedures for the elicitation of discretized lifetime distributions from several experts, the combination of the elicited expert opinion into a consensus distribution, and the updating of the consensus distribution with failure and maintenance data. The method was motivated by the practical circumstances governing its implementation. In particular, by the lack of statistical training of the experts and the high demands on their time. The use of a discretized life distribution provides more flexibility, is more comprehendible by the experts in the elicitation stage, and greatly reduces the computation in the combination and updating stages. The methodology is Bayes, using the Dirichlet distribution as the prior distribution for the elicited discrete lifetime distribution. Methods are described for incorporating information concerning the expertise of the experts into the analysis.
INTRODUCTION
In general, downtime of a production unit due to failure of one of its components, can induce high cost. Time-based preventive maintenance, consisting of inspections and replacements, can reduce the number of unit failures and thus lower this cost considerably; however, executing preventive maintenance activities too frequently can be costly as well. The aim of maintenance optimization is therefore to determine an optimal maintenance interval, such that the total mean cost of failures and preventive maintenance activities is minimal. Requirements for proper maintenance optimization are: a subdivision of a system or unit into components, with a specification of failure modes and a description of the effect of preventive maintenance activities on specific components a specification of cost figures for execution of a preventive a specification of lifetime distributions of the components a comprehensive model with a (numerical) optimization maintenance activity and for component failure routine.
Maintenance optimization has been of interest at Konink1ijkelShell-Laboratorium, Amsterdam, and has led to (among other things) the development of a decision support system for maintenance optimization, called PROMPT. From the experience gained with the PROMPT project, it was concluded that obtaining the component lifetime distributions is the bottleneck for implementation of maintenance optimization [ 11. This is mainly due to the scarcity of reliable data for determining such a distribution. The reason is that, for properly maintained systems, failures are rarely observed. In fact, when too many failures are observed, the system may undergo modifications. In addition, available data are often incomplete, with actual component level information in only a limited number of cases. Thus the initialization of a decision support system for maintenance optimization must rely on the use of expert opinion for determining component lifetime distributions. The ability to update the life distribution estimates as actual data become available is also highly desirable. Thus a theoretically sound systematic procedure is required to address the questions:
How can a lifetime distribution be elicited from an expert? How can the opinions of several experts be combined? How can the consensus distribution be updated with actual failure and maintenance data?
The use of expert opinion is not new; see Cooke [2] and Wallsten & Budescu [6] . But the development of a complete systematic procedure based on statistical principles for the use of expert opinion in a maintenance environment is new and presents a different set of constraints governing its application. We develop this procedure and give a brief overview of some of the considerations that had to be taken into account. For ease of notation we consider the procedure for a single component. 
Notation

ELICITATION
The selection of an appropriate procedure for eliciting expert subjective probabilities must take into account the nature of the information required, the background and training of the experts, the number of experts, and the number of variables to be assessed. In our problem we must determine the failure distribution of components which display aging (nonconstant) and revealed failure behavior. It is only by attempting to model this aging behavior that we can justify the use of a time-based preventive maintenance policy. Typically five or fewer experts are familiar with the a particular component. Most of the available experts have little knowledge or experience with statistical failure models, and have only limited time to spend with an analyst for the elicitation process. In one elicitation session several component lifetime distributions (in addition to other pertinent questions relating to the effects of preventive maintenance, the consequences of failure, etc.) must be assessed and so due to the time constraints and powers of concentration of the experts, the elicitation process must be kept as short as possible. Kabus [8] also reports that a histogram technique used to predict the interest rate of certificates of deposit performed very well in that the information obtained showed good predictive validity. In view of these experiences we decided to base our elicitation procedure on the histogram technique. In addition, from the practical point of view, it is more comprehendible for statistically untrained experts to use a discretised version of the continuous pdf (viz, a histogram) thus replacing the concept of probability density by the concept of the probability of failure in a fixed time interval. Moreover, combining and updating require far less computing effort in the discrete case than in the continuous case, and a continuous distribution can always be fit to the discrete probability function obtained.
THE HISTOGRAM TECHNIQUE
Let the domain of lifetimes (0,m ) be divided into m disjoint time intervals (ti-l,ti] , i = l , ..., m-1, and (tm-lytm) where O= to < tl < . . . < t,,, -< tm = 03. The experts need only specify their subjective probability of failure for the component in each interval. For convenience we denote time inter-
as an open interval is motivated by the fact that maintenance engineers have experiences only with the first part of a component life cycle since most components are replaced before failing. Knowing exactly the tail of a lifetime distribution is often not possible and not necessary for maintenance optimization.
Although the histogram appears to be the best available technique for assessing the component lifetime distribution in our environment, several implementational issues must be addressed. Specifically the selection of ti, m, and the method for obtaining the experts' interval failure probabilities. In considering each of these there is a tradeoff between limiting the accuracy obtained through elicitation and requiring an accuracy from the expert which cannot be achieved. Thus compromise solutions were sought and the emphasis was placed on making the elicitation process as easy for the expert as feasible.
Fitting the elicited discrete distribution to a continuous parametric family with two parameters, requires that at least three time intervals be specified. In addition, psychological experiments suggest that bias is reduced when choosing from maximally five alternatives [4]. Therefore we advise m = 5.
The choice of t . . , tm -under the ordering restriction does not influence the developed mathematical model; however, for better visual perception of the failure behavior of the component, we recommend that these values be equidistant. For example, use t i = i * x ' , i=O, ..., m-1, where x' represents a maintenance interval used in the past. This is advantageous since the maintenance expert's familiarity with x' enables the assessment of failure probabilities by a comparison of known maintenance intervals. For ease in combining the elicited distributions, we recommend letting an analyst select x ' before elicitatiofi begins. A disadvantage in the above approach is that the elicited distribution can have a large tail, ie, most components are anticipated to fail in the last time interval. This is only a problem when the maintenance optimization indicates that the optimal maintenance interval is also somewhere in the tail. If this is the case, and the expert does not wish to change any of his input then a continuous distribution may have to be fitted to the elicited probability function and a more detailed maintenance optimization can be performed.
In eliciting subjective probabilities, Spetzler & She1 von Holstein [5] found that indicting a probability of say 0.001 as "one in one thousand" yielded better performance in elicitation. Applying this concept, we ask the expert to image that there are n components of the same type installed at time to and request the expert to provide his anticipated number, nie, of components which fail within time interval i. We can then calculate experts e's (subjective) probability of failure within time interval i as pie = nie/n, i = 1,. . . ,m. As most people are accustomed to dealing with percentages, we define n = 100 to make the process even easier for the expert.
In order to enhance the speed and accuracy of the elicitation, an interactive PC-based program was developed. Using only the cursor controls, the expert generates a histogram display by iteratively increasing (or decreasing) the number of time intervals and defining the (subjective) number of anticipated failures in each interval. The expert receives on-line visual feedback on his assessment. Reduction of possible ambiguity or confusion is achieved with a trained analyst guiding the expert through the use of the program. Both the weighting scheme and the supra Bayes approaches involve determining weights we, e = 1,. . . ,E, for each expert and determining a combination rule. The two approaches differ in their orientation. In weighting schemes, interest centers around determining an optimal fashion in which to use weights for combining the experts' opinions, while in the supra Bayes approach the emphasis is on analyzing and incorporating the background information which leads to the expert opinion assessed. This includes evaluation of the experts' expertise, their prior information sets, and the expert's prediction ability. This information is captured in the specification of a prior distribution for the quantity of interest and in the determination of an appropriate likelihood function for the expert opinion. The actual combining process is not a problem in the supra Bayes approach as all available information is conveyed in the form of a posterior distribution which is obtained in a straightforward manner using Bayes theorem. 
Development of the Supra Bayes Approach
Winkler [ 1 13 considers the case where the prior distribution of interest is a natural conjugate of the likelihood function. A strong advantage of the natural conjugate approach is that the application of Bayes theorem involves only algebraic manipulations. We extend the Bemoulli example in Winkler [ 1 13 to the multinomial situation encountered when eliciting histograms. We define the following likelihood for each expert e , (McConway [ 191) . In our specific application we consider experts who share (approximately) the same information set and thus restrict E: = we = 1 but the more general case is easily accommodated.
Zero Preservation Property
Determining Weights for the Experts
Several methods for determining weights have been proposed in the literature such as:
( 4-4) 1 . equal weights 2. weights proportional to ranking of experts in terms of expertise -. -. correspond to a high (low) degree of belief in the prior estimates and thus a low (high) prior variance.
weights proportional to experts' self-ratings
In our case, the decision maker is knowledgeable about the experts but not about the failure behavior of the component. To reflect this, we define the decision maker's prior distributions for PA as given by (4-3) with all ai (and thus ao) extremely small thus indicating the decision maker's low belief in his estimates.
Given the likelihood of all expert opinion (4-2) and the prior distribution (4-3) with every ai of a minimal value, the posterior distribution for PA is again a Dirichlet distribution of the form of (4-3) with the new parameters ai = P Et= wenie, i = 1 ,. . . ,m. The use of " = " is due to disregarding the negligible prior parameter values. The decision maker's (consensus) probability distribution, pD, is obtained as the posterior estimate of PA (posterior to the experts' probability distributions), which is derived from the posterior means (4-4): -e = l -we e= 1
(4-5)
All of these weights have drawbacks with respect to the problem at hand. The ratings used in #2-#4 are not given any operational meaning, hence the notion of a "fair" self-rating or "fair" peer rating is not defined. Winkler [23] has shown that #5 is highly improper in that an expert can maximize his anticipated weight by assigning probability one to the interval in which he thinks failure is most likely to occur. The #6 has an intuitive appeal and has proved useful in practice, but requires many observations, which are generally not available in our context. The #1 (equal weights) is the simplest and has an intuitive appeal, however, it might not represent an optimal use of expert judgment.
In determining an optimal set of weights, we look for a solution which yields the best distribution for the decision maker from a mathematical point of view. The use of the likelihood of existing failure and maintenance data, given the consensus probability distribution piD = Et= wepier i = 1 ,. . . ,m, provides a useful measure even with only a limited amount of existing data. Specifically let r = ( r l ,..., rm), c = (c1 ,..., cm), and c, = 0; the likelihood function is:
The weights can then be determined using: We can also rely on the nomuzlized likelihood weights:
for good starting values for the optimization. These weights are easy to obtain and can be used for feedback to the experts as to their predictive ability in relation to one another.
Determining the Decision Maker's ConJidence in the Consensus Estimate
The decision maker's distribution, posterior to the expert opinion, is given by (4-3) with ai = P E : = wenie, i = 1,. . . ,m.
Given the restrictions on we, the a. is given by @n where n is the total subjective number of failures for the component. As with a. in (4-3) , @ controls the variability in the decision maker's probability distribution estimate. It thus acts as a measure of the decision maker's belief in the consensus estimate and controls the sensitivity of the posterior distribution to the sample information. It is difficult to elicit P directly from the decision maker though intuitively we might argue that the sum of virtual observations should be no more than n (since experts share the same information set) and thus specify the bounds of O < @ l l .
We offer the following two alternatives. As controls the belief of the decision maker in the consensus distribution we can test the decision maker's sensitivity to new information. The decision maker's probability distribution for pD is given by (4-5) and so, for a fixed value j , we easily calculate pjD.
After showing this value to the decision maker, we then ask how his estimate would change if n* new failures were observed in intervalj where n* is some suitably chosen value. Suppose the decision maker specifies a new probability pjD. In the light of this new failure information, the new value of a. is On + n* and from (4-4), the new estimate of PjA is p$ = E {qA I p1, ...,PE, n*} = [@n/@n+n*lpjD + [n*/@n+n*]. SetjjjD = p$; we solve for @ = n* ( 1 -p j~) / n ( p j D -p j~) . TO check the consistency of the decision maker, this is done for several values of j.
Another method for determining @ involves having the decision maker specify a range Rj for any PjA. This range can be equated with 6 standard deviations, and @ is found by setting R; =62-Var{PjA} and, using the second expression in (4-4), solving = 1 / n [ ( 36pj~ ( 1 -p ,~) /Rf) -13. This heuristic is similar to that used for estimating parameters for activity time distributions in PERT computations. Eq (5-2) provides a point estimate for the discretized probability distribution which represents the decision maker's updated probability distribution in light of the new data. Subsequent posterior point estimates are made by updating s and v in (5-2). Variance and covariance expressions for the PiA can also be obtained. The variances can be used for establishing bounds for the distribution and the covariance provides some information on the smoothness of the posterior distribution.
UPDATING EXPERT OPINION WITH FAILURE
EXAMPLE
This fictitious example illustrates our approach. Information on a particular component is elicited from four experts. Each expert provides a histogram based on a (subjective) sample of n = 100 components over five intervals (0,2], (2,4], . . . , 
