Two-dimensional ͑2D͒ transducer arrays represent a promising solution for implementing real time three-dimensional ͑3D͒ ultrasound elastography. 2D arrays enable electronic steering and focusing of ultrasound beams throughout a 3D volume along with improved slice thickness performance when compared to one-dimensional ͑1D͒ transducer arrays. Therefore, signal decorrelation caused by tissue motion in the elevational ͑out-of-plane͒ direction needs to be considered. In this paper, a closed form expression is derived for the correlation coefficient between pre-and postdeformation ultrasonic radio frequency signals. Signal decorrelation due to 3D motion of scatterers within the ultrasonic beam has been considered. Computer simulations are performed to corroborate the theoretical results. Strain images of a spherical inclusion phantom generated using 1D and 2D array transducers are obtained using a frequency domain simulation model. Quantitative image quality parameters, such as the signal-to-noise and contrast-to-noise ratios obtained using 1D, 2D, and 3D motion tracking algorithms, are compared to evaluate the performance with the 3D strain imaging system. The effect of the aperture size for 2D arrays and other factors that affect signal decorrelation are also discussed.
I. INTRODUCTION
Elastography is an imaging modality that is based on mapping local internal strains that tissues experience after a quasistatic or dynamic deformation.
1-3 Until recently, most studies devoted to elastography were focused on the estimation of the axial component of the strain. However, motion in tissue occurs in three dimensions and is coupled with each other when subjected to an axial compression or deformation. Although the third component of the displacement vector can be obtained from two-dimensional ͑2D͒ motion estimation by using the assumption of incompressibility, 2D motion tracking may suffer from decorrelation noise caused by out-of-plane tissue movement in the elevational direction. In addition, the incompressibility assumption may not hold in some tissues, 1,2 leading to errors. In addition, the Poisson's ratio may not be constant, such as for poroelastic tissue when edema is present. 3, 4 Therefore, all the components of the strain tensor and displacement vector are required to characterize the resulting deformation. 5, 6 Because the components of the strain tensor are coupled, accurate estimations of all components are necessary for a complete visualization of the strain incurred in tissue. Without those components, other important parameters such as shear strains cannot be estimated. In addition, knowledge of all the strain tensor components leads to an accurate Young's modulus reconstruction of the underlying tissue elasticity. 7, 8 To estimate displacement vectors and strain tensors in all three dimensions, three-dimensional ͑3D͒ volume data are required. 2D transducer arrays represent a promising solution for implementing real time 3D data acquisition. 2D arrays provide the capability for electronic steering and focusing of ultrasound beams throughout a 3D volume. Thus, they have improved slice thickness attributes when compared to onedimensional ͑1D͒ and multirow transducer arrays. A problem facing the development of 2D arrays is the complexity arising from the large number of array elements required in such transducers and the channel capacity needed for the ultrasound system. Because of the complexity of implementing 2D array systems, it is particularly important to develop theoretical models to evaluate the performance and tradeoffs of strain imaging obtained with 2D arrays and to determine optimum parameters for these systems.
Previous works on 3D strain imaging have been reported in the literature. [9] [10] [11] [12] [13] Promising 3D strain imaging results have been demonstrated using 1D arrays with mechanical translation in the elevational direction utilized to acquire multiple B-scans followed by reconstruction to create the 3D image. 10, 12 Konofagou and Ophir 9 described a 3D motion tracking algorithm and presented simulated strain images obtained using 1.5D and 2D array transducers. In that work, however, the simulated pre-and postdeformation ultrasonic radio frequency ͑rf͒ signals were obtained through a convolution of the point-spread function ͑PSF͒ with a tissue scattering function, where the 3D beam forming procedure with a 2D array was not simulated. Awad and Yen 11 also described a 3D strain imaging system using a prototype rectilinear sparse 2D array. However, thus far the performance of 3D strain imaging systems using fully sampled 2D arrays has not been thoroughly investigated. Signal decorrelation noise is one of the major limiting factors in strain estimation and imaging. 8, 9 The normalized a͒ Electronic mail: minrao@wisc.edu correlation coefficient has been utilized previously to ascertain the degree of signal decorrelation and to quantify the accuracy and precision of strain estimates. A large amount of theoretical derivations has been reported in the literature to calculate the correlation coefficient between the pre-and postdeformation rf signals. 4, 5, [10] [11] [12] In most of these publications, 2D models were utilized since ultrasound beams with 1D array transducers are significantly wider in the elevational direction when compared to the lateral direction. Thus, scatterer movement in the elevational direction did not cause a significant loss of coherence in the echoes. In the case of 2D arrays, however, the out-of-plane motion ͑in the elevational direction͒ needs to be considered since the beam width is similar in both the lateral and elevational directions. Therefore, a 3D model is required to evaluate signal decorrelation due to the 3D motion. Kallel and Ophir 5 proposed a 3D model for predicting the correlation coefficient using separable point-spread functions in the axial, lateral, and elevational directions. In that work, the expression for the correlation coefficient was derived under the assumption that the lateral and elevational components of displacement are constant within the ultrasound beam. In practice, tissue scatterers move relative to each other in 3D space due to the applied compression or deformation. Thus the resulting signal decorrelation is caused by tissue distortion in all three dimensions. Therefore, the assumption of a simple translation of tissue scatterers in the lateral and elevational directions during compression is not valid and may result in a biased estimation of the correlation coefficient.
In this paper, a closed form theoretical expression is derived for the correlation coefficient between pre-and postdeformation ultrasonic rf signals. Signal decorrelation due to the 3D motion of scatterers within the ultrasonic beam has been considered. To corroborate the theoretical development, ultrasound ͑US͒ simulations using 1D and 2D arrays are performed and the results of a simulated uniformly elastic phantom, which verify the theoretical expression, are presented. Factors that affect signal decorrelation are discussed. Another purpose of this study is to present strain images from a simulated spherical inclusion phantom obtained using 1D and 2D arrays with different aperture sizes. Modern 3D beam forming techniques with 2D array transducers, such as dynamic aperture and dynamic receive focusing, have been implemented in our simulation.
II. THEORY
Ultrasonic rf echo signals before and after the applied deformation is modeled using
where subscripts 1 and 2 denote pre-and postdeformation echo signals obtained from an elastic tissue medium, and x, y, and z are the lateral, elevational, and axial coordinates, respectively, T͑x , y , z͒ denotes the tissue scattering function, and P͑x , y , z͒ is the pulse-echo PSF of the imaging system. The symbol denotes the convolution operation. The parameters a and b denote the compression or expansion factor that scales the tissue scattering function defined in terms of the actual applied tissue strain
where is the Poisson ratio. There are several models that define the T͑x , y , z͒ term. To simplify the tissue model, we assume a large number of very small inhomogeneities ͑Ray-leigh scatterers͒ with respect to the wavelength of the PSF, 14 T͑x,y,z͒
where ␦͑x , y , z͒ is the 3D Dirac or impulse function, where ⌬ is the phase difference between pre-and postdeformation signals, which can be written as ⌬ =4͑R 2 − R 1 ͒ / , where is the wavelength at the center frequency, and R 1 and R 2 are the distances from the scatterer to the transducer for the pre-and postdeformation situations, respectively,
Under the assumption that the depth of interest z 01 is much larger than the beam width, we obtain
Here we assume that the 3D PSF is separable in three dimensions, an assumption that holds at the focus, 16 We can write P͑x , y , z͒ as P͑x,y,z͒ = p x ͑x͒p y ͑y͒p z ͑z͒. ͑7͒
The axial, lateral, and elevational PSF components may be modeled as Gaussian envelopes with characteristic widths z , x , and y , respectively,
If we assume that the incident pulses are Gaussian shaped with a center frequency f c and a 6 dB fractional bandwidth B, the characteristic width of the axial PSF component can be computed using
For 2D arrays, the beam widths along the lateral and elevational directions are determined by the effective transducer aperture D, the wavelength, and the depth, which can be approximated by
The lateral, elevational, and axial distances from scatterers to the beam axis for the pre-and postdeformation cases can be written as
where z 02 is the depth of the point of interest after deformation. We can then evaluate the integral in Eq. ͑4͒ along the axial, lateral, and elevational directions separately,
where I x , I y , and I z are the absolute values of the integral along x, y, and z directions,
ͬ .
͑13͒
Similarly we can obtain
͑15͒
The correlation coefficient can be computed as follows:
Substituting Eq. ͑12͒ into Eq. ͑16͒, we obtain
where x , y , and z are the effective correlation coefficients along the lateral, elevational, and axial directions, respectively,
͑20͒
Equation ͑17͒ provides an expression for the correlation coefficient between the pre-and postdeformation signals acquired from the location of interest. For elastographic processing, finite gated segments of the echo signal are utilized. A gated data segment is generally selected using a rectangular window. Generally, the same window is used for both the pre-and postdeformation data segments. Attenuation and focusing effects can be included in the window function w͑t͒, such that the intensity of s͑t͒ can be considered to be constant with depth. Thus, the correlation coefficient between the pre-and postdeformation data segments can be computed using
where Ī= ͗ss * ͘ is the mean signal intensity, Z is the window length of the windowed rf echo signal segment, and is the distance from a position within the window to the center of the window, which is in the range from −Z / 2 to Z / 2. ͑͒ is the correlation of signals resulting from position within the window of the rf segment. To compute ͑͒, we only need to change the value of z 01 and z 02 as
where z 0 is the depth of the rf segment center. Substituting Eq. ͑22͒ into Eq. ͑20͒, and then plugging the result into Eq. ͑17͒, we can obtain ͑͒.
III. SIMULATION A. Method
A uniformly elastic simulated TM phantom and a single inclusion phantom with dimensions 4 ϫ 4 ϫ 4 cm 3 was utilized to evaluate the signal decorrelation due to deformation. Both phantoms were constructed using the FEA software ͑ANSYS Inc., Canonsburg, USA͒, with a Poisson's ratio of 0.495 assumed for both the inclusion and the background. The inclusion phantom contains a 1 cm diameter spherical inclusion, which was three times stiffer than the background. To apply a uniaxial deformation, the simulated phantoms were fixed on the top surface and a displacement load ͑in the z direction͒ was applied to the bottom surface. Tissue displacement in the lateral and elevational direction were unconstrained. The local displacement due to the applied deformation was then estimated by solving the associated partial differential equations numerically. The FEA displacement field was then utilized in an ultrasound simulation program 19, 20 to generate pre-and postdeformation rf echo signal data for elastographic processing. This program simulates the frequency domain response of ultrasound wave propagating through a scattering medium. The frequency response is then transformed back to the time domain to obtain ultrasound radio frequency frames. This simulation program achieves similar rf waveforms when compared to typical time domain simulation programs such as FIELD II. 21 Modern beam forming techniques such as apodization, dynamic aperture, dynamic receive focusing, and 3D beam steering can also be simulated with our simulation program. 20 The accuracy of the frequency domain simulation model has also been assessed in our previous work 20 by comparing it with FIELD II. In our simulation, a numerical phantom was constructed with scatterers modeled using 50 m radius glass beads, which were randomly distributed in the phantom at a number density of 10 scatterers/ mm 3 to ensure Rayleigh scattering. 16 The 3D displacement fields from ANSYS, after appropriate interpolation to a regular Cartesian grid, were used to displace the scatterers and generate the deformed phantom to generate the postdeformation signals.
A 1D linear array was modeled, which consisted of 64 elements with dimensions of 150 m ϫ 12 mm and centerto-center spacing of 0.2 mm. This configuration produces a lateral aperture size around 12.8 mm. The elevational focus was set at 50 mm and the lateral transmit focus at 30 mm. Dynamic receive focusing was also utilized with an F-number set at 2. Simulated 2D array transducers having 32ϫ 32 and 64ϫ 64 active elements were also modeled with square elements of size 0.15 mm with a 0.2 mm center-tocenter element separation. Hence, the aperture size is around 6.4 and 12.8 mm for 32ϫ 32 and 64ϫ 64 2D arrays, respectively. We used a single transmit focus at 30 mm and dynamic receive focus with an F-number set at 2 for both the lateral and elevational directions. The incident pulses were modeled to be Gaussian shaped with a 6 MHz center frequency and a 60% bandwidth. The simulations were performed assuming that the sound speed in the phantom was constant at 1540 m / s and negligible attenuation. The sampling frequency utilized was 52 MHz. For a 4 ϫ 4 ϫ 4 cm 3 simulated phantom, 200 elevational slices were generated. In each elevational slice, 400 A-lines were simulated in the lateral direction. So a total of 80 000 ͑400ϫ 200͒ A-lines were acquired in one single 3D scan.
B. Results
Theoretical results demonstrating the variation in the correlation coefficient are verified using simulated rf data obtained using a uniformly elastic phantom. Figure 1 shows a comparison between the theoretical prediction and simulation results for the correlation coefficient of pre-and postdeformation rf segments as a function of lateral position. Results obtained using the 1D array and 32ϫ 32 and 64ϫ 64 2D array transducers are presented. The correlation coefficient was obtained using a 3 mm rf data segment centered at a depth of 3 cm from the transducer and at an elevational distance of 1 cm from the axis of symmetry of the elevational displacement field. The applied strain was 2%. The simulation results for the normalized correlation coefficient are measured using cross-correlation techniques applied to data segment from pre-and postdeformation rf A-lines. The error bars denote the standard deviation of the mean correlation coefficient estimates over 12 independent data sets, which were obtained using 12 independent realizations of the ultrasound simulation program with randomly distributed tissue scatterers. For the 1D array, we assume that the beam profile has a Gaussian shape in the elevational direction as well. To predict the correlation coefficient, the beam width used in Eq. ͑8͒ was obtained by measuring the simulated ultrasound beam profiles.
As illustrated in the figure, the correlation coefficient decreases with an increase in the lateral position moving from the center to the edge of the phantom. This is due to the increased scatterer motion or displacement across the beam at the edges of the phantom when compared to the motion or displacement at the center. Note that the correlation coefficient decreases faster for the 64ϫ 64 2D array when compared to the 1D array and 32ϫ 32 array. This difference is due to the different aperture sizes utilized for the three simu- lated cases. Larger aperture sizes produce narrower beams and thereby induce faster signal decorrelation.
Furthermore, it can be observed in Fig. 1 that the theoretical predictions of the correlation coefficient are slightly higher than the simulation results. This is because our theoretical model assumes that the displacement along the axial direction has been accurately tracked, in which case the correlation coefficient achieves the maximum value at that position. The simulation results, however, inevitably contain errors in the displacement estimates due to the motion tracking algorithm and sampling precision. Therefore, the correlation coefficient obtained from simulation is generally lower than that from theoretical prediction.
Figure 2 presents simulated strain images of the spherical inclusion phantom obtained using the 1D array ͓͑a͒ and ͑d͔͒ and 32ϫ 32 ͓͑b͒ and ͑e͔͒ and 64ϫ 64 ͓͑c͒ and ͑f͔͒ 2D arrays. The first row illustrates strain images obtained using 2D motion tracking algorithm without motion compensation in the elevational direction, and the second row depicts strain images obtained using a 3D motion tracking algorithm. In this study, we used a 1D kernel, which is approximately 3 mm in the axial direction and one A-line along the lateral direction, to compute the cross-correlation function and to determine the displacement. A three-point, least squares strain estimator 22 was then used to generate local strain estimates. To better visualize the decorrelation noise in the strain images, median filters were not used for the displacement and strain estimated. It is assumed that the spherical inclusion is centered at a depth of 3 cm from the transducer and a distance of 1.5 cm from the elevational axis ͑y 0 = 1.5 cm͒. The applied strain is 2%, and the center frequency is 4 MHz with a 60% bandwidth. As expected, the decorrelation noise has been reduced after elevational motion compensation. The strain images obtained using the 64ϫ 64 2D array are more sensitive to signal decorrelation due to elevational motion. This is because the ultrasound beam produced by the 64 ϫ 64 array is narrower along both the lateral and elevational directions. The noise performance of the 1D array is similar to that of the 32ϫ 32 2D array, but the inclusion looks smaller in the strain images ͓Figs. 2͑a͒ and 2͑d͔͒ due to the poor slice thickness performance. In this example, the 32 ϫ 32 2D array is the best choice for strain estimation as it provides good performance in terms of the noise level and spatial resolution. Figure 3 compares the SNR e and CNR e of the simulated axial strain images of the inclusion phantom obtained using the 1D array and 32ϫ 32 and 64ϫ 64 2D arrays shown in Fig. 2 . The quantitative SNR e and CNR e parameters were calculated using a rectangular region of interest ͑ROI͒ within the inclusion and in the background region, as shown in Fig.  2͑a͒ . Note that the image quality is significantly improved using the 3D motion tracking algorithm, especially for the 64ϫ 64 2D array. Figure 4 presents simulated axial strain images of the inclusion phantom obtained using 32ϫ 32 ͑left͒ and 64 ϫ 64 ͑right͒ 2D arrays shown in the lateral-elevation plane at a depth of 3 cm. It is assumed that the spherical inclusion is centered at a depth of 3 cm from the transducer and on the elevational axis ͑y 0 =0 cm͒. Observe the decreased decorrelation noise at the elevational edges of the phantom obtained using the 3D motion tracking algorithm, especially for the 64ϫ 64 2D array.
To illustrate the impact of the center frequency, simulated axial strain images of the inclusion phantom were obtained using center frequencies of 6, 8, and 10 MHz for a 32ϫ 32 2D array, as shown in Fig. 5 . Results obtained by 
͑Color online͒ Simulated axial strain images of a spherical inclusion phantom obtained using ͓͑a͒ and ͑d͔͒ 1D array ͓͑b͒ and ͑e͔͒ 32ϫ 32 and ͓͑c͒ and ͑f͔͒ 64ϫ 64 2D arrays. The first row presents strain images obtained using 2D motion tracking algorithm without motion compensation in the elevational direction, and the second row depicts strain images obtained using 3D motion tracking algorithm. The center frequency is 4 MHz.
applying a compression or deformation of 1% ͑top͒ and 2% ͑bottom͒ were compared using a 3D motion tracking algorithm. All the other simulation parameters were the same as those described in Fig. 4 . As expected, increased decorrelation noise artifacts are observed when higher frequencies and larger deformations are used.
IV. DISCUSSION
2D array transducers represent a promising solution for the implementation of volume data acquisition for real time 3D strain imaging. The effective aperture size is an important parameter for 2D array systems since it determines the number of elements required for a given element size and spacing between adjacent elements. It is desirable to use a small number of active elements to obtain good strain images. Generally, larger apertures provide an improved ultrasound resolution but introduce increased decorrelation noise artifacts due to the narrower beam width. We need to take into consideration this tradeoff when choosing the aperture size of the 2D transducer array for strain imaging. Therefore, it is useful to understand how the aperture size and other system factors affect the correlation between pre-and postdeformation signals. Figure 6 presents theoretical correlation coefficient curves as a function of the aperture size of a 2D array for different applied strains. The center frequency is 6 MHz and the fractional bandwidth is 60%. Results are obtained using 3 mm rf segments centered at a depth of 3 cm, in the center along the lateral direction and 1 cm from the center in the elevational direction ͑x 0 = 0 cm; y 0 =1 cm͒. As illustrated in the figure, the decorrelation rate of the rf signal pairs increases with the value of the applied strain. This increased decorrelation rate is due to the fact that with increased strain more scatterers would leave the beam, leading to increased decorrelation, especially for larger aperture sizes. Figure 7 shows the theoretical prediction of the correlation coefficient versus the 2D array aperture size for different center frequencies. We assume a fractional bandwidth of 60% for all the cases. Results are obtained using 3 mm rf segments centered at a depth of 3 cm, in the center along the lateral direction and 1 cm from the center in the elevational direction ͑x 0 = 0 cm; y 0 =1 cm͒. The applied strain is 2%. As illustrated in the figure, the signal decorrelation rate of the rf signal pairs increases with the center frequency. This is primarily due to the fact that the ultrasound beam becomes narrower with the increased center frequency, enabling scatterers that are within the predeformation beam to leave the beam and newer scatterers to come within the beam after deformation when the beam becomes narrower, especially for larger aperture sizes. Figure 8 shows the theoretical prediction of the correlation coefficient versus the 2D array aperture size for rf signals obtained at different elevational positions. Results are obtained using 3 mm rf segments centered at a depth of 3 cm, in the center along the lateral direction ͑x 0 =0 cm͒. The applied strain is 2% and the center frequency is 6 MHz. As expected, the signal decorrelation rate is larger at the edges of the target, where the elevational motion is the largest. Signals obtained using larger aperture sizes are more sensitive to decorrelation caused by the elevational motion since the beam is narrower for the larger apertures. Note that the correlation coefficient is independent of the aperture size for rf signals obtained at the geometric center of the target, where the motion of tissue scatterers in the lateral and elevational directions is the smallest. Figure 9 shows the theoretical prediction of the correlation coefficient versus the 2D array aperture size for rf signals obtained at different depths. Results are obtained using 3 mm rf segments in the center along the lateral direction and 1 cm from the center in the elevational direction ͑x 0 = 0 cm; y 0 =1 cm͒. The applied strain is 2% and the center frequency is 6 MHz. As illustrated in the figure, the signal decorrelation rate for the rf signal is higher at shallow depths. This is because at shallow depths the phase changes ͑⌬͒ are larger due to the motion of scatterers in the lateral and elevational directions. Note that our model estimates the correlation coefficient of rf segments after axial motion compensation. Thus, the correlation coefficient is higher regardless of the large axial displacement at deeper depths.
V. CONCLUSIONS
In this paper, we investigate the impact of decorrelation noise in strain imaging, resulting from the motion of tissue scatterers in all three dimensions. Under the assumption that the system PSF is separable, as shown in Eq. ͑7͒, a theoretical expression has been derived for the signal decorrelation between pre-and postdeformation rf echo signals. The theoretical prediction matches well with the simulation results. Simulated axial strain images of a spherical inclusion phantom obtained using both 1D and 2D array transducers are also presented. A quantitative comparison of the image quality of strain images obtained using different motion tracking algorithms demonstrates that 3D motion tracking is necessary for imaging systems using 2D array transducers. For 3D real time strain imaging, the theoretical derivation presented in this paper would enable the estimation of optimal parameters, such as the aperture size, center frequency, and applied strain. To detect stiffer lesions at shallow depths, a 2D transducer array with a smaller effective aperture is a good choice since it provides high resolution and low decorrelation noise, and at the same time, fewer elements are required for a given spacing between elements. Results are obtained using 3 mm rf segments in the center along the lateral direction and 1 cm from the center in the elevational direction ͑x 0 = 0 cm; y 0 =1 cm͒. The applied strain is 2% and the center frequency is 6 MHz.
