Abstract. Texture classification poses a well known difficulty within computer vision systems. This paper reviews a method for image segmentation based on the classification of textures using artificial neural networks. The supervised machine learning system developed here is able to recognize and distinguish among multiple feature regions within one or more photographs, where areas of interest are characterized by the various patterns of color and shape they exhibit. The use of an enhancement filter to reduce sensitivity to illumination and orientation changes in images is explored, as well as various post-processing techniques to improve the classification results based on context grouping. Various applications of the system are examined, including the geographical segmentation of satellite images and a brief overview of the model's performance when employed on a real time video stream.
Introduction
Texture classification is a specialized area within the field of pattern recognition. As such, other pattern classification techniques have successfully been applied in the past to this problem, such as statistical analysis [7] , stochastic algorithms [4] , geometric methods [1] , and signal processing [8] . Each of these methods has its own advantages and they may be more or less appropriate depending on the particular scenario they are applied to.
Textures, in the sense portrayed in this paper, refer to patterns of colors and shapes formed by pixels in a digital image. Recognizing and distinguishing these textures tends to be a very complicated task, as small variations in scene illumination and view perspective can lead to drastic differences in the visual appearance of a texture, making it difficult for automated systems to successfully segregate them. However, the applications for such a system are many and diverse, making this an important research topic in computer vision. Some of the most typical uses of these texture analysis algorithms are the segmentation of aerial imagery, industrial surface inspection, biomedical image analysis, as well as the classification of textiles, minerals and even wood species.
In this paper, a different method is reviewed based on artificial neural networks. A simplified version of this method using a trivial neural network has already been proposed in the past [5] . This paper proposes a better implementation of this procedure involving additional steps dealing with image processing, neural network preparation and automated results correction. This allows for the successful application of the model on a much wider array of image types, and more importantly, to better generalize on new images that the system has not been trained with.
Classification Model
The proposed model is based on a supervised neural network. This section reviews each of the steps involved in its methodology, and then presents how the final system can be used to classify pre-defined texture classes.
Data Preparation
The application of a neural network to data that originates from photographic imagery renders the preparation step even more significant, as special care must be applied with many of the issues surrounding the handling of visual information in machine learning tasks.
It is customary to first submit images to an enhancement filter, for which there exist many options. Some of the best results observed are consistently obtained by a range of specialized processes such as the Retinex filter developed by NASA for the boosting of detail in satellite and aerial photography [6] . This filter enchances color information in the resulting image and normalizes the variations in illumination adaptively and locally. The neural network results are greatly improved when images are pre-processed in this fashion as it does not need to learn redundant lighting variations found within the shadows or highlights of the image, but can instead focus on the inherent image characteristics.
Alternatively, a histogram equalization process can also be applied independently on all three color channels in the image. This ensures that each data channel fed to the neural network is properly normalized and data is evenly distributed throughout the intensity level spectrum, a process akin to normalizing and re-distributing input data as done in most machine learning tasks. Figure 1 compares both pre-processing methods and their resulting level histograms in each color channel.
To prepare the neural network system, several regions of interest in the input image are defined, each of which is formed by a number of pixels within a bounded area. A desired label is designated for each of these regions that will identify it as one of the target texture classes. This area of pixels should ideally form an adequate data sampling region including as much variety of the target texture as possible -as the pixels in these regions will become the training data for the neural network, and their labels the ideal output data. It is not necessary for a region of interest to outline a single continuous area, and in fact, it is often desirable to extract multiple regions
