In this paper we propose an approach to embed multi-dimensional continuous cues in binary feature descriptors used for visual place recognition. The embedding is achieved by extending each feature descriptor with a binary string that encodes a cue and supports the Hamming distance metric. Augmenting the descriptors in such a way has the advantage of being transparent to the procedure used to compare them. We present a concrete application of our methodology, demonstrating the considered type of continuous cue. Additionally, we conducted a broad quantitative and comparative evaluation on that application, covering five benchmark datasets and several state-of-the-art image retrieval approaches in combination with various binary descriptor types.
BST, λ = 0 BST, λ = 16 Fig. 1 : Image extract with FAST keypoints, accompanied by a Precision-Recall (PR) evaluation of multiple similarity search methods using BRIEF-256 descriptors on KITTI 00. We evaluated embedding the keypoint coordinates (highlighted in color according to their quantization) as cues.
For λ = 0 the cues are not considered, whereas for λ = 16 we extend each descriptor with a cue at a weight of λ = 16. Overall achieved PR is higher for λ = 16 (cues) than λ = 0 (no cues) for all evaluated methods.
distance L H [24] , that is the number of mismatching bits between the compared descriptors. A binary cue can be added to a binary descriptor, analogously to the floatingpoint case. A continuous cue, however, cannot be added straightforwardly to a binary descriptor since the Hamming distance between two floating-point values does not reflect their arithmetic difference, unless they are equal. Thus the binary representation of a floating-point value does not qualify as a valid binary feature that can be used to augment the descriptor. In this paper, we address the problem of adding continuous cues to binary descriptors. We propose an approach to compute binary features from continuous cues which can be used to augment the descriptors. These binary strings support the Hamming distance, thus comparison approaches that are based on this norm do not have to be changed to deal with the augmented descriptors.
We demonstrate the applicability of our approach for an example cue and verify its benefit for VPR in an extensive experimental evaluation on five public benchmark datasets with several state-of-the-art VPR approaches. In Fig. 1 we display a comparative performance evaluation of our example cues on the KITTI Simultaneous Localization and Mapping (SLAM) dataset. All results presented in this paper can be reproduced using our open-source C++ implementation 1 . We provide and evaluate an additional example for embedding semantically segmented object class information in an previous version of this manuscript [25] .
II. RELATED WORK
Many efforts have been made to improve existing, handcrafted local binary descriptors, creating the broad variety available today [26] . Years before the introduction of the well-known BRIEF binary descriptor [8] , Mikolajczyk and Matas [19] presented an approach to improve the state-ofthe-art SIFT [6] floating point descriptor for matching. In their work, they transformed the original descriptors based on learned optimal projections under the Mahalanobis distance. Another early work about enhancing scene classification and object recognition for various global and local descriptors has been reported by Harada et al. [20] . Harada et al. showed that by consideration of locality, correlation and the concatenation of local descriptors the matching accuracy can be raised significantly. None of these works considered the local binary descriptors which we evaluate in this paper.
Shortly after the release of the pioneering BRIEF binary descriptor, the well-known ORB [9] and BRISK [10] descriptors were introduced. ORB improved BRIEF by adding rotation and scale invariance, while BRISK improved BRIEF by considering a Gaussian pixel average for the descriptor computation. After the introduction of the bio-inspired FREAK binary descriptor [11] , Kottman [21] presented with LFREAK an enhanced version of FREAK by including the spatial arrangement between multiple keypoints. Similarly, Wang et al. [22] proposed with CS-FREAK a FREAK variant that considers the neighborhood intensity information of its surrounding sampling points. Recently, Xiao et al. [23] introduced a binary descriptor (BAG) suitable for RGB-D image processing. Using binary tests, Xiao et al. add geometric cues based on point depth to the local binary pattern based on image intensity in a patch. In contrast to our work, their cues are not computed additively to the descriptor and neither transfer quantifiable cue distances.
Binary descriptors are generally compared by their Hamming distance. Sankaran et al. [18] investigated the effects of a weighted Hamming distance and a thresholded binary testing on ORB. Sankaran et al. show that an improved accuracy can be achieved on various datasets. For the remainder of this article, if not specified otherwise, with descriptors we always refer to local binary descriptors.
Often, these descriptor improvements are tailored to a descriptor type or a search approach. Among the most popular similarity search approaches is the Bag-of-Features (BOF) approach of Sivic and Zisserman [27] . BOF reduces the high dimensionality of the search problem by quantization of descriptors into visual words, for which a frequency histogram can be obtained that describes an entire image.
Jégou et al. [17] presented a twofold improvement of the BOF approach. By differentiation on the position of a local descriptor within its k-means cluster, and adding a consistency check on the keypoint's angle and scale, precision and runtime of BOF could be improved significantly. The euclidean descriptor positions are encoded into binary signatures, with a procedure introduced as Hamming Embedding. Subsequently in [28] Douze et al. present a highly efficient approach that performs search filtering and distance computation based on learned polysemous codes. In contrast to both of these procedures, which convert descriptor information into binary strings and use that information for preliminary match filtering, our approach generates binary strings based on auxiliary information from an arbitrary source, that are added to a binary descriptor. Also, our approach does not require a learning phase.
Norouzi et al. showed in [29] that meaningful mappings from high-dimensional data to binary signatures can be learned, allowing for efficient comparison. For retrieving valid mappings a suitable loss function has to be chosen and the training requires additional computational resources. We present an intuitive handcrafted model for computing auxiliary binary signatures without requiring such a training.
Arroyo et al. introduced with ABLE [30] a robust VPR technique that uses conglomerate global binary descriptors for similarity search. The global descriptors can be assembled in multiple ways and include additional information such as disparity or descriptors from a preceding image. While the embedding of disparity information is supported by our method as well, our method is furthermore targeted at the improvement of local descriptors with any sort of cue and is independent of the search approach.
In their Bags of Binary Words (DBoW) open-source library, Gálvez-López and Tardós [2] implemented the BOF approach and added further improvements while making it accessible for the SLAM research community.
Multi-probe Locality Sensitive Hashing (LSH) by Lv et al. [16] is a popular similarity search approach, that reduces the dimensionality of the search problem with hashing. Depending on the chosen hash key lengths and the number of hashing tables, LSH requires significantly more memory than BOF to index descriptors in its database.
In Hamming Binary Search Tree (HBST) [31] we presented an approach for fast binary descriptor search. By arranging the descriptors in a tree based on particular bits, the search problem dimensionality is reduced by one and the number of search candidates is halved, for each traversed node. HBST achieves excelling search speed, while maintaining a meaningful accuracy in small and large scale scenarios.
The aim of this paper is to present an approach that improves the VPR image retrieval and descriptor matching precision of an existing similarity search system by considering additional, place-relevant cues. While most of the discussed works require a modification of the descriptor computation or similarity search method, our approach is purely supplementary. Additionally, our approach has a negligible memory footprint and comes at a vanishing computational cost. Since we exploit the particular conditions of VPR to our advantage, our approach is solely targeted at VPR.
III. OUR APPROACH
In this paper we address image retrieval based on feature descriptor matching. More specifically, to obtain a measure for the similarity between images, we compare their corresponding descriptors.
Feature descriptors are vectors that encode the local appearance of an image around a point of interest (keypoint). Floating-point descriptors are vectors of continuous numbers and are usually compared with the L 2 -norm. Binary descriptors are stored in binary vectors and are compared using the Hamming distance L H [24] . Descriptors are computed so that the distance between them grows with the dissimilarity between the corresponding, described image regions.
Binary descriptors generally occupy significantly less memory (128 to 512 bits) than their floating-point counterparts (512 to 4096 bits) and are often cheaper to compute. Furthermore, binary descriptors can be compared much faster than floating-point descriptors, since the Hamming distance can be efficiently computed on modern CPUs. Additionally, state-of-the-art binary descriptors such as [8] - [13] are more accessible than state-of-the-art floating point descriptors, which are subject to patents pending [6] . For these reasons binary descriptors are generally preferred to floating-point descriptors for VPR and SLAM applications [32] - [34] .
Binary descriptors are computed based on local intensity properties of the image, and are targeted at image recognition. They do not encode information originating from additional cues, that are not necessarily present in the image. In VPR applications one often obtains such cues (e.g. point depth), that can be used to verify recognized image candidates in a postprocessing phase. In the following, we define an approach for adding such continuous cues to binary descriptors, to capture this additional information directly in the descriptor. The benefit of extending existing descriptors is that the remaining part of the system originally thought to deal with binary descriptors does not have to be changed to work with the additional cues, except for the length of the descriptors considered.
A. Converting Continuous Cues into Binary Strings
Without loss of generality, let c be a continuous value in the interval [0, 1) encoding a cue that we want to add to a binary descriptor d. If c is not contained in that interval, one can use an affine operator c = αc + β such that the values of c lie in the specified range. For the sake of notation, in the remainder of this section we assume c to be normalized in the interval [0, 1).
We aim at converting the value c into a binary string b = b(c), that appended to the original descriptor d, results in a new descriptor d = d, b . Equally to d, also d is compared with the Hamming distance L H . Thus, b must be Hamming distance compatible as well. Additionally, to transfer the gathered discrimination between two values c and c = c + with ≥ 0 in the interval, we need to ensure that the distance L H (b, b ) between the binary strings b = b(c) and b = b(c ) grows monotonically as increases. These requirements can be formally expressed as:
To compute b(c), we quantize the range [0, 1) in I even intervals, each of length 1/I. For such a quantization, we can retrieve a binary string b = b(c) consisting of I − 1 bits, according to:
Where the value of the bit b i (c) is 1 if c lies in an interval higher than the interval at i + 1, 0 otherwise. More formally: The above procedure can be applied also when the domain of the cues is multi-dimensional. In that case, each cue c n will contribute with an independent binary string b n to d . The Hamming distance between the augmented descriptors d , d of multi-dimensional cues is proportional to the Manhattan distance in the continuous space. In the following, we provide a straightforward example for transforming twodimensional cues according to our procedure.
Example -Converting Keypoint Coordinates (KC): In relevant VPR applications, such as autonomous cars, images of the same place are often acquired from viewpoints similar to each other. Feature detectors, such as the popular FAST corner detector [35] , are constructed to return similar keypoint detections for similar images. Hence, we analyze the effect of adding the keypoint coordinates (u, v) to the descriptors w.r.t. the achieved VPR accuracy. To convert this two-dimensional cue, we only need to define the vertical quantization I v and the horizontal quantization I u of the keypoint coordinates (u, v) as shown in Fig. 3 . Depending on the chosen quantization, higher distances will result in the dimension with the most partitions. This enables us to stress, for example, horizontal position similarities over vertical ones. Notably, the quantization and the binary string mapping can be computed once at startup for all possible cues (i.e. pixels) on the image plane. This allows us to transform a keypoint position with a single lookup at runtime. We validate the effectiveness of our additional cue for VPR in a series of experiments (Sec. IV).
B. Augmentation Weighting
When the Hamming distance L H (d, d ) between two descriptors d, d is less than a certain threshold τ ≥ 0, d, d are assumed to originate from the same image feature (match). Typical binary descriptors have bit sizes of 256 or 512. Depending on the desired quantization, the resulting, auxiliary binary string b can be much smaller (e.g. 6 bits in our KC example) than the descriptor d. Hence, the augmented descriptor d = d, b might change only very little in size. In such a case, the cues' contributions to d respectively d vanish when the Hamming distance is computed, more formally:
To tackle this issue, we introduce a variable augmentation weight λ ≥ 0 and define the weighted Hamming distance as:
It is easy to see that for λ → 0 the contribution of the added cue b vanishes, whereas for λ → ∞ the original descriptor d is not considered anymore. Instead of modifying the search method to compute the weighted Hamming distance, Eq. (4) can also be achieved by appending an augmentation λ times to a descriptor (assuming λ is an integer). In our experiments we conducted such an evaluation, without modifying the comparison function L H of the search methods. We list the values of λ which we found working best for KC.
IV. EXPERIMENTAL EVALUATION
The focus of this work is to improve the precision of feature-based similarity search methods for VPR by adding cues (Sec. III-A) to descriptors without requiring major adjustments for the search methods. In the following we introduce the descriptors (Sec. IV-A), the search methods (Sec. IV-B), the performance metrics (Sec. IV-C) and the various datasets (Sec. IV-D) considered in our experiments. Subsequently, we display and discuss our results (Sec. IV-E).
A. Descriptors
Our cue embedding strategy (Sec. III-A) and their beneficial effects for a similarity search method are independent of the selected binary descriptor. To support this claim, we conducted experiments on several of the most common local binary descriptors:
BRIEF [8] was one of the first local binary descriptors to enable efficient computation, storage and comparison.
ORB [9] improved BRIEF by adding rotation and scale invariance. It is widely used in feature-based Visual Odometry (VO) and SLAM systems [32] .
BRISK [10] improved BRIEF by adding rotation and scale invariance and a Gaussian-weighted sampling pattern.
FREAK [11] is one of few bio-inspired descriptors. Its binary signature is computed by efficiently comparing image intensities over a retinal sampling pattern.
LDAHash [12] compresses SIFT [6] descriptors in binary descriptors through a supervised binarization scheme.
A-KAZE [13] is an accelerated version of the KAZE descriptor. By using a more recent scheme to build the nonlinear scale space, the significant acceleration was obtained.
BinBoost [14] is an extremely compact binary descriptor (as small as 8 bits) where each individual bit is computed by a learned hash function.
We utilized the current OpenCV 2 (3.4.7) implementation of all descriptor types except for LDAHash where we integrated the released C++ source code by the authors.
B. Similarity Search Methods
We tested our augmented descriptors on 4 state-of-the art feature-based similarity search methods. Each one of them having its advantages and drawbacks.
Brute-Force (BF): The straightforward, exhaustive search approach, guaranteeing the best matches at the highest computational cost. We utilized the official implementation in the publicly available OpenCV library (3.4.7).
LSH: Fast Library for Approximate Nearest Neighbors with multi-probe Locality-sensitive hashing. We utilized the official implementation in the OpenCV library (3.4.7) .
BOF: State-of-the-art method for fast place recognition, employed by many current SLAM systems. A well maintained and widely used BOF library in conjunction with binary descriptors is DBoW [2] . We utilized the authors' publicly available implementation 3 .
Binary Search Tree (BST): A binary search tree approach, suitable for highly efficient and lightweight similarity search in large scale datasets with binary descriptors. We utilized the publicly available HBST [31] implementation 4 .
C. Performance Metrics
We chose to examine multiple of the most common performance metrics used in VPR:
Precision-Recall (PR): To determine the reliability of a VPR system one generally measures the resulting Precision and Recall statistics. The first being:
Regarding the completeness of the results, one considers:
Here, match refers to a pair of images that are reported by the VPR system to originate from the same place. Mean Average Precision (mAP): The mAP reflects the average Precision of multiple PR curves over equidistant Recall levels. With the mAP one can concisely describe the achieved performance of an approach over a series of test cases in a single number.
Mean image processing time t: To examine the impact of augmented descriptors on the computational cost of a search method, we measure the required time for matching a set of descriptors of an image and the time used for integrating them into the database.
For the Oxford and the Paris datasets (Sec. IV-D), we concisely present our results using mAP (for which the authors specifically provide a tool [36] ). We adapted the tool to also compute the mAP for the ZuBuD and the Holidays dataset. For KITTI we present individual PR curves.
D. Datasets
For evaluating feature-based VPR similarity search methods, one generally considers a large number of reference images, of which only few describe the same place as a query image. Ground truth information is generally provided by listing the matching query to reference image pairs. Fig. 4 displays an image sample for each of the 5 public benchmark datasets that we considered in this article.
(a) ZuBuD [37] (b) Oxford [36] (c) Paris [38] (d) Holidays [17] (e) KITTI [39] b) Oxford Buildings Dataset: This dataset [36] consists of 55 query and 5008 reference images collected from Flickr by searching for Oxford landmarks. It has been manually annotated to generate a reliable ground truth.
c) Paris Dataset: The Paris Dataset [38] consists of 55 query and 6357 reference images collected from Flickr by searching for landmarks in Paris. Many shots have been taken at night, significantly complicating the matching.
d) Holidays Dataset: The Holidays dataset [17] is a set of 500 query and 991 reference images, many captured with high camera resolutions (3-6 megapixels). e) KITTI VO / SLAM Evaluation 2012: The popular benchmark dataset [39] for VO and SLAM approaches contains 6 loop closure sequences with ground truth trajectories. We computed a matching ground truth using the provided trajectories in conjunction with geometric verification.
E. Results
We first review our results for the standard image retrieval datasets ZuBuD, Oxford, Paris and Holidays, using a particular search method for each dataset. In each case we computed the mAP, using the evaluation tool of [36] .
In Fig. 5 we display the obtained mAP scores when augmenting descriptors with their keypoint coordinates KC-8x8 (KC with I u = I v = 8). For each image, we computed a maximum of 1000 descriptors, sorted in descending order by their keypoints' response. We evaluated the mAP scores for increasing augmentation weights λ. For λ = 0 the cues are not considered. We mention the number of bits for each evaluated descriptor type with a suffix (e.g. BRIEF-256).
Two descriptors are considered to match if their Hamming distance L λ H (d , d ) lies within a threshold τ . We set τ to 10% of the augmented descriptors size (e.g. τ = 27.2 for BRIEF-256 with KC-8x8). Note that τ grows as we increase λ, actually reducing accuracy in case noise is added.
ZuBuD (BF): The keypoint coordinates turn out to be a highly beneficial cue when combined with BF. The significant precision drop at λ = 4 for BinBoost, and at λ = 32 for LDAHash and ORB marks the point at which the cues contribution b outweighs the descriptor d:
In this case, relevant image information stored in d is neglected and the comparison is based only on the cue b. The smaller the used descriptor type, the earlier this saturation happens. This phenomena can be observed in all 5 datasets.
Oxford (LSH): The precision gain for both cue types is mild, yet an improvement can be observed for λ = 1 for every search method and descriptor type.
Paris (BOF): In the Paris dataset we observe clear precision peaks for several descriptor types. The BOF model profits from the additional information from our cues.
Holidays (BST): The employed BST approach benefits from our cues, yet only marginally. The Holidays dataset contains the most diverse images of all the datasets.
KITTI (all search methods): For the evaluation on the KITTI dataset we built the image database incrementally for each approach. We processed every 10th image in a sequence of 4541 images to avoid capturing noisy descriptor versions (from subsequent images). For our experiments we specifically considered KITTI sequence 00, which contains several different place revisits over a trajectory of 3.7km. Instead of the mAP we computed the complete PR curves here. In Fig. 6 we display the resulting performance boost obtained by augmenting various descriptors with our continuous KC cue (for the results with BRIEF-256 see Fig. 1 ). Similar to the results of the previous datasets (Fig. 5 ), a clear improvement of the search accuracy is observable.
Note that in contrast to the previous datasets, in KITTI there are no heavily rotated (e.g. flipped) images. Hence, when places are revisited, similar descriptors automatically fall into the same quantization intervals. This significantly raises the contribution of our KC cues as observable in Fig. 6 and explains why the gained accuracy is generally more restrained in Fig. 5 BST, λ = 0 BST, λ = 16 Fig. 6 : PR analysis on KITTI sequence 00 for various descriptor types for the continuous example cue KC-8x8. For all search methods and descriptors we evaluated the cue weighting λ = 0 (cue ignored) and λ = 16. (see Fig. 1 for the corresponding PR curves of BRIEF).
for Recall, meaning that while reported matches are reliable we might miss potential others. Clearly, when choosing a rotation invariant cue this limitation could be surpassed. In Tab. I we list the measured mean query processing times of the approaches considered in Fig. 1 and Fig. 6 on KITTI. We separately examined the specific weights λ ∈ {0, 16}. The two main parameters of our method I and λ strongly depend on the selected cue and the target scenario. The number of quantization intervals I should be chosen s.t. a cue transfers as much of its discriminating information as possible while remaining comparable. Whereas the cue weight λ mostly depends on the selected descriptor type, such as its size and descriptiveness. As a rule of thumb, the smaller the descriptor, the smaller is the best λ.
V. CONCLUSIONS
In this paper, we presented an approach that improves feature-based VPR by embedding multi-dimensional continuous cues into binary feature descriptors. We implemented and evaluated our approach on several standard benchmark datasets and covered a vast number of state-of-the-art descriptor and search method combinations. Our results suggest that our strategy is effective and increases VPR precision, regardless of the descriptor type and search method.
