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1 Introduction
Dans [1, 3], une alge`bre de Hopf des arbres enracine´s HR est introduite dans le
but d’e´tudier un proble`me de renormalisation. Cette alge`bre de Hopf est commutative,
non cocommutative, et ve´rifie une proprie´te´ universelle en cohomologie de Hochschild. On
montre que le dual gradue´ de cette alge`bre de Hopf est l’alge`bre enveloppante de l’alge`bre
de Lie des arbres enracine´s ; enfin, on construit dans [5] une bigraduation de HR qui
permet de calculer les dimensions des composantes homoge`nes de l’espace des e´le´ments
primitifs de HR, sans toutefois donner une expression pour ces e´le´ments.
Dans ce papier, comme il e´tait sugge´re´ dans [3], nous introduisons une nouvelle alge`bre
de HopfHDP,R, ni commutative, ni cocommutative, ge´ne´ralisant la construction pre´ce´dente.
Apre`s quelques re´sultats pre´liminaires sur les alge`bres de Hopf gradue´es, nous montrons
que cette alge`bre ve´rifie une proprie´te´ universelle en cohomologie de Hochschild. On mon-
tre de plus que son dual gradue´ (HDP,R)∗g est isomorphe a` HDP,R ; ce re´sultat permet de
construire un couplage de Hopf non de´ge´ne´re´ ( , ) entre HDP,R et elle-meˆme. La base duale
(eF ) de la base des foreˆts est particulie`rement bien adapte´e au calcul du coproduit ; en
particulier, elle permet de trouver facilement les e´le´ments primitifs de HDP,R. De plus, nous
donnons un sens combinatoire au couplage ( , ), ce qui permet de donner une expression
combinatoire directe des e´le´ments primitifs. Ces re´sultats permettent de montrer que HP,R
est isomorphe a` l’alge`bre de Hopf des arbres plans binaires introduite dans [13].
Enfin, on de´montre plusieurs re´sultats sur les coge`bres tensorielles ; applique´s a` HR,
ils permettent de retrouver les re´sultats de [3]. On termine en montrant que les alge`bres
de Hopf des arbres plans de´core´s par un ensemble D fini ou de´nombrable (voir [4]) sont
toutes isomorphes.
2 Dual gradue´
2.1 Cas d’un espace vectoriel
Soit V un espace vectoriel sur un corps commutatif K. On suppose V muni d’une
graduation (Vn)n∈N, telle que dim(Vn) soit finie pour tout n. Pour tout x ∈ V , x 6= 0, on
pose poids(x) = min{n/x ∈ V0 ⊕ . . .⊕ Vn}.
On identifie V ∗n avec {f ∈ V ∗/f(Vk) = (0) si k 6= n} ⊆ V ∗, et on pose V ∗g =
⊕
V ∗n =
{f ∈ V ∗/∃ n0, f(Vn) = (0) si n ≥ n0}. V ∗g est un espace gradue´, avec (V ∗g)n = V ∗n .
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Lemme 1 Soit (ei)i∈I une base de V forme´e d’e´le´ments homoge`nes. Pour i ∈ I, on de´finit
fi ∈ V ∗ par fi(ej) = δi,j, ou` δ est le symbole de Kronecker. Alors (fi)i∈I est une base de
V ∗g.
Preuve : si ei ∈ Vk, on a fi ∈ V ∗k . Soit Jk = {j ∈ I/ej ∈ Vk}. Il suffit alors de montrer que
(fj)j∈Jk est une base de V
∗
k . Comme Vk est de dimension finie, c’est imme´diat. ✷
Lemme 2 Soient V et W deux espaces gradue´s et soit γ : V 7−→W , homoge`ne de degre´
k ∈ Z. Alors il existe une unique application γ∗g : W ∗g 7−→ V ∗g, telle que :
γ∗g(f)(x) = f(γ(x)) ∀f ∈ W ∗g, ∀x ∈ V.
De plus, γ∗g est homoge`ne de degre´ −k.
Preuve :
Unicite´ : soit γ∗ : W ∗ 7−→ V ∗ la transpose´e de γ. On a alors γ∗g = γ∗|W ∗g .
Existence : il faut montrer que γ∗(W ∗g) ⊆ V ∗g. Soit f ∈ W ∗n . Soit x ∈ Vi, i 6= n− k.
γ∗(f)(x) = f(γ(x)) = 0 car γ(x) ∈ Wi+k, i+ k 6= n. Donc γ∗(W ∗n) ⊆ V ∗n−k. ✷
On munit V ⊗ V d’une graduation donne´e par :
(V ⊗ V )n =
∑
k+l=n
Vk ⊗ Vl.
Lemme 3 On conside`re l’application suivante :
θV : V
∗g ⊗ V ∗g 7−→ (V ⊗ V )∗g
f ⊗ g 7−→
{
V ⊗ V 7−→ K
x⊗ y 7−→ f(x)g(y).
Alors θV est un isomorphisme d’espaces gradue´s.
Preuve : classiquement, θV est injectif (voir [12]). Soit f ∈ V ∗m, g ∈ V ∗n , x ∈ Vk, y ∈ Vl,
avec k + l 6= m + n. θV (f ⊗ g)(x ⊗ y) = f(x)g(y) = 0 car k 6= m ou l 6= n. Donc θV est
homoge`ne de degre´ 0. De plus,
dim((V ∗g ⊗ V ∗g)n) =
∑
k+l=n
dim(V ∗k )dim(V
∗
l )
=
∑
k+l=n
dim(Vk)dim(Vl)
= dim((V ⊗ V )∗n).
Donc θV est e´galement surjectif. ✷
Soit V un espace gradue´, etW un sous-espace de V . On dira que W est un sous-espace
gradue´ de V si W =
⊕
(W ∩ Vn).
Lemme 4 Soit W un sous-espace gradue´ de V .
1. Soit Wn = W ∩ Vn et soit W⊥nn l’orthogonal de Wn dans la dualite´ entre Vn et V ∗n .
Alors dans la dualite´ entre V et V ∗g, on a :
W⊥ =
+∞⊕
n=0
W⊥n .
2. De plus, W⊥⊥ = W .
Preuve : On a W⊥ = (
⊕
Wn)
⊥ =
⋂
(W⊥n ). Or W
⊥
n =
⊕
i 6=n V
∗
i ⊕W⊥nn , donc W⊥ =⊕
W⊥nn . Comme W
⊥n⊥n
n = Wn, on a les re´sultats annonce´s. ✷
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2.2 Cas d’une alge`bre de Hopf
Soit (A,m, η,∆, ε, S) une alge`bre de Hopf gradue´e sur un corps commutatif K,
c’est-a`-dire qu’il existe une graduation (An)n∈N de l’espace vectoriel A, avec :
m(An ⊗Am) ⊆ An+m, ∀n,m ∈ N, (1)
∆(An) ⊆
∑
k+l=n
Ak ⊗ Al, ∀n ∈ N. (2)
(C’est-a`-dire que m et ∆ sont homoge`nes de degre´ 0)
On suppose de plus :
(C1) dim(A0) = 1 ;
(C2) les An sont de dimension finie.
On a alors A0 = (1). D’apre`s [9], proposition III.3.5, on a Ker(ε) =
⊕
n≥1An.
The´ore`me 5 A∗g est muni d’une structure d’alge`bre de Hopf gradue´e donne´e par :
1. ∀f, g ∈ A∗g, ∀x ∈ A, (fg)(x) = (f ⊗ g)(∆(x)) ;
2. 1A∗g = ε ;
3. ∀f ∈ A∗g, ∀x, y ∈ A, ∆(f)(x⊗ y) = f(xy) ;
4. ∀f ∈ A∗g, ε(f) = f(1) ;
5. ∀f ∈ A∗g, ∀x ∈ A, (S(f)) (x) = f (S(x)) ;
6. (A∗g)n = A
∗
n.
Preuve :m, η, ∆, ε, S sont homoge`nes de degre´ 0 (K e´tant muni de la graduation triviale).
En utilisant les lemmes 2 et 3, on conside`re :
m∗g : A∗g 7−→ (A⊗ A)∗g θ
−1
A7−→ A∗g ⊗ A∗g ;
η∗g : A∗g 7−→ K ;
∆∗g : A∗g ⊗ A∗g θA7−→ (A⊗A)∗g 7−→ A∗g ;
ε∗g : K 7−→ A∗g ;
S∗g : A∗g 7−→ A∗g.
Classiquement, (A∗g,∆∗g, ε∗g, m∗g, η∗g, S∗g) est une alge`bre de Hopf ve´rifiant 1 − 5 (voir
[12]). Comme ∆∗g et m∗g sont homoge`nes de degre´ 0, 6 est ve´rifie´e. ✷
Proposition 6 1. (A∗g)∗g et A sont isomorphes comme alge`bres de Hopf gradue´es.
2. Soit M l’ide´al d’augmentation de A, c’est-a`-dire M = Ker(ε). Soit Prim(A∗g) =
{f ∈ A∗g/∆(f) = 1⊗ f + f ⊗ 1}. Alors dans la dualite´ entre A et A∗g,
Prim(A∗g)⊥ = (1)⊕M2,(
(1)⊕M2)⊥ = Prim(A∗g).
Preuve :
1. Soit in : An 7−→ (A∗n)∗
x 7−→
{
A∗n 7−→ K
f 7−→ f(x).
Comme An est de dimension finie, in est un isomorphisme d’espaces vectoriels ; par suite,
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i : A 7−→ (A∗g)∗g de´fini par i|An = in est un isomorphisme d’espaces vectoriels gradue´s.
On montre facilement qu’il s’agit d’un isomorphisme d’alge`bres de Hopf (voir [12]).
2. (1) ⊆ Prim(A∗g)⊥ : soit p ∈ Prim(A∗g). Alors p(1) = ε(p) = 0.
M2 ⊆ Prim(A∗g)⊥ : soit m ∈ M2. On peut supposer m = m1m2, ε(m1) = ε(m2) = 0.
Soit p ∈ Prim(A∗g). On a :
p(m1m2) = ∆(p)(m1 ⊗m2)
= (1⊗ p+ p⊗ 1)(m1 ⊗m2)
= ε(m1)p(m2) + p(m1)ε(m2)
= 0.
((1)⊕M2)⊥ ⊆ Prim(A∗g) : soit f ∈ ((1)⊕M2)⊥. Il s’agit de montrer : ∀x, y ∈ A,
∆(f)(x⊗ y) = (f ⊗ 1 + 1⊗ f)(x⊗ y), c’est-a`-dire : f(xy) = f(x)ε(y) + ε(x)f(y). Comme
A = (1)⊕Ker(ε), il suffit de conside´rer les 4 cas suivants :
1. x = y = 1 : il faut montrer f(1) = 2f(1), ce qui est vrai car f ∈ (1)⊥ ;
2. x = 1, ε(y) = 0 : e´vident ;
3. ε(x) = 0, y = 1 : e´vident ;
4. ε(x) = ε(y) = 0 : alors xy ∈M2, et donc f(xy) = 0.
On a montre´ (1) ⊕M2 ⊆ Prim(A∗g)⊥ et ((1)⊕M2)⊥ ⊆ Prim(A∗g). Comme A et A∗g
sont des alge`bres de Hopf gradue´es, Prim(A∗g) et M2 sont des sous-espaces gradue´s. On
obtient donc les inclusions re´ciproques par passage a` l’orthogonal en utilisant le lemme 4.
✷
2.3 Cas des alge`bres enveloppantes
On suppose que g est une alge`bre de Lie gradue´e, avec g0 = (0), et les gn de
dimension finie. Alors U(g) est une alge`bre de Hopf gradue´e ve´rifiant (C1) et (C2). On
suppose de plus que K est de caracte´ristique nulle.
Proposition 7 Soit M = Ker(εU(g)∗g) =
⊕
n≥1 U(g)∗n. Soit V un supple´mentaire gradue´
deM2 dansM . Soit S(V ) l’alge`bre syme´trique de V . On conside`re le morphisme d’alge`bres
suivant :
ξV : S(V ) 7−→ U(g)∗g
v ∈ V 7−→ v.
Alors ξV est un isomorphisme d’alge`bres gradue´es.
Preuve : remarquons d’abord que U(g)∗g est une alge`bre commutative, et donc ξV est bien
de´fini.
Soit (ei)i∈I une base de g forme´e d’e´le´ments homoge`nes, ou` I = {1, . . . , n} ou N∗
suivant la dimension de g. On pose SI l’ensemble des e´le´ments (ν1, . . . , νk, . . . ) de N
I tels
que les νj soient presque tous nuls. Pour ν = (ν1, . . . , νk, . . . ) ∈ SI , avec k tel νj = 0 si
j > k, on pose :
eν =
eν11 . . . e
νk
k
ν1! . . . νk!
.
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Suivant [11], pages 91 et suivantes, pour tout ν ∈ SI :
∆(eν) =
∑
λ+µ=ν
eλ ⊗ eµ.
D’apre`s le the´ore`me de Poincare´-Birkhoff-Witt, (eν)ν∈SI est une base de U(g), forme´e
d’e´le´ments homoge`nes. Soit (fν)ν∈SI la base de U(g)∗g, de´finie par fν(eµ) = δν,µ.
fνfµ(eλ) = (fν ⊗ fµ)∆(eλ)
= (fν ⊗ fµ)(
∑
α+β=λ
eα ⊗ eβ)
= δν+µ,λ.
Par suite, fνfµ = fν+µ. On conside`re alors V0 l’espace engendre´ par les fν ,
∑
νi = 1, ainsi
que :
ξV0 : S(V0) 7−→ U(g)∗g
fν ∈ V0 7−→ fν .
On de´duit alors imme´diatement du calcul pre´ce´dent que ξV0 est un isomorphisme d’alge`bres.
De plus, comme Prim(U(g)) = g (car K est de caracte´ristique nulle, voir [10]), on a
U(g)∗g = V0 ⊕ Prim(U(g))⊥, donc V0 est un supple´mentaire gradue´ de M dans M2
d’apre`s la proposition 6-2. Il est e´vident que ξV0 est homoge`ne de degre´ ze´ro.
Conside´rons V un supple´mentaire gradue´ de M2 dans M . Montrons que V ge´ne`re
U(g)∗g. Soit f ∈ U(g)∗g, de poids n. Si n = 0, alors f ∈< V >, la sous-alge`bre engendre´e
par V . Supposons que tous les e´le´ments de poids strictement infe´rieur a` n soient dans
< V >. On peut alors supposer f homoge`ne ; alors f ∈ M = M2 ⊕ V : on peut donc
supposer f = f1f2, fi ∈M , et donc poids(fi) < n pour i = 1, 2. Par suite les fi sont dans
< V >, et donc f ∈< V >.
Donc V ge´ne`re U(g)∗g. Par suite, ξV est surjectif, homoge`ne de degre´ ze´ro. De plus, V
et V0 sont des espaces gradue´s isomorphes, donc S(V ) et S(V0) sont des alge`bres gradue´es
isomorphes. Pour tout n ∈ N, on a donc dim(S(V )n) = dim(S(V0)n) = dim(U(g)∗gn ) ; on
en de´duit que ξV est un isomorphime. ✷
3 Re´sultats sur les coge`bres et les alge`bres de Hopf
gradue´es
3.1 Filtration par degp
Lemme 8 Soient (C,∆, ε) une coge`bre, et e ∈ C tel que ∆(e) = e⊗ e. On pose :
∆˜(x) = ∆(x)− e⊗ x− x⊗ e, ∀x ∈ C.
Alors ∆˜ est coassociatif, c’est-a`-dire : pour tout x ∈ C, (∆˜⊗Id)◦∆˜(x) = (Id⊗∆˜)◦∆˜(x).
Preuve : pour tout y ∈ C, on pose ∆˜(y) =∑ y′ ⊗ y′′.
(∆⊗ Id) ◦∆(x) = e⊗ e⊗ x+ e⊗ x⊗ e+ x⊗ e⊗ e+
∑
x′ ⊗ x′′ ⊗ e
+
∑
x′ ⊗ e⊗ x′′ +
∑
e⊗ x′ ⊗ x′′ +
∑∑
(x′)
′ ⊗ (x′)′′ ⊗ x′′ ;
(Id⊗∆) ◦∆(x) = e⊗ x⊗ e + e⊗ e⊗ x+
∑
e⊗ x′ ⊗ x′′ + x⊗ e⊗ e
+
∑
x′ ⊗ x′′ ⊗ e +
∑
x′ ⊗ e⊗ x′′ +
∑∑
x′ ⊗ (x′′)′ ⊗ (x′′)′′ .
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Comme ∆ est coassociatif, les deux membres de droite sont e´gaux. On en de´duit alors le
re´sultat voulu. ✷
Soit C une coge`bre gradue´e ve´rifiant la condition (C1). D’apre`s [9], il existe un unique
x ∈ C non nul tel que ∆(x) = x ⊗ x. Cet e´le´ment sera note´ 1. Il est homoge`ne de poids
ze´ro. On a de plus M = Ker(ε) =
⊕
n≥1Cn, et ∀x ∈M , ∆(x) = x⊗ 1+ 1⊗ x+M ⊗M .
Enfin, C∗g est muni d’une structure d’alge`bre donne´e par :
(fg)(x) = (f ⊗ g) (∆(x)) ∀f, g ∈ C∗g, ∀x ∈ C.
On de´finit ∆˜(x) = ∆˜1(x) = ∆(x) − 1 ⊗ x − x ⊗ 1 pour tout x ∈ C, et par re´currence
∆˜k = (∆˜k−1 ⊗ Id) ◦ ∆˜.
Lemme 9 Soit ρ la projection sur
⊕
n≥1Cn paralle`lement a` C0. Alors pour tout k ≥ 1 :
∆˜k ◦ ρ = ρ⊗(k+1) ◦∆k.
Preuve : on remarque que ρ(x) = x − ε(x)1, ∀x ∈ C. Montrons par re´currence que
∆˜k ◦ ρ = ρ⊗k+1 ◦ ∆k. Pour k = 1, c’est imme´diat si x = 1, et de´coule des remarques
pre´ce´dentes si ε(x) = 0. Supposons l’hypothe`se de re´currence vraie au rang k :
∆˜k+1 ◦ ρ = (∆˜⊗ Id⊗k) ◦ ∆˜k ◦ ρ
= (∆˜⊗ Id⊗k) ◦ ρ⊗k+1 ◦∆k
= ρ⊗k+2 ◦ (∆⊗ Id⊗k) ◦∆k
= ρ⊗k+2 ◦∆k+1.
(On a utilise´ l’hypothe`se de re´currence pour la deuxie`me e´galite´, et le re´sultat avec k = 1
pour la troisie`me.) ✷
Lemme 10 Soit x ∈ C, tel que ∆˜n(x) = 0. Alors ∆˜n−1(x) ∈ Prim(C)⊗n.
Preuve : comme ∆˜ est coassociatif, ∆˜n−1(x) ∈ Ker(Id⊗(i−1)⊗∆˜⊗Id⊗(n−i)) ∀i ∈ {1, . . . , n}.
Donc ∆˜n−1(x) ∈ ⋂(C⊗(i−1) ⊗ Prim(C)⊗ C⊗(n−i)) = Prim(C)⊗n. ✷
Lemme 11 Pour tout x ∈M , on a ∆˜poids(x)(x) = 0.
Preuve : par re´currence sur poids(x). Si poids(x) = 1, alors x est ne´cessairement primitif,
et donc ∆˜(x) = 0. Supposons l’hypothe`se de re´currence vraie au rang n. Soit x de poids
n ; on pose ∆˜(x) =
∑
x′ ⊗ x′′, poids(x′) < n. Par coassociativite´ de ∆˜, on a :
∆˜n(x) =
∑
∆˜n−1(x′)⊗ x′′ = 0. ✷
On pose Cdegp≤n = (1)⊕Ker(∆˜n) = Ker(∆˜n ◦ ρ). D’apre`s le lemme pre´ce´dent, c’est
une filtration de l’espace C. Pour x ∈ C, x 6= 0, on pose degp(x) = min{n/∆˜n ◦ρ(x) = 0},
de sorte que Cdegp≤n = {x ∈ C/degp(x) ≤ n}. On a degp(x) ≤ poids(x) ∀x 6= 0.
Proposition 12 Soit M∗ = (1)
⊥ ⊂ C∗g. Alors dans la dualite´ entre C et C∗g, on a :
(Cdegp≤n)
⊥ = Mn+1∗ .
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Preuve : c’est e´vident si n = 0. Supposons n ≥ 1. Posons ρ∗ la projection sur
⊕
n≥1C
∗
n =
M∗ paralle`lement a` C
∗
0 . On a facilement ρ∗ = ρ
∗g. Soient m1, . . . , mn+1 ∈M∗, x ∈ Cdegp≤n.
(m1 . . .mn+1, x) = (m1 ⊗ . . .⊗mn+1,∆n(x))
= (ρ⊗(n+1)∗ (m1 ⊗ . . .⊗mn+1),∆n(x))
= (m1 ⊗ . . .⊗mn+1, ρ⊗(n+1) ◦∆n(x))
= (m1 ⊗ . . .⊗mn+1, ∆˜n(ρ(x)))
= (m1 ⊗ . . .⊗mn+1, 0)
= 0.
(On a utilise´ le lemme 9 pour la quatrie`me e´galite´.)
Donc Mn+1∗ ⊆ (Cdegp≤n)⊥.
Pour montrer l’inclusion re´ciproque, il suffit de montrer que (Mn+1∗ )
⊥ ⊆ Cdegp≤n. Soit
x ∈ (Mn+1∗ )⊥, m1, . . . , mn+1 ∈M∗.
(m1 ⊗ . . .⊗mn+1, ∆˜n ◦ ρ(x))) = (m1 . . .mn+1, x)
= 0.
Donc ∆˜n ◦ ρ(x) ∈ M⊗(n+1) ∩ (M⊗(n+1)∗ )
⊥
= (0). Par suite, ∆˜n ◦ ρ(x) = 0, et donc x ∈
Cdegp≤n. ✷
Corollaire 13 (Cdegp≤n)n∈N est une filtration de coge`bre, c’est-a`-dire :
∆(Cdegp≤n) ⊆
∑
k+l=n
Cdegp≤k ⊗ Cdegp≤l.
Lemme 14 Soit A une alge`bre et M un ide´al de A. Pour tout n ∈ N, on a :⋂
k+l=n
(
Mk+1 ⊗ A+ A⊗M l+1) = ∑
i+j>n
M i ⊗M j .
Preuve :
⊇ : soit x = xi ⊗ xj ∈ M i ⊗M j , i + j > n. Soient k, l ∈ N, k + l = n. Si k < i, alors
xi ∈ M i ⊆ Mk+1, et donc x ∈ Mk+1 ⊗ A. Sinon, l < j car k + l ≤ n < i + j. Donc
xj ∈M l+1, et x ∈ A⊗M l+1.
⊆ : pour tout i ∈ N, soit Wi un supple´mentaire de M i+1 dans M i, et soit W∞ = ∩M i.
On a alors :
A =
∞⊕
i=0
Wk,
Mk =
∞⊕
i=k
Wk ;
A⊗ A =
∞⊕
i,j=0
Wk ⊗Wj .
Pour i, j ∈ N ∪ {∞}, soit pi,j : A ⊗ A 7−→ Wi ⊗ Wj la projection sur Wi ⊗ Wj dans
cette somme directe. Soit x ∈ ⋂(Mk+1 ⊗ A + A ⊗ M l+1). Soit k ∈ N. Comme x ∈
Mk+1 ⊗A+A⊗Mn−k+1, si i ≤ k et j ≤ n− k, alors pi,j(x) = 0. Par suite, si pi,j(x) 6= 0,
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alors pour tout k ∈ N, i > k ou j > n − k. En particulier pour k = i, on a j > n − i.
Donc :
x ∈
⊕
i+j>n
Wi ⊗Wj ⊆
∑
i+j>n
M i ⊗M j . ✷
Preuve du corollaire : soit x ∈ Cdegp≤n ; montrons que ∆(x) ∈
∑
k+l=nCdegp≤k ⊗ Cdegp≤l.
On a : ∑
k+l=n
Cdegp≤k ⊗ Cdegp≤l =
∑
k+l=n
(Mk+1∗ )
⊥ ⊗ (M l+1∗ )⊥
=
∑
k+l=n
(Mk+1∗ ⊗ C∗g + C∗g ⊗M l+1∗ )⊥
=
( ⋂
k+l=n
(Mk+1∗ ⊗ C∗g + C∗g ⊗M l+1∗ )
)⊥
=
(∑
i+j>n
M i∗ ⊗M j∗
)⊥
. (3)
(On a utilise´ le lemme pour la dernie`re e´galite´, avec A = C∗g et M = M∗.)
Soit f1 ∈M i∗, f2 ∈M j∗ , i+ j > n. Alors f1f2 ∈Mn+1∗ = (Cdegp≤n)⊥, donc :
(∆(x), f1 ⊗ f2) = (x, f1f2)
= 0.
D’apre`s (3), ∆(x) ∈∑k+l=nCdegp≤k ⊗ Cdegp≤l. ✷
3.2 Cas d’une alge`bre de Hopf gradue´e
Soit A une alge`bre de Hopf gradue´e ve´rifiant (C1). On suppose de plus que K est
de caracte´ristique nulle.
Sn agit sur A
⊗n par σ.(x1 ⊗ . . .⊗ xn) = xσ(1) ⊗ . . .⊗ xσ(n). On rappelle qu’un (p, q)-
battage est un e´le´ment σ de Sp+q, croissant sur {1, . . . , p} et sur {p + 1, . . . , p + q}. On
note bat(p, q) l’ensemble des (p, q)-battages.
Lemme 15 1. Soient x, y ∈ A−{0}, degp(x) = p, degp(y) = q. On suppose que ε(x) =
ε(y) = 0. On pose ∆˜p−1(x) =
∑
i x
(1)
i ⊗ . . .⊗ x(p)i et ∆˜q−1(y) =
∑
j y
(1)
j ⊗ . . .⊗ y(q)j ,
les x
(k)
i et les y
(l)
j e´tant primitifs (lemme 10). Alors :
∆˜p+q−1(xy) =
∑
i,j
∑
σ∈bat(p,q)
σ.(x
(1)
i ⊗ . . .⊗ x(p)i ⊗ y(1)j ⊗ . . .⊗ y(q)j ).
2. Soient p1, . . . , pn ∈ Prim(A). On a :
∆˜n−1(p1 . . . pn) =
∑
σ∈Sn
pσ(1) ⊗ . . .⊗ pσ(n).
Preuve :
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1. D’apre`s le lemme 9 :
∆˜p+q−1(xy) = ∆˜p+q−1(ρ(xy))
= ρ⊗(p+q)
(
∆p+q−1(xy)
)
= ρ⊗(p+q)
(
∆p+q−1(x)∆p+q−1(y)
)
.
Le re´sultat est alors imme´diat.
2. Re´currence sur n. La formule est vraie pour n = 2. Supposons l’hypothe`se de
re´currence vraie au rang n− 1. D’apre`s 1, on a :
∆˜n−1(p1 . . . pn) =
∑
τ∈bat(n−1,1)
∑
σ∈Sn−1
τ.(pσ(1) ⊗ . . .⊗ pσ(n−1) ⊗ pn).
Or il y a exactement n (n − 1, 1)-battages : τ ∈ bat(n − 1, 1) est caracte´rise´ par τ(n).
Alors :
∆˜n−1(p1 . . . pn) =
n∑
i=1
∑
σ∈Sn−1
(pσ(1) . . .⊗ pσ(i−1) ⊗ pn ⊗ pσ(i) ⊗ . . .⊗ pσ(n−1))
=
∑
σ∈Sn
pσ(1) ⊗ . . .⊗ pσ(n). ✷
Proposition 16 (Adegp≤n)n∈N est une filtration de l’alge`bre de Hopf A.
Preuve : on a de´ja` vu qu’il s’agissait d’une filtration de coge`bre. Soit x, y ∈ A, degp(x) =
p, degp(y) = q. Alors d’apre`s le lemme 15, ∆˜
p+q−1(ρ(xy)) ∈ Prim(A)⊗(p+q), et donc
∆˜p+q(ρ(xy)) = 0. Donc degp(xy) ≤ p+ q. On a donc bien une filtration d’alge`bre. ✷
3.3 Alge`bres de Hopf gradue´es cocommutatives ou commuta-
tives
On suppose toujours K de caracte´ristique nulle.
Les conside´rations pre´ce´dentes permettent de donner la preuve suivante du the´ore`me
de Cartier-Milnor-Moore-Quillen :
The´ore`me 17 (Cartier-Milnor-Moore-Quillen) Soit A une alge`bre de Hopf cocom-
mutative gradue´e ve´rifiant (C1). Alors A est isomorphe a` U(Prim(A)) comme alge`bre de
Hopf gradue´e.
Preuve : montrons d’abord que Prim(A) ge´ne`re l’alge`bre A. Soit P la sous alge`bre de A
engendre´e par Prim(A). Soit x ∈ A, montrons que x ∈ P. On peut se ramener a` ε(x) = 0.
Proce´dons par re´currence sur degp(x). Si degp(x) = 1, alors x est primitif, et donc x ∈ P.
Supposons l’hypothe`se de re´currence vraie au rang n − 1, et supposons degp(x) = n.
D’apre`s le lemme 10, on peut poser ∆˜n−1(x) =
∑
i x
(1)
i ⊗ . . .⊗x(n)i , les x(j)i e´tant primitifs.
Comme A est cocommutative, on a :
∆˜n−1(x) =
∑
i
x
(1)
i ⊗ . . .⊗ x(n)i
=
1
n!
∑
i
∑
σ∈Sn
x
(σ(1))
i ⊗ . . .⊗ x(σ(n))i
=
1
n!
∑
i
∆˜n−1(x
(1)
i . . . x
(n)
i ).
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(On a utilise´ le lemme 15-2 pour la dernie`re e´galite´).
Donc degp(x− 1n!
∑
x
(1)
i . . . x
(n)
i ) < n, et donc x− 1n!
∑
x
(1)
i . . . x
(n)
i ∈ P ; on en de´duit que
x ∈ P.
Par suite, on a un morphisme surjectif d’alge`bres de Hopf, homoge`ne de poids ze´ro :
ξ : U(Prim(A)) 7−→ A
p ∈ Prim(A) 7−→ p.
Comme A ve´rifie la condition (C1), la composante homoge`ne de poids 0 de Prim(A) est
nulle, et donc U(prim(A)) ve´rifie aussi la condition (C1). Par suite U(Prim(A)) est filtre´e
par degp (proposition 16).
Supposons ξ non injectif, et soit x non nul tel que ξ(x) = 0. On choisit x de degp
minimal. Comme ξ(p) = p pour tout p primitif, ne´cessairement degp(x) > 1. Posons
∆(x) = x ⊗ 1 + 1 ⊗ x +∑ x′ ⊗ x′′, degp(x′) < degp(x), degp(x′′) < degp(x). ξ est un
morphisme de coge`bres, donc :
∆(ξ(x)) = ξ ⊗ ξ(∆(x))
= ξ ⊗ ξ(x⊗ 1 + 1⊗ x+
∑
x′ ⊗ x′′)
=
∑
ξ(x′)⊗ ξ(x′′)
= 0.
Par choix de x, ξ|Adegp≤degp(x)−1 est injectif, d’ou`
∑
x′⊗x′′ = 0. Donc x est primitif, et donc
degp(x) = 1 : contradiction. Donc ξ est injectif. ✷
Proposition 18 Soit A une alge`bre de Hopf gradue´e commutative ve´rifiant (C1) et (C2).
Posons M = Ker(ε). Alors si G est un supple´mentaire gradue´ de M2 dans M , on a un
isomorphisme d’alge`bres gradue´es :
ξG : S(G) 7−→ A
g ∈ G 7−→ g.
Preuve : A∗g est une alge`bre cocommutative. En appliquant le the´ore`me pre´ce´dent et la
proposition 7, on obtient imme´diatement le re´sultat, car A et (A∗g)∗g sont isomorphes
d’apre`s la proposition 6-1. ✷
Corollaire 19 Soit A une alge`bre de Hopf gradue´e ve´rifiant (C1) et (C2). Alors ∀x, y ∈ A,
on a :
degp(xy) = degp(x) + degp(y) ;
poids(xy) = poids(x) + poids(y).
Preuve : il s’agit de montrer que l’alge`bre gradue´e associe´e a` la fitration par degp est
inte`gre. En utilisant le re´sultat pre´ce´dent, il suffit de montrer que c’est une alge`bre com-
mutative. Soient x, y ∈ A, ε(x) = ε(y) = 0. On utilise les notations du lemme 15-1. Soit
σ ∈ bat(p, q). Soit σ˜ ∈ Sp+q de´fini par :
σ˜(i) = σ(i+ p) si i ≤ q
= σ(i− q) si i > q.
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On remarque imme´diatement que σ 7−→ σ˜ est une bijection de bat(p, q) vers bat(q, p).
De plus, σ.(x1 ⊗ . . .⊗ xp ⊗ y1 ⊗ . . .⊗ yq) = σ˜.(y1 ⊗ . . .⊗ yq ⊗ x1 ⊗ . . .⊗ xp) ∀xi, yj ∈ A.
Donc :
∆˜p+q−1(xy) =
∑
i,j
∑
σ∈bat(p,q)
σ.(x
(1)
i ⊗ . . .⊗ x(p)i ⊗ y(1)j ⊗ . . .⊗ y(q)j )
=
∑
i,j
∑
σ˜∈bat(q,p)
σ˜.(y
(1)
j ⊗ . . .⊗ y(q)j ⊗ x(1)i ⊗ . . .⊗ x(p)i )
= ∆˜p+q−1(yx).
Par suite, degp(xy − yx) < p + q = degp(x) + degp(y), et donc l’alge`bre gradue´e associe´e
est commutative, donc inte`gre d’apre`s le re´sultat pre´ce´dent. On en de´duit que A est elle-
meˆme inte`gre, et donc poids(xy) = poids(x) + poids(y), ∀x, y ∈ A. ✷
Remarque : cette proprie´te´ est fausse si K est de caracte´ristique p non nulle. En effet,
soit x un e´le´ment primitif non nul de A ; alors degp(x) = 1. De plus, x
p est aussi primitif,
donc degp(x
p) = 1 6= p.
4 Alge`bre de Hopf des arbres enracine´s plans de´core´s
4.1 Construction
De´finition 20 Un arbre plan enracine´ t est la donne´e d’un graphe fini oriente´ connexe
et sans boucles, muni d’un plongement dans le plan ; on suppose que l’un des sommets
de ce graphe n’est l’arrive´e d’aucune areˆte ; ce sommet est appele´ racine de t. Les arbres
plans enracine´s seront dessine´s avec la racine en bas. Le poids de t est le nombre de ses
sommets. L’ensemble des arbres plans enracine´s est note´ TP,R.
Soit D un ensemble non vide. Un arbre plan enracine´ de´core´ par D est un arbre plan
enracine´ t muni d’une application dt de l’ensemble de ses sommets vers D. L’image d’un
sommet s par cette application est appele´e de´coration de s. L’ensemble des arbres plans
enracine´s de´core´s par D sera note´ T DP,R. Pour tout d ∈ D, on notera •d l’e´le´ment de T DP,R
forme´ d’un seul sommet de´core´ par d.
t t
t
t
t
t
t  ❅❅
t t
t
t
t
t
t
t  ❅❅
t t
t  ❅❅
t t
t
t  ❅❅
t t
t
t  ❅❅
tt t
Fig. 1: les arbres plans enracine´s de poids infe´rieur ou` e´gal a` 4.
Soit D un ensemble non vide, et soit HDP,R l’alge`bre libre engendre´e sur Q par les
e´le´ments de T DP,R. Les monoˆmes en les arbres plans enracine´s de cette alge`bre sont appele´s
foreˆts planes enracine´es de´core´es ; il sera souvent utile de conside´rer 1 comme la foreˆt
vide. L’ensemble des foreˆts planes enracine´es de´core´es est note´ FDP,R. Le poids d’une foreˆt
F = t1 . . . tn est par de´finition poids(t1) + . . .+ poids(tn).
On va munir HDP,R d’une structure d’alge`bre de Hopf. Soit t ∈ T DP,R. Une coupe
e´le´mentaire de t est une coupe sur une seule areˆte de t. Une coupe admissible de t est
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une coupe non vide telle que tout trajet d’un sommet de t vers un autre ne rencontre
au plus qu’une seule coupe e´le´mentaire. L’ensemble des coupes admissibles de t est note´
Ad∗(t). Une coupe admissible c envoie t vers un couple (P c(t), Rc(t)) ∈ FDP,R × T DP,R, tel
que Rc(t) est la composante connexe de la racine de t apre`s la coupe, et P c(t) est la foreˆt
plane forme´e par les autres composantes connexes.
D’autre part, si cv est la coupe vide de t, on pose P
cv(t) = 1 et Rcv(t) = t. On de´finit
la coupe totale de t comme une coupe ct telle P
ct(t) = t et Rct(t) = 1. L’ensemble forme´
des coupes admissibles de t, de la coupe vide et de la coupe totale de t est note´ Ad(t).
Soit maintenant F ∈ FDP,R, F 6= 1. Il existe t1, . . . , tn ∈ T DP,R, tels que F = t1 . . . tn.
Une coupe admissible de F est un n-uplet (c1, . . . , cn) tel que ci ∈ Ad(ti) ∀i. Si toutes
les ci sont vides (respectivement totales), c est appele´e la coupe vide de F (respec-
tivement la coupe totale de F ). L’ensemble des coupes admissibles non vides et non
totales de F est note´ Ad∗(F ). L’ensemble de toutes les coupes admissibles de F est
note´ Ad(F ). Pour c = (c1, . . . , cn) ∈ Ad(F ), on pose P c(F ) = P c1(t1) . . . P cn(tn) et
Rc(F ) = Rc1(t1) . . . R
cn(tn).
On de´finit ∆ : HDP,R 7−→ HDP,R ⊗HDP,R par :
∆(1) = 1⊗ 1,
∆(F ) =
∑
c∈Ad(F )
P c(F )⊗Rc(F )
= 1⊗ F + F ⊗ 1 +
∑
c∈Ad∗(F )
P c(F )⊗ Rc(F ), pour F ∈ FDP,R, F 6= 1. (4)
coupes admissibles : r
r❅ 
r r
 
a
b
dc
r
r❅ 
r r
❅
a
b
dc
r
r❅ 
r r
a
b
dc
r
r❅ 
r r
  ❅
a
b
dc
∆(
r
r❅ 
r r
a
b
dc
)=
r
r❅ 
r r
a
b
dc
⊗ 1 + rc ⊗
r
r
r
a
b
d
+ rd ⊗
r
r
r
a
b
c
+ r rdc ⊗ r
r
a
b + r❅ 
r r
b
dc
⊗ ra + 1 ⊗
r
r❅ 
r r
a
b
dc
Fig. 2: calcul d’un coproduit dans HDP,R, avec D = {a, b, c, d}.
Soit F = t1 . . . tn ∈ FDP,R. On de´duit imme´diatement de la de´finition des coupes ad-
missibles de F que ∆(F ) = ∆(t1) . . .∆(tn), et donc ∆ est un morphisme d’alge`bres.
Soit ε :


HDP,R 7−→ Q
1 7−→ 1
F 7−→ 0 si F ∈ FDP,R, F 6= 1.
Il est imme´diat que ε est une counite´ pour ∆.
Pour montrer que (HDP,R, m, η,∆, ε) est une bige`bre, il ne reste plus qu’a` montrer
que ∆ est coassociatif. Pour cela, on introduit les ope´rateurs suivants : pour d ∈ D, on
pose B+d : FDP,R 7−→ T DP,R, tel que B+d (t1 . . . tn) est l’arbre plan enracine´ de´core´ obtenu en
reliant les racines de t1, . . . , tn (dans cet ordre) a` une racine commune de´core´e par d. En
particulier, B+d (1) = •d. On prolonge B+d en un ope´rateur de HDP,R.
On de´finit e´galement B− : T DP,R 7−→ FDP,R, qui envoie un arbre enracine´ plan de´core´ t
sur la foreˆt obtenue en oˆtant la racine de t. On a B− ◦B+d (F ) = F ∀F ∈ FDP,R, ∀d ∈ D.
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Proposition 21 ∀x ∈ HDP,R, ∆
(
B+d (x)
)
= B+d (x)⊗ 1 + (Id⊗ B+d ) ◦∆(x).
Preuve : il suffit de le montrer pour F = t1 . . . tn ∈ FDP,R.
Dans ce cas, on a une bijection α : Ad(F ) 7−→ Ad(B+d (F ))−{coupe totale de B+d (F )},
qui envoie la coupe c de F sur la coupe α(c) de B+d (F ) telle que P
α(c)(B+d (F )) = P
c(F )
et Rα(c)(B+d (F )) = B
+
d (P
c(F )). Le re´sultat de´coule alors imme´diatement de (4). ✷
Montrons que ∆ est coassociatif.
Il suffit de montrer que (∆ ⊗ Id) ◦∆(F ) = (Id ⊗∆) ◦∆(F ), ∀F ∈ FDP,R. Proce´dons
par re´currence sur poids(F ). Si poids(F ) = 0 : alors F = 1, et le re´sultat est e´vident.
Supposons la proprie´te´ vraie pour toute foreˆt de poids infe´rieur ou e´gal a` n− 1, et soit F
une foreˆt de poids n. Deux cas se pre´sentent :
1. F /∈ T DP,R : alors il existe deux foreˆts non vides F1 et F2 telles que F = F1F2. On a
poids(F1) < n et poids(F2) < n, donc la proprie´te´ est vraie pour F1 et F2, et comme
∆ est un morphisme d’alge`bres, elle est vraie pour F .
2. F ∈ T DP,R : alors il existe un unique d ∈ D et une unique F1 ∈ FDP,R, F = B+d (F1).
De plus poids(F1) = poids(F )− 1, donc la proprie´te´ est vraie pour F1. On a :
∆(F ) = ∆
(
B+d (F1)
)
= F ⊗ 1 + (Id⊗B+d ) ◦∆(F1).
D’ou` :
(Id⊗∆) ◦∆(F ) = F ⊗ 1⊗ 1 + (Id⊗ (∆ ◦B+d )) ◦∆(F1)
= F ⊗ 1⊗ 1 + (Id⊗ Id⊗B+d ) ◦ (Id⊗∆) ◦∆(F1)
+
(
(Id⊗B+d ) ◦∆(F1)
)⊗ 1
= F ⊗ 1⊗ 1 + (Id⊗ Id⊗B+d ) ◦ (∆⊗ Id) ◦∆(F1)
+
(
(Id⊗B+d ) ◦∆(F1)
)⊗ 1
= F ⊗ 1⊗ 1 + (∆⊗ B+d ) ◦∆(F1)
+
(
(Id⊗B+d ) ◦∆(F1)
)⊗ 1
= (∆⊗ Id) (F ⊗ 1 + (Id⊗B+d ) ◦∆(F1))
= (∆⊗ Id) ◦∆(F ).
(On a utilise´ l’hypothe`se de re´currence pour la troisie`me e´galite´, et la proposition 21 pour
la premie`re, la deuxie`me, la cinquie`me et la sixie`me e´galite´.)
Montrons que HDP,R posse`de une antipode.
Pour t ∈ T DP,R, posons ∆(t) = t⊗1+1⊗ t+
∑
t′⊗ t′′, poids(t′) < poids(t), poids(t′′) <
poids(t). Soient S1 et S2 les antimorphismes d’alge`bres de´finis par re´currence sur le poids
de la manie`re suivante :
S1(t) = −t−
∑
S1(t
′)t′′, S2(t) = −t−
∑
t′S2(t
′′).
Alors pour tout t ∈ T DP,R, on a :
m ◦ (S1 ⊗ Id) ◦∆(t) = 0
= η ◦ ε(t) ;
m ◦ (Id⊗ S2) ◦∆(t) = 0
= η ◦ ε(t).
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Donc dans L(HDP,R) muni du produit de convolution ⋆, on a :
S1 ⋆ Id = Id ⋆ S2 = 1L(HD
P,R
).
Par suite, on a :
(S1 ⋆ Id) ⋆ S2 = 1 ⋆ S2
= S2
= S1 ⋆ (Id ⋆ S2)
= S1 ⋆ 1
= S1.
Donc S = S1 = S2 est une antipode de HDP,R.
The´ore`me 22 (HDP,R, m, η,∆, ε, S) est une alge`bre de Hopf.
On donnera dans le the´ore`me 38 une expression directe de l’antipode.
Remarques :
1. Si D et D′ ont le meˆme cardinal, il est e´vident que HDP,R et HD′P,R sont isomorphes
comme alge`bres de Hopf.
2. On peut e´galement effectuer cette construction a` partir de TP,R, l’ensemble des arbres
enracine´s plans (non de´core´s) ; l’alge`bre de Hopf obtenue est note´e HP,R. Quand le
cardinal de D est e´gal a` 1, on a un isomorphisme d’alge`bres de Hopf entre HDP,R et
HP,R qui envoie l’arbre de´core´ (t, dt) sur t.
4.2 Graduation
Il est clair que le poids de´finit une graduation de l’alge`bre de Hopf HDP,R. De plus,
si D est fini, de cardinal D, les composantes homoge`nes sont de dimension finie. On se
propose de calculer ces dimensions. On note Hn la composante homoge`ne de poids n, et
rn sa dimension. Soit R(X) =
∑
rnX
n la se´rie ge´ne´ratrice des rn.
Soit τk le nombre d’arbres plans enracine´s de poids k. Le nombre d’arbres plans en-
racine´s de´core´s par D de poids k est Dkτk. On note T (X) =
∑
τkX
k la se´rie ge´ne´ratrice
des τk.
Une base de Hn est (t1 . . . tm)t1,... ,tm∈T DP,R, poids(t1)+...+poids(tm)=n. D’ou` :
rn =
n∑
m=1
∑
a1+...+am=n
les ai tous non nuls
Da1+...+amτa1 . . . τam
= Dn
∑
b1+2b2+...+nbn=n
(b1 + . . .+ bn)!
b1! . . . bn!
τ b11 . . . τ
bn
n .
(bi est le nombre de aj e´gal a` i.)
On a donc :
R(X) =
+∞∑
n=0
∑
b1+2b2+...+nbn=n
(b1 + . . .+ bn)!
b1! . . . bn!
(τ1D
1X1)b1 . . . (τnD
nXn)bn
=
+∞∑
n=0
(
+∞∑
k=0
τk(DX)
k
)n
.
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D’ou` :
R(X) =
1
1− T (DX) . (5)
De plus, T DP,R =
⋃
d∈D B
+
d (FDP,R) (union disjointe). On en de´duit : Dkτk = Drk−1, et donc :
R(X) =
1
DX
T (DX). (6)
Puis en combinant ces deux re´sultats, et en prenant la valeur particulie`re D = 1 :
T (X)2 − T (X)−X = 0. (7)
On en de´duit imme´diatement le the´ore`me suivant :
The´ore`me 23 1.
T (X) =
1−√1− 4X
2
;
τk =
(2k − 2)
k!(k − 1)! .
2.
R(X) =
1−√1− 4DX
2DX
;
rn =
(2n)!
(n+ 1)!n!
Dn.
Voir la section 14.1 pour les valeurs de τk, k ≤ 24.
Remarque : τk est donc e´gal au k-ie`me nombre de Catalan ; on a donc la relation :
τk =
k−1∑
i=1
τiτk−i ∀k ≥ 2. (8)
On peut donner une preuve directe de ce re´sultat en conside´rant la bijection :
T DP,R 7−→ T DP,R × T DP,R
B+(t1 . . . tn) 7−→ (B+(t1 . . . tn−1), tn).
4.3 Proprie´te´ universelle
Soit A une bige`bre. Suivant [3], On appelera 1-cocycle de A toute application line´aire
L de A dans A ve´rifiant :
∆A (L(x)) = L(x)⊗ 1 + (Id⊗ L) ◦∆A(x), ∀x ∈ A. (9)
Par exemple, pour tout d ∈ D, B+d est un 1-cocycle de HDP,R. On notera Z1ε (A∗) l’espace
des 1-cocycles de A.
The´ore`me 24 1. Soit A une bige`bre, D un ensemble non vide, et Ld ∈ Z1ε (A∗) pour
tout d ∈ D. Alors il existe un unique morphisme de bige`bres ϕ de HDP,R dans A
ve´rifiant :
ϕ ◦B+d = Ld ◦ ϕ ∀d ∈ D.
Si de plus A est une alge`bre de Hopf, alors ϕ est un morphisme d’alge`bres de Hopf.
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2. Cette proprie´te´ caracte´rise HDP,R, c’est-a`-dire : si H est une alge`bre de Hopf, b+d ∈
Z1ε (H∗) ve´rifiant 1, alors il existe un isomorphisme d’alge`bres de Hopf Ψ de HDP,R
dans H tel que Ψ ◦B+d = b+d ◦Ψ, ∀d ∈ D.
Preuve :
1. Unicite´ : on doit avoir ϕ(1) = 1 ; de plus, pour tout t ∈ T DP,R, dont la racine est
de´core´e par d :
ϕ(t) = ϕ
(
B+d ◦B−(t)
)
= Ld ◦ ϕ(B−(t)). (10)
Comme poids(B−(t)) = poids(t)− 1, et comme T DP,R engendre HDP,R, une re´currence mon-
tre qu’il existe au plus un morphisme d’alge`bres ve´rifiant (10).
Existence : T DP,R engendre librementHDP,R, donc il existe un unique morphisme d’alge`bres
de HDP,R dans A ve´rifiant (10). Il s’agit de montrer que c’est aussi un morphisme de
coge`bres, c’est-a`-dire ∆A (ϕ(t)) = ϕ⊗ ϕ (∆(t)) ∀t ∈ T DP,R.
Proce´dons par re´currence sur poids(t) : si poids(t) = 1, alors il existe d ∈ D, tel que
t = •d.
Alors ∆A (ϕ(•d)) = ∆A ( Ld ◦ ϕ(1))
= ∆A (Ld(1))
= Ld(1)⊗ 1 + 1⊗ Ld(1)
= ϕ⊗ ϕ (∆(•d)) .
Supposons l’hypothe`se vraie pour tout t′ de poids < n et soit t de poids n. Soit d la
de´coration de la racine de t et soit F = B−(t) ; alors t = B+d (F ). On a :
∆A (ϕ(t)) = ∆A ( Ld ◦ ϕ(F ))
= Ld(ϕ(F ))⊗ 1 + (Id⊗ Ld) ◦∆A(ϕ(F ))
= ϕ(t)⊗ 1 + (Id⊗ Ld) ◦ (ϕ⊗ ϕ) ◦∆(F )
= (ϕ⊗ ϕ) (t⊗ 1 + (Id⊗ B+d ) ◦∆(F ))
= ϕ⊗ ϕ (∆(t)) .
(On a utilise´ le fait que Ld soit un 1-cocycle pour la deuxie`me e´galite´, l’hypothe`se de
re´currence pour la troisie`me e´galite´, l’e´quation (10) pour la troisie`me et la quatrie`me
e´galite´, et le fait que B+d soit un 1-cocycle pour la dernie`re e´galite´.)
Montrons que εA ◦ ϕ(t) = ε(t) = 0, ∀t ∈ T DP,R. Il suffit de montrer que εA ◦ Ld = 0,
∀d ∈ D. Soit x ∈ A. On pose ∆A(x) =
∑
x′ ⊗ x′′. On a :
(εA ⊗ Id) ◦∆A(Ld(x)) = (εA ⊗ Id)
(
Ld(x)⊗ 1 + Id⊗ Ld(
∑
x′ ⊗ x′′)
)
= εA(Ld(x))1 + Id⊗ Ld(
∑
εA(x
′)⊗ x′′)
= εA(Ld(x))1 + Ld(
∑
εA(x
′)x′′)
= εA(Ld(x))1 + Ld(x)
= Ld(x).
Donc εA ◦ Ld = 0.
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Supposons que A a une antipode SA. Montrons que ϕ ◦ S(t) = SA ◦ ϕ(t) pour tout
t ∈ T DP,R par re´currence sur n = poids(t). Si poids(t) = 1, alors t est primitif, et donc ϕ(t)
est primitif, d’ou` :
ϕ ◦ S(t) = −ϕ(t) = −SA ◦ ϕ(t).
Supposons la proprie´te´ vraie pour tout arbre de poids infe´rieur a` n. Posons t = B+d (F ),
∆(F ) = 1⊗ F + F ⊗ 1 +∑F ′ ⊗ F ′′. On a :
m ◦ (S ⊗ Id) ◦∆(t) = m ◦ (S ⊗ Id)(t⊗ 1 + 1⊗ t+ F ⊗ •d +
∑
F ′ ⊗ B+d (F ′′))
= S(t) + t + S(F ) •d +
∑
S(F ′)B+d (F
′′)
= ε(t)1 = 0.
Et donc :
ϕ ◦ S(t) = −ϕ(t)− ϕ ◦ S(F )ϕ(•d)−
∑
ϕ ◦ S(F ′)ϕ(B+d (F ′′))
= −ϕ(t)− ϕ ◦ S(F )Ld(1)−
∑
ϕ ◦ S(F ′)Ld(ϕ(F ′′))
= −ϕ(t)− SA ◦ ϕ(F )Ld(1)−
∑
SA(ϕ(F )
′)Ld(ϕ(F )
′′).
(On a utilise´ le fait que ϕ est un morphisme de bige`bres ve´rifiant Ld ◦ ϕ = ϕ ◦ B+d , et
l’hypothe`se de re´currence.)
De plus :
m ◦ (SA ⊗ Id) ◦∆A(ϕ(t)) = SA(ϕ(t)) + ϕ(t) + SA ◦ ϕ(F )Ld(1)
+
∑
SA(ϕ(F )
′)Ld(ϕ(F )
′′)
= εA ◦ ϕ(t)1
= ε(t)1
= 0.
(Car Ld ∈ Z1ε (A∗).)
Donc on a bien ϕ ◦ S(t) = SA ◦ ϕ(t).
2. Soit Ψ : HDP,R 7−→ H l’unique morphisme d’alge`bres de Hopf tel que Ψ◦B+d = b+d ◦Ψ,
et soit Ψ′ : H 7−→ HDP,R l’unique morphisme d’alge`bres de Hopf ve´rifiant Ψ′◦b+d = B+d ◦Ψ′.
On a alors :
Ψ′ ◦Ψ ◦B+d = Ψ′ ◦ b+d ◦Ψ
= B+d ◦Ψ′ ◦Ψ.
Donc Ψ′ ◦ Ψ est l’unique morphisme d’alge`bres de Hopf de HDP,R dans HDP,R commutant
avec B+d pour tout d : c’est donc l’identite´ de HDP,R. De meˆme, Ψ ◦Ψ′ est l’identite´ de H,
et donc Ψ et Ψ′ sont des isomorphismes re´ciproques l’un de l’autre. ✷
5 Dual gradue´ de HDP,R
5.1 Construction de la forme biline´aire ( , )
Dans toute cette section, on suppose D fini de cardinal D. Comme nous l’avons
remarque´ a` la fin de la partie 4.1 (remarque 1), on peut supposer que D = {1, . . . , D}.
17
Lemme 25 Soit p =
∑
F∈FD
P,R
aFF un primitif non nul de HDP,R. Alors il existe F ∈ FDP,R,
de la forme t1 . . . tn−1•d, d ∈ D, telle que aF soit non nul.
Preuve : soit F = t1 . . . tn ∈ FDP,R telle que :
a) aF 6= 0,
b) si G = t′1 . . . t
′
m ∈ FDP,R est telle que que aG 6= 0, alors m ≤ n, et si n = m, poids(t′n) ≥
poids(tn).
On note d la de´coration de la racine de tn. Soit G = t
′
1 . . . t
′
m ∈ FDP,R. On suppose que
Ad(G) contient une coupe c = (c1, . . . , cm) telle que Rc(G) = t1 . . . tn−1•d et P c(G) =
B−(tn). Remarquons que ne´cessairement, m ≥ n. Trois cas se pre´sentent :
1. soit m > n : dans ce cas aG = 0 ;
2. soit m = n et l’une des ci, i < n, n’est pas vide : alors poids(t
′
n) < poids(tn), et
donc aG = 0 ;
3. soit m = n et toutes les ci, i < n, sont vides : alors G = F , et alors c est unique.
On en de´duit que dans la base (F1⊗F2)Fi∈FDP,R de HDP,R⊗HDP,R, le coefficient dans l’e´criture
de ∆(p) de B−(tn)⊗t1 . . . tn−1•d est aF . Comme p est primitif, ne´cessairement B−(tn) = 1,
d’ou` F = t1 . . . tn−1•d. ✷
Soit d ∈ D. On de´finit γd : HDP,R 7−→ HDP,R par :
γd(1) = 0,
γd(t1 . . . tn) =
{
0 si tn 6= •d,
t1 . . . tn−1 si tn = •d. (11)
On pose γd = γd|Prim(HD
P,R
).
Proposition 26 1. γd est sujective, homoge`ne de degre´ −1.
2. ∀x, y ∈ HDP,R, γd(xy) = γd(x)ε(y) + xγd(y) ;
3. ∀p ∈ Prim(HDP,R), p 6= 0, ∃d ∈ D, γd(p) 6= 0.
Preuve :
1. De´coule imme´diatement de (11).
2. On remarque que γd(t1 . . . tn) = t1 . . . tn−1γd(tn). Le re´sultat en de´coule aussitoˆt.
3. De´coule imme´diatement du lemme 25. ✷
Soit M l’ide´al d’augmentation de (HDP,R)∗g. D’apre`s la proposition 6, l’orthogonal de
(1)⊕M2 est Prim(HDP,R). La dualite´ entre HDP,R et (HDP,R)∗g induit donc une dualite´ entre
Prim(HDP,R) et (HDP,R)∗g/ ((1)⊕M2).
γd est homoge`ne de degre´ −1 ; par suite, γd ∗g : (HDP,R)∗g 7−→ (HDP,R)∗g/ ((1)⊕M2) est
homoge`ne de degre´ 1.
Soit γ :
{
Prim(HDP,R) 7−→
(HDP,R)D
p 7−→ (γ1(p), . . . , γd(p)).
Par la proposition 26-3, γ est injective, donc γ ∗g :
(
(HDP,R)∗g
)D 7−→ (HDP,R)∗g/ ((1)⊕M2)
est surjective.
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Or ∀(l1, . . . , lD) ∈
(
(HDP,R)∗g
)D
, ∀p ∈ Prim(HDP,R) :
γ ∗g(l1, . . . , lD)(p) =
D∑
d=1
ld ((γd(p))
=
D∑
d=1
γd
∗g(ld)(p).
Donc
γ ∗g(l1, . . . , lD) =
D∑
d=1
γd
∗g(ld),
d’ou` :
Im(γ ∗g) =
D∑
d=1
Im(γd
∗g)
=
(HDP,R)∗g
(1)⊕M2 . (12)
Soit i l’injection canonique de Prim(HDP,R) dans HDP,R et soit π la surjection canonique
de (HDP,R)∗g sur (HDP,R)∗g/ ((1)⊕M2). On a i∗g = π ; comme γd = γd◦i, on a γd ∗g = π◦γ∗gd ;
(12) implique donc :
D∑
d=1
Im(γ∗gd ) +
(
(1)⊕M2) = (HDP,R)∗g. (13)
Soient f ∈ (HDP,R)∗g, x, y ∈ HDP,R.
∆ (γ∗gd (f)) (x⊗ y) = γ∗gd (f)(xy)
= f ◦ γd(xy)
= f(xγd(y)) + f(γd(x))ε(y)
= ((Id⊗ γ∗gd ) ◦∆(f) + γ∗gd (f)⊗ 1) (x⊗ y).
(On a utilise´ la proposition 26-2 pour la troisie`me e´galite´).
Donc γ∗gd est un 1-cocycle de (HDP,R)∗g. D’apre`s le the´ore`me 24, il existe un morphisme
d’alge`bres de Hopf Ψ : HDP,R 7−→ (HDP,R)∗g ve´rifiant Ψ ◦B+d = γ∗gd ◦Ψ.
Montrons que Ψ est homoge`ne de poids 0 : soit F ∈ FDP,R de poids n, il faut montrer que
Ψ(F ) ∈ H∗n. Proce´dons par re´currence sur n : si n = 0, alors F = 1, Ψ(1) = 1. Supposons
la proprie´te´ vraie pour toute foreˆt de poids strictement infe´rieur a` n ; comme Ψ est un mor-
phisme d’alge`bres on peut supposer F ∈ T DP,R. Alors F = B+d (G), avec poids(G) = n− 1 ;
donc Ψ(F ) = Ψ ◦B+d (G) = γ∗gd ◦Ψ(G) ; d’apre`s l’hypothe`se de re´currence, Ψ(G) ∈ H∗n−1 ;
comme γ∗gd est homoge`ne de poids 1 ; Ψ(F ) ∈ H∗n.
Montrons que Ψ est surjectif : soit f ∈ H∗n, montrons que f ∈ Im(Ψ). Proce´dons par
re´currence sur n. Si n = 0, alors f = λ1, et donc f = Ψ(λ1). Supposons la proprie´te´
vraie pour tout i < n. Si f ∈ M2, on peut alors se ramener a` f = f1f2, ε(fi) = 0,
poids(fi) < n. D’apre`s l’hypothe`se de re´currence, il existe xi ∈ HDP,R, Ψ(xi) = fi ; alors
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Ψ(x1x2) = Ψ(x1)Ψ(x2) = f1f2. Sinon, d’apre`s (13), on peut se ramener a` f = γ
∗g
d (h),
h ∈ (HDP,R)∗g. Comme γ∗gd est homoge`ne de poids 1, on peut supposer poids(h) = n − 1.
D’apre`s l’hypothe`se de re´currence, il existe x ∈ HDP,R, h = Ψ(x). Alors Ψ(B+d (x)) =
γ∗gd ◦Ψ(x) = γ∗gd (h) = f .
Comme Ψ est surjectif, homoge`ne de poids ze´ro, et que les composantes homoge`nes
de HDP,R et (HDP,R)∗g ont la meˆme dimension finie, Ψ est e´galement injectif.
The´ore`me 27 Ψ est un isomorphisme d’alge`bres de Hopf gradue´es entreHDP,R et (HDP,R)∗g.
The´ore`me 28 Il existe une unique forme biline´aire ( , ) sur HDP,R ve´rifiant :
1. ∀x ∈ HDP,R, (1, x) = ε(x) ;
2. ∀x1, x2, y ∈ HDP,R, (x1x2, y) = (x1 ⊗ x2,∆(y)) ;
3. ∀x, y ∈ HDP,R, ∀d ∈ D, (B+d (x), y) = (x, γd(y)).
De plus, ( , ) ve´rifie :
4. Si x, y ∈ HDP,R, homoge`nes avec des poids diffe´rents, (x, y) = 0 ;
5. ( , ) est syme´trique et non de´ge´ne´re´e ;
6. ∀x, y ∈ HDP,R, (S(x), y) = (x, S(y)) ;
7. soit (eF )F∈FD
P,R
la base de HDP,R de´finie par (eF , G) = δF,G. Alors :
a) eF est homoge`ne de poids e´gal au poids de F ;
b) (et)t∈T D
P,R
est une base de prim(HDP,R) ;
c) ∀t1 . . . tn ∈ FDP,R,
∆(et1...tn) =
n∑
i=0
et1...ti ⊗ eti+1...tn .
Preuve :
Unicite´ : soit F,G ∈ FDP,R. Montrons par re´currence sur poids(F ) que (F,G) est
entie`rement de´termine´. Si F = 1, alors 2 permet de conclure. Supposons que (F ′, G) est
de´termine´ si poids(F ′) < poids(F ). Si F ∈ T DP,R, posons F = B+d (F ′) ; alors (F,G) =
(F ′, γd(G)). Sinon, e´crivons F = F1F2, poids(Fi) < poids(F ) pour i = 1, 2. Alors (F,G) =
(F1 ⊗ F2,∆(G)).
Existence : on pose (x, y) = Ψ(x)(y). Montrons que ( , ) ve´rifie 1-7.
1. Ψ(1) = 1(HD
P,R
)∗g = ε.
2. Ψ(x1x2)(y) = (Ψ(x1)Ψ(x2)) (y) = (Ψ(x1)⊗Ψ(x2)) (∆(y)) par de´finition du produit
de (HDP,R)∗g.
On a de plus :
Ψ(x)(y1y2) = ∆(Ψ(x))(y1 ⊗ y2) par de´finition du coproduit de (HDP,R)∗g,
= Ψ⊗Ψ(∆(x))(y1 ⊗ y2) car Ψ est un morphisme de coge`bres,
et donc :
(x, y1y2) = (∆(x), y1 ⊗ y2), ∀x, y1, y2 ∈ HDP,R. (14)
3. Ψ(B+d (x))(y) = γ
∗g
d ◦Ψ(x)(y) = Ψ(x) (γd(y)).
4. De´coule du fait que Ψ est homoge`ne.
20
5. Soient F,G ∈ FDP,R ; il s’agit de montrer que (F,G) = (G,F ). Si F et G ont des
poids diffe´rents, alors (F,G) = (G,F ) = 0 d’apre`s 4. Supposons donc que F et G ont
meˆme poids n et proce´dons par re´currence sur n. Si n = 0, alors F = G = 1, le re´sultat
est trivial. Si n = 1, alors F = •d, G = •d′, et (F,G) = (G,F ) = δd,d′ . Supposons n ≥ 2
et le re´sultat acquis pour tout i < n. 3 cas se pre´sentent :
a) F,G ∈ T DP,R : alors si d ∈ D est la de´coration de la racine de F ,
(F,G) = (B−(F ), γd(G)) = (B
−(F ), 0) = 0.
De meˆme, (G,F ) = 0.
b) F ∈ FDP,R − T DP,R : on peut alors e´crire F = F1F2, Fi ∈ FDP,R, poids(Fi) < n.
(F1F2, G) = (F1 ⊗ F2,∆(G))
= (∆(G), F1 ⊗ F2)
= (G,F1F2)
(On a utilise´ 2 pour la premie`re e´galite´, l’hypothe`se de re´currence pour la deuxie`me,
et (14) pour la troisie`me.)
c) G ∈ FDP,R − T DP,R : meˆme calcul.
De plus, (HDP,R)⊥ = Ker(Ψ) = (0), et donc ( , ) est non de´ge´ne´re´e.
6. Ψ(S(x))(y) = S (Ψ(x)) (y) = Ψ(x)(S(y)) par de´finition de l’antipode de (HDP,R)∗g.
7. Soit (ZF )F∈FD
P,R
la base de (HDP,R)∗g de´finie par ZF (G) = δF,G, ∀G ∈ FDP,R (lemme 1).
Il s’agit d’une base forme´e d’e´le´ments homoge`nes. On a imme´diatement eF = Ψ
−1(ZF ).
Comme Ψ est homoge`ne de poids ze´ro, Ψ−1 l’est aussi, et donc eF est homoge`ne de poids
e´gal au poids de F .
Dans (HDP,R)∗g, on a :
vect(Zt/t ∈ T DP,R) = [vect(F/F ∈ FDP,R − T DP,R)]⊥
= ((1)⊕M2)⊥
= Prim((HDP,R)∗g).
Comme Ψ−1(vect(Zt/t ∈ T DP,R)) = vect(et/t ∈ T DP,R) et que Ψ−1 est un isomorphisme
d’alge`bres de Hopf, ceci de´montre le point b).
(∆(et1...tn), F ⊗G) = (et1...tn , FG)
= δt1...tn,FG
= (
n∑
i=0
et1...ti ⊗ eti+1...tn , F ⊗G).
Comme ( , ) est non de´ge´ne´re´e, on obtient le point c). ✷
Proposition 29 Soit F ∈ FDP,R.
B+d (eF ) = eF•d ;
γd(eF ) = eB−(F ) si F ∈ T DP,R et si la racine de F est de´core´e par d,
= 0 sinon.
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Preuve : soit G ∈ FDP,R.
(B+d (eF ), G) = (eF , γd(G))
= δF,H si G est de la forme H•d,
= 0 sinon.
(eF•d, G) = δF•d,G
= δF,H si G est de la forme H•d,
= 0 sinon.
D’ou` le premier re´sultat.
(γd(eF ), G) = (eF , B
+
d (G))
= δF,B+
d
(G).
Par suite, si F n’est pas un arbre dont la racine est de´core´e par d, (γd(eF ), G) = 0
∀G ∈ FDP,R, et donc γd(eF ) = 0. Sinon, (γd(eF ), G) = δB−(F ),G et donc γd(eF ) = eB−(F ). ✷
5.2 L’alge`bre de Lie Prim(HDP,R)
Soient t, t1, t2 ∈ T DP,R. On note n(t1, t2; t) le nombre de coupes e´le´mentaires c de t
telles que P c(t) = t1 et R
c(t) = t2. Pour t1, t2 fixe´s, seul un nombre fini d’e´le´ments t de
T DP,R ve´rifient n(t1, t2; t) 6= 0.
Proposition 30 Soient t1, t2 ∈ T DP,R. On a :
[et1 , et2 ] =
∑
t∈T D
P,R
(n(t1, t2; t)− n(t2, t1; t))et.
Preuve : soit F ∈ FDP,R, F 6= 1.
(et1et2 , F ) =
∑
c∈Ad∗(F )
δt1,P c(F )δt2,Rc(F ).
Supposons F = t′1 . . . t
′
m, m ≥ 3. Alors aucune coupe admissible de F ne ve´rifie
P c(F ) ∈ T DP,R, Rc(F ) ∈ T DP,R. Donc (et1et2 , F ) = 0.
Supposons F = t′1t
′
2. Les coupes admissibles de F ve´rifiant P
c(F ) ∈ T DP,R, Rc(F ) ∈ T DP,R
sont (cv(t
′
1), ct(t
′
2)) et (ct(t
′
1), cv(t
′
2)), ou` cv(t
′
i) de´signe la coupe vide de t
′
i, et ct(t
′
i) de´signe
la coupe totale de t′i. Donc :
(et1et2 , F ) = (et1 , t
′
1)(et2 , t
′
2) + (et1 , t
′
2)(et2 , t
′
1)
= δt1t2,t′1t′2 + δt1t2,t′2t′1
= δt1t2,F + δt2t1,F .
Supposons F ∈ T DP,R. Les seules coupes admissibles de F telles que P c(F ) ∈ T DP,R,
Rc(F ) ∈ T DP,R sont les coupes e´le´mentaires, donc :
(et1et2 , F ) = n(t1, t2;F ).
Et donc :
et1et2 = et1t2 + et2t1 +
∑
t∈T D
P,R
n(t1, t2; t)et.
Le re´sultat annonce´ en de´coule imme´diatement. ✷
Remarque : on donnera une autre expression de [et1 , et2 ] dans le corollaire 52.
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6 Relation d’ordre sur FDP,R
On conside`re le sous-anneau de HDP,R forme´ par l’alge`bre libre engendre´e sur Z par
T DP,R. On le note ADP,R. Une Z-base de ce Z-module libre est forme´e des e´le´ments de FDP,R.
D’apre`s (4), ∆ envoie ADP,R sur ADP,R ⊗ADP,R. Il s’agit donc d’une Z- alge`bre de Hopf. Le
but de cette section est de montrer que (eF ) est une autre Z-base de ADP,R.
6.1 De´finition
On suppose ici que D est fini, totalement ordonne´. Soient F = t1 . . . tn, G = t′1 . . . t′m
deux e´le´ments distincts de FDP,R. On pose tn = B+d (F ′), t′m = B+d′(G′).
F > G si poids(F ) > poids(G) ;
ou si poids(F ) = poids(G), n = 1, m ≥ 2 ;
ou si poids(F ) = poids(G), n = m = 1, d > d′ ;
ou si poids(F ) = poids(G), n = m = 1, d = d′, F ′ > G′ ;
ou si poids(F ) = poids(G), n ou m > 1, ∃i, tn = t′m, . . . , tn−i+1 = t′m−i+1,
tn−i > t
′
m−i.
On de´finit ainsi par re´currence sur le poids une relation d’ordre totale sur FDP,R, ve´rifiant :
∀F,G ∈ FDP,R, F ≥ G ⇒ B+d (F ) ≥ B+d (G) ;
∀F,G,H ∈ FDP,R, F ≥ G ⇒ FH ≥ GH,
HF ≥ HG.
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Fig. 3: la relation d’ordre sur les e´le´ments de FP,R et FDP,R avec D = {1, 2}.
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6.2 Application a` la forme biline´aire ( , )
Lemme 31 ∀F,G ∈ FDP,R, (F,G) ∈ N.
Preuve : re´currence sur poids(F ). Si F = 1, alors (F,G) = ε(G) = 0 ou 1. Supposons la
proprie´te´ vraie pour toute foreˆt de poids < n. Soit F ∈ FDP,R, de poids n. Si F = B+d (F ′),
alors (F,G) = (F ′, γd(G)) ; comme γd(G) est nul ou dans FDP,R, (F,G) ∈ N. Si F = F1F2,
(F,G) =
∑
c∈Ad(G)(F1, P
c(G))(F2, R
c(G)) ∈ N. ✷
Pour F ∈ FDP,R, on poseMF = {G ∈ FDP,R/(F,G) 6= 0}. Comme ( , ) est non de´ge´ne´re´e,
MF est non vide. Par la proprie´te´ 4 du the´ore`me 28, MF est fini. On pose m(F ) =
max (MF ) ; m(F ) est un e´le´ment de FDP,R de meˆme poids que F .
Proposition 32 1. m(•d) = •d, et (•d, m(•d)) = 1, ∀d ∈ D.
2. Si F = B+d (F
′), alors m(F ) = m(F ′)•d, et (F,m(F )) = (F ′, m(F ′)).
3. Si F = F ′•d, alors m(F ) = B+d (m(F ′)), et (F,m(F )) = (F ′, m(F ′)).
4. Si F = F1t, t = B
+
d (t1), avec t1 ∈ FDP,R − {1}, alors m(F ) = m(t1)B+d (m(F1)), et
(F,m(F )) = (F1, m(F1))(t1, m(t1)).
Preuve :
1. En effet, (•d, •d′) = (1, γd(•d′)) = δd,d′(1, 1) = δd,d′ .
2. (F,m(F ′)•d) = (F ′, γd(m(F ′)•d)) = (F ′, m(F ′)) 6= 0, donc m(F ) ≥ m(F ′)•d. Soit
G ∈ FDP,R, (F,G) 6= 0. (F,G) = (F ′, γd(G)) donc γd(G) 6= 0 : posons G = G′•d. Supposons
G′ > m(F ′), alors (F,G) = (F ′, G′) = 0 par de´finition de m(F ′). Donc G′ ≤ m(F ′), d’ou`
G′•d ≤ m(F ′)•d, et donc m(F ) ≤ m(F ′)•d.
3. (F ′•d, B+d (m(F ′))) = (γd(F ′•d), m(F ′)) = (F ′, m(F ′)) 6= 0. Doncm(F ) ≥ B+d (m(F ′)) :
e´tant donne´e la de´finition de ≥,m(F ) ∈ T DP,R : posonsm(F ) = B+d′(G). Comme γd′(F•d) =
0 si d′ 6= d, ne´cessairement d′ = d. Supposons G > m(F ′), alors (F,B+d (G)) = (F ′, G) =
0 par de´finition de m(F ′), et donc G ≤ m(F ′). Comme B+d est croissante, m(F ) ≤
B+d (m(F
′)).
4. Soit G ∈ FDP,R, d′ ∈ D. (F1t, B+d′(G)) = (γd′(F1t), G). Comme t 6= •d′ , ceci est nul.
Par suite, m(F ) /∈ T DP,R. Posons m(F ) = GS, G 6= 1, S = B+d′(S1).
Posons ∆(F1) = F1 ⊗ 1 + 1⊗ F1 +
∑
F ′1 ⊗ F ′′1 , F ′1, F ′′1 foreˆts non vides,
∆(t) = t⊗ 1 + 1⊗ t+
∑
t′ ⊗ t′′, t′ foreˆt non vide et t′′ ∈ T DP,R.
Alors ∆(F ) = F ⊗ 1 + F1 ⊗ t+
∑
F1t
′ ⊗ t′′ + t⊗ F1 + 1⊗ F +
∑
t′ ⊗ F1t′′
+
∑
F ′1t⊗ F ′′1 +
∑
F ′1 ⊗ F ′′1 t+
∑∑
F ′1t
′ ⊗ F ′′1 t′′.
Comme t 6= •d′ , on a (t, S) = (F ′′1 t, S) = 0. De plus, Si t′′ 6= •d′, alors (t′′, S) = (F1t′′, S) =
(F ′′1 t
′′, S) = 0. Si t′′ = •d′, alors t′′ = •d et t′ = B−(t) = t1. On a donc :
(F,GS) = (∆(F ), G⊗ S)
= (F1t1, G)(•d, S) + (t, G)(F1, S) + (t1, G)(F1•d, S) +
∑
(F ′1t, G)(F
′′
1 , S)
+
∑
(F ′1t1, G)(F
′′
1 •d, S).
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Pour G = m(t1) et S = B
+
d (m(F1)) : alors poids(G) = poids(t1) = poids(t)− 1. A l’aide
de la proprie´te´ 4 du the´ore`me 28, on a :
(F1t1, G) = (t, G) = (F
′
1t, G) = (F
′
1t1, G) = 0.
Alors (F,GS) = (t1, m(t1))(F1•d, B+d (m(F1)) = (t1, m(t1))(F1, m(F1)) 6= 0. Donc GS ≥
m(T1)B
+
d (m(F1)).
Etant donne´e la de´finition de ≥, si on avait poids(S) < poids(B+d (m(F1)), on aurait
GS < m(t1)B
+
d (m(F1)). Donc poids(S) ≥ poids(B+d (m(F1)) = 1 + poids(F1) : par
suite, (•d, S) = (F1, S) = (F ′′1 , S) = (F ′′1 •d, S) = 0. Donc (F,GS) = (t1, G)(F1•d, S) =
(t1, G)(γd′(F1•d), S1) 6= 0. Par suite, d = d′. De plus, S1 ≤ m(F1) et G ≤ m(T1), d’ou`
GS ≤ m(t1)B+d (m(F1)). ✷
Proposition 33 1. (F,m(F )) = 1, ∀F ∈ FDP,R.
2. m(m(F )) = F , ∀F ∈ FDP,R.
Preuve :
1. Re´currence facile sur le poids de F .
2. Re´currence sur le poids de F . Si poids(F ) = 0 ou 1, c’est imme´diat. Supposons
m(m(F ′)) = F ′, ∀F ′ ∈ FDP,R, poids(F ′) < n. Soit F de poids n.
Si F = B+d (F
′), alors m(F ) = m(F ′)•d, et donc m(m(F )) = B+d (m(m(F ′))) =
B+d (F
′) = F .
Si F = F ′•d, alors m(F ) = B+d (m(F ′)), et donc m(m(F )) = m(m(F ′))•d = F ′•d = F .
Si F = F1t, t = B
+
d (t1), avec t1 ∈ FDP,R − {1}, alors m(F ) = m(t1)B+d (m(F1)), et
m(m(F )) = m(m(F1))B
+
d (m(m(t1))) = F1B
+
d (t1) = F1t = F . ✷
Par suite, m : {F ∈ FDP,R/poids(F ) = n} 7−→ {F ∈ FDP,R/poids(F ) = n} est une
bijection. Soit Bn = (Fi)i≤rn la base de Hn forme´e des foreˆts de poids n, indexe´es de sorte
que m(F1) < . . . < m(Frn). Soit An la matrice de la forme biline´aire ( , ) restreinte sur
Hn ×Hn dans cette base. Les coefficients de An sont entiers (lemme 31).
SoitMn = (δFi,m(Fj))1≤i,j≤rn la matrice de permutation associe´e a` m|{F∈FDP,R/poids(F )=n}.
Soit Bn = AnMn.
(Bn)i,j =
∑
k
(An)i,kδFk,m(Fj)
=
∑
k
(Fi, Fk)δFk,m(Fj)
= (Fi, m(Fj)).
Comme (Fi, m(Fj)) = 0 si m(Fj) > m(Fi), c’est-a`-dire si j > i, et que (Fi, m(Fi)) = 1 :
Bn =


1 0 . . . 0
... 1
. . .
...
...
. . . 0
. . . . . . . . . 1

 .
Par suite, det(Bn) = 1. Comme Mn est une matrice de permutation, det(Mn) = ±1, et
donc det(An) = ±1. D’ou` An ∈ GLrn(Z).
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Soit Pn = Pass((Fi)i≤rn, (eFi)i≤rn), c’est-a`-dire eFj =
∑
i(Pn)i,jFi.
(AnPn)i,j =
∑
k
(Fi, Fk)(Pn)k,j
= (Fi,
∑
k
(Pn)k,jFk)
= (Fi, eFj)
= δi,j, par de´finition de la base (eF )F∈FD
P,R
.
Donc Pn = A
−1
n , et donc Pn ∈ GLrn(Z). D’ou` :
The´ore`me 34 (eF )F∈FD
P,R
est une Z-base de ADP,R.
6.3 Cas ou` l’ensemble des de´corations D est infini
Dans ce cas, HDP,R ne ve´rifie pas la condition (C2). On ne peut alors plus munir
(HDP,R)∗g d’un coproduit. Cependant, HDP,R est l’union des HD′P,R, ou` D′ parcourt l’ensemble
des parties finies de D. On note ( , )D′ la forme biline´aire de´crite par le the´ore`me 28 sur
HD′P,R. Par l’unicite´ dans ce the´ore`me, ( , )D′ et ( , )D′′ co¨ıncident sur HD′∩D′′P,R si D′∩D′′ 6= ∅.
Pour x, y ∈ HDP,R, on peut donc de´finir :
(x, y) = (x, y)D′ ou` D′ est choisi tel que x, y ∈ HD′P,R.
Cette forme biline´aire ve´rifie les 7 proprie´te´s du the´ore`me 28 ; on a donc une injection de
HDP,R dans son dual de Hopf. De la meˆme manie`re, le the´ore`me 34 reste vrai.
7 Relations d’ordre sur les sommets d’une foreˆt
Dans cette section, D est un ensemble non vide quelconque, non ne´cessairement
fini.
7.1 De´finitions
Soit F ∈ FDP,R, F 6= 1. On note som(F ) l’ensemble des sommets de F .
F est repre´sente´e par un graphe oriente´. Soit x, y ∈ som(F ). On dira que x ≥haut y si il
existe un trajet dans ce graphe d’origine y et d’arrive´e x. ≥haut est une relation d’ordre
(non ne´cessairement totale) sur som(F ).
t  ❅❅
t t
t
t
t
s5
s6
s1
s4s2
s3
Fig. 4: un exemple de foreˆt plane enracine´e.
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Exemple : on note x ≮≯haut y quand x et y ne sont pas comparables pour ≥haut. Pour
la foreˆt de la figure 6, on a :
s6 ≥haut s5 ; s6 ≮≯haut s4 ;
s6 ≮≯haut s3 ; s6 ≮≯haut s2 ;
s6 ≮≯haut s1 ; s5 ≮≯haut s4 ;
s5 ≮≯haut s3 ; s5 ≮≯haut s2 ;
s5 ≮≯haut s1 ; s4 ≮≯haut s3 ;
s4 ≮≯haut s2 ; s4 ≥haut s1 ;
s3 ≥haut s2 ; s3 ≥haut s1 ;
s2 ≥haut s1.
On de´finit une deuxie`me relation d’ordre ≥gauche sur som(F ) par re´currence sur
poids(F ).
Si F=•d, som(F ) est re´duit a` un seul e´le´ment.
Si poids(F ) ≥ 2, soient x, y deux sommets diffe´rents de F . On pose F = t1 . . . tn ; on
suppose que x est un sommet de ti et y un sommet de tj :
si i < j, alors x ≥gauche y ; si i > j, alors y ≥gauche x ;
si i = j, x ou y est la racine de ti : alors x et y ne sont pas comparables pour ≥gauche ;
si i = j, x et y ne sont pas e´gaux a` la racine de ti : on les compare dans (B
−(ti),≥gauche).
≥gauche est une relation d’ordre (non ne´cessairement totale) sur som(F ).
Exemple : on note x ≮≯gauche y quand x et y ne sont pas comparables pour ≥gauche.
Pour la foreˆt de la figure 6, on a :
s5 ≮≯gauche s6 ; s4 ≥gauche s6 ;
s3 ≥gauche s6 ; s2 ≥gauche s6 ;
s1 ≥gauche s6 ; s4 ≥gauche s5 ;
s3 ≥gauche s5 ; s2 ≥gauche s5 ;
s1 ≥gauche s5 ; s3 ≥gauche s4 ;
s2 ≥gauche s4 ; s1 ≮≯gauche s4 ;
s2 ≮≯gauche s3 ; s1 ≮≯gauche s3 ;
s1 ≮≯gauche s2.
7.2 Expression combinatoire de (F,G)
The´ore`me 35 Soit F,G ∈ FDP,R. On pose I(F,G) l’ensemble des bijections f de som(F )
vers som(G) ve´rifiant :
1. ∀x, y ∈ som(F ), x ≥haut y ⇒ f(x) ≥gauche f(y),
2. ∀x, y ∈ som(F ), f(x) ≥haut f(y)⇒ x ≥gauche y,
3. ∀x ∈ som(F ), x et f(x) ont la meˆme de´coration.
Alors (F,G) = card(I(F,G)).
Preuve : c’est vrai si poids(F ) 6= poids(G), car alors (F,G) = 0, et il n’y a aucune bijec-
tion de som(F ) vers som(G). Supposons donc poids(F ) = poids(G) = n, et proce´dons
par re´currence sur n. Si n = 1, alors (•d, •d′) = δd,d′ = card(I(•d, •d′)) par la condition 3.
Supposons la proprie´te´ ve´rifie´e pour tout k < n, et soient F,G ∈ FDP,R de poids n. Posons
F = t1 . . . tm.
Si m = 1 : posons F = t1 = B
+
d (F
′). Alors (F,G) = (F ′, γd(G)).
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Si G n’est pas de la forme G′•d : alors (F,G) = 0. Supposons I(F,G) non vide et soit
f ∈ I(F,G). Remarquons que ∀x ∈ som(F ), x ≥haut racine de t1. Par la condition 1,
∃x′ ∈ som(G), y′ ≥gauche x′, ∀y′ ∈ som(G) (x′ est l’image par f de la racine de t1). Donc
G = G′•d′ , et f(racine de t1) = sommet de •d′. Par la condition 3, d′ = d : on aboutit a`
une contradiction. Dans ce cas, on a bien (F,G) = card(I(F,G)) = 0.
Si G = G′•d : alors pour toute f ∈ I(F,G), f(racine de t1) = sommet de •d. Donc on
a une bijection : I(F,G) 7−→ I(F ′, G′), envoyant f sur sa restriction a` som(F ′). Comme
(F,G) = (F ′, G′), le re´sultat est acquis.
Si m > 1 : posons F ′ = t1 . . . tm−1. Alors :
(F,G) =
∑
c∈Ad(G)
(F ′, P c(G))(tm, R
c(G))
=
∑
c∈Ad∗(G)
(F ′, P c(G))(tm, R
c(G)). (15)
Soit f ∈ I(F,G) ; conside´rons f(som(tm)). Soit r un sommet de G, tel qu’il existe x ∈
som(tm), f(x) ≥haut r. Supposons r /∈ f(som(tm)). Alors r ∈ f(som(F ′)). Soit y ∈
som(F ′), tel que f(y) = r. f(x) ≥haut f(y), donc d’apre`s la condition 2, x ≥gauche y. Or
x ∈ som(tm), y ∈ som(F ′), donc y ≥gauche x, et donc x = y : contradiction, car x ∈
som(tm), y ∈ som(F ′). Donc r ∈ f(som(tm)). Par suite, il existe une coupe admissible cf
de G, telle que Rcf (G) = f(som(tm)). Etant donne´e la de´finition d’une coupe admissible,
cf est entie`rement de´termine´e par R
cf (G), et donc cf est unique.
De plus, f : som(tm) 7−→ som(Rcf (G)) ∈ I(tm, Rcf (G)), et f : som(F ′) 7−→ som(P cf (G))
∈ I(F ′, P cf (G)). On a donc une application :
β : I(F,G) 7−→
⋃
c∈Ad∗(G)
I(F ′, P c(G))× I(tm, Rc(G))
f 7−→ (f|som(F ′), f|som(tm)) ∈ I(F ′, P cf (G))× I(tm, Rcf (G)).
β est e´videmment injective. Montrons qu’elle est surjective. Soit c ∈ Ad∗(G), (f1, f2) ∈
I(F ′, P c(G)) × I(tm, Rc(G)). Soit f : som(F ) 7−→ som(G), de´finie par f|som(F ′) = f1 et
f|som(tm) = f2. f est une bijection. De plus, comme f1 et f2 ve´rifient 3, f ve´rifie 3.
Soient x, y ∈ som(F ). Supposons que x ≥haut y. Les sommets de tm et les sommets de
F ′ ne sont pas comparables pour ≥haut, et donc soit x, y ∈ som(F ′), soit x, y ∈ som(tm).
Comme f1 et f2 ve´rifient 1, on a f(x) ≥gauche f(y).
Supposons f(x) ≥haut f(y). 3 cas se pre´sentent :
1. Si x, y ∈ som(F ′) ou x, y ∈ som(tm) : alors comme f1 et f2 ve´rifient 2, x ≥gauche y.
2. Si x ∈ som(F ′) et y ∈ som(tm) : alors x ≥gauche y.
3. Si x ∈ som(tm) et y ∈ som(F ′) : alors f(x) ∈ Rc(G) et f(y) ∈ P c(G). Par suite,
soit f(x) et f(y) ne sont pas comparables pour ≥haut, soit f(y) ≥haut f(x). Comme
f(x) ≥haut f(y), on a f(x) = f(y) et donc x = y : on aboutit a` une contradiction et
donc ce cas est impossible.
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Par suite, f ∈ I(F,G), et β(f) = (f1, f2). β e´tant une bijection,
card(I(F,G)) =
∑
c∈Ad∗(G)
card(I(F ′, P c(G)))× card(I(tm, Rc(G)))
=
∑
c∈Ad∗(G)
(F ′, P c(G))(tm, R
c(G)) d’apre`s l’hypothe`se de re´currence,
= (F,G) d’apre`s (15). ✷
7.3 Relation d’ordre totale sur les sommets de F
Lemme 36 Soit F ∈ FDP,R.
1. Soient a et b deux sommets diffe´rents de F . Alors :
a, b comparables pour ≥haut ⇔ a, b non comparables pour ≥gauche .
2. soient a, a′, b, b′ ∈ som(F ), b 6= b′. Alors :
a ≥haut b, a′ ≥haut b′, b ≥gauche b′ ⇒ a ≥gauche a′.
Preuve :
1.⇒ : supposons a ≥haut b ; quitte a` effectuer une coupe e´le´mentaire on peut supposer
que F ∈ T DP,R et que b est la racine de F . Comme a 6= b, par de´finition de ≥gauche, a et b
ne sont pas comparables pour ≥gauche.
⇐ : supposons a et b non comparables pour≥gauche. Quitte a` effectuer une coupe e´le´mentaire,
on peut supposer que F ∈ T DP,R, et a ou b est la racine de F . Alors par de´finition de ≥haut,
a ≥haut b ou b ≥haut a.
2. Soit c (respectivement c′) la coupe portant sur l’areˆte arrivant a` b (respectivement
b′) si b (respectivement b′) n’est pas une racine, ou la coupe totale de l’arbre de racine
b (respectivement b′) sinon. Soit c′′ = c ∪ c′. Comme b >gauche b′, c′′ est admissible, et
P c
′′
(F ) = tt′, b e´tant la racine de t, b′ la racine de t′. Comme a ≥haut b, a ∈ som(t) ; de
meˆme, a′ ∈ som(t′). Donc a ≥gauche a′.
Proposition 37 soit F ∈ FDP,R, x, y ∈ som(F ). On notera x ≥tot y si x ≥haut y ou
y ≥gauche x. Alors ≥tot de´finit une relation d’ordre totale sur som(F ).
Exemple : pour la foreˆt de la figure 6, on a s6 ≥tot s5 ≥tot s4 ≥tot s3 ≥tot s2 ≥tot s1.
Preuve : re´flexivite´ : e´vident.
Transitivite´ : supposons x ≥tot y et y ≥tot z. On se rame`ne au cas x 6= y, y 6= z.
1. Si x ≥haut y et y ≥haut z, alors x ≥haut z, et donc x ≥tot z.
2. Si y ≥gauche x et z ≥gauche y, alors z ≥gauche x, et donc x ≥tot z.
3. Si x ≥haut y et z ≥gauche y : d’apre`s le lemme 36-2 avec a = z, a′ = x, b = z, b′ = y,
on a z ≥gauche x, et donc x ≥tot z.
4. Si y ≥gauche x et y ≥haut z : si x ≥haut z, alors x ≥tot z. Supposons que l’on n’ait
pas x ≥haut z. Soit c la coupe portant sur les (e´ventuelles) areˆtes arrivant a` x et z.
Supposons c non admissible ; alors z ≥haut x, et alors y ≥haut x par transitivite´ de
≥haut. Par le lemme 36-1, ne´cessairement x = y, cas que nous avons exclus. Donc
c est admissible. Alors P c(F ) = tt′, avec x, z racines de t, t′. Comme y ≥gauche x,
ne´cessairement y ∈ som(t) ; comme y ≥haut z, z est la racine de t, et donc x est la
racine de t′. Par suite z ≥gauche x, et donc x ≥tot z.
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Antisyme´trie : supposons x ≥tot y et y ≥tot x.
1. Si x ≥haut y et y ≥haut x, alors x = y.
2. Si y ≥gauche x et x ≥gauche y, alors x = y
3. Si x ≥haut y et x ≥gauche y : par le lemme 36-1, x = y.
4. Si y ≥gauche x et y ≥haut x : meˆme raisonnement.
Enfin, ≥tot est totale : si x, y ∈ som(F ), alors d’apre`s le lemme 36-1, ils sont compa-
rables pour ≥haut ou ≥gauche, donc ils le sont pour ≥tot. ✷
7.4 Application au calcul de l’antipode
NB : dans cette section, la coupe totale de´finie dans la partie 4.1 n’est pas conside´re´e
comme une coupe.
Soit F foreˆt, c une coupe de F . On note t1, . . . , tm les diffe´rentes composantes con-
nexes de F apre`s l’action de c ; on note xi la racine de ti. On suppose qu’avant l’action
de c, on avait x1 ≤tot . . . ≤tot xm. On pose alors W c(F ) = tm . . . t1.
Exemple : F = t1 . . . tm. On fait agir la coupe vide cv. Les composantes connexes sont
les ti, et x1 ≥gauche . . . ≥gauche xm, d’ou` x1 ≤tot . . . ≤tot xm. DoncW cv(t1 . . . tm) = tm . . . t1.
On note nc le nombre de coupes e´le´mentaires constituant c.
The´ore`me 38 Soit F ∈ FDP,R, F = t1 . . . tm.
S(F ) = (−1)m
∑
c coupe de F
(−1)nc W c(F ). (16)
Preuve : on note lg(t1 . . . tm) = m, ∀t1 . . . tm ∈ FDP,R. Soit S ′ l’ope´rateur de HDP,R de´fini
par le second membre de (16). Soit c une coupe de F = t1 . . . tm ; on note ci la restriction
de c a` ti. Alors par de´finition de ≥tot, on a W c(F ) = W c(tm) . . .W c(t1). De plus, nc =
nc1 + . . .+ ncm, et donc :
S ′(F ) = (−1)lg(F )
∑
(c1,...cm)
1∏
i=m
(−1)nciW ci(ti)
= S ′(tm) . . . S
′(t1).
Donc S ′, tout comme S, est un antimorphisme d’alge`bres. Il suffit donc de montrer (16)
pour t ∈ T DP,R. Si poids(t) = 1, alors t est primitif, et S ′(t) = S(t) = −t. Supposons (16)
vraie pour toute foreˆt de poids infe´rieur ou e´gal a` n, et soit t ∈ T DP,R, de poids n+ 1.
m ◦ (S ⊗ Id) ◦∆(t) = S(t) + t +
∑
c∈Ad∗(t)
S(P c(t))Rc(t)
= ε(t)1
= 0. (17)
Soit c une coupe non vide de t ; on note W c(t) = t1 . . . tm. La composante connexe de la
racine de t apre`s l’action de c est tm, car tout sommet de t est supe´rieur (pour ≥tot) a` la
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racine de t. Or il existe une unique coupe admissible c′ ∈ Ad∗(t) telle que tm = Rc′(t) ; c
s’e´crit alors c = c′ ∪ c′′, avec c′′ = c|P c′(t). On a nc = nc′ + nc′′, et nc′ = lg(P c′(t)). Alors :
S ′(t) = −t−
∑
c′ ∈ Ad∗(t)

 ∑
c′′ coupe de Rc
′
(t)
(−1)lg(P c′(t)) (−1)nc′′W c′′(P c′(t)) Rc′(t)


= −t−
∑
c′ ∈ Ad∗(t)
S ′(P c
′
(t))Rc
′
(t)
= −t−
∑
c′ ∈ Ad∗(t)
S(P c
′
(t))Rc
′
(t)
= S(t).
(−t provient de la coupe vide. On a utilise´ l’hypothe`se de re´currence pour la troisie`me
e´galite´ et (17) pour la dernie`re). ✷
coupes : r
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r r
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r r
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r
r❅ 
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r❅ 
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S(
r
r❅ 
r r
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b
dc
) = -
r
r❅ 
r r
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b
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+ r
r
r
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b
d c
+ r
r
r
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b
c d
+ rr ❅
r r a
b
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- r r
r
r
a
bd c
- r r
r
r
b
cd a
- r r
r
r
b
dc a
+ r r r r
abcd
Fig. 5: un calcul d’antipode dans HDP,R, avec D = {a, b, c, d}. Si on note sl le sommet
de´core´ par l dans l’arbre choisi, on a sa ≤ sb ≤ sc ≤ sd.
8 Alge`bre de Frabetti-Brouder
8.1 Construction
On utilise les notations de [13].
De´finition 39 1. Un arbre binaire est un arbre enracine´ plan dont chaque sommet
inte´rieur est trivalent. L’ensemble des arbres binaires sera note´ Tb. Le degre´ d’un
arbre binaire est le nombre de ses sommets inte´rieurs. En particulier, l’arbre binaire
forme´ uniquement de sa racine est de degre´ 0. Il sera note´ |.
 ❅  ❅
 ❅
 ❅
 ❅
 ❅
 ❅
 ❅
 ❅
 ❅
 ❅
 ❅
✁✁❆❆✁✁❆❆
 ❅
 ❅
 ❅
 ❅
 ❅
 ❅
Fig. 6: les arbres binaires de degre´ 0,1,2,3.
2. Soit ∨ : Tb × Tb 7−→ Tb l’application qui greffe deux arbres binaires sur une racine
commune. Alors tout arbre binaire t 6=| peut s’e´crire tl ∨ tr, avec tl et tr deux arbres
binaires de degre´ strictement infe´rieur au degre´ de t.
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Soit Hγ l’espace gradue´ engendre´ sur Q par Tb, muni du produit de´fini par les relations
de re´currence :
st = (slt) ∨ sr ou` s = sl ∨ sr ;
| t = t.
(C’est-a`-dire qu’on greffe t sur la feuille la plus a` gauche de s).
Soit V : Tb 7−→ Tb, tel que V (t) =| ∨t. On munit Hγ du coproduit de´fini par les
relations de re´currence :
∆γ(|) = | ⊗ |, (18)
∆γ(V (t)) = V (t)⊗ | +(Id⊗ V ) ◦∆γ(t)− (Id⊗ V )[(V (tr)⊗ |)∆γ(tl)], (19)
∆γ(t ∨ s) = ∆γ(V (s))∆γ(t). (20)
On montre que Hγ est une alge`bre de Hopf gradue´e (voir [13]).
8.2 Alge`bre de Hopf HFr
Proposition 40 Soit f : Tb 7−→ FP,R, de´finie par re´currence sur le degre´ par :
f(|) = 1,
f(tl ∨ tr) = B+ ◦ f(tr)f(tl).
Alors f est une bijection, ve´rifiant f ◦ V = B+ ◦ f , et f(st) = f(s)f(t), ∀s, t ∈ Tb. De
plus, poids(f(t)) = deg(t), ∀t ∈ Tb.
Preuve : soit g : FP,R 7−→ Tb de´finie par re´currence sur le poids :
g(1) = |,
g(tF ) = g(F ) ∨ g(B−(t)), ∀t ∈ TP,R, F ∈ FP,R.
On montre facilement par re´currence que g ◦ f = IdTb et f ◦ g = IdFP,R. Donc f est une
bijection.
Soit t ∈ Tb :
f(V (t)) = f(| ∨t)
= B+(f(t))f(|)
= B+(f(t)).
Soient s, t ∈ Tb. Montrons que f(st) = f(s)f(t). Supposons d’abord s de la forme
V (s′). Alors :
f(st) = f(t ∨ s′)
= B+(f(s′))f(t)
= f(V (s′))f(t)
= f(s)f(t).
Supposons maintenant s quelconque ; alors s s’e´crit de manie`re unique s = s1 . . . sn, avec
si = V (s
′
i). Une re´currence sur n permet de conclure.
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Enfin, les deux proprie´te´s pre´ce´dentes permettent de de´duire que poids(f(t)) = deg(t)
par une re´currence simple sur le degre´. ✷
SoitHFr l’alge`bre librement engendre´e sur Q par les e´le´ments de TP,R. Une base deHFr
est FP,R. Prolongeons f : Hγ 7−→ HFr par line´arite´ : f devient un isomorphisme d’alge`bres
gradue´es. On munit HFr d’un coproduit faisant de f un isomorphisme d’alge`bres de Hopf.
Ce coproduit est note´ ∆Fr.
Soit D : HFr 7−→ HFr et G : HFr 7−→ HFr de´fini par D(t1 . . . tn) = B−(t1) et
G(t1 . . . tn) = t2 . . . tn, ∀t1 . . . tn ∈ FP,R. Pour tout t ∈ Tb, t 6=|, on a :
D(f(t)) = D(B+(f(tr))f(tl))
= f(tr),
G(f(t)) = G(B+(f(tr))f(tl))
= f(tl).
∆fr peut donc eˆtre de´fini par re´currence sur le poids en utilisant (18,19,20) :
∆Fr(1) = 1⊗ 1, (21)
∆Fr ◦B+(F ) = B+(F )⊗ 1 + (Id⊗ B+) ◦∆Fr(F ) (22)
−(Id⊗ B+) [(B+(D(F ))⊗ 1)∆Fr(G(F ))] ,
∆Fr(tF ) = ∆Fr(t)∆Fr(F ) (23)
ou` t ∈ TP,R et F ∈ FP,R, F 6= 1.
De´finition 41 Soit F ∈ FP,R, et soit a une areˆte de F ; a est dite areˆte gauche de F
si a est l’areˆte la plus a` gauche parmi les areˆtes ayant meˆme origine que a. Soit c une
coupe de F ; c est dite admissible gauche si c est admissible et ne coupe que des areˆtes qui
ne sont pas gauches. L’ensemble des coupes admissibles gauches de F est note´ AdG(F ) ;
l’ensemble des coupes admissibles gauches non vides et non totales de F est note´ AdG∗ (F ).
Proposition 42 Pour toute foreˆt F ∈ FP,R :
∆Fr(F ) =
∑
c∈AdG(F )
P c(F )⊗ Rc(F )
= F ⊗ 1 + 1⊗ F +
∑
c∈AdG∗ (F )
P c(F )⊗ Rc(F ). (24)
Preuve : on note ∆′Fr : HFr 7−→ HFr ⊗HFr de´fini par le second membre de (24). Il suffit
de ve´rifier que ∆′Fr ve´rifie les e´quations de re´currence (21,22,23). Il est imme´diat que (21)
et (23) sont ve´rifie´es. Soit F = t1 . . . tn ∈ FDP,R.
On a une bijection α : Ad(F ) 7−→ Ad(B+(F )) − {coupe totale de B+(F )} telle que
P α(c)(B+(F )) = P c(F ) et Rα(c)(B+(F )) = B+(P c(F )). Soit c ∈ AdG(F ). Deux cas se
pre´sentent :
1. Si c|t1 n’est pas la coupe totale de t1, alors α(c) ∈ AdG(B+(F )), et α(c) n’est pas
la coupe totale de B+(F ). De plus, toute coupe dans AdG(B+(F )) non totale est
atteinte.
2. Sinon, c ne coupe que des areˆtes non gauches et l’areˆte a menant de la racine de
B+(F ) vers la racine de t1 (cette areˆte est gauche). Soit c
′ = c|t2...tn . C’est une
coupe admissible gauche de t2 . . . tn. On a alors P
α(c)(B+(F )) = t1P
c′(t2 . . . tn) et
Rα(c)(B+(F )) = B+(P c
′
(t2 . . . tn)). De plus, toute coupe de Ad(B+(F )) de cette
forme est atteinte.
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On a donc :
(Id⊗ B+) ◦∆′Fr(F ) = (Id⊗ B+)(
∑
c∈AdG(F )
P c(F )⊗Rc(F ))
=
∑
c∈AdG(F )
P α(c)(B+(F ))⊗ Rα(c)(B+(F ))
=
∑
c∈AdG(B+(F ))
P c(B+(F ))⊗ Rc(B+(F ))−B+(F )⊗ 1
+
∑
c′∈AdG(t2...tn)
t1P
c′(t2 . . . tn)⊗ B+(Rc′(t2 . . . tn))
= ∆′Fr(B
+(F ))− B+(F )⊗ 1
+(Id⊗ B+)[(t1 ⊗ 1)∆′Fr(t2 . . . tn)]
= ∆′Fr(B
+(F ))− B+(F )⊗ 1
+(Id⊗ B+) [(B+(D(F ))⊗ 1)∆′Fr(G(F ))] .
Et donc (22) est ve´rifie´e. ✷
Proposition 43 (HFr, m, η,∆Fr, ε, SFr) est une alge`bre de Hopf gradue´e isomorphe a`
Hγ (m, η, ε et la graduation e´tant les meˆmes que dans HP,R).
Coupes admissibles
gauches : ❅q ❅
q q q
❅ q
q q
q ❅
q q q
❅ q
q q
❅
q ❅
q q q
❅ q
q q
❅q ❅
q q q
❅ q
q q
❅
❅
q ❅
q q q
❅ q
q q
∆Fr( q ❅q q q
❅ q
q q
) = q ⊗ q❅q q
❅ q
q q
+ q
❅ q
q q
⊗ q ❅q q + q ⊗ q❅ qq q
q
q
+ q
❅ q
q q
q ⊗ qq + q q⊗ q❅q q
q
q
+ q ❅
q q q
❅ q
q q
⊗1 + 1⊗ q ❅q q q
❅ q
q q
.
Fig. 7: un calcul de coproduit dans HFr.
8.3 Isomorphisme entre HP,R et H∗gFr
Soit F = t1 . . . tn ∈ FP,R. Posons tn = B+(s1 . . . sm), s1 . . . sm ∈ TP,R. Soient
r(F ) = m (nombre d’areˆtes ayant pour origine la racine de l’arbre le plus a` droite de F ),
et p(F ) le nombre de ti e´gaux a` •. En particulier, si F = 1, on a r(F ) = p(F ) = 0, et si
tn = •, alors r(n) = 0.
Soit x un e´le´ment de HFr. Soit x =
∑
aFF sa de´composition dans la base des foreˆts.
On note F(x) = {F ∈ FP,R, aF 6= 0}. On note p(x) = max{p(F )/F ∈ F(x)}, et P(x) =
{F ∈ F(x), p(F ) = p(x)}. Si x 6= 0, P(x) est non vide.
Lemme 44 Soit x un e´le´ment primitif non nul de HFr. Alors : soit • ∈ P(x), soit il
existe F ∈ P(x), tel que r(F ) = 1 (ces deux cas ne s’excluant pas mutuellement).
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Preuve : soit F = t1 . . . tn ∈ P(x). Si F = •, c’est termine´. Supposons F 6= •.
Supposons que F = •i, i ≥ 2. Alors F est la seule foreˆt ayant une coupe admissible
gauche c telle que P c(F ) = •i−1, Rc(F ) = •. Donc •i−1⊗• doit apparaitre dans l’e´criture
de ∆Fr(x) dans la base des foreˆts avec un coefficient non nul, et donc x n’est pas primitif :
contradiction.
Par suite, F est de la forme F = Gt•i, avec G ∈ FP,R, t ∈ TP,R, t 6= •. Parmi tous les
e´le´ments de P(x) de cette forme, choisissons F de sorte que i soit minimal. Supposons i ≥
1. Gt⊗ •i apparait dans l’e´criture de ∆Fr(F ). Comme x est primitif, il existe F ′ ∈ F(x),
F ′ 6= F , posse´dant une coupe admissible gauche c telle que P c(F ′) ⊗ Rc(F ′) = Gt ⊗ •i.
Or une telle foreˆt est de la forme Ht•j, avec j < i. On aboutit a` une contradiction avec
le choix de F , et donc i = 0.
On a donc trouve´ F = t1 . . . tn ∈ P(x), telle que tn 6= •. Parmi toutes les F de cette
sorte, choisissons F de sorte que :
1. si F ′ = t′1 . . . t
′
m ∈ P(x), t′m 6= •, alors poids(t′m) ≥ poids(tn) ;
2. si de plus poids(t′m) = poids(tn), alors r(F
′) ≥ r(F ).
Supposons r(F ) > 1 : tn = B
+(s1 . . . sm), m ≥ 2. Alors s2 . . . sm ⊗ t1 . . . tn−1B+(s1)
apparait dans l’e´criture de ∆Fr(F ). Comme x est primitif, il existe F
′ ∈ F(x), F ′ 6=
F , posse´dant une coupe admissible gauche c telle que P c(F ′) ⊗ pc(F ′) = s2 . . . sm ⊗
t1 . . . tn−1B
+(s1). F
′ est donc obtenue en greffant les diffe´rents arbres de s2 . . . sm sur les
diffe´rents arbres de t1 . . . tn−1B
+(s1), ou en les intercalant entre ces arbres. Comme c est
admissible gauche, on ne peut pas greffer s1, . . . , sm, sur des arbres de t1 . . . tn−1B
+(s1)
e´gaux a` •, donc ne´cessairement, p(F ′) ≥ p(F ), et donc F ′ ∈ P(x). Posons F ′ = t′1 . . . t′m.
Trois cas se pre´sentent :
1. soit on ne greffe pas tous les si sur B
+(s1) : alors t
′
m est l’un des si ou B
+(s1), et
donc poids(t′m) < poids(tn). Si t
′
m = •, alors p(F ′) > p(F ) = p(x), et donc aF ′ = 0.
Sinon, par choix de F (condition 1), on a alors aF ′ = 0, et donc dans les deux cas
F ′ /∈ F(x).
2. soit on greffe tous les si sur B
+(s1), mais pas tous sur la racine de B
+(s1) : alors
poids(t′m) = poids(tn), et r(F
′) < r(F ), donc aF ′ = 0 (condition 2).
3. soit on greffe tous les si sur la racine de B
+(s1) : alors on doit ne´cessairement
greffer s2 . . . sm a` gauche de s1 (car c est admissible gauche) et dans cet ordre, et
donc F ′ = F .
Dans les trois cas on aboutit a` une contradiction, et donc r(F ) = 1, ce que de´montre le
lemme. ✷
Soit β : HFr 7−→ HFr de´finie par :
β(1) = 0,
β(t1 . . . tn−1•) = t1 . . . tn−1,
β(t1 . . . tn) = t1 . . . tn−1B
−(tn) si r(t1 . . . tn) = 1,
β(t1 . . . tn) = 0 si r(t1 . . . tn) ≥ 2.
Proposition 45 1. β ve´rifie les proprie´te´s suivantes :
(a) β est homoge`ne de degre´ −1.
(b) ∀x, y ∈ HFr, β(xy) = β(x)ε(y) + xβ(y).
(c) β|prim(HFr) est injective.
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2. β∗g : H∗gFr 7−→ H∗gFr ve´rifie les proprie´te´s suivantes :
(a) β∗g est homoge`ne de degre´ +1.
(b) ∀f ∈ H∗gFr, ∆(β∗g(f)) = β∗g(f)⊗1+(Id⊗B∗g)◦∆(f) ou` ∆ de´signe le coproduit
de H∗gFr.
(c) Soit M l’ide´al d’augmentation de H∗gFr ; alors H∗gFr = Im(β∗g) + (1⊕M2).
Preuve :
1. (a) Evident, avec la de´finition de β.
(b) On remarque que β(t1 . . . tn) = t1 . . . tn−1β(tn) ; le re´sultat est alors imme´diat.
(c) Soit x ∈ prim(HFr), non nul. Supposons β(x) = 0. Si • ∈ P(x), alors
ε(β(x)) = a• 6= 0 : contradiction. Donc d’apre`s le lemme pre´ce´dent, il existe
F = t1 . . . tn ∈ P(x), r(F ) = 1. Alors β(F ) = t1 . . . tn−1B−(tn), et B−(tn) ∈
TP,R. Comme β(x) = 0, il existe F ′ ∈ F(x), F ′ 6= F , telle que β(F ′) = β(F ).
Alors ne´cessairement F ′ = t1 . . . tn−1B
−(tn)•, et donc p(F ′) ≥ p(F )+1 > p(x) :
on ne peut donc avoir F ′ ∈ F(x) : contradiction. Donc β(x) 6= 0.
2. (a) De´coule du lemme 2.
(b) Soient f ∈ H∗gFr, x, y ∈ HFr.
(∆(β∗g(f)), x⊗ y) = (β∗g(f), xy)
= (f, β(xy))
= (f, β(x)ε(y) + xβ(y))
= (β∗g(f), x)(1, y) + ((Id⊗ β∗g) ◦∆(f), x⊗ y).
Le re´sultat en de´coule imme´diatement.
(c) A l’aide de la proposition 6-2, on identifie Prim(HFr)∗g et H∗gFr/((1) ⊕M2)).
Alors si i : Prim(HFr)∗g 7−→ H∗gFr est l’injection canonique, i∗g : H∗gFr 7−→
H∗gFr/((1) ⊕M2) est la surjection canonique. D’apre`s 1.(c), β ◦ i est injective.
Donc i∗g ◦ β∗g est surjective. On a donc :
Im(i∗g ◦ β∗g) = Im(β
∗g)
(1)⊕M2
=
H∗gFr
(1)⊕M2 ,
d’ou` le re´sultat. ✷
Soit Φ : HP,R 7−→ H∗gFr l’unique morphisme d’alge`bres de Hopf ve´rifiant Φ ◦ B+ =
β∗g ◦Φ (proprie´te´ universelle de HP,R). Montrons que Φ est homoge`ne de degre´ ze´ro : soit
F ∈ FP,R, de poids n, montrons que Φ(F ) est homoge`ne de poids n par re´currence sur n.
Si n = 0, alors F = 1, Φ(F ) = 1. Supposons la proprie´te´ vraie pour toute foreˆt de poids
n′ < n : si F /∈ TP,R, alors il existe F1, F2, de poids strictement infe´rieur a` n, telles que
F = F1F2. Par suite Φ(F ) = Φ(F1)Φ(F2), et donc Φ(F ) est homoge`ne de poids n. Sinon,
il existe F ′ de poids n− 1, telle que F = B+(F ′). Alors Φ(F ) = β∗g(Φ(F ′)) : comme β∗g
est homoge`ne de degre´ 1, Φ(F ) est homoge`ne de poids n− 1 + 1 = n.
Montrons que Φ est surjective : soit y ∈ H∗gFr, homoge`ne de poids n, montrons que
y ∈ Im(Φ) par re´currence sur n. C’est e´vident si n = 0. Sinon, y ∈ (Im(β∗g)+M2)∩H∗n =
β∗g(H∗n−1) +M2 ∩H∗n. On peut donc se ramener a` y de la forme β∗g(y′), y′ homoge`ne de
poids n− 1, ou y = y1y2, yi ∈ M , homoge`nes de poids strictement infe´rieur a` n. Dans le
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premier cas, il existe x′ ∈ HP,R, Φ(x′) = y′, et alors Φ(B+(x′)) = β∗g◦Φ(x′) = β∗g(y′) = y.
Dans le deuxie`me cas, il existe x1, x2 ∈ HP,R, Φ(xi) = yi, et donc y = Φ(x1x2).
Par suite, Φ e´tant homoge`ne de degre´ ze´ro et surjectif, et les composantes homoge`nes
de HP,R et HFr ayant les meˆmes dimensions finies, Φ est un isomorphisme.
Proposition 46 l’unique morphisme d’alge`bres de Hopf Φ : HP,R 7−→ H∗gFr tel que Φ ◦
B+ = β∗g ◦ Φ est un isomorphisme d’alge`bres de Hopf gradue´es.
The´ore`me 47 HFr et HP,R sont des alge`bres de Hopf gradue´es isomorphes.
Preuve : Φ∗g : (H∗gFr)∗g 7−→ H∗gP,R est un isomorphisme d’alge`bres de Hopf gradue´es. De
plus, (H∗gFr)∗g est canoniquement isomorphe a` HFr comme alge`bre de Hopf gradue´e, et
HP,R est isomorphe a` H∗gP,R comme alge`bre de Hopf gradue´e d’apre`s le the´ore`me 27.
9 Sous-alge`bres des diffe´omorphismes formels
il s’agit dans cette partie de mettre en e´vidence une sous-alge`bre de Hopf de HP,R
et de HFr dont l’abelianise´e est isomorphe a` l’alge`bre de Connes-Moscovici HCM .
9.1 Rappels et comple´ments sur l’alge`bre de Hopf HCM
(Voir [2, 3]). Soit HT l’alge`bre de´finie par les ge´ne´rateurs X, Y, δn, n ≥ 1, et les
relations :
[Y,X ] = X, [Y, δn] = nδn, [δn, δm] = 0, [X, δn] = δn+1.
On la munit d’un coproduit donne´ par :
∆(Y ) = Y ⊗ 1 + 1⊗ Y,
∆(X) = X ⊗ 1 + 1⊗X + δ1 ⊗ Y,
∆(δ1) = δ1 ⊗ 1 + 1⊗ δ1.
La sous-alge`bre de HT engendre´e par les δn, n ≥ 1, est une sous-alge`bre de Hopf note´e
HCM . Elle est gradue´e en posant poids(δn) = n.
HCM est une alge`bre de Hopf gradue´e commutative, et donc son dual gradue´ (HCM)∗g
est l’alge`bre enveloppante d’une alge`bre de Lie gCM . Par la proposition 6, une base de
gCM est (Zn)n≥1, de´finie par :
Zn(δi1 . . . δin) = 0 si n 6= 1,
Zn(δm) = δn,m.
On peut montrer la formule suivante :
[Zn, Zm] = (m− n)Zn+m. (25)
Proposition 48 Une base de Prim(HCM) est donne´e par (δ1, 2δ2 − δ21).
Preuve : soit (Zα11 . . . Z
αk
k )α1,...αk une base de Poincare´-Birkhoff-Witt de (HCM)∗g. Si α1+
. . .+αn 6= 1, alors Zα11 . . . Zαkk ∈ (1)+M2∗ , ou` M∗ est l’ide´al d’augmentation de (HCM)∗g.
De plus, si n ≥ 3, on a alors :
Zn =
1
n− 2[Z1, Zn−1],
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et donc Zn ∈M2∗ . Par suite, vect(Z1, Z2) est un comple´mentaire de (1)+M2∗ dans (HCM)∗g,
et donc dim((HCM )∗g/((1) +M2∗ ))) ≤ 2.
Par suite, Prim(HCM) = ((HCM)∗g/((1) + M2∗ )))∗g est de dimension au plus e´gale
a` 2. On ve´rifie facilement que les deux e´le´ments δ1 et 2δ2 − δ21 sont primitifs ; ils sont
line´airement inde´pendant car de poids diffe´rents, et donc forment une base de Prim(HCM).
✷
9.2 Angles, greffes et coupes
On rappelle la notion d’angle d’un arbre enracine´ de´finie par Kontsevich dans [14]
et utilise´e par Chapoton dans [15] :
De´finition 49 Soit t ∈ TP,R. Supposons t dessine´ dans le demi-disque supe´rieur ouvert
D+ = {(x, y) ∈ R2/y > 0, x2 + y2 < 1},
sauf la racine place´e en (0, 0). On appelle angle de t un couple (s, α) ou` s est un sommet
de t et α une composante connexe de Bǫ(s) ∩ (D+ − t) ou` Bǫ(s) est un petit disque de
centre s. On note Angles(t) l’ensemble des angles de t.
Angles(t) est muni d’une relation d’ordre totale de gauche a` droite de la manie`re
suivante : en conside´rant chaque angle de t comme une direction issue d’un sommet , on
peut tracer un chemin de chaque angle vers un point du cercle unite´, de sorte que ces
chemins ne se coupent pas. On obtient alors un point du demi-cercle associe´ a` chaque
angle. L’ordre de ces points de gauche a` droite de´termine l’ordre total sur les angles.
De´finition 50 Soit F = t1 . . . tm ∈ FP,R, t ∈ TP,R. Une greffe de F sur t est une suite
croissante de m angles de t. Le re´sultat d’une greffe g = ((s1, α1), . . . , (sm, αm)) de F
sur t est l’arbre note´ Rg(F, t) obtenu en greffant ti sur le sommet si dans la composante
connexe αi de Bǫ(si)∩ (D+− t), avec la condition suivante : si (si, αi) = (si+1, αi+1), alors
ti est greffe´ a` gauche de ti+1.
Proposition 51 Soient F ∈ FP,R, t ∈ TP,R. On pose :
GF,t = {greffes de F sur t},
CF,t =
⋃
t′∈TP,R
{c coupe admissible de t′ telle que P c(t′) = F et Rc(t′) = t}.
Soit f1 : CF,t 7−→ GF,t, qui a` une coupe c de l’arbre t′ associe l’unique greffe g de F sur t,
telle que Rg(F, t) = t
′, les areˆtes cre´e´es lors de la greffe e´tant les areˆtes de t′ sur lesquelles
agit c.
Soit f2 : GF,t 7−→ CF,t, qui a` une greffe g de F sur t associe la coupe c de t′ = Rg(F, t),
portant sur les areˆtes cre´e´es lors de la greffe.
Alors f1 et f2 sont des bijections re´ciproques l’une de l’autre.
Preuve : par construction de Rg(F, t), la coupe f2(g) est bien admissible. Elle ve´rifie de
plus P f2(g)(Rg(F, t)) = F , R
f2(g)(Rg(F, t)) = t. Donc f2 est bien de´finie. Le reste est
imme´diat. ✷
Soient F,G,H ∈ FP,R. Rappelons que n(F,G;H) est le nombre de coupes admissibles
c de H telles que P c(H) = F , Rc(H) = G. On pose nG(F,G;H) le nombre de coupes
admissibles gauches c de H telles que P c(H) = F , Rc(H) = G.
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Corollaire 52 Soit t1, t2 ∈ T DP,R. On a dans HP,R :
[et1 , et2 ] =
∑
g greffe de t2 sur t1
eRg(t1,t2) −
∑
g greffe de t1 sur t2
eRg(t2,t1).
Preuve :
[et1 , et2 ] =
∑
t′∈TP,R
n(t1, t2; t
′)et′ −
∑
t′∈TP,R
n(t2, t1; t
′)et′
=
∑
c∈Ct1,t2
c coupe de t′
et′ −
∑
c∈Ct2,t1
c coupe de t′
et′
=
∑
g∈Gt1,t2
eRg(t1,t2) −
∑
g∈Gt2,t1
eRg(t2,t1).
(On a utilise´ la proposition 30 pour la premie`re e´galite´, et les proprie´te´s de f1 pour la
troisie`me). ✷
Corollaire 53 Soit F = t1 . . . tm ∈ FP,R, t ∈ TP,R de poids n.
∑
t′∈TP,R
n(F, t; t′) =
(
2n+m− 2
m
)
∑
t′∈TP,R
nG(F, t; t
′) =
(
n+m− 2
m
)
.
Preuve : on a
∑
t′∈TP,R
n(F, t; t′) = card(CF,t) = card(GF,t), car f1 est bijective. Or en
notant a = card(Angles(t)), le cardinal de GF,t est le nombre de suites croissantes de m
e´le´ments choisis parmi a : d’apre`s un lemme classique,
∑
t′∈TP,R
n(F, t; t′) =
(
m+ a− 1
m
)
.
Calculons a. Chaque sommet s de t est le sommet de f(s) + 1 angles, ou` f(s) est le
nombre d’areˆtes issues de s. Donc :
a =
∑
s∈som(t)
f(s) + 1
=

 ∑
s∈som(t)
f(s)

+ n
= (nombre d’areˆtes de t) + n
= n− 1 + n
= 2n− 1
ce qui prouve le premier re´sutat.
Conside´rons :
CGF,t =
⋃
t′∈TP,R
{c coupe admissible gauche de t′ telle que P c(t′) = F et Rc(t′) = t} ⊂ CF,t.
39
On dira que (s, α) ∈ Angles(t) est un angle gauche si il est le plus petit parmi les angles
ayant le meˆme sommet s, et on notera AnglesG(t) l’ensemble des angles gauches de t.
Alors l’image de CGF,t par f1 est l’ensemble des greffes ((s1, α1), . . . , (sm, αm)) telles que
pour tout i, (si, αi) ne soit pas un angle gauche. D’ou` :∑
t′∈TP,R
nG(F, t; t
′) = card(CGF,t)
=
(
m+ a− card(anglesG(t))− 1
m
)
.
Or il y a exactement n angles gauches parmi les angles de t (un par sommet), ce qui donne
le deuxie`me re´sultat. ✷
Corollaire 54 Soit F = t1 . . . tm ∈ FP,R, G ∈ FP,R de poids n.∑
H∈FP,R
n(F,G;H) =
(
2n+m
m
)
∑
H∈FP,R
nG(F,G;H) =
(
n +m
m
)
.
Preuve : par la bijection α de la preuve de la proposition 21, pour tout F,G,H ∈ FP,R,
n(F,G;H) = n(F,B+(G);B+(H)). Donc :∑
H∈FP,R
n(F,G;H) =
∑
H∈FP,R
n(F,B+(G), B+(H))
=
∑
t′∈TP,R
n(F,B+(G), t′)
=
(
2(n+ 1) +m− 2
m
)
car B+(G) est un arbre de poids n + 1.
Posons H = s1 . . . sk, et soit c ∈ AdG(H), telle que P c(H) = F et Rc(H) = G.
Conside´rons α(c). Si s1 6= t1, c|s1 n’est pas la coupe totale de s1, et donc α(c) est une coupe
admissible gauche de B+(H) telle que P α(c)(B+(H)) = F et Rα(c)(B+(H)) = B+(G) ; de
plus, toute coupe de cette forme est obtenue ; comme α est injective :
nG(t1 . . . tm, G; s1 . . . sk) = nG(t1 . . . tm, B
+(G);B+(s1 . . . sk)), si t1 6= s1.
Si s1 = t1, on obtient toujours toutes les coupes admissibles gauches de B
+(H) telles
que P c(B+(H)) = F etRc(B+(H)) = B+(G) ; on obtient e´galement les coupes admissibles
de B+(s1 . . . sk) portant sur l’areˆte menant a` s1 et ve´rifiant cette condition : c|s2...sk est
admissible gauche, avec P c(s2 . . . sk) = t2 . . . tm, R
c(s2 . . . sk) = G. On a donc :
nG(t1 . . . tm, G; s1 . . . sk) = nG(t1 . . . tm, B
+(G);B+(s1 . . . sk))
+nG(t2 . . . tm, G; s2 . . . sk), si t1 = s1.
Donc :∑
H∈FP,R
nG(F,G;H) =
∑
H∈FP,R
nG(F,B
+(G);B+(H)) +
∑
H∈FP,R
nG(t2 . . . tm, G;H)
=
(
n+m− 1
m
)
+
∑
H∈FP,R
nG(t2 . . . tm, G;H).
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Terminons par une re´currence sur m : si m = 1, on a :
∑
H∈FP,R
nG(F,G;H) =
(
n+ 1− 1
1
)
+
∑
H∈FP,R
nG(1, G;H)
= n + 1
=
(
n+m
n
)
.
Supposons la formule vraie au rang m− 1 :
∑
H∈FP,R
nG(F,G;H) =
(
n+m− 1
m
)
+
(
n+m− 1
m− 1
)
=
(
n+m
m
)
. ✷
9.3 Construction des sous-alge`bres
Dans HP,R ou HFr, on conside`re les e´le´ments suivants pour tout n ≥ 1 :
un =
∑
F∈FP,R
poids(F )=n
F,
vn =
∑
t∈TP,R
poids(t)=n
t.
On a facilement :
un =
∑
l>0
∑
a1+...al=n
ai>0
va1 . . . val ,
et donc les un et les vn engendrent (librement) la meˆme sous-alge`bre de HP,R ou de HFr.
On la note H.
The´ore`me 55 Pour tout n ≥ 1, on a :
∆˜(vn) =
n−1∑
k=1
∑
l>0
(
2n− 2k + l − 2
l
) ∑
a1+...+al=k
ai>0
va1 . . . val

⊗ vn−k,
∆˜Fr(vn) =
n−1∑
k=1
∑
l>0
(
n− k + l − 2
l
) ∑
a1+...+al=k
ai>0
va1 . . . val

⊗ vn−k ;
∆˜(un) =
n−1∑
k=1
∑
l>0
(
2n− 2k + l
l
) ∑
a1+...+al=k
ai>0
va1 . . . val

⊗ un−k,
∆˜Fr(un) =
n−1∑
k=1
∑
l>0
(
n− k + l
l
) ∑
a1+...+al=k
ai>0
va1 . . . val

⊗ un−k.
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Preuve : vn est une combinaison line´aire d’arbres de poids n ; par de´finition de ∆ :
∆˜(vn) =
∑
poids(t′)=n
∑
F∈FP,R
∑
t∈TP,R
n(F, t; t′)F ⊗ t
=
∑
poids(t′)=n
n−1∑
k=1
∑
l>0
∑
poids(t1...tl)=k
∑
poids(t)=n−k
n(t1 . . . tl, t; t
′)F ⊗ t
=
n−1∑
k=1
∑
l>0
∑
poids(t1...tl)=k
∑
poids(t)=n−k

 ∑
poids(t′)=n
n(t1 . . . tl, t; t
′)

 t1 . . . tl ⊗ t
=
n−1∑
k=1
∑
l>0
∑
poids(t1...tl)=k
∑
poids(t)=n−k
(
2n− 2k + l − 2
l
)
t1 . . . tl ⊗ t
=
n−1∑
k=1
∑
l>0
(
2n− 2k + l − 2
l
) ∑
poids(t1...tl)=k
t1 . . . tl

⊗

 ∑
poids(t)=n−k
t


=
n−1∑
k=1
∑
l>0
(
2n− 2k + l − 2
l
) ∑
a1+...+al=k
ai>0
va1 . . . val

⊗ vn−k.
(On a utilise´ le corollaire 53 ainsi que le fait que n(F, t; t′) = 0 si poids(t′) 6= poids(F ) +
poids(t) pour la quatrie`me e´galite´.)
Les trois autres calculs sont identiques. ✷
Corollaire 56 H est une sous alge`bre de Hopf de HFr et de HP,R ; de plus les abelianise´es
de (H,∆) et de (H,∆Fr) sont isomorphes a` l’alge`bre de Hopf de Connes-Moscovici comme
alge`bres gradue´es.
Preuve : conside´rons le cas de (H,∆Fr). Il suffit de montrer que H∗gab est isomorphe a`
H∗gCM ; comme il s’agit de deux alge`bres gradue´es cocommutatives (et donc d’alge`bres
enveloppantes), il s’agit donc de montrer que leurs alge`bres de Lie des e´le´ments primitifs
sont des alge`bres de Lie isomorphes. Dans le cas de H∗gab , d’apre`s la proposition 6, une
base de l’alge`bre de Lie des e´le´ments primitifs gFr est donne´e par (Li)i∈N∗ de´finie par :
Li(vi1 . . . vin) = δvi,vi1 ...vin .
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De plus, Li est homoge`ne de poids i. On a alors, par homoge´ne´ite´, [Li, Lj ]Fr = αi,jLi+j ,
αi,j ∈ Q. Par dualite´ :
αi,j = ([Li, Lj ]Fr, vi+j)
= (Li ⊗ Lj − Lj ⊗ Li,∆Fr(vi+j))
= (Li ⊗ Lj ,
∑
l>0
(
j + l − 2
l
) ∑
a1+...+al=i
ak>0
va1 . . . val

⊗ vj)
−(Lj ⊗ Li,
∑
l>0
(
i+ l − 2
l
) ∑
a1+...+al=j
ak>0
va1 . . . val

⊗ vi) + 0
= (Li ⊗ Lj ,
(
j + 1− 2
1
)
vi ⊗ vj)− (Lj ⊗ Li,
(
i+ 1− 2
1
)
vj ⊗ vi) + 0
= j − i.
(On a utilise´ l’expression de ∆Fr(vi+j) ainsi que l’homoge´ne´ite´ de Li et Lj pour la troisie`me
e´galite´).
Donc Zi 7−→ Li est un isomorphisme de gCM sur gFr d’apre`s (25).
Dans le cas de (H,∆), on note g l’alge`bre de Lie des primitifs de H∗gab . g a la meˆme
base que gFr, et un calcul semblable au pre´ce´dent montre que :
[Li, Lj ] = 2(j − i)Li+j .
Donc Zi 7−→ 12Li est un isomorphisme de gCM sur g. ✷
Remarque : on retrouve ainsi les re´sultats de [13].
9.4 Isomorphisme entre (H,∆Fr) et (H,∆)
Soit V =
⊕
Vn un espace gradue´. On de´finit val(v) pour tout v ∈ V par :
val(v) = max{n/v ∈ Vn ⊕ Vn+1 ⊕ . . . }.
V est alors muni d’une distance donne´e par d(v, v′) = 2−val(v−v
′). Un comple´te´ de V pour
cette distance est donne´ par :
V =
+∞∏
n=0
Vn.
Les e´le´ments de V seront note´s
∑
vn, vn ∈ Vn pour tout n ∈ N. Soit V , V ′ deux espaces
gradue´s, et soit f : V 7−→ V ′ homoge`ne de degre´ i. On ve´rifie alors que f est lipschitzienne
de rapport 2−i, et donc se prolonge de manie`re unique en un application f : V 7−→ V ′.
En particulier, si (A,m) est une alge`bre gradue´e, m se prolonge en m : A⊗ A 7−→ A.
On a une injection naturelle :
A⊗A 7−→ A⊗ A(∑
i
ai
)
⊗
(∑
j
bj
)
7−→
∑
n
(∑
i+j=n
ai ⊗ bj
)
.
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On peut donc conside´rer m : A ⊗ A 7−→ A ; un simple raisonnement par densite´ montre
que (A,m) est une alge`bre. Son produit est donne´ par :(∑
i
ai
)(∑
j
bj
)
=
∑
n
(∑
i+j=n
aibj
)
.
Si (A,m,∆) est une bige`bre gradue´e, on peut prolonger ∆ en ∆ : A 7−→ A⊗ A. Un
raisonnement par densite´ montre que :
∆(ab) = ∆(a)∆(b), ∀a, b ∈ A.
Appliquons ceci a` l’alge`bre H. On conside`re :
U = 1 +
+∞∑
n=1
un ∈ H, V =
+∞∑
n=1
vn ∈ H.
Proposition 57
∆Fr(U) =
+∞∑
j=0
U j+1 ⊗ uj,
∆(U) =
+∞∑
j=0
U2j+1 ⊗ uj.
Preuve :
U = 1 +
+∞∑
n=1
∑
l>0
∑
a1+...+al=n
ai>0
va1 . . . val
= 1 +
∑
l>0
∑
ai>0
va1 . . . val
= 1 +
∑
l>0
V l
=
1
1− V . (26)
De plus :
∆Fr(un) =
n−1∑
k=1
∑
l>0
(
n− k + l
l
) ∑
a1+...+al=k
ai>0
va1 . . . val

⊗ un−k
+1⊗ un + un ⊗ 1
=
n∑
k=1
∑
l>0
(
n− k + l
l
) ∑
a1+...+al=k
ai>0
va1 . . . val

⊗ un−k
+1⊗ un
=
n−1∑
j=0
∑
l>0
(
j + l
l
) ∑
a1+...+al=n−j
ai>0
va1 . . . val

⊗ uj
+1⊗ un,
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cette formule restant vraie pour n = 0. Par suite :
∆Fr(U) =
+∞∑
0
∆Fr(un)
=
+∞∑
j=0
∑
l>0
(
j + l
j
)( ∑
a1,... ,al>0
va1 . . . val
)
⊗ uj + 1⊗ U
=
+∞∑
j=0
(∑
l>0
(
j + l
j
)
V l
)
⊗ uj + 1⊗ U.
Or dans Q[[X ]], on a :
+∞∑
l=0
(
j + l
j
)
X l =
1
(1−X)j+1 .
Donc :
∆Fr(U) =
+∞∑
j=0
1
(1− V )j+1 ⊗ uj −
+∞∑
j=0
1⊗ uj + 1⊗ U
=
+∞∑
j=0
U j+1 ⊗ uj.
(On a utilise´ (26) pour la deuxie`me e´galite´).
Le calcul de ∆(U) est similaire. ✷
The´ore`me 58 On conside`re les e´le´ments de H de´finis de la manie`re suivante :
zn = 2un +
n−1∑
k=1
ukun−k ;
wn =
1
2
un − 1
2
n−1∑
i=1
wiwn−i.
Soit Φ : (H,∆Fr) 7−→ (H,∆) l’unique morphisme d’alge`bres envoyant un sur zn pour tout
n ∈ N∗. Alors Φ est un isomorphisme d’alge`bres de Hopf gradue´es ; son inverse est donne´
par Φ−1(un) = wn.
Preuve : une re´currence simple montre que les zn engendrent librement H ; par suite, Φ
est bijectif. zn est homoge`ne de poids n, et donc Φ est homoge`ne de degre´ ze´ro.
Soit Z = 1 +
∑
zn ∈ H.
Z = 1 +
+∞∑
n=1
(
2un +
n−1∑
k=1
ukun−k
)
= 1 + 2U + (U − 1)(U − 1)
= U2.
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On a alors :
∆(Z) = ∆(U)2
=
(
+∞∑
j=0
U2j+1 ⊗ uj
)(
+∞∑
k=0
U2k+1 ⊗ uk
)
=
+∞∑
n=0
∑
j+k=n
U2(j+k+1) ⊗ ujuk
=
+∞∑
n=0
Zn+1 ⊗
(
2un +
n−1∑
j=1
ujun−j
)
=
+∞∑
n=0
Zn+1 ⊗ zn.
Conside´rons Φ : (H,∆Fr) 7−→ (H,∆). Le calcul pre´ce´dent montre que ∆(Φ(U)) = (Φ ⊗
Φ)∆Fr(U). Par suite, en conside´rant chaque composante homoge`ne, on en de´duit que Φ
est un morphisme d’alge`bres de Hopf.
Enfin, montrons par re´currence que Φ(wn) = un : si n = 1, alors z1 = 2u1, w1 =
1
2
u1.
Par suite, Φ(w1) =
1
2
z1 = u1. Supposons la proprie´te´ vrai jusqu’au rang n− 1 :
Φ(wn) =
1
2
Φ(un)− 1
2
n−1∑
i=1
Φ(wi)Φ(wn−i)
= un +
1
2
n−1∑
i=1
uiun−i − 1
2
n−1∑
i=1
uiun−i
= un. ✷
Remarque : on montre facilement que dans H :(
1 +
+∞∑
n=1
wn
)2
= U.
10 Coge`bre tensorielle d’un espace vectoriel
Dans toute cette section, V de´signe un espace vectoriel quelconque sur un corps
commutatif K.
10.1 Construction et caracte´risation
Soit T (V ) =
⊕∞
n=0 V
⊗n. Pour v1, . . . vn ∈ V , on note leur produit tensoriel dans
V ⊗n v1⊤ . . .⊤vn plutoˆt que v1⊗ . . .⊗vn ou v1 . . . vn. On munit cet espace d’une structure
de coge`bre en posant :
∆(v1⊤ . . .⊤vn) =
k=n∑
k=0
(v1⊤ . . .⊤vk)⊗ (vk+1⊤ . . .⊤vn). (27)
D’apre`s [9], chapitre III, §11, (T (V ),∆) est bien une coge`bre appele´e coge`bre tensorielle
de V , et sa counite´ est donne´e par :
ε(1) = 1, ε(v1⊤ . . .⊤vn) = 0 si n ≥ 1.
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(V ⊗n)n∈N est une graduation de la coge`bre T (V ) ve´rifiant (C1). T (V ) est donc filtre´e par
degp comme on l’a vu dans la section 3.1.
Remarque : d’apre`s la proprie´te´ 7 du the´ore`me 28, HDP,R est une coge`bre tensorielle, ⊤
e´tant donne´ par :
et1⊤ . . .⊤etn = et1...tn .
p = −2 rr + r r = e
r
r ; q = r = e r ;
q⊤p = e
r r
r = − rr
r
− rr r ❅ + r rr .
Fig. 8: l’application biline´aire ⊤ dans HP,R.
On rappelle que ∆˜k est de´fini dans la section 3.1.
Lemme 59 Soient v1, . . . , vn ∈ V .
∆˜n−1(v1⊤ . . .⊤vn) = v1 ⊗ . . .⊗ vn si n ≥ 2 ;
∆˜k(v1⊤ . . .⊤vn) = 0 si k ≥ n.
Preuve : re´currence facile sur n. ✷
Proposition 60 1. 1 est le seul e´le´ment non nul de T (V ) tel que ∆(e) = e⊗ e.
2. Soit v ∈ V . On de´finit Lv : T (V ) 7−→ T (V ) par Lv(v1⊤ . . .⊤vk) = v1⊤ . . .⊤vk⊤v.
Alors ∀x ∈ T (V ), ∆(Lv(x)) = Lv(x)⊗ 1 + (Id⊗ Lv) ◦∆(x).
3. Prim(T (V )) = V .
4. Ker(∆˜n) = V ⊕ . . .⊕ V ⊗n.
Preuve :
1. Voir [9].
2. De´coule imme´diatement de (27).
3. Soit x un primitif de T (V ). Alors ε(x) = 0, donc x ∈ V ⊕ . . .⊕V ⊗n pour un certain
n ≥ 1. Posons x = x1 + . . . + xn, avec xi ∈ V ⊗i. Supposons n ≥ 2, et xn 6= 0. D’apre`s
le lemme 59, ∆˜n−1(x) = ∆˜n−1(xn) = 0, car ∆˜(x) = 0. Or, toujours d’apre`s le lemme 59,
∆˜n−1 : V ⊗n 7−→ V ⊗n est l’identite´ : par suite, xn = 0 : on aboutit a` une contradiction.
Donc n = 1, et Prim(T (V )) ⊆ V . La re´ciproque est triviale.
4. On vient de le montrer pour n = 1. Soit n > 1 ; supposons le re´sultat acquis pour
tout k < n, et soit x ∈ T (V ), ∆˜n(x) = 0. Posons ∆˜n−1(x) =∑ x(1)⊗ . . .⊗x(n). D’apre`s le
lemme 10, on peut supposer que les x(i) sont primitifs, donc sont des e´le´ments de V . Alors
∆˜n−1(x−∑ x(1)⊤ . . .⊤x(n)) = 0, donc x ∈ Ker(∆˜n−1)+V ⊗n, d’ou` Ker(∆˜n) ⊆ V ⊕ . . .⊕
V ⊗n d’apre`s l’hypothe`se de re´currence. L’inclusion re´ciproque de´coule imme´diatement du
lemme 59. ✷
On constate alors que T (V )degp≤n = K⊕V ⊕ . . .⊕V ⊗n. La filtration par degp provient
donc de la graduation dont les composantes homoge`nes sont donne´es par T (V )degp=n =
V ⊗n.
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The´ore`me 61 Soit (C,∆C , ε) une coge`bre ve´rifiant :
1. ∃ e ∈ C − {0}, ∆C(e) = e⊗ e.
2. Soit Prim(C) = {x ∈ C/∆C(x) = x⊗ e+ e⊗ x} ; alors ∃ L : Prim(C) 7−→ L(C),
ve´rifiant :
a) Lp(e) = p, ∀p ∈ Prim(C),
b) ∆C (Lp(x)) = Lp(x)⊗ e+ (Id⊗ Lp) ◦∆C(x), ∀x ∈ C.
3. On pose ∆˜C(x) = ∆˜
1
C(x) = ∆C(x) − x ⊗ e − e ⊗ x, et par re´currence on de´finit
∆˜nC =
(
∆˜n−1C ⊗ Id
)
◦ ∆˜1C ; alors pour tout x ∈ Ker(ε), il existe n ≥ 1, ∆˜nC(x) = 0.
Alors C et T (Prim(C)) sont isomorphes.
Preuve : soient p1, . . . , pn des e´le´ments primitifs de C.
On de´finit par re´currence p1⊤C . . .⊤Cpn = Lpn(p1⊤C . . .⊤Cpn−1) (on utilise la convention
p1⊤C . . .⊤Cpn = e si n = 0). Montrons par re´currence sur n que :
∆C(p1⊤C . . .⊤Cpn) =
k=n∑
k=0
(p1⊤C . . .⊤Cpk)⊗ (pk+1⊤C . . .⊤Cpn). (28)
C’est vrai pour n = 0. Supposons le re´sultat vrai au rang n− 1 ; alors
∆C(p1⊤C . . .⊤Cpn) = ∆C (Lpn(p1⊤C . . .⊤Cpn−1))
= (p1⊤C . . .⊤Cpn)⊗ e+ (Id⊗ Lpn) ◦∆C(p1⊤C . . .⊤Cpn−1)
= (p1⊤C . . .⊤Cpn)⊗ e+
k=n−1∑
k=0
(p1⊤C . . .⊤Cpk)⊗ (pk+1⊤C . . .⊤Cpn)
=
k=n∑
k=0
(p1⊤C . . .⊤Cpk)⊗ (pk+1⊤C . . .⊤Cpn).
Comme L est line´aire, (p1, . . . , pn) 7−→ p1⊤C . . .⊤Cpn est n-line´aire. On peut donc
de´finir :
F : T (Prim(C)) 7−→ C
p1⊤ . . .⊤pn 7−→ p1⊤C . . .⊤Cpn. (29)
D’apre`s (27) et (28), F est un morphisme de coge`bres.
Montrons que F est injective : soit x = x01+x1+. . .+xn, avec x0 ∈ K, xi ∈ Prim(C)⊗i,
tel que F (x) = 0. Supposons xn 6= 0. Comme ε(F (x)) = ε(x) = x0, on a x0 = 0 : n ≥ 1.
De plus, F (p) = p, ∀p ∈ Prim(C), donc n ≥ 2. Comme F est un morphisme de coge`bres
et que F (1) = e, on a ∆˜kC ◦F = F⊗(k+1)◦∆˜k pour tout k ≥ 1. Par suite, dans Prim(C)⊗n :
∆˜n−1C (F (x)) = 0
= F⊗n ◦ ∆˜n−1(x)
= F⊗n ◦ ∆˜n−1(xn)
= ∆˜n−1(xn)
= xn.
(On a utilise´ le lemme 59 pour la troisie`me et la dernie`re e´galite´ et le fait que F (p) = p
∀p ∈ Prim(C) pour la quatrie`me).
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On aboutit a` une contradiction, donc F est injective.
Il reste a` montrer que F est surjective.
Montrons que Ker(∆˜nC) ⊆ F (Prim(C)⊕ . . .⊕ Prim(C)⊗n). En utilisant l’hypothe`se
3 du the´ore`me, on pourra conclure. Proce´dons par re´currence sur n : c’est vrai pour
n = 1, Ker(∆˜1C) = Prim(C) ⊆ F (Prim(C)). Supposons l’hypothe`se vraie au rang
n − 1. Soit x ∈ C tel que ∆˜nC(x) = 0, posons ∆˜n−1C (x) =
∑
x(1) ⊗ . . . ⊗ x(n). D’apre`s le
lemme 10, on peut supposer les x(i) primitifs. Alors ∆˜n−1C (x − F (
∑
x(1)⊤ . . .⊤x(n))) =
0 ; donc x ∈ Ker(∆˜n−1C ) + F (Prim(C)⊗n) ; par l’hypothe`se de re´currence, Ker(∆˜nC) ⊆
F (Prim(C)⊕ . . .⊕ Prim(C)⊗n). ✷
10.2 Cas des alge`bres de Hopf HDR
On note HR l’alge`bre de Hopf des arbres enracine´s (non plans) de [3]. On note HDR
l’alge`bre de Hopf des arbres enracine´s de´core´s par D, ou` D est un ensemble fini non vide
(voir [3, 4]). On note T DR l’ensemble des arbres enracine´s de´core´s par D, et FDR l’ensemble
des monoˆmes en les e´le´ments de T DR de HDR .
Soient F,G ∈ FDR . On pose :
F⊤G = 1
poids(G)
∑
s∈som(G)
(greffe de F sur le sommet s), si G 6= 1 ;
= 0, si G = 1.
On prolonge ⊤ en une application biline´aire de HDR ×HDR dans HDR . On conside`re :
L : Prim(HDR) 7−→ L(HDR)
p 7−→ Lp :
{ HDR 7−→ HDR
x 7−→ x⊤p
r
r ⊤ r ❅r r = 1
3


r ❅
r r
r
r
+
r ❅
r r
r
r
+
r ❅
r rr
r

 ; r r ⊤
r
r
r
= 1
3

 rr
r
rr
 ❅
+
r
r
r rr
 ❅ +
r
r
r
rr
 ❅

 ;
r
r ⊤ r r = 1
2


r r
r
r
+
r r
r
r


Fig. 9: L’application biline´aire ⊤.
Proposition 62 L ve´rifie la condition 2 du the´ore`me 61, avec e = 1.
Preuve : soient F,G ∈ FDR . Soit s un sommet de G, et soit H la foreˆt obtenue en greffant
F sur le sommet s. Soit c une coupe admissible non vide et non totale de H .
1. c coupe les areˆtes reliant les racines de F a` s. Alors :
(a) soit c|G est vide, et alors P
c(H) = F , Rc(H) = G.
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(b) soit c′ = c|G est admissible, non vide, et alors P
c(H) = FP c
′
(G), Rc(H) =
Rc
′
(G). De plus, comme c est admissible, s est ne´cessairement l’un des sommets
de Rc
′
(G).
2. c coupe au moins une areˆte de F ou une areˆte de s vers une racine de F , et ne
coupe pas toutes les areˆtes de s vers une racine de F . Alors c′ = c|G et c
′′ = c|F sont
admissibles, et c′′ est non vide.
(a) Si c′ est vide, alors P c(H) = P c
′′
(F ) ; de plus Rc(H) est la greffe de Rc
′′
(F )
sur le sommet s de G.
(b) Si c′ est non vide, alors P c(H) = P c
′
(F )P c
′′
(G) ; de plus, s est un sommet de
Rc
′′
(G), et Rc(H) est la greffe de Rc
′
(F ) sur Rc
′′
(G).
3. c ne coupe que des areˆtes de G : posons c′ = c|G.
(a) Si s est un sommet de P c
′
(G), P c(H) est la greffe de F sur le sommet s de
P c
′
(G) et Rc(H) = Rc
′
(G).
(b) Si s est un sommet de Rc
′
(G), alors P c(H) = P c
′
(G), Rc(H) est la greffe de F
sur le sommet s de Rc
′
(G).
En sommant sur s, et en posant ∆˜(F ) =
∑
F ′ ⊗ F ′′, ∆˜(G) =∑G′ ⊗G′′ :
n∆˜(F⊤G) = nF ⊗G+
∑
n′′FG′ ⊗G′′ +
∑
nF ′ ⊗ (F ′′⊤G)
+
∑∑
n′′F ′G′ ⊗ (F ′′⊤G′′) +
∑
n′(F⊤G′)⊗G′′ +
∑
n′′G′ ⊗ (F⊤G′′).
(n de´signe le poids de G, n′ le poids de G′, n′′ le poids de G′′.)
Soit hF : HDR ⊗HDR 7−→ HDR ⊗HDR de´finie par :
hF (X ⊗ Y ) = y
x+ y
FX ⊗ Y + y
x+ y
∑
F ′X ⊗ (F ′′⊤Y )
+
x
x+ y
(F⊤X)⊗ Y + y
x+ y
X ⊗ (F⊤Y ),
ou` X, Y sont des e´le´ments de FDR de poids respectifs x, y. En remarquant que n′+n′′ = n,
on obtient :
∆˜(F⊤G) = F ⊗G+
∑
F ′ ⊗ (F ′′⊤G) + hF (∆˜(G)).
Par line´arite´, pour tout p primitif de HDR et F ∈ FDR :
∆˜(F⊤p) = F ⊗ p+
∑
F ′ ⊗ (F ′′⊤p),
ce qui est e´quivalent a` la condition 2 du the´ore`me 61. ✷
La condition 3 de´coule du lemme 11. On en de´duit que HDR est une coge`bre isomorphe
a` T (Prim(HDR)). Plus pre´cise´ment, on pose :
F n : Prim(HDR)⊗n 7−→ HDR
p1 ⊗ . . .⊗ pn 7−→ p1⊤ . . .⊤pn.
Les F n sont alors injectives, et HDR =
⊕
Im(F n).
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10.3 Cas de l’abelianise´e de HDP,R
On de´finit ⊤˘ : HDP,R ⊗ HDP,R 7−→ HDP,R par re´currence sur poids(F ) de la manie`re
suivante :
t1 . . . tn⊤˘1 = 0
t1 . . . tn⊤˘•d =
∑
σ∈Sn
B+d (tσ(1) . . . tσ(n)),
G⊤˘t′1 . . . t′m =
m∑
i=1
t′1 . . . (G⊤˘t′i) . . . t′m,
t1 . . . tn⊤˘B+d (F ) = B+d (t1 . . . tn⊤˘F ) +
∑
σ∈Sn
B+d (tσ(1) . . . tσ(n)F ).
(C’est-a`-dire qu’on greffe les tσ(1) . . . tσ(n) ”le plus a` gauche possible” sur chaque sommet
de F ).
On pose :
t1 . . . tn⊤˜F = 1
n!poids(F )
t1 . . . tn⊤˘F.
Soient F et G ∈ FDP,R, toutes deux diffe´rentes de 1. On pose ∆˜(F ) =
∑
F ′ ⊗ F ′′ et
∆˜(G) =
∑
G′ ⊗ G′′. Une e´tude simple des coupes admissibles de chaque foreˆt de G⊤˘F
montre que :
∆(F ⊤˜G) = (F ⊤˜G)⊗ 1 + 1⊗ (F ⊤˜G) + F ⊗G+
∑
G′ ⊗ (F ′′⊤˜G)
+hF (∆˜(G)) + I ⊗HDP,R, (30)
ou` hF : HDP,R ⊗HDP,R 7−→ HDP,R ⊗ HDP,R est une certaine application line´aire et I le sous-
espace de HDP,R engendre´ par les t1 . . . tn − tσ(1) . . . tσ(n), t1 . . . tn ∈ FDP,R, σ ∈ Sn. Or I est
l’ide´al bilate`re engendre´ par les xy − yx, x, y ∈ HDP,R. De plus, on a facilement :
(t1 . . . tn − tσ(1) . . . tσ(n))⊤˜F = 0,
G⊤˜(t′1 . . . t′m − t′σ(1) . . . t′σ(m)) ∈ I.
Par suite, ⊤˜ passe au quotient dans (HDP,R)ab = HDP,R/I. Comme dans le cas de HDR, la
condition 2 du the´ore`me 61 est ve´rifie´e d’apre`s (30). On en de´duit que la coge`bre (HDP,R)ab
est isomorphe a` la coge`bre T (Prim((HDP,R)ab)).
10.4 Bigraduation de T (V )
Dans ce paragraphe, on suppose que V est muni d’une graduation (Vi)i≥1, telle
que les Vi soient de dimension finie ; on pose vi = dim(Vi) et P (X) =
∑
viX
i la se´rie
ge´ne´ratrice des vi. On suppose v0 = 0. Cette graduation induit une graduation de la
coge`bre T (V ). On notera T (V )poids=n la composante homoge`ne de degre´ n de T (V ), rn sa
dimension, et R(X) =
∑
rnX
n la se´rie ge´ne´ratrice des rn.
On notera T (V )poids=n,degp=m = T (V )poids=n ∩ V ⊗m, et hn,m = dim(T (V )poids=n,degp=m).
Enfin, on introduit les se´ries formelles suivantes :
Hm(X) =
∑
n≥0
hn,mX
n, H(X, Y ) =
∑
n≥0,m≥0
hn,mX
nY m.
On remarque que H0(X) = 1 et que H1(X) = P (X).
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The´ore`me 63
Hm(X) = P (X)
m, ∀m ∈ N,
R(X) =
1
1− P (X) ,
H(X, Y ) =
R(X)
(1− Y )R(X) + Y .
Preuve :
rn =
∑
k≥1
∑
a1, . . . , ak tous non nuls,
a1+...+ak=n
va1 . . . vak
=
∑
b1+2b2+...+nbn=n
(b1 + . . .+ bn)!
b1! . . . bn!
vb11 . . . v
bn
n .
D’ou` R(X) =
∑
i≥0 P (X)
i = (1− P (X))−1.
hn,m =
∑
a1, . . . , am tous non nuls,
a1+...+am=n
va1 . . . vam
=
∑
b1+2b2+...+nbn=n,
b1+b2+...+bn=m
m!
b1! . . . bn!
vb11 . . . v
bn
n .
Par suite, Hm(X) = H1(X)
m = P (X)m.
On a de plus :
H(X, Y ) =
∑
m≥0
Hm(X)Y
m
=
∑
m≥0
(P (X)Y )m
=
1
1− P (X)Y
=
1
1− Y + Y
R(X)
=
R(X)
(1− Y )R(X) + Y . ✷
Supposons D fini de cardinal D. Les re´sultats pre´ce´dents s’appliquent a` HDR , HDP,R et
(HDP,R)ab. Dans le cas de HDR, on retrouve les re´sultats de [5, 8]. Dans le cas deHDP,R, on
pose pn = dim(Prim(HDP,R) ∩Hn). On obtient :
P (X) = 1− 1
R(X)
= 1− (1− T (DX)) d’apre`s (5)
= T (DX).
Proposition 64 Soit pn = dim(Prim(HDP,R) ∩Hn), et P (X) =
∑
pnX
n. Alors :
P (X) =
1−√1− 4DX
2
, pn =
(2n− 2)
n!(n− 1)!D
n = Dnτn.
52
11 Endomorphismes de HDP,R et comodules sur HDP,R
On a vu dans la section 10.1 que pour p1, . . . , pn ∈ Prim(HDP,R) :
∆(p1⊤ . . .⊤pn) =
n∑
i=0
(p1⊤ . . .⊤pi)⊗ (pi+1⊤ . . .⊤pn).
Pour n ∈ N, on conside`re :
Fn : (Prim(HDP,R))⊗n 7−→ HDP,R
p1 ⊗ . . .⊗ pn 7−→ p1⊤ . . .⊤pn.
Les Fn sont injectives, et HDP,R =
⊕
Im(Fn).
11.1 Endomorphismes de coge`bre
Notations :
1. Soit u : Prim(HDP,R)⊗i 7−→ Prim(HDP,R)⊗j. On de´finit u : Im(Fi) 7−→ Im(Fj) par
u = Fj ◦ u ◦ F−1i .
2. π1 est la projection sur Im(F1) = Prim(HDP,R) dans la somme directe HDP,R =⊕
Im(Fi).
The´ore`me 65 1. Pour tout i ∈ N∗, soit ui : Prim(HDP,R)⊗i 7−→ Prim(HDP,R). On
de´finit Φ(ui) : HDP,R 7−→ HDP,R par :
Φ(ui)(1) = 1,
Φ(ui)(p1⊤ . . .⊤pn) =
n∑
k=1
∑
a1+...+ak=n,
ai>0
(ua1 ⊗ . . .⊗ uak)(p1⊤ . . .⊤pn).
Alors Φ(ui) est un endomorphisme de coge`bre.
2. Soit Φ un endomorphisme de coge`bre de HDP,R. Alors il existe une unique famille
(ui)i∈N∗, ui : Prim(HDP,R)⊗i 7−→ Prim(HDP,R), telle que Φ = Φ(ui).
Preuve :
1. On a imme´diatement ε ◦ Φ(ui) = ε. Comme Φ(ui)(1) = 1, il suffit de montrer :
∆˜(Φ(ui)(p1⊤ . . .⊤pn)) = Φ(ui) ⊗ Φ(ui)(∆˜(p1⊤ . . .⊤pn)).
On a :
Φ(ui) ⊗ Φ(ui)(∆˜(p1⊤ . . .⊤pn)) =
n∑
j=0
∑
a1+...+ak=j
∑
b1+...+bl=n−j
[(ua1 ⊗ . . .⊗ uak )⊗ (ub1 ⊗ . . .⊗ ubl )] [(p1⊤ . . .⊤pj)⊗ (pj+1⊤ . . .⊤pn)]
= ∆˜
( ∑
d1+...+dm=n
(ud1 ⊗ . . .⊗ udm )(p1⊤ . . .⊤pn)− un(p1⊤ . . .⊤pn)
)
= ∆˜
( ∑
d1+...+dm=n
(ud1 ⊗ . . .⊗ udm )(p1⊤ . . .⊤pn)
)
− 0
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= ∆˜(Φ(ui)(p1⊤ . . .⊤pn)).
2. Montrons par re´currence sur n qu’il existe ui : Prim(HDP,R)⊗i 7−→ Prim(HDP,R) pour
tout i ≤ n, tel que si on pose u(n)i = ui si i ≤ n et u(n)i = 0 si i > n, alors Φ = Φ(u(n)i ) sur
Im(F0)⊕ . . .⊕ Im(Fn).
Comme Φ(1) est un e´le´ment groupo¨ıdal, ne´cessairement Φ(1) = 1, ce qui prouve la
proprie´te´ au rang 0. Supposons la proprie´te´ vraie au rang n−1. On pose Φ(n−1) = Φ
(u
(n−1)
i )
.
On a alors :
∆˜(Φ(p1⊤ . . .⊤pn)) = Φ⊗ Φ(∆˜(p1⊤ . . .⊤pn))
= Φ(n−1) ⊗ Φ(n−1)(∆˜(p1⊤ . . .⊤pn))
= ∆˜(Φ(n−1)(p1⊤ . . .⊤pn)).
(On a utilise´ le fait que ∆˜(p1⊤ . . .⊤pn) ∈ Im(F1)⊗ Im(Fn−1)+ . . .+ Im(Fn−1)⊗ Im(F1)
pour la deuxie`me e´galite´.)
Donc (Φ − Φ(n−1))(p1⊤ . . .⊤pn) est primitif. On de´finit alors un : Prim(HDP,R)⊗n 7−→
Prim(HDP,R) par :
un(p1⊤ . . .⊤pn) = (Φ− Φ(n−1))(p1⊤ . . .⊤pn).
Comme Φ
(u
(n)
i
)
= Φ
(u
(n−1)
i
)
sur Im(F0)⊕ . . .⊕ Im(Fn−1), et que Φ(u(n)
i
)
= Φ
(u
(n−1)
i
)
+un sur
Im(Fn), on a Φ = Φ(u(n)i )
sur Im(F0)⊕ . . .⊕ Im(Fn).
On conclut en remarquant que Φ
(u
(n+m)
i )
= Φ
(u
(n)
i )
sur Im(F0)⊕ . . .⊕ Im(Fn), et donc
Φ = Φ(ui) sur
⊕
Im(Fi) = HDP,R.
Unicite´ des ui : on a ui = π1 ◦ Φ|Im(Fi). ✷
Corollaire 66
Endcoge`bre(HDP,R) 7−→ L(HDP,R, P rim(HDP,R)) est une bijection.
Φ 7−→ π1 ◦ Φ
Preuve : injectivite´ : supposons que π1 ◦ Φ = π1 ◦ Φ′. Montrons que Φ(p1⊤ . . .⊤pn) =
Φ′(p1⊤ . . .⊤pn) par re´currence sur n. Pour n = 0, Φ(1) = Φ′(1) = 1. Supposons la
proprie´te´ vraie pour tout k < n.
∆˜ ◦ Φ(p1⊤ . . .⊤pn) = Φ⊗ Φ(∆˜(p1⊤ . . .⊤pn))
= Φ′ ⊗ Φ′(∆˜(p1⊤ . . .⊤pn))
= ∆˜ ◦ Φ′(p1⊤ . . .⊤pn).
Donc (Φ− Φ′)(p1⊤ . . .⊤pn) est primitif, par suite :
(Φ− Φ′)(p1⊤ . . .⊤pn) = π1 ◦ (Φ− Φ′)(p1⊤ . . .⊤pn) = 0.
Surjectivite´ : soit u ∈ L(HDP,R, P rim(HDP,R)). Soit ui telle que ui = u|Im(Fi). Alors
π1 ◦ Φ(ui) = u. ✷
Corollaire 67 Soit Φ ∈ Endcoge`bre(HDP,R). Alors Φ(Prim(HDP,R)) ⊆ Prim(HDP,R) ; soit
φ : Prim(HDP,R) 7−→ Prim(HDP,R) de´fini par φ(p) = Φ(p), ∀p ∈ Prim(HDP,R). Alors Φ est
injectif (respectivement bijectif) si et seulement si φ est injectif (respectivement bijectif).
Si φ est surjectif, alors Φ est surjectif.
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Preuve : on peut supposer Φ de la forme Φ(ui). Alors φ = u1.
Injectivite´ : ⇒ : e´vident.
⇐ : soit x ∈ Ker(Φ), x 6= 0. On peut e´crire x = xn + y, avec xn ∈ Im(Fn), non nul,
et degp(y) < n. Alors :
Φ(x) = (u1 ⊗ . . .⊗ u1)(xn) + Im(F0)⊕ . . .⊕ Im(Fn−1) = 0.
Donc comme (u1 ⊗ . . .⊗ u1)(xn) ∈ Im(Fn), on a (u1 ⊗ . . .⊗ u1)(xn) = 0. Or u1 est injec-
tif, donc u1⊗ . . .⊗ u1 est injectif, et donc u1 ⊗ . . .⊗ u1 est injectif : par suite xn = 0 : on
aboutit a` une contradiction. Donc Φ est injectif.
Surjectivite´ :⇐ : supposons u1 surjectif. Montrons que Im(F0)⊕. . .⊕Im(Fn) ⊂ Im(Φ)
∀n. Si n = 0, c’est e´vident car Φ(1) = 1. Supposons la proprie´te´ vraie au rang n − 1.
Soient p1, . . . , pn ∈ Prim(HDP,R). Il existe q1, . . . , qn ∈ prim(HDP,R), tels que pi = u1(qi).
Alors :
Φ(q1⊤ . . .⊤qn) = p1⊤ . . .⊤pn + Im(F0)⊕ . . .⊕ Im(Fn−1).
Donc p1⊤ . . .⊤pn ∈ Im(Φ), ce qui prouve la proprie´te´ au rang n.
Bijectivite´ : ⇐ : de´coule imme´diatement de ce qui pre´ce`de.
⇒ : supposons Φ = Φ(ui) bijectif. Son inverse est un morphisme de coge`bres, donc de
la forme Φ(vi). On a alors :
(Φ ◦ Φ−1)|Prim(HD
P,R
) = IdPrim(HD
P,R
)
= Φ ◦ v1
= u1 ◦ v1.
De meˆme, v1 ◦ u1 = IdPrim(HD
P,R
), donc u1 est bijectif. ✷
Remarque : on peut avoir Φ sujectif sans que φ le soit. Par exemple, pour u1, u3,
u4 . . . nuls, et u2 : Prim(HDP,R)⊗2 7−→ Prim(HDP,R) surjectif, on a :
Φ(ui)(p1⊤ . . .⊤p2n+1) = 0,
Φ(ui)(p1⊤ . . .⊤p2n) = u2 ⊗ . . .⊗ u2︸ ︷︷ ︸
n fois
(p1⊤ . . .⊤p2n).
Comme u2 est surjectif, u
⊗i
2 : Prim(HDP,R)⊗2i 7−→ Prim(HDP,R)⊗i est surjectif, et donc
u⊗i2 : Im(F2i) 7−→ Im(Fi) est surjectif. Donc Φ(ui) est surjectif. Cependant, φ(ui) = u1 = 0
n’est pas surjectif.
11.2 Endomorphismes de bige`bre
The´ore`me 68 1. Soit (Pt)t∈T D
P,R
une famille d’e´le´ments primitifs de HDP,R indexe´e par
T DP,R. Soit Φ(Pt) l’unique endomorphisme d’alge`bre de HDP,R de´fini par re´currence sur
le poids par :
Φ(Pt)(•d) = P•d ,
Φ(Pt)(t) =

∑
(t)
Φ(Pt)(t
′)⊤Pt′′

 + Pt pour tout t ∈ T DP,R, avec ∆˜(t) =∑
(t)
t′ ⊗ t′′.
Alors Φ(Pt) est un endomorphisme de bige`bre.
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2. Soit Φ un endomorphisme de bige`bre de HDP,R ; alors il existe une unique famille
(Pt)t∈T D
P,R
telle que Φ = Φ(Pt).
Preuve : remarquons que Φ(Pt) est bien de´fini, car HDP,R est librement engendre´e par T DP,R.
1. Il s’agit de montrer que ∆˜ ◦ Φ(Pt)(t) = Φ(Pt) ◦ Φ(Pt)(∆˜(t)) ∀t ∈ T DP,R. Proce´dons
par re´currence sur le poids de t. Si t est de poids 1, alors t est de la forme •d, et donc
Φ(Pt)(t) = Pt ; comme t est Pt sont tous les deux primitifs, la proprie´te´ est ve´rifie´e.
Supposons la proprie´te´ vraie pour tout arbre de poids strictement infe´rieur a` n. Comme
Φ(Pt) est un morphisme d’alge`bres, la proprie´te´ est vraie pour tout e´le´ment de HDP,R de
poids strictement infe´rieur a` n. On a ∆˜(t) =
∑
t′ ⊗ t′′, avec t′′ ∈ T DP,R.
∆˜(Φ(Pt)(t)) =
∑
(t)
∆˜
(
Φ(Pt)(t
′)⊤Pt′′
)
=
∑
(t)
Φ(Pt)(t
′)⊗ Pt′′ +
∑
(t)
∑
(Φ(t′))
Φ(Pt)(t
′)′ ⊗ (Φ(Pt)(t′)′′⊤Pt′′)
=
∑
(t)
Φ(Pt)(t
′)⊗ Pt′′ +
∑
(t)
∑
(t′)
Φ(Pt)((t
′)′)⊗ (Φ(Pt)((t′)′′)⊤Pt′′)
=
∑
(t)
Φ(Pt)(t
′)⊗ Pt′′ +
∑
(t)
∑
(t′′)
Φ(Pt)(t
′)⊗ (Φ(Pt)((t′′)′)⊤P(t′′)′′)
=
∑
(t)
Φ(Pt)(t
′)⊗

∑
(t′′)
(
Φ(Pt)((t
′′)
′
)⊤P(t′′)′′
)
+ P ′′t


=
∑
(t)
Φ(Pt)(t
′)⊗ Φ(Pt)(t′′).
(On a utilise´ le fait que x 7−→ x⊤p soit un 1−cocycle pour tout primitif p pour la deuxie`me
e´galite´, l’hypothe`se de re´currence pour la troisie`me e´galite´ et la coassociativite´ de ∆˜ pour
la quatrie`me.)
2. Montrons qu’il existe (Pt)poids(t)≤n telle que si on pose P
(n)
t = Pt si poids(t) ≤ n, et
P
(n)
t = 0 si poids(t) > n, alors Φ(t) = Φ(P (n)t )
(t) pour tout t de poids infe´rieur ou e´gal a`
n. Pour n = 1, alors on prend P•d = Φ(•d). Supposons la proprie´te´ vraie au rang n − 1.
Posons Φ(n) = Φ
(P
(n)
t )
. Soit t ∈ T DP,R, poids(t) = n.
∆˜(Φ(t)) = Φ⊗ Φ(∆˜(t))
= Φ(n−1) ⊗ Φ(n−1)(∆˜(t))
= ∆˜(Φ(n−1)(t)).
On prend alors Pt = Φ(t) − Φ(n)(t). On a bien Pt ∈ prim(HDP,R), et Φ(t) = Φ(n)(t) pour
tout t ∈ T DP,R de poids infe´rieur ou e´gal a` n.
Comme Φ(n+m)(t) = Φ(n)(t) pour tout t ∈ T DP,R de poids infe´rieur ou e´gal a` n, on a
Φ = Φ(Pt).
Unicite´ : on a Pt = π1 ◦ Φ(Pt)(t) pour tout t ∈ T DP,R. ✷
Corollaire 69 Soit T le sous-espace de HDP,R engendre´ par les e´le´ments de T DP,R. Alors :
Endbige`bre(HDP,R) 7−→ L(T , P rim(HDP,R)) est une bijection.
Φ 7−→ π1 ◦ Φ|T
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Preuve :
Surjectivite´ : soit u ∈ L(T , P rim(HDP,R)). On pose Pt = u(t) pour tout t ∈ T DP,R. Alors
π1 ◦ Φ(Pt) = u sur T .
Injectivite´ : si π1 ◦ Φ(Pt) = π1 ◦ Φ(P ′t ) sur T , alors pour tout t ∈ T DP,R,
π1 ◦ Φ(Pt)(t) = Pt
= π1 ◦ Φ(P ′t )(t)
= P ′t ,
et donc Φ(Pt) = Φ(P ′t ). ✷
Corollaire 70 Soit Φ ∈ Endbige`bre(HDP,R) ; alors Φ est un endomorphisme d’alge`bre de
Hopf, c’est-a`-dire Φ ◦ S = S ◦ Φ.
Preuve : on suppose Φ = Φ(Pt). Il faut montrer S ◦ Φ(t) = Φ ◦ S(t), ∀t ∈ T DP,R. Si t = •d,
alors S ◦Φ(t) = Φ ◦ S(t) = −Φ(t) car t est primitif. Supposons cette proprie´te´ vraie pour
tout t de poids infe´rieur ou e´gal a` n.
Soit x ∈ HDP,R ; posons ∆˜(x) =
∑
x′ ⊗ x′′. Pour tout p primitif, on a alors :
m ◦ (S ⊗ Id) ◦∆(x⊤p) = S(x⊤p) + x⊤p + S(x)p+
∑
S(x′)(x′′⊤p)
= ε(x⊤p)1
= 0.
Donc S(x⊤p) = −x⊤p −∑S(x′)(x′′⊤p)− S(x)p.
En particulier, si x = •d : S ◦B+d (x) = −B+d (x)−
∑
S(x′)B+d (x
′′)− S(x)•d.
Soit t ∈ T DP,R, poids(t) = n. Posons t = B+d (F ). On a alors :
Φ ◦ S(B+d (F )) = −Φ(F )⊤P•d −
∑
Φ(F ′)⊤PB+
d
(F ′′) − PB+
d
(F )
−
∑
Φ ◦ S(F ′)(Φ(F ′′)⊤P•d)−
∑
Φ ◦ S(F ′)[Φ(F ′′)⊤PB+
d
(F ′′′)]
−
∑
Φ ◦ S(F ′)PB+
d
(F ′) − Φ ◦ S(F )P•d ;
S ◦ Φ(B+d (F )) = S(Φ(F )⊤P•d) +
∑
S(Φ(F ′)⊤PB+
d
(F ′′)) + S(PB+
d
(F ))
= −Φ(F )⊤P•d −
∑
S ◦ Φ(F ′)(Φ(F ′′)⊤P•d)− S ◦ Φ(F )P•d
−
∑
Φ(F ′)⊤PB+
d
(F ′′) −
∑
S ◦ Φ(F ′)[Φ(F ′′)⊤PB+
d
(F ′′′)]
−
∑
(F )
S ◦ Φ(F ′)PB+
d
(F ′′) − PB+
d
(F ).
L’hypothe`se de re´currence permet imme´diatement de conclure. ✷
11.3 Comodules sur HDP,R
HDP,R et HR e´tant toutes deux isomorphes a` une coge`bre tensorielle, le the´ore`me 3.8
et les re´sultat des sections 5 et 6 de [8] restent vrais dans le cas de HDP,R.
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12 Comple´ments sur la coge`bre T (V )
On suppose maintenant qu’on a dote´ T (V ) d’un produit, de sorte que (T (V ), m, η,∆, ε)
soit une bige`bre. Le but de cette partie est de montrer que si m est commutatif, alors
cette bige`bre est isomorphe a` l’alge`bre de battage introduite dans la section 12.3.
L’e´le´ment neutre pour l’alge`bre ve´rifie ∆(e) = e⊗ e ; il s’agit donc de 1 ∈ V ⊗0 d’apre`s
la proposition 60-1.
12.1 Existence d’une antipode
Soient p1, . . . , pn ∈ V . Soit c une partie de {1, . . . , n − 1}. on note (p1⊤ . . .⊤pn)c
l’e´le´ment de T (V ) obtenu en remplaceant le i-e`me ⊤ de p1⊤ . . .⊤pn par un produit pour
tout i ∈ c, les ⊤ e´tant indexe´s de la gauche vers la droite.
Exemple :
(p1⊤p2⊤p3)∅ = p1⊤p2⊤p3 ;
(p1⊤p2⊤p3){1} = p1(p2⊤p3) ;
(p1⊤p2⊤p3){2} = (p1⊤p2)p3 ;
(p1⊤p2⊤p3){1,2} = p1p2p3.
The´ore`me 71 pour p1, . . . , pn ∈ V , n ≥ 1 on de´finit :
S(p1⊤ . . .⊤pn) = −
∑
c⊆{1,... ,n−1}
(−1)card(c)(p1⊤ . . .⊤pn)c ;
S(1) = 1.
Alors S est une antipode pour (T (V ), m, η,∆, ε).
Preuve : soit c une partie non vide de {1, . . . , n−1} ; soit j = max(c). Alors (p1⊤ . . .⊤pn)c =
(p1⊤ . . .⊤pj)c−{j}(pj+1⊤ . . .⊤jn). Posons c′ = c− {j} ; alors c′ ⊆ {1, . . . , j − 1}. D’ou` :
S(p1⊤ . . .⊤pn) = −(p1⊤ . . .⊤pn)∅
−
j=n−1∑
j=1
∑
c′⊆{1,... ,j−1}
(−1)card(c′)+1(p1⊤ . . .⊤pj)c′(pj+1⊤ . . .⊤pn)
= −(p1⊤ . . .⊤pn)−
j=n∑
j=1
S(p1⊤ . . . pj)(pj+1⊤ . . .⊤pn).
Alors :
m ◦ (S ⊗ Id) ◦∆(p1⊤ . . .⊤pn) = S(p1⊤ . . .⊤pn) + p1⊤ . . .⊤pn
+
n∑
j=1
S(p1⊤ . . .⊤pj)(pj+1⊤ . . .⊤pn)
= 0
= ε(p1⊤ . . .⊤pn)1.
On montre de meˆme que m ◦ (Id⊗ S) ◦∆ = η ◦ ε, et donc S est une antipode. ✷
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12.2 1-cocycles de T (V )
Proposition 72 Soit u : T (V ) 7−→ V une application line´aire quelconque. On de´finit
Lu : T (V ) 7−→ T (V ) par :
Lu(1) = u(1) ;
Lu(v1⊤ . . .⊤vn) =
n−1∑
j=1
v1⊤ . . .⊤vj⊤u(vj+1⊤ . . .⊤vn)
+v1⊤ . . .⊤vn⊤u(1) + u(v1⊤ . . .⊤vn).
Alors Lu est un 1-cocycle de (T (V ), m, η,∆, ε).
Preuve :
∆(Lu(1)) = ∆(u(1))
= u(1)⊗ 1 + 1⊗ u(1)
= Lu(1)⊗ 1 + (Id⊗ Lu) ◦∆(1).
Si n ≥ 1 :
∆(Lu(v1⊤ . . .⊤vn)) = Lu(v1⊤ . . .⊤vn)⊗ 1 + 1⊗ Lu(v1⊤ . . .⊤vn)
+
n−1∑
j=1
j∑
k=1
(v1⊤ . . .⊤vk)⊗ (vk+1⊤ . . .⊤vj⊤u(vj+1⊤ . . .⊤vn))
+
n∑
k=1
(v1⊤ . . .⊤vk)⊗ (vk+1⊤ . . .⊤vn⊤u(1))
= Lu(v1⊤ . . .⊤vn)⊗ 1 + 1⊗ Lu(v1⊤ . . .⊤vn)
+
n−1∑
k=1
(v1⊤ . . .⊤vk)⊗ [
n−1∑
j=k+1
(vk+1⊤ . . .⊤vj⊤u(vj+1⊤ . . .⊤vn))
+u(vk+1⊤ . . .⊤vn) + vk+1⊤ . . .⊤vn⊤u(1)] + (v1⊤ . . .⊤vn)⊗ u(1)
= Lu(v1⊤ . . .⊤vn)⊗ 1 + (Id⊗ Lu) [(v1⊤ . . .⊤vn)⊗ 1
+1⊗ (v1⊤ . . .⊤vn) +
n−1∑
k=1
(v1⊤ . . .⊤vk)⊗ (vk+1⊤ . . .⊤vn)]
= Lu(v1⊤ . . .⊤vn)⊗ 1 + (Id⊗ Lu) ◦∆(v1⊤ . . .⊤vn). ✷
Soit π1 la projection de T (V ) sur V dans la somme directe K ⊕ V ⊕ V 2 ⊕ . . .
The´ore`me 73
Soit Φ : Z1ε (T (V )
∗) 7−→ L(T (V ), V )
L 7−→ π1 ◦ L.
Alors Φ est un isomorphisme d’espaces vectoriels. son inverse est donne´ par u 7−→ Lu.
Preuve : clairement, π1 ◦ Lu = u, ∀u ∈ L(T (V ), V ). Donc Φ est surjectif. Soit L ∈
Z1ε (T (V )
∗), tel que π1◦L = 0. L(1) est primitif, donc dans V ; par suite, L(1) = π1◦L(1) =
0. Supposons que L s’annule sur K ⊕ . . .⊕ V ⊗n−1.
∆(L(v1⊤ . . .⊤vn)) = L(v1⊤ . . .⊤vn)⊗ 1 + 1⊗ L(v1⊤ . . .⊤vn)
+
n∑
i=1
(v1⊤ . . .⊤vi)⊗ L(vi+1⊤ . . .⊤vn).
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D’apre`s l’hypothe`se de re´currence, on a L(v1⊤ . . .⊤vn) primitif, donc dans V . Comme
π1 ◦ L = 0, L(v1⊤ . . .⊤vn) = 0. ✷
Corollaire 74 Soit L : K ⊕ . . . ⊕ V ⊗n 7−→ T (V ), ve´rifiant (9). Alors il existe L ∈
Z1ε (T (V )
∗), tel que L(x) = L(x) pour tout x ∈ K ⊕ . . .⊕ V ⊗n.
Preuve : soit u ∈ L(T (V ), V ), tel que u(x) = π1 ◦ L(x) pour tout x ∈ K ⊕ . . .⊕ V ⊗n. En
reprenant la preuve du the´ore`me pre´ce´dent, on montre que Lu convient. ✷
12.3 Produit de battage ∗ sur T (V )
On de´finit un produit sur T (V ) en posant :
(v1⊤ . . .⊤vp) ∗ (vp+1⊤ . . .⊤vp+q) =
∑
σ∈bat(p,q)
vσ(1)⊤ . . .⊤vσ(p+q). (31)
Ce produit a un e´le´ment neutre : 1 ∈ V ⊗0.
The´ore`me 75 (T (V ), ∗, 1,∆, ε) est une alge`bre de Hopf commutative. Son antipode est
donne´e par :
S∗(v1⊤ . . .⊤vn) = (−1)nvn⊤ . . .⊤v1.
(V ⊗n)n∈N est une graduation de l’alge`bre de Hopf (T (V ), ∗, 1,∆, ε, S∗).
Preuve :
Associativite´ de ∗ : on note bat(p, q, r) l’ensemble des σ ∈ Sp+q+r, tels que σ soit
croissant sur {1, . . . , p}, {p+ 1, . . . , p+ q} et {p+ q + 1, . . . , p+ q + r}. Alors :
[(v1⊤ . . .⊤vp) ∗ (vp+1⊤ . . .⊤vp+q)] ∗ (vp+q+1⊤ . . .⊤vp+q+r)
=
∑
σ∈bat(p,q,r)
vσ(1)⊤ . . .⊤vσ(p+q+r)
= (v1⊤ . . .⊤vp) ∗ [(vp+1⊤ . . .⊤vp+q) ∗ (vp+q+1⊤ . . .⊤vp+q+r)] .
∗ est commutatif : on le montre de la meˆme manie`re que la commutativite´ du gradue´
associe´ a` la filtration par degp dans la preuve du corollaire 19.
ε morphisme d’alge`bres : imme´diat.
∆ morphisme d’alge`bres : Remarquons que :
(v1⊤ . . .⊤vp) ∗ (vp+1⊤ . . .⊤vp+q) = [(v1⊤ . . . vp) ∗ (vp+1⊤ . . .⊤vp+q−1)]⊤vp+q
+[(v1⊤ . . . vp−1) ∗ (vp+1⊤ . . .⊤vp+q)]⊤vp.
D’ou`, si v, w ∈ V , x, y ∈ T (V ), avec les notations de la proposition 60-2 :
Lv(x) ∗ Lw(y) = Lw (Lv(x) ∗ y) + Lv (x ∗ Lw(y)) . (32)
Montrons que ∆(a ∗ b) = ∆(a) ∗∆(b) par re´currence sur n = degp(a) + degp(b). Si n = 0,
alors a et b sont des constantes, et le re´sultat est imme´diat. Supposons la proprie´te´ vraie
au rang n− 1. C’est e´vident si degp(a) = 0 ou degp(b) = 0. Sinon, on peut se ramener au
cas ou` a = Lv(x), b = Lw(y). Notons que degp(x) = degp(a)− 1, et degp(y) = degp(b)− 1.
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On pose ∆(x) =
∑
x′ ⊗ x′′, ∆(y) =∑ y′ ⊗ y′′. Alors :
∆(Lv(x) ∗ Lw(y)) = (a ∗ b)⊗ 1
+(Id⊗ Lw)
(∑
(Lv(x) ∗ y′)⊗ y′′ +
∑∑
(x′ ∗ y′)⊗ (Lv(x′′) ∗ y′′)
)
+(Id⊗ Lv)
(∑
(x′ ∗ Lw(y))⊗ x′′ +
∑∑
(x′ ∗ y′)⊗ (x′′ ∗ Lw(y′′))
)
= (a ∗ b)⊗ 1 +
∑
(Lv(x) ∗ y′)⊗ Lw(y′′) +
∑
(x′ ∗ Lw(y))⊗ Lv(x′′)
+
∑∑
(x′ ∗ y′)⊗ [Lw(Lv(x′′) ∗ y′′) + Lv(x′′ ∗ Lw(y′′))]
= (a ∗ b)⊗ 1 +
∑
(Lv(x) ∗ y′)⊗ Lw(y′′) +
∑
(x′ ∗ Lw(y))⊗ Lv(x′′)
+
∑∑
(x′ ∗ y′)⊗ [Lv(x′′) ∗ Lw(y′′)]
=
(
Lv(x)⊗ 1 +
∑
x′ ⊗ Lv(x′′)
)
∗
(
Lv(y)⊗ 1 +
∑
y′ ⊗ Lw(y′′)
)
= ∆(a) ∗∆(b).
(On a utilise´ le fait que Lv et Lw sont des 1-cocycles pour la premie`re et la cinquie`me
e´galite´, (32) pour la troisie`me, l’hypothe`se de re´currence applique´e a` x∗Lw(y) et Lv(x)∗y
pour la premie`re.)
Donc (T (V ), ∗, 1,∆, ε) est une bige`bre ; d’apre`s le the´ore`me 71, T (V ) a une antipode
S∗. Montrons par re´currence sur n que S∗(v1⊤ . . .⊤vn) = (−1)nvn⊤ . . .⊤v1. C’est imme´diat
pour n = 0. Comme v ∈ V est primitif, on a S∗(v) = −v, et donc c’est vrai pour n = 1.
Si n ≥ 2 :
m∗ ◦ (Id⊗ S∗) ◦∆(v1⊤ . . .⊤vn) = 0
= (v1⊤ . . .⊤vn) + S∗(v1⊤ . . .⊤vn)
+
n−1∑
j=1
(−1)n−j(v1⊤ . . .⊤vj) ∗ (vn⊤ . . .⊤vj+1)
= (v1⊤ . . .⊤vn) + S∗(v1⊤ . . .⊤vn)
+
n−1∑
j=1
(−1)n−j[(v1⊤ . . .⊤vj−1) ∗ (vn⊤ . . .⊤vj+1)]⊤vj
+
n−1∑
j=1
(−1)n−j[(v1⊤ . . .⊤vj) ∗ (vn⊤ . . .⊤vj+2)]⊤vj+1
= (v1⊤ . . .⊤vn) + S∗(v1⊤ . . .⊤vn)
+
n−1∑
j=1
(−1)n−j[(v1⊤ . . .⊤vj−1) ∗ (vn⊤ . . .⊤vj+1)]⊤vj
−
n∑
j=2
(−1)n−j [(v1⊤ . . .⊤vj−1) ∗ (vn⊤ . . .⊤vj+1)]⊤vj
= (v1⊤ . . .⊤vn) + S∗(v1⊤ . . .⊤vn)
+(−1)n−1(vn⊤ . . .⊤v1)− (v1⊤ . . .⊤vn).
(On a utilise´ (32) pour la troisie`me e´galite´.)
Le re´sultat est alors imme´diat. ✷
Il est imme´diat que (V ⊗n)n≥0 est une graduation de l’alge`bre de Hopf (T (V ), ∗, 1,∆, ε, S∗).
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12.4 Proprie´te´s de (T (V ), ∗, 1,∆, ε, S∗)
On suppose maintenant que K est de caracte´ristique nulle, et que V est muni
d’une graduation (Vi)i≥0 telle que les Vi soient de dimension finie, avec V0 = (0). Cette
graduation induit une graduation de T (V ), et il est facile de voir que c’est une graduation
d’alge`bre de Hopf ve´rifiant (C1) et (C2).
Corollaire 76 1. Soit M = Ker(ε). Soit G un supple´mentaire gradue´ de M2 dans
M . Alors ξG : S(G) 7−→ T (V ), fixant chaque e´le´ment de G, est un isomorphisme
d’alge`bres.
2. ∀x, y ∈ T (V ), degp(xy) = degp(x) + degp(y).
(degp est de´fini dans la section 3.1.)
Preuve : de´coule imme´diatement de la proposition 18 et du corollaire 19. ✷
Soit (vi)i∈I une base de V forme´e d’e´le´ments homoge`nes. Alors (vi1⊤ . . .⊤vik)k≥0, ij∈I
est une base de T (V ) forme´e d’e´le´ments homoge`nes.
Soit fi1,... ,ik ∈ T (V )∗, de´finie par fi1,... ,ik(vj1⊤ . . .⊤vjn) = δ(i1,... ,ik),(j1,... ,jn). D’apre`s la
proposition 1, (fi1,... ,ik)k≥0, ij∈I est une base de T (V )
∗g.
fi1,... ,ikfi′1,... ,i′l(vj1⊤ . . .⊤vjn) = fi1,... ,ik ⊗ fi′1,... ,i′l (∆(vj1⊤ . . .⊤vjn))
= fi1,... ,ik ⊗ fi′1,... ,i′l
(
s=n∑
s=0
(vj1⊤ . . .⊤vjs)⊗ (vjs+1⊤ . . .⊤vjn)
)
= δ(i1,... ,ik,i′1,... ,i′l),(j1,... ,jn).
Et donc fi1,... ,ikfi′1,... ,i′l = fi1,... ,ik,i′1,... ,i′l. On en de´duit que T (V )
∗g est isomorphe a` l’alge`bre
libre ge´ne´re´e par les fi, i ∈ I. De plus :
∆(fi)((vi1⊤ . . .⊤vin)⊗ (vj1⊤ . . .⊤vjm)) = fi((vi1⊤ . . .⊤vin) ∗ (vj1⊤ . . .⊤vjm))
Si in+jm > 1, alors (vi1⊤ . . .⊤vin)∗(vj1⊤ . . .⊤vjm) ∈ V ⊗n pour un certain n ≥ 2, et donc
∆(fi)((vi1⊤ . . .⊤vin) ⊗ (vj1⊤ . . .⊤vjm)) = 0. De plus, ∆(fi)(ej ⊗ 1) = ∆(fi)(1 ⊗ ej) =
fi(ej) = δi,j . Donc :
∆(fi)(x⊗ y) = (fi ⊗ 1 + 1⊗ fi)(x⊗ y) ∀x, y ∈ T (V ).
Donc fi est primitif. On a de´montre´ :
The´ore`me 77 Le dual gradue´ de (T (V ), ∗, 1,∆, ε, S∗) est l’alge`bre gradue´e T (V ∗g) muni
du coproduit donne´ par :
∆(f) = f ⊗ 1 + 1⊗ f ∀f ∈ V ∗g.
(T (V )∗g, ∗, 1,∆, ε, S∗) est donc l’alge`bre enveloppante de l’alge`bre de Lie libre ge´ne´re´e
par V ∗g (voir [10], ch II, §3). Par suite, l’alge`bre de Lie Prim(T (V )∗g) est une alge`bre de
Lie libre.
12.5 Filtration par degp
Lemme 78 Soit m un produit donnant une structure de bige`bre sur T (V ). Soit p, q des
entiers supe´rieurs a` 1. On a :
∆˜p+q−1((v1⊤ . . .⊤vp).(vp+1⊤ . . .⊤vp+q)) =
∑
σ∈bat(p,q)
vσ(1) ⊗ . . .⊗ vσ(p+q).
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Preuve : de´coule des lemmes 15 et 59. ✷
Proposition 79 Soit m un produit donnant une structure de bige`bre sur T (V ). L’alge`bre
de Hopf gradue´e associe´e a` la filtration par degp est isomorphe a` (T (V ), ∗, η,∆, ε).
Preuve : on identifie naturellement T (V )degp≤n/T (V )degp≤n−1 et V
⊗n. On a alors un iso-
morphisme naturel d’espaces vectoriels Υ : gr(T (V )) 7−→ T (V ). Comme la filtration de la
coge`bre T (V ) provient d’une graduation de coge`bre, c’est un isomorphisme de coge`bres.
Soit v1⊤ . . .⊤vp ∈ V ⊗p, vp+1⊤ . . .⊤vp+q ∈ V ⊗q. Par le lemme 78,
(v1⊤ . . .⊤vp)(vp+1⊤ . . .⊤vp+q)− (v1⊤ . . .⊤vp) ∗ (vp+1⊤ . . .⊤vp+q) ∈ Ker(∆˜p+q−1).
Donc
(v1⊤ . . .⊤vp)(vp+1⊤ . . .⊤vp+q)− (v1⊤ . . .⊤vp) ∗ (vp+1⊤ . . .⊤vp+q) ∈ (T (V ))≤p+q−1.
Comme (v1⊤ . . .⊤vp) ∗ (vp+1⊤ . . .⊤vp+q) ∈ V ⊗p+q, Υ est un isomorphisme d’alge`bres. ✷
12.6 Produits commutatifs sur T (V )
The´ore`me 80 On suppose K de caracte´ristique nulle, et V de dimension finie ou infinie
de´nombrable. Soit m un produit commutatif sur T (V ), tel que (T (V ), m, η,∆, ε) soit une
bige`bre (et donc une alge`bre de Hopf par le the´ore`me 71). Alors (T (V ), m, η,∆, ε, S) et
(T (V ), ∗, 1,∆, ε, S∗) sont isomorphes comme alge`bres de Hopf.
Preuve : soit M l’ide´al d’augmentation de T (V ), et M∗2 son carre´ dans (T (V ), ∗, 1). On
note M∗2i = M
∗2 ∩ V ⊗i. On a M∗2 = ⊕M∗2i . Soit Gi sous-espace de T (V ), tel que
V ⊗i =M∗2i ⊕Gi (i ≥ 1). On pose G =
⊕
Gi, de sorte que M = G⊕M∗2.
Soit (vn)n∈I une base de V . Par le the´ore`me de la base incomple`te, on peut choisir Gi
ayant une base de la forme (vj1⊤ . . .⊤vji)(j1,... ,ji)∈Ki avec Ki une partie de I i.
On construit par re´currence φn : T (V )degp≤n 7−→ T (V )degp≤n ve´rifiant :
1. φn|T (V )degp≤n−1 = φn−1 ;
2. φn morphisme de coge`bres ;
3. ∀x, y ∈ T (V ), tel que degp(x) + degp(y) ≤ n, φn(x ∗ y) = φn(x)φn(y).
On prend φ0 = IdK. Les conditions 2 et 3 sont ve´rifie´es pour n = 0. On prend
φ1 = IdK⊕V . Les conditions 1,2 et 3 sont ve´rifie´es pour n = 1. Supposons φn construit, et
construisons φn+1. D’apre`s la condition 1, il reste a` de´finir φn+1 sur V
⊗n+1 = Gn+1⊕M∗2n+1.
Comme V est de dimension au plus infinie de´nombrable, V peut eˆtre muni d’une
graduation (Vi)i∈N telle que V0 = (0), et dim(Vi) soit finie pour tout i. En choisissant
la base (vn) forme´e d’e´le´ments homoge`nes, G est alors un sous-espace gradue´ de T (V ).
D’apre`s la proposition 76, ξG : S(G) 7−→ (T (V ), ∗, 1) est un isomorphisme d’alge`bres. On
peut donc de´finir φn+1 sur M
∗2
n+1 par :
φn+1(x1 ∗ . . . ∗ xk) =
k∏
i=1
φn(xi) (33)
pour xi, . . . , xk ∈ G1 ⊕ . . .⊕Gn,
∑
degp(xi) = n+ 1.
Il reste a` de´finir φn+1(vj1⊤ . . .⊤vjn+1) pour (j1, . . . , jn+1) ∈ Kn+1.
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Soient w1, . . . , wk dans V , k ≤ n. On pose w1⊤˜ . . . ⊤˜wk = φn(w1⊤ . . .⊤wk). Comme
φn est un morphisme de coge`bres, et que φn(1) = 1, on a ∆˜ ◦ φn = (φn ⊗ φn) ◦ ∆˜, et par
ite´ration, ∆˜k−1 ◦ φn = φ⊗kn ◦ ∆˜, si k ≤ n. Donc :
∆˜(w1⊤˜ . . . ⊤˜wk) = φn(w1)⊗ . . .⊗ φn(wk)
= w1 ⊗ . . .⊗ wk. (34)
(Car φk|V = IdV si k ≥ 1.)
Montrons par re´currence que φk est bijectif si k ≤ n. C’est imme´diat pour k = 0, 1.
Soit k ≥ 2, et supposons φk−1 bijectif.
Surjectivite´ : il faut montrer que w1⊤ . . .⊤wk ∈ Im(φk), ∀w1, . . . , wk ∈ V . D’apre`s
(34), ∆˜k−1((w1⊤ . . .⊤wk) − (w1⊤˜ . . . ⊤˜wk)) = 0. On en de´duit degp((w1⊤ . . .⊤wk) −
(w1⊤˜ . . . ⊤˜wk)) < k, et donc :
(w1⊤ . . .⊤wk)− (w1⊤˜ . . . ⊤˜wk) ∈ Im(φk−1) ⊂ Im(φk).
Comme par de´finition, w1⊤˜ . . . ⊤˜wk est dans Im(φk), on a le re´sultat.
Injectivite´ : soit x = x0 + . . .+ xl, xi ∈ V ⊗i, l ≤ k, xl 6= 0, tel que φk(x) = 0. Si l = 0
ou 1, alors φk(x) = x : contradiction. Donc l ≥ 2. De plus, ε ◦ φk(x) = 0 = ε(x) = x0 :
x0 = 0. D’apre`s le lemme 59 :
∆˜l−1(x) = ∆˜l−1(xl) 6= 0.
De plus, ∆˜l−1(xl) ∈ V ⊗l, donc :
φ⊗lk ◦ ∆˜l−1(x) = ∆˜l−1(xl) 6= 0.
Or
φ⊗lk ◦ ∆˜l−1(x) = ∆˜l−1(φk(x)) = 0.
On aboutit a` une contradiction, et donc φk est injectif ∀k ≤ n.
On peut donc de´finir, pour v ∈ V :
Lv : T (V )degp≤n−1 7−→ T (V )
φn(v1⊤ . . .⊤vk) 7−→ φn(v1⊤ . . .⊤vk⊤v)
= v1⊤˜ . . . ⊤˜vk = v1⊤˜ . . . ⊤˜vk⊤˜v.
(k ≤ n− 1)
Comme φn est un morphisme de coge`bres, on a :
∀x ∈ T (V )degp≤n−1, ∆(Lv(x)) = Lv(x)⊗ 1 + (Id⊗ Lv) ◦∆(x).
D’apre`s le corollaire 74, il existe Lv un 1-cocycle de T (V ), tel que Lv |T (V )≤n−1 = Lv.
On pose alors :
φn+1(vj1⊤ . . .⊤vjn+1) = Lvjn+1 (vj1⊤˜ . . . ⊤˜vjn), ∀(j1, . . . , jn+1) ∈ Kn+1.
Alors φn+1 ve´rifie 1 par construction, et 3 d’apre`s (33). Reste a` montrer 2. Soit x ∈
T (V )degp≤n+1. On veut monter que ∆◦φn+1(x) = (φn+1⊗φn+1)◦∆(x). Si x ∈ T (V )degp≤n,
on a :
∆ ◦ φn+1(x) = ∆ ◦ φn(x)
= (φn ⊗ φn) ◦∆(x)
= (φn+1 ⊗ φn+1) ◦∆(x).
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Si x ∈M∗2n+1, on peut se ramener a` x = x1∗x2, x1 et x2 dansM . D’apre`s la proposition
76-2, degp(x) = degp(x1) + degp(x2), et donc degp(xi) ≤ n pour i = 1, 2. Donc on a le
re´sultat pour x1 et x2 ; en utilisant (33) et le fait que ∆ soit un morphisme d’alge`bres, on
a le re´sultat pour x.
Si x /∈M∗2n+1, on peut se rame`ner a` x = vj1⊤ . . .⊤vjn+1, (j1, . . . , jn+1) ∈ Kn+1.
∆ ◦ φn+1(x) = ∆ ◦ Lvjn+1 (vj1⊤˜ . . . ⊤˜vjn)
= x⊗ 1 + 1⊗ x
+
n∑
k=1
(vj1⊤˜ . . . ⊤˜vjk)⊗ Lvjn+1 (vjk+1⊤˜ . . . ⊤˜vjn)
= x⊗ 1 + 1⊗ x
+
n∑
k=1
(vj1⊤˜ . . . ⊤˜vjk)⊗ Lvjn+1 (vjk+1⊤˜ . . . ⊤˜vjn)
= x⊗ 1 + 1⊗ x
+
n∑
k=1
φn(vj1⊤ . . .⊤vjk)⊗ φn(vjk+1⊤ . . .⊤vjn+1)
= (φn+1 ⊗ φn+1) ◦∆(x).
(On a utilise´ le fait que Lvjn+1 soit un 1-cocycle pour la deuxie`me e´galite´.)
On de´finit alors φ : T (V ) 7−→ T (V ) par φ|T (V )degp≤n = φn ; par la condition 1, φ est
bien de´fini. Par la condition 2, φ est un morphisme de coge`bres ; par la condition 3, φ est
un morphisme d’alge`bres. De plus, comme les φn sont bijectifs, φ est un isomorphisme
d’alge`bres de Hopf. ✷
13 Applications des re´sultats aux alge`bres de Hopf
HDR
13.1 Lien avec HDP,R
On a une surjection ̟ : T DP,R 7−→ T DR qui a` un arbre enracine´ plan de´core´ associe le
meˆme graphe, muni des meˆmes de´corations, en oubliant la donne´e du plongement dans le
plan. On prolonge ̟ de FDP,R vers FDR en posant ̟(t1 . . . tn) = ̟(t1) . . .̟(tn).
Proposition 81 On conside`re l’application suivante :
Φ :
{ HDP,R 7−→ HDR
F ∈ FDP,R 7−→ ̟(F ).
Alors Φ est un morphisme surjectif d’alge`bres de Hopf gradue´es.
Preuve : on note B+d l’ope´rateur de HDR qui envoie un e´le´ment t1 . . . tn ∈ FDR a` l’arbre
obtenu en greffant les racines de t1, . . . , tn a` une racine commune de´core´e par d. D’apre`s
[3], il s’agit d’un 1-cocycle de HDR .
Par la proprie´te´ universelle de HDP,R, il existe un unique morphisme d’alge`bres de Hopf
Φ′ : HDP,R 7−→ HDR tel que Φ′ ◦B+d = B+d ◦ Φ′. Montrons par re´currence sur n = poids(F )
que Φ′(F ) = ̟(F ). C’est vrai si n = 0. Suppposons ce re´sultat vrai pour toute foreˆt de
poids infe´rieur ou e´gal a` n, et soit F de poids n+1. Si F /∈ T DP,R, il existe F1, F2 ∈ FDP,R, non
65
vides, telles que F = F1F2. Alors Φ
′(F ) = Φ′(F1)Φ
′(F2) = ̟(F1)̟(F2) = ̟(F ). Sinon,
il existe d ∈ D, F1 ∈ FDP,R, tels que F = B+d (F1) ; alors Φ′(F ) = B+d (̟(F1)) = ̟(F ) ;
par suite, Φ = Φ′ est un morphisme d’alge`bres de Hopf. Enfin, il est imme´diat que Φ est
homoge`ne de degre´ 0. ✷
13.2 Primitifs de HDR
On utilise les notations des parties 10.2 et 10.3.
Pour p1, . . . , pn ∈ Prim(HDP,R), on de´finit par re´currence :
p1⊤˜ . . . ⊤˜pn = (p1⊤˜ . . . ⊤˜pn−1)⊤˜pn.
Lemme 82 Soient x, y ∈ HDP,R. Alors Φ(x⊤˜y) = Φ(x)⊤Φ(y).
Preuve : c’est imme´diat si x, y ∈ FDP,R. ✷
A l’aide de (30), et en remarquant que I est un coide´al inclus dans Ker(Φ), on montre
par une re´currence simple le lemme suivant :
Lemme 83 Soient p1, . . . , pn ∈ Prim(HDP,R). On a :
∆˜n−1(p1⊤˜ . . . ⊤˜pn) = p1 ⊗ . . .⊗ pn +
n∑
i=1
HDP,R ⊗ . . .⊗ Ker(Φ)︸ ︷︷ ︸
ie`me position
⊗ . . .⊗HDP,R.
On pose donc :
F˜i : Prim(HDP,R)⊗i 7−→ HDP,R
p1 ⊗ . . .⊗ pi 7−→ p1⊤˜ . . . ⊤˜pi.
On a HDP,R = Ker(Φ) +
∑
Im(F˜i). De plus, d’apre`s le lemme 82,
F˜i(p1 ⊗ . . .⊗ pi) = Φ(p1)⊤ . . .⊤Φ(pi)
= F i(Φ(p1)⊗ . . .⊗ Φ(pi)). (35)
The´ore`me 84 Φ : Prim(HDP,R) 7−→ Prim(HDR) est surjectif.
Preuve : comme Φ est un morphisme d’alge`bres de Hopf, Φ(Prim(HDP,R)) ⊆ Prim(HDR).
Soit p ∈ Prim(HDR). Comme Φ est surjectif, il existe x ∈ HDP,R, Φ(x) = p. On peut
supposer que x = x01 + F˜1(y1) + . . . + F˜n(yn), x0 ∈ Q, yi ∈ Prim(HDP,R)⊗i. ε(x) =
ε(Φ(x)) = ε(p) = 0, donc x0 = 0. Supposons n > 1. On a alors :
∆˜n−1(Φ(x)) = 0
= Φ⊗n ◦ ∆˜n−1(x)
= Φ⊗n ◦ ∆˜n−1(F˜n(yn)) + 0
= Φ⊗n(yn) + 0.
(on a utilise´ le lemme 83 pour la troisie`me et la quatrie`me e´galite´).
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D’apre`s (35), on a alors :
Φ(F˜n(yn)) = F n(Φ
⊗n(yn))
= 0.
Donc p = Φ(x) = Φ(F˜1(y1)) + . . . + Φ(F˜n−1(yn−1)). Par une re´currence descendante, on
de´montre que p = Φ(x) = Φ(F˜1(y1)). Or F˜1(y1) ∈ Prim(HDP,R), et donc Φ(prim(HDP,R)) =
Prim(HDR). ✷
13.3 Dual gradue´ de HDR
On va chercher (Ker(Φ))⊥ dans la dualite´ entre HDP,R et elle-meˆme de la section 5.1.
Proposition 85 1. (Ker(Φ))⊥ est une sous-alge`bre de Hopf cocommutative de HDP,R,
stable par γd, ∀d ∈ D.
2. Pour F ∈ FDR , on pose :
eF =
∑
̟(F ′)=F
eF ′.
Alors (eF )F∈FD
R
est une base de (Ker(Φ))⊥.
3. Pour F 1, F 2, F ∈ FDR , soit n(F 1, F 2;F ) le nombre de coupes admissibles de F telles
que P c(F ) = F 1 et R
c(F ) = F 2. Alors :
eF 1eF 2 =
∑
F∈FD
R
n(F 1, F 2;F )eF .
Preuve :
1. Comme Φ est un morphisme d’alge`bres de Hopf, Ker(Φ) est un ide´al bilate`re, un
coide´al, et est stable par S. De plus, Φ ◦B+d = B+d ◦ Φ, donc Ker(Φ) est stable par B+d .
1 ∈ (Ker(Φ))⊥ car Ker(Φ) ⊂ Ker(ε).
Soient x, y ∈ (Ker(Φ))⊥, z ∈ Ker(Φ) ; (xy, z) = (x ⊗ y,∆(z)) ; or ∆(z) ∈ Ker(Φ) ⊗
HDP,R +HDP,R ⊗Ker(Φ) ; donc (xy, z) = 0 : xy ∈ (Ker(Φ))⊥.
Soit x ∈ (Ker(Φ))⊥, y ⊗ z ∈ HDP,R ⊗Ker(Φ) +Ker(Φ)⊗HDP,R. Alors (∆(x), y ⊗ z) =
(x, yz) = 0 carKer(Φ) est un ide´al bilate`re ; par suite, ∆(x) ∈ (HDP,R⊗Ker(Φ)+Ker(Φ)⊗
HDP,R)⊥ = (Ker(Φ))⊥ ⊗ (Ker(Φ))⊥.
Comme Ker(Φ) est stable par S, (Ker(Φ))⊥ est stable par S∗g = S.
Comme Ker(Φ) est stable par B+d , (Ker(Φ))
⊥ est stable par (B+d )
∗g = γd.
Enfin, soient x ∈ (Ker(Φ))⊥, y, z ∈ HDP,R.
(∆(x)−∆op(x), y ⊗ z) = (∆(x), y ⊗ z − z ⊗ y)
= (x, yz − zy).
Comme HDR est commutative, yz − zy ∈ Ker(Φ), et donc (x, yz − zy) est nul ; par suite,
∆(x) = ∆op(x).
2. La famille (G − G′)G,G′∈FD
P,R
,̟(G)=̟(G′) ge´ne`re line´airement Ker(Φ). On montre
facilement que (eF , G−G′) = 0 si ̟(G) = ̟(G′). Donc eF ∈ (Ker(Φ))⊥. Il est imme´diat
qu’il s’agit d’une famille libre ; en comparant les dimensions des composantes homoge`nes
de (Ker(Φ))⊥ et de l’espace engendre´ par les eF , on montre qu’il s’agit d’une base de
(Ker(Φ))⊥.
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3. La dualite´ entre HDP,R et elle meˆme engendre une dualite´ entre (Ker(Φ))⊥ et
HDP,R/Ker(Φ) ≈ HDR . On a alors, pour F,G ∈ FDP,R :
(e̟(F ), ̟(G)) = (
∑
̟(F ′)=̟(F )
eF ′ , G )
= δ̟(F ),̟(G).
Alors pour F 1, F 2, F ∈ FDR :
(eF 1eF 2, F ) = (eF 1 ⊗ eF 2 ,∆(F ))
= n(F 1, F 2;F ).
D’ou` le re´sultat annonce´. ✷
Corollaire 86 Soit LD1 l’alge`bre de Lie de base (et)t∈T DR , avec :
[et1; et2] =
∑
t∈T D
R
(
n(t1, t2; t)− n(t2, t1; t)
)
et.
Alors le dual gradue´ de HDR est isomorphe a` U(LD1 ) comme alge`bre de Hopf gradue´e.
Preuve : (HDR)∗g ≈ (Ker(Φ))⊥. Comme (Ker(Φ))⊥ est cocommutative, d’apre`s le the´ore`me
17, (Ker(Φ))⊥ ≈ U(Prim(Ker(Φ))⊥). De plus, une base de Prim((Ker(Φ)⊥) est (et)t∈T D
R
d’apre`s le the´ore`me 28-7. La formule pour [et1; et2 ] se de´duit de la proposition 85-3. ✷
Remarque : on a retrouve´ ainsi le re´sultat de [3, 6].
13.4 Applications du the´ore`me 80
The´ore`me 87 Soit D un ensemble non vide, fini ou de´nombrable. Soit V un espace de
dimension infinie de´nombrable. Alors les alge`bres de Hopf HDR et (T (V ), ∗, 1,∆, ε, S∗) sont
isomorphes.
Preuve : on a vu dans la partie 10.2 que HDR et T (Prim(HDR)) sont des coge`bres isomor-
phes, Prim(HDR) e´tant de dimension infinie de´nombrable (donc isomorphe a` V ). Comme
HDR est commutative, d’apre`s le the´ore`me 80, HDR est isomorphe a` l’alge`bre de Hopf
(T (V ), ∗, 1,∆, ε, S∗). ✷
Remarque : si D et D′ sont deux ensembles non vides, finis ou de´nombrables, HDR et
HD′R sont donc isomorphes comme alge`bres de Hopf. Elles sont isomorphes comme alge`bres
de Hopf gradue´es si et seulement si D et D′ ont le meˆme cardinal.
Corollaire 88 Les alge`bres de Lie LD1 sont des alge`bres de Lie libres.
Preuve : application directe de la proposition 77. ✷
Proposition 89 Les alge`bres de Lie Prim(HDP,R) sont des alge`bres de Lie libres.
Preuve : d’apre`s la partie 10.3, (HDP,R)ab est une coge`bre tensorielle, ainsi qu’une alge`bre
commutative. D’apre`s le the´ore`me 80 et la proposition 77, l’alge`bre de Lie Prim((HDP,R)∗gab)
est libre. Or (HDP,R)∗gab s’identifie naturellement a` l’orthogonal de l’ide´al bilate`re I engendre´
par les xy − yx. Donc Prim((HDP,R)∗gab) ≈ Prim(I⊥), qui est une sous-alge`bre de Lie de
Prim(HDP,R). Mais I ⊆M2, donc Prim(HDP,R) ⊂ (1)+Prim(HDP,R) = (M2)⊥ ⊂ I⊥. Donc
Prim(I⊥) = Prim(HDP,R). ✷
68
14 Appendice
14.1 Valeurs des τk
τ1 = 1 τ13 = 208012
τ2 = 1 τ14 = 742900
τ3 = 2 τ15 = 2674440
τ4 = 5 τ16 = 9694845
τ5 = 14 τ17 = 35357670
τ6 = 42 τ18 = 129644790
τ7 = 132 τ19 = 477638700
τ8 = 429 τ20 = 1767263190
τ9 = 1430 τ21 = 6564120420
τ10 = 4862 τ22 = 24466267020
τ11 = 16796 τ23 = 91482563640
τ12 = 58786 τ24 = 343059613650
14.2 Forme biline´aire ( , ) dans HP,R
On se place dansHP,R. On ordonne les foreˆts de poids n par ≥ : F1 ≤ F2 ≤ . . . ≤ Frn
B′n = (Fi)i≤rn est une base de Hn (voir la figure 12).
B′2 =( t t , t
t ) ; B′3 =( t t t , t t
t
, t t
t
, t❅ 
t t
, t
t
t
) ;
B′4 =( t t t t , t t
t
t , t t
t
t , t❅ 
t t
t , t
t
t
t , t t
t
t , t
t
t
t
,
t❅ 
t t
t , t
t
t
t ,
t t t
t❅  ,
t t
t
t❅  ,
t t
t
t❅  ,
t❅ 
t t
t ,
t
t
t
t ).
Fig. 10: les bases B′n pour n ≤ 4.
A′n est la matrice de la forme biline´aire ( , ) restreinte a` Hn ×Hn dans la base B′n. On
obtient :
A′1 =
[
1
]
; A′2 =
[
2 1
1 0
]
; A′3 =


6 3 3 2 1
3 1 1 1 0
3 1 1 0 0
2 1 0 0 0
1 0 0 0 0

 ;
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A′4 =


24 12 12 8 4 12 6 8 4 6 3 3 2 1
12 5 5 4 1 5 2 4 1 3 1 1 1 0
12 5 5 3 1 5 2 3 1 3 1 1 0 0
8 4 3 2 1 2 1 2 0 2 1 0 0 0
4 1 1 1 0 1 0 1 0 1 0 0 0 0
12 5 5 2 1 5 2 2 1 0 0 0 0 0
6 2 2 1 0 2 1 1 0 0 0 0 0 0
8 4 3 2 1 2 1 0 0 0 0 0 0 0
4 1 1 0 0 1 0 0 0 0 0 0 0 0
6 3 3 2 1 0 0 0 0 0 0 0 0 0
3 1 1 1 0 0 0 0 0 0 0 0 0 0
3 1 1 0 0 0 0 0 0 0 0 0 0 0
2 1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0


.
Soit P ′n = Pass(B′n, (eFi)i≤rn). P ′n = A′n−1, et donc :
P ′1 =
[
1
]
; P ′2 =
[
0 1
1 −2
]
; P ′3 =


0 0 0 0 1
0 0 0 1 −2
0 0 1 −1 −1
0 1 −1 0 0
1 −2 −1 0 3

 ;
P ′4 =


0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 1 −2
0 0 0 0 0 0 0 0 0 0 0 1 −1 −1
0 0 0 0 0 0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 0 0 1 −2 −1 0 3
0 0 0 0 0 0 0 0 1 0 0 −1 0 −1
0 0 0 0 0 0 0 1 −2 −1 0 1 −1 2
0 0 0 0 0 0 1 −1 0 1 −1 −1 1 0
0 0 0 0 0 1 −2 0 −1 −1 2 1 0 1
0 0 0 0 1 0 −1 1 −1 −1 0 2 −1 0
0 0 0 1 −2 0 0 −1 2 0 2 −2 0 0
0 0 1 −1 −1 −1 2 −1 1 2 −2 −2 2 0
0 1 −1 0 0 0 −1 1 0 −1 0 2 −1 0
1 −2 −1 0 3 −1 2 0 1 0 0 0 0 −4


.
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