Ž . Žk. Ž . We treat the linear differential equation ) f q A z f s 0, where k P 2 is Ž . Ž . an integer and A z is a transcendental entire function of order A . It is shown Ž . Ž . Ž . Ž . that any non-trivial solution of the equation ) satisfies f P A , where f is the exponent of convergence of the zero-sequence of f, under the condition Ž . Ž . KN r, 1rA O T r, A , r f E for a K ) 2 k and an exceptional set E of finite Ž P 1 Ž z .
Ž .. linear measure. The second order equation f Љ q e q e q Q z f s 0, Ž .
Ž . Ž . where P z , P z are non-constant polynomials and Q z is an entire function, is
INTRODUCTION
In this note, we are concerned with the zero distribution of solutions of Ž some linear differential equations. In this field, many mathematicians e.g. w x . 1᎐9, 12 treated higher order linear differential equations with entire coefficients. In particular, the differential equation of second order f Љ q A z f s 0, 1.1
Ž . Ž .
Ž . where A z is an entire function, has been investigated in various aspects.
Ž
In this note, we use the standard notations in Nevanlinna theory see w x. Ž . Ž . e.g. 11᎐13 . Let f be a meromorphic function. As usual, m r, f , N r, f , Ž . and T r, f denote the proximity function, the counting function, and the Ž . characteristic function of f, respectively. We denote by S r, f any quan-Ž Ž .. tity of growth o T r, f as r ª ϱ outside of a possible exceptional set of Ž . finite linear measure. We use the symbol f to denote the order of f Ž . and f to denote the exponent of convergence of the zero-sequence of Ž . f. For a set ⍀ ; ‫,ޒ‬ ᑧ ⍀ denotes the linear measure of ⍀. The higher order linear differential equation
Ž . where k P 2 is an integer and A z is a non-constant entire function, is w x w x w x treated, e.g., in 3 and 7 . Ž .
where E is an exceptional set with finite linear measure.
In Section 2, we consider the problem of finding a number K such that
Ž . implies that any solution of the equation 1.2 satisfies f P A . We Ž . Ž . Ž . note that when k P 2, K s 2 in 1.3 fails to imply f P A , which is w x seen in the following example given by Bank and Laine 2 :
Ž 2i z . EXAMPLE 1.1. The function f z s exp e , which is zero free, satisfies the equation
Ž . For A s 4 e q 4 e , the equality 2 N r, 1rA s T r, A q O 1 holds.
Ž .
It is known that any pair of linearly independent solutions of 1. 
First we consider the case -ϱ. For any ) 0, 0 --, there exists a number N such that log r P y log r , n ) N.
Ž . Ž .
n n Ž . Since r is non-decreasing, we have log b s log b P log r P y log r P y log a .
Ž .
n n log r q Hence we conclude that
In the case s ϱ, for an ) 2 , there exists a number N such that log r P log r , n ) N.
Ž . n n
Similarly to the first case above, we choose a suitable set G s
a n P1y ) , log r 2 which implies our assertion.
Ž . Ž . Remark 2.3. If we suppose that f -A , then there exists a set ⍀ ; R with positive upper logarithmic density such that
for a sufficiently large r 0
In view of Lemma 2.2, there exists a set ⍀ with positive upper logarithmic 0 density such that
This implies our assertion. 
Ž . Proof of Theorem
Žk.
Put g s f Јrf in 1.2 . Then by Lemma 2.B, f rf is a differential Ž . polynomial in g of degree k having constant coefficients. From 1.2 , we get
. Ž . where P z s P g z . By means of Lemma 2.A and 2.4 , we have
Ž . Ž . Ž . From 2.3 , 2.5 , and 2.6 , 
Second order Equations
Ž . This section is devoted to the study of the equation 1.1 in the case Ž .
Ž .
where P , P are non-constant polynomials: 
Ž .
Before the proof of Theorem 3.2, we prepare some notations. Let P z Ž . Ž . n be a polynomial of degree n P 1: P z s ␣ q ␤i z q иии , ␣ , ␤ g ‫.ޒ‬ Define ␦ P , s ␣ cos n y ␤ sin n , for g 0, 2 .
Ž . .
We 
Further, we define
To prove Theorem 3.2, we recall some lemmas below. Lemma 3.C is w x given in Bank and Langley 6, Lemma 3 . We also need Lemma 3.D from w x Gundersen 10, Corollary 1 to Theorem 2 . Lemma 3.E is a well-known w x Phragmen᎐Lindelof-type theorem. We refer to Titchmarsh 14 Ž . . yyq r ns0. We have that tan n s ␣ r␤ , j s 1, 2, stan n y ny q s .
Ž .
This contradicts the assumption that r is not real. Hence we see that 1 2 each component of S q and S q contains a component of S q l S q . The
oundaries of the components of S l S are some of the rays arg z s . 1 2 jq
We fix a component of S q l S q , say S*. We may write
Since every component of S q and S q is of opening rn, the rays 1 2 arg z s U , arg z s U are contained in S q and S q , respectively. We 1  1  1  1  2  2  2  2 3.C, we have
P Žr e . P Ž r e .yP Ž r e . 
Thus we obtain for all r large enough large r, 
Ž . means of Lemma 3.C, ther exists an R I such that for any g I and Ž . r P R I , 
