Abstract. In this paper we consider a two-group SIR epidemic model. We study the finale 3 size of the epidemic for each sub-population. The qualitative behavior of the infected classes at the 4 earlier stage of the epidemic is described with respect to the basic reproduction number. Numerical 5 simulations are also preformed to illustrate our results. 6
1. Introduction. In this article we study a two-group epidemic model. In order 9 to focus on the dynamical properties of an infectious disease itself, here we neglect the infection, see Thieme [40] ), and η > 0 is the recovery rate (i.e. the rate at which 20 infectious individuals recover).
21
Epidemic model have a long history and starts with the pioneering work of 22 Bernoulli [7] in 1760 in which he aimed at evaluating the effectiveness of inocula-23 tion against smallpox. The susceptible-infectious-recovered (SIR) model as we know 24 today takes its origin in the fundamental works on "a priori pathometry" by Ross 
37
The main tool to understand the dynamical properties of equation (1) is the 38 following conservation formula
39
(2) d dt S(t) + I(t) − η β ln(S(t)) = 0.
40
By exploiting the above conservation formula, Hethcote [19, 20] obtain the following 41 classical result.
42
Theorem 1. Let (S(t), I(t)) be a solution of (1) . If R 0 := βS 0 /η ≤ 1, then I(t) is the unique root in 0, η β of the equation
50
In this article, we focus on a two-group SIR epidemic model. 
with the initial distributions
where S(t) are the susceptible, I(t) are the infectious and R(t) are the recovered and
74
are decomposed accordingly to the population 1 and 2
The recovery of individuals (or quarantine of infectious) is described by the matrix
while the transmission of pathogen is described by the matrix 79 B = β 11 β 12 β 21 β 22 .
80
The diagram flux of system (4) is described in Figure 1 . System (4) can be rewritten as the following system
83
We make the following assumption on the parameters.
84
Assumption 2. We assume that
85
(i) B is a non negative matrix irreducible;
86
(ii) η 1 > 0 and η 2 > 0.
87
Remark 3. One may observe that B irreducible is equivalent to assume that 88 β 12 > 0 and β 21 > 0.
89
When we assume in addition that the transmission of pathogen occurs by criss-cross 90 transmission only (i.e. β 11 = β 22 = 0) this of course implies that B is invertible.
91
One may observe that such a system SIR has an infinite number of equilibrium.
92
Namely every three non negative vectors is an equilibrium of the system.
95
Moreover system (4) preserves the total number of individuals in each sub popu-96 lation. Namely for each t ≥ 0
where N 1 > 0 (respectively N 2 > 0) is the number of individuals in sub-population 1
99
(respectively sub-population 2).
100
It is trivial to verify that t → S(t) is non increasing and t → R(t) is non decreasing
101
(since the solutions are non-negative). Therefore by using the equality (6) The final distribution of recovered individuals R +∞ is the total number of individuals 107 who have been infected during the epidemic.
108
We can also rewritte the model (4) by using the fraction of individuals instead of 109 the number of individuals. Consider
then the fraction of individuals are given by
and the model (4) rewrites as
The goal of this article is to extend Theorem 1 to a two-group epidemic model.
116
Actually Theorem 1 can be decomposed into two part parts : 1) the computation of 117 the finale size of the epidemic ; 2) the qualitative behavior of the infected class. As 
and by summing the S-equation and the I-equation we obtain
140
Hence for each t ≥ 0
and by combining (8)- (9) we obtain
144
Therefore the analogous of formula (2) is the following
By integrating (10) between 0 and +∞ we obtain
and since I(+∞) = 0 we obtain
Hence we deduce that S(+∞) satisfies the following fixed point problem
where 153 V := (S + I)(0).
154
The fixed point problem (11) reads as to find 0 ≤ S(+∞) ≤ S(0) satisfying
156
In the sequel we will use the following notations
Consider T : R 2 → R 2 the map defined by the second member of system (12). Namely
Then it is clear that T is monotone increasing. This means that
and by using the fact that β 21 > 0 and β 12 > 0 we obtain
Moreover it is not difficult to see that
172
Therefore by using induction arguments we deduce that for each n ≥ 1
174 so that by taking the limit when n goes to +∞ we obtain
Then by continuity of T we have
178 By using the above arguments we obtain the following lemma.
179
Lemma 4. All the fixed point of T into [0, S(0)] are contained into the smaller
The irreducibly of B gives the following property.
182
Lemma 5.
Proof. Assume for example that S
187
Similarly β 12 > 0 gives S
188
Lemma 6. For each λ > 1 and X 0 we have the following inequality
Proof. We have
and the differential of T is given by the following formula
.
194
Since λ > 1 and X 0 we deduce that
196
It follows that
198
Theorem 7. The map T has at most two equilibrium. More precisely we have 
206
Then by using the same arguments as in Lemma 5 we deduce that
210
Since X S + this implies that 211 γ > 1.
212
We have
and by applying T on both side of this last inequality we obtain
216 By using Lemma 6 we have
which contradict the definition of γ.
221
In the rest of this section we will focus on the case
223
By using formula (15) we deduce that
Lemma 8. The spectral radius of the matrices DT (S − ) and DT (S + ) satisfy the 
228
Proof. We observe that
and since S + − S − 0 we have 
248
We can rewrite the I-equation of system (5) as
and since t → S(t) is decreasing we have 
− I EI(t).

252
By using the theory of monotone dynamical systems, we deduce that 
Recall that the I-equation in system (4) is given by
288
Then the following lemmas holds true.
289
Lemma 11. Assume that EI(0) is proportional to V the eigenvector associated 290 to the dominant eigenvalue (i.e. R 0 ) of the matrix diag (S(0)) BE −1 . Then at time
293
Moreover if we assume that R 0 > 1 and EI(0) proportional to V , then both compo- nents I 1 (t) and I 2 (t) are increasing locally around t = 0. Similarly, if we assume 295 that R 0 < 1 and EI(0) proportional to V then both components I 1 (t) and I 2 (t) are 296 decreasing locally around t = 0.
297
Furthermore for any initial distribution I(0) we have
299
Remark 12. It is obvious to see that when R 0 > 1 we always have at least one 
302
Note that the explicit form of the I-equation in system (4) is given by
which is equivalent to
I2(t) − (η 2 − β 22 S 2 (t)) I 2 (t).
306
By using the above system we also deduce the following lemma. give the relationship between the final size of the epidemic and R 0 defined in (18).
315
More precisely we give a generalization of (3) for our two-group SI epidemic model.
316
Recall that 
320
Hence using the fact that L = diag(S 0 )BE −1 we obtain
Finally recalling that L is an irreducible matrix and R 0 = r(L) we can find a left
323
Note that (22) generalized the relation between R 0 and the final size of the epidemic for the one dimensional SIR model. In fact for the one dimensional SI model we trivially have diag(S 0 ) = S 0 and since W becomes a positive real number we trivially obtain
3. Numerical simulations. In this section we illustrate the theoretical results b) ) represents the evolution of the fraction of susceptible s1 of sub-population 1 (resp. s2 of sub-population 2) with respect to the fraction of infectious i1 of sub-population 1 (resp. i2 of sub-population 2). Figure (c) (resp. (d) ) represents the evolution of the fraction of susceptible s2 (resp. removed r2) of sub-population 2 with respect to the fraction of susceptible s1 (resp. removed r1) of sub-population 1. We fix β11 = β22 = 0; β12 = 0.3 ; β21 = 0.2 ; η1 = 0.12 and η2 = 0.13. The fraction of infectious of each subpopulation is fixed with i10 = i20 = 10 −5 . The fractions of susceptible takes different values with the constraint s10 = s20 while the fraction of removed satisfies r10 = 1 − s10 − i10 and r20 = 1 − s20 − i20. Figure (a) (resp. (b) ) represents the evolution of the fraction of susceptible s1 of sub-population 1 (resp. s2 of sub-population 2) with respect to the fraction of infectious i1 of sub-population 1 (resp. i2 of sub-population 2). Figure (c) (resp. (d) ) represents the evolution of the fraction of susceptible s2 (resp. removed r2) of sub-population 2 with respect to the fraction of susceptible s1 (resp. removed r1) of sub-population 1. We fix β11 = β22 = 0; β12 = 0.7 ; β21 = 0.91 ; η1 = η2 = 0.15. The fraction of infectious of each sub-population is fixed with i10 = i20 = 10 −5 . The fractions of susceptible takes different values with the constraint s10 + s20 = 1 while the fraction of removed satisfies r10 = 1 − s10 − i10 and r20 = 1 − s20 − i20. More precisely The map i 1 (t) is first decreasing, then increasing to reach a peak and 336 finally decreases to 0. This shows that the dynamic of the infectious classes is more 337 complex in a two groups model than with a single group. consider S 1 (t) (respectively I 1 (t)) the number of susceptible (respectively infectious) 350 outside hospital at time t. We also consider S 2 (t) (respectively I 2 (t)) the number 
����� �����
In order to investigate this epidemic we will reconsider the two groups model
where β 11 = 0.00008 is the infection rate of susceptibles outside hospital due to to provide a reasonable fit to the data.
368
The initial distribution of population used in the simulation is the following S 1 (0) = 2, 000, S 2 (0) = 300, I 1 (0) = 5 and I 2 (0) = 5.
In Figure 6 and Figure 7 we present a simulation of the model for the number of new 369 infected and the cumulative number of case respectively.
370
The two-group model of this SARS epidemic assists understanding of the reasons the number of hospital cases rapidly declined, and the epidemic rapidly extinguished.
379
The two-group model reveals these features of the 2003 SARS epidemic in Singapore. 
