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This project provides a framework for small scale remote monitoring and control 
systems which do not have their own communication infrastructures, and depend 
heavily on public networks. The limitation lies on the bandwidth and stability of 
the network. Existing frameworks and standards are mostly designed for big scale 
systems such as Supervisory Control And Data Acquisition (SCADA) systems. 
This framework aims to address the challenges in small remote systems. It can be 
deployed to both Windows operating system and real-time operating system, as 
often remote control systems require time deterministic controls.  
 
There are a few challenges of facilitating communication in such small remote 
systems. Firstly, performance depends solely on available networks that are 
usually shared among many users. When available network bandwidth for the 
program is not stable, data may be delayed or lost. Secondly, there are many 
different data types to be transferred between the remote station and the host 
computer at different frequencies. Thirdly, when a system is deployed remotely, 
there must be a way to check its conditions for maintenance purposes.   
 
The framework created addresses the above problems.  
 
Parallel communications using different transmission protocols are implemented 
so that multiple data types can be transmitted at different frequencies with 
different priority levels. Instead of the common practice of converting all data to a 
string and sending as a data packet, each data type is sent as it is with a dedicated 
communication port. Parallel programming technique is used to assign the 
communication ports to separate threads for parallel processing so as to fully 
utilize CPU resources and network bandwidth.  In this way, different data types 
can be sent at different frequencies. Each data type is assigned with a priority 
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level so that critical data can be sent timely. This is achieved by pausing lower 
priority level tasks to free up enough resources for critical data; CPU re-
scheduling is required.  
 
 Adaptive video streaming is employed to ensure smooth communication when 
network bandwidth varies. Video usually takes up much of bandwidth. In this 
framework, video frame rate is auto-adjusted according to network speed, user 
options are available for different resolution level, allowing cropping of image 
also reduces the amount of data significantly. Performance of common 
compression schemes and communication protocols are compared and evaluated. 
 
Synchronization of the host and remote stations allows user to tell timeliness of 
the data. Obsolete data should not be used for critical decision making. Network 
Time Protocol (NTP) technique is employed to synchronize the host and remote 
systems. The host computer is configured to be the time server, remote system 
runs NTP synchronization algorithm once per 30 minutes.  
 
Lastly, implementation of system heartbeat and system condition monitoring 
addresses system maintenance problems. Heartbeat is important for remote 
systems especially headless systems to make sure that the program is running. 
Information such as CPU or memory usage or overheating of hardware is used for 
predictive system maintenance to avoid unnecessary system break down.  
 










Remote monitoring and control refers to the measurement of disparate 
devices from a network operations center or control room and the ability 
to change the operation of these devices from that central office [1]. In 
simple terms, a remote monitoring and control system is a system in which 
the control center is able to access and change the operations of some 
devices that are deployed some distance from the control center. In order 
to access and change those remotely deployed devices, data must be 
exchanged between the control center and the remote devices.  
 
The most famous application of remote monitoring and control is 
Supervisory Control And Data Acquisition (SCADA) system. A SCADA 
system is usually deployed in large scale that involves many subsystems 
including its own communication infrastructure with industrial 
communication buses and protocols [2]. The data streaming technology in 
SCADA industry is quite well established and network bandwidth is 
seldom a concern as it has its own communication infrastructure. For 
example, Foundational Field Bus is commonly used in Oil & Gas industry, 
ModBus is used in some Programmable Logic Controllers (PLCs). 
Example applications of SCADA systems are smart grid, water treatment 
or structural health monitoring.  
 
With increasing accessibility and stability of commercial networks and 
wireless technologies, there are increasing demands on remote monitoring 
and control systems, be it on a large deployment or small scale. Although 
communication technology is well established in big remote control and 
monitoring systems, it is still quite new for small scale applications. Data 
streaming for small systems relies heavily on commercially available 
networks as they usually do not have their own communication 
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infrastructure. There are some works done in this field to make use of 
commercial networks for data exchange, for example, sending SMS alarm 
to an operator through GSM, or adaptive video streaming that works under 
low internet speed [3].  
 
Adaptive streaming technology is by far optimized for video streaming 
and focuses on the delivery of good video quality. Main adaptive 
streaming technology adopted by vendors and service providers include 
Adobe with Flash-based Dynamic Streaming, Apple with HTTP Live 
Streaming (HLS), and Microsoft with Smooth Streaming for SilverLight 
[8]. However, a control system usual requires more than one type of data, 
for example, some numbers to indicate the current status of the system, 
Booleans to tell the operator whether there is an alarm, and probably 
videos for environment inspection. There are few available platforms in 
the market that can cater to streaming of different types of data for small 
scale remote monitoring and control systems. Most of the existing 
platforms either cater to only one particular data type, like video, or 
convert all data types to a string and send as a data packet. In the second 
method, all data types are treated with equality, it may cause delay in 
sending critical information.  
 
In this thesis, a framework of adaptive data streaming for small scale 
remote monitoring and control systems is presented.  The framework can 
be deployed to both Windows Operating System and Real-Time Operating 
Systems (RTOS). It is recommended that for control systems that require 
very low latency and time deterministic tasks to use RTOS.  
 
A data stream is a sequence of digitally encoded coherent data packets 
which are in the process of being transmitted [4]. In high volume data 
streaming, the available network bandwidth can be utilized close to 
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capacity and any variation in the line conditions can adversely affect the 
data streaming performance. Thus, given the inevitable dynamics both in 
the line conditions and data transfers happening, adaptive data streaming 
is required for the transmission of large amount of data effectively over a 
network. With adaptation, when the connection is good, the client receives 
a high-quality and high-data-rate stream. When the connection speed 
drops, the client will compromise with a lower quality and/or, lower rate 
transfer to maintain a continuous connection. Such abilities to attain 
required system performance with intelligent adaptation have led to the 
implementation of new industrial control configurations based on wireless 
area networks [5] - [7].  
 
Dynamic transmission along with an increasing number of devices 
transmitting all at once over the same wireless bandwidth leads to higher 
and faster variation in transmission rate with time, opening up challenges 
in the implementation of  real-time wireless communications in control 
and monitoring applications. In monitoring and control industrial 
applications, multiple data types will be circulating within the application 
and may be associated with different priority level at a point in time. Thus, 
the framework must be able to address these challenges.  
 
A key challenge is the capability to prioritize transmission of different 
types of data of concern in the application over a limited bandwidth. 
Generally, control systems require transfer of multiple data types bi-
directionally and transfer in real-time in order to allow critical decision 
making. A common approach is to convert all data to string, or pack them 
into a cluster, before transferring these clusters in series. The limitation 
with this approach is the lack of flexibility to prioritize certain data types 
over others, and to transmit high priority data types more accurately and in 
a timelier manner so that critical information is received in an expedient 
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manner even when the bandwidth is limited. The proposed framework 
allows the streaming of different data types in parallel channels and 
allowing a priority level to be assigned to these channels.  
 
Another challenge specifically relates to the transmission of high volume 
density data such as real-time surveillance videos over a network of 
limited bandwidth. The adequacy of video streaming hinges on the 
requirements at the receiving end which can be in terms of a frame rate, 
resolution or a weighted variation of these uncompromising requirements. 
Adaptive video streaming approaches can seek the optimal balance point 
among these parameters, adapting to different network speeds, and at the 
same time, allow enough quality for the viewer to make necessary 
decisions. Thus, instead of focusing on pushing video quality [6]-[8], the 
available bandwidth can be used as the overriding factor to allow users to 
choose what is more important for viewing. For example, video quality 
may be traded-off for frame rate when fast update of the images is 
important, or allowing cropping of part of the image to have a better focus 
on a small area, reducing video size and maintaining the image resolution 
when close inspection of small parts is of interest. The proposed 
framework allows video resolution and frame rate to be adapted based on 
network speed and it includes functionalities to release capacity by 
allowing user cropping of viewing window to remove unnecessary data 
when an optimal and acceptable quality cannot be possible. The 
performance of different video codec and transport protocols will also be 
analyzed so an appropriate combination can be chosen for a specific 
requirement. 
 
System health monitoring is important for remote control systems. As the 
actual control system is deployed distance away from the control center, 
the operator needs some visibility of the system status to make decisions 
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for system maintenance and avoid unnecessary system break down or 
over-worn of the machine. A system health monitoring subsystem is 
integrated in the framework. 
 
Finally, in a real-time application, the synchronization of host and client 
systems is most critical to allow remote control and monitoring.  Network 
speed can affect the rate of data exchange between the host and client 
systems significantly. Data received for decision making cannot be 
received at a time too much later than the expected time as this will lead to 
a loss of synchronization and therefore, mis-timed and incorrect final 
actions carried out. The proposed framework utilizes Network Time 
Protocol (NTP) synchronization in order to make sure that the data 
received within an acceptable time threshold for the application. 
 
This framework is tested in an electric car remote driving project, results 
are presented. 
 
The rest of the thesis is organized as follows. Chapter 2 introduces the 
system architecture, including hardware and software used in the 
framework. Chapter 3 explains how different data types are segregated 
and transmitted in parallel with different priority levels. In chapter 4, 
adaptive video streaming with various user options is presented. System 
health monitoring is discussed in chapter 5. Chapter 6 briefly explains how 
system synchronization is done. The performance of the framework is 
tested in an electric car remote driving project and the results are presented 







2. System Overview 
 
System setup considered in this thesis is shown in Figure 2.1. The host 
computer is connected to the client computer via a point to point 
connection. At the same time, the host computer acts as a server, and it 
allows remote access of data from other machines, such as smart phones 
or tablets. The client computer has cameras and other measurement 
sensors or actuators connected to it for substation control.  
 
Figure 2.1, System setup with one host computer and one client computer, remote 
access could be multiple devices 
2.1 Hardware Setup 
In the realization here, the client computer is a PXI system which is a 
modular, PC-based platform for test, measurement and control. The 
PXI runs Windows 7 and can be formatted to run Real-Time-
Operating-System (RTOS). The PXI system can be used to realize 
different types of monitoring and control applications. For 
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generalization, the framework is also tested with the PXI running 
Windows 7 and another PXI running RTOS to prove that this 
framework can work in both Windows and RTOS environment. The 
host computer is a laptop running Windows 7. They are connected 
under the same network, and can communicate with each other 
through Transmission Control Protocol (TCP), User Datagram 
Protocol (UDP) and Network Stream (NS). The remote access device 
can be a computer or a tablet like an iPad. At the client computer side, 
two webcams are used for video acquisition.  
 
2.2 Software Setup 
The programming platform used is LabVIEW and it is chosen because 
it can be deployed to all the three systems, thus eliminating the needs 
to program different platforms using different programming languages 
and create interfaces for the different programs which usually 
introduce unnecessary latency. 
 
Figure 2.2 shows simplified software architecture of the framework. 
Three main tasks are running independently, including parallel data 
transmitting and receiving, system clock synchronization and system 
health monitoring. Details of implementing each task will be discussed 



















3. Data Types Segregation and Prioritization  
 
Control and monitoring applications will typically require multiple and 
different data types to be transferred instantaneously and since 
“instantaneously” is an unachievable notion with practical constraints in 
the network, prioritization with their transfers is important. For example, 
in the remote monitoring of a refinery plant, numerical data types exist to 
relate to parameters such as temperature and oxygen contents, and string 
types are needed for alarm messages. Apart from them, videos are also 
required during site inspections. From the control center, commands are 
sent to the plant such as Boolean commands to shut down or start up a 
system. 
 
The common way to incorporate different data types is to convert all data 
to a string or pack them into a cluster, and then transferring a single string 
or series of clusters through the network. However, the problems with 
such an approach are all data types are treated as with same level of 
importance and processing time to disseminate the data packet. When the 
network speed is low, receiving time critical information becomes an issue 
because available bandwidth is shared between the critical information 
and non-critical information, and they are all queued within the series of 
clusters. For example, an alarm message cannot be received once an alarm 
is triggered as the alarm message is queuing up together with other 
information and data types which are not sent yet and allocated ahead of 
the alarm. To resolve this problem, it is desirable for the framework to be 







3.1 Parallel Data Streaming 
Making use of the multi-cores in a processor as well as using more 
bandwidth in the network would help to increase data processing and 
streaming speed greatly. As the speed of processors increases to a 
limit, vendors of processors had come out with a solution to overcome 
this problem; that is to increase the number of cores and divide a 
bigger task into small tasks and process the smaller tasks in different 
cores simultaneously. To tack on the advantage of a multi-core 
processor, parallel programming is needed. A network is usually 
shared by many users. To make greater use of the bandwidth, we can 
configure multiple virtual communication ports in one computer. After 
comparing the performances of sending data sequentially and 
parallelly, this framework chooses to use parallel data streaming.  
 
Usual communication protocols used in network streaming are 
Transmission Control Protocol (TCP) and User Datagram Protocol 
(UDP). TCP provides reliable, ordered, error-checked delivery of a 
stream of octets between programs running on computers connected to 
an intranet or the public internet [9]. UDP uses a simple transmission 
model with a minimum of protocol mechanism [10]. TCP is useful for 
lossless communications and UDP is more for applications that do not 
require reliability of data, but instead emphasize on low-overhead 
operation and reduced latency rather than error checking and delivery 
validation.  
 
TCP treats data to be transmitted as just an unstructured stream of 
bytes, and this has some important implications on how it is used. One 
aspect of this characteristic is that since TCP does not understand the 
content of the data it sends, it normally treats all the data types in a 
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stream as equals. The data is sent to TCP in a particular sequence, and 
is transmitted in that same order.  
 
On the other hand, UDP sends the most current data out; however, it 
does not guarantee that the data is received. Therefore, critical 
information cannot be sent using UDP.  
 
Using TCP or UDP alone will not meet the data requirements of a 
remote control system. TCP guarantees lossless communication, but 
important data are not sent timely. UDP provides a faster way of 
communication, but it is lossy, important data may be lost if network 
connection is not stable. 
 
 In order to be able to segregate different data types, the data should 
not be packed together, and sent in sequence. To achieve this, different 
data types should be sent independently in parallel.  
 
To send data in parallel, each data type should have its own 
communication port. A communication port is an application-specific 
or process-specific software construct serving as a communications 
endpoint in a computer’s host operating system [11]. As it is a 
software construct and not a physical channel, more than one port can 
be configured in a computer. Each port will be assigned a unique port 
number in the host computer. Configuring different ports also enables 
network streaming using different protocols at the same time. For 
example, use TCP to transfer important data like an alarm message, 
and UDP to transfer data that allows some lossy information but need 




Figure 3.1 illustrates typical situations in sending data sequentially. 
Time axis is not drawn to scale. If one data stream contains one image 
data, one numeric data and one Boolean data, the system waits till all 
three data types are ready to be send, and change all data types to a 
string and package them together in a pre-defined order. Then the data 
stream is transmitted through network. The receiving system receives 
the whole data package, separate the data according to the pre-defined 
order, and convert them back to the original data types.  
 
Figure 3.1, Sequential data transmission, system waits till all data ready and 
transmit at once 
 
Figure 3.2 illustrates the situation when different data types are sent in 
parallel. Time axis is not drawn to scale. In a system that is running in 
parallel, when some data is ready to be sent, it can be sent 
immediately, need not to wait for other data. Before sending the data, 
no data packaging is needed. At the receiving end, the data is not 
needed to be unpacked. The time taken to transfer all three data types 
is less as no data processing is needed. The latencies in sending the 
numeric and Boolean are much smaller as these data can be sent 
immediately when it is ready, need not to wait for the image to be 
ready. In this way, if the numeric or Boolean data needs to be sent 




Figure 3.2, Parallel data transmission, data is sent once it is ready without 
waiting for other data types and further data processing 
 
Experiments are done to investigate the performances of sending data 
in sequence as compared to sending data in parallel.  
 
Two programs are done to send the same data, including an image, 
four numeric data, and a Boolean value. One program sends all the six 
data using TCP with all data packaged in a sequence. The second 
program sends all the six data in parallel using TCP through six 
different ports. Only one type of protocol, TCP, is used throughout the 
experiment to make sure that changes in performance is not caused by 
different speeds of protocols. Figure 3.3 shows the Graphical User 




Figure 3.3, GUI of receiving end showing one image, 4 numeric and 1 Boolean 
data 
 
The test is done using two computers directly connected to each other 
through an Ethernet cable. This is to minimize the effect of network 
instability, so that the difference in transferring time is mainly caused 
by the architectures of the programs. 
 
Results show that sending data packaged in sequence takes an average 
of 126.38 milliseconds (ms) to send over one data packet with data 




Figure 3.4, Benchmarking of transmitting data in sequence, average of 126.38 
ms to send over all data types with dissemination 
 
In the second program, as the data is sent in parallel, the time taken for 
each data type is different. The data type that takes the longest time is 
the image as it has the largest number of bytes. It takes about 98.85 
ms, as shown in Figure 3.5, to send over an image, which is about 28 
ms less than the sequential method. The numeric and Boolean values 
take an average of 2.18 ms, as shown in Figure 3.6, to send over one 
data. There is no data dissemination needed as different data types are 




Figure 3.5, Benchmarking of sending image in parallel with other data types, 
average of 98.85 ms to send one image 
 
 
Figure 3.6, Benchmarking of sending Boolean in parallel with other data types, 
average of 2.18 ms to send one Boolean 
 
Another advantage of sending data in parallel is to make full use of the 
computer CPU resources. Most of the processors now have more than 
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one core. Sequential programming typically uses one core. But parallel 
programming makes full use of the multiple cores of the computer. In 
the experiment, different ports are configured to use different threads, 
and different data types are sent from different threads.  
 
Windows Task Manager is opened to observe the performance of the 
two programs. In sequential transmitting, as shown in Figure 3.7, the 
CPU usage is about 11%, core 0 is configured for GUI, and core 1 is 
configured for data transmitting. Core 2 and 3 are not used much. 
 
 
Figure 3.7, CPU usage when sending data in sequence in Core 1 
 
Referring to Figure 3.8, when the program sends data in parallel runs, 
the CPU usage is about 12%. And the resources usage is spread across 
the 4 cores. Core 0 is configured for GUI and to take image from a 
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webcam, core 1 is to send the image from webcam with TCP port 
2566. Core 2 is configured to send the four numeric values with TCP 
port 2565. Core 3 is configured to send the Boolean value with TCP 
port 2564. As Core 3 has the least amount of tasks to perform, Core 3 
usage is the lowest among all. In this way, data can be transmitted in 
parallel, and minimizing buffering and queuing time.  
 
 
Figure 3.8, CPU usage when sending data in parallel making use of all cores 
 
In conclusion, to send different data types in parallel, different 
communication ports are configured in different threads of the processor. 
Parallelism reduces data processing, makes better use of the processor 
resources and network bandwidth; it reduces latency in streaming different 





3.2 Priority Streaming 
Certain tasks and information are more important for decision making 
than others. For example, a critical warning message is more important 
than video transmission from surveillance cameras. Higher priorities 
have to be set for critical tasks and information.  
 
In TCP communication, there is an URG Flag. This flag is used to 
inform a receiving station that certain data within a segment is urgent 
and should be prioritized. If the URG flag is set, the receiving station 
evaluates the urgent pointer, a 16-bit field in the TCP header. This 
pointer indicates how much of the data in the segment, counting from 
the first byte, is urgent. However, using this method would mean that 
the receiving end still needs to receive the whole data packet. The 
prioritization is only on which data segment to process first. This 
would only help when the data packet is big. But it does not improve 
the performance much when the transmission end needs to wait for all 
data types to be ready and package the data.  
 
In this project, priority programming is used to overcome this problem.  
Different data types are assigned to be transferred using different cores 
or threads as separate tasks. Each task is assigned with a priority 
number. In LabVIEW programming, priority value is a relative 
number as long as different tasks are assigned with different numbers; 
the higher the value, the higher the priority. In the experiment, the 
Boolean value is set to have a priority value of 101, and the rest, image 
and numeric values are set with priority values of 100. That means the 
Boolean value is of higher priority than other data types. Whenever 
there is a Boolean value to be transmitted, if there is not enough 
resources, CPU or memory or network bandwidth, other data that is in 
the process of transmitting will be halted to allow resources for the 
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Boolean value to be sent first. In real application, this Boolean value 
can be an indicator of an alarm. 
 
Through experiments, when the Boolean value is set as the same 
priority as other values, it takes an average of 2.18 milliseconds from 
the time it is ready to be sent to the time it is correctly interpreted by 
the receiver, as shown in Figure 3.9. Figure 3.10 shows that when the 
Boolean value is of higher priority than other values, it takes 0.1 
millisecond on average to be sent over.  
 
 
Figure 3.9, With same priority as other data types, Boolean takes average 2.18 





Figure 3.10, With higher priority than other data types, Boolean takes average 
0.10 ms to transfer 
 
The drawback of setting priority is processor resource usage is 
significantly higher. Through measurement, CPU usage is about 3.5 times 
higher than not setting priority. As shown in Figure 3.11, CPU usage is 
about 39% as compared to 12 % in Figure 3.8 when priority setting is not 
used.  This is because a lot of computation is needed to reschedule tasks 
for processor. However, this is based on the assumption that the Boolean 
value has to be sent once per millisecond, which is not very usual in real 
application. Alarm signal does not trigger off every millisecond. Thus, 





Figure 3.11, CPU usage when setting priority for Boolean with transmission 
interval of 1 ms 
 
The results show that when the frequency of sending the Boolean value is 
reduced to once every 5 milliseconds, CPU resource usage is reduced to 
16% as shown in Figure 3.12, maintaining the average transmission time 




Figure 3.12, CPU usage reduced to 16% when Boolean transmission interval is 




Figure 3.13, Time taken for each Boolean value to be transmitted over still 
maintains at 0.11 ms 
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3.3 Implementation in Real-Time Operating System 
Many monitoring and control systems are running real-time operating 
systems (RTOS). Real-time control system offers a few advantages in 
control systems.  Firstly, RTOS operates tasks in a time deterministic 
manner, unlike in Windows system where the task may be finished 
faster or slower depending on system resources available. Secondly, 
RTOS is able to run critical applications for an extended period of 
time, as RTOS do not run background applications like anti-virus or 
Windows update or user interface, thus resources are dedicated to user 
defined tasks only. In addition, RTOS has advanced scheduling 
algorithm, and precise system clock to reduce jitter. Jitter is a measure 
of time deviation from the required time to the actual time taken to 
complete a task. One drawback of RTOS is that it does not provide 
user interface, programmers have to design a user interface using 
viewing panels such as a touch panel running Windows embedded 
system.  
 
Overall, RTOS is popular for remote monitoring and control systems. 
These systems usually do not require a Windows operating system as 
it does not need the additional functions that a Windows system 
provides, like web browsing, video playing. The real-time aspect gives 
a more stable and long lasting control system.  
 
In this framework, the program is designed such that it is able to run in 
both Windows and RTOS. The real-time portion is tested using NI 
PXIe-8115, an industrial computer platform that has Intel Core i5-
2510E Dual-Core Real-time, running Phar Lap ETS. For user 
interface, at the development stage, the real-time system is accessed 
using another computer via Ethernet, and the normal user interface is 
available. When the development work is done, the system is deployed 
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to the Real-Time controller, and some data is published in the network 
and can be easily accessed using an iPad.  
 
Observed from the performance of the framework in Windows system, 
the time taken to transfer data deviates a lot; that is the variance is 
large. An experiment is done to measure the deviations of time taken 
to transfer Boolean values both in Windows and RTOS.  
 
Figure 3.14 shows the results of running the program in Windows. The 
program was kept running for 30 minutes, the average time taken to 
transfer one Boolean value is 1.36 ms, with a standard deviation of 




Figure 3.14, Average time taken for each Boolean value to be transmitted over is 
1.36 ms with a standard deviation of 5.41 ms when running in Windows 
 
When the framework runs in the RTOS, the time taken to transfer data 
is much more deterministic. The Boolean value is set to be sent once 
per millisecond. The program runs for 30 minutes, the results in Figure 
38 
 
3.15 show that the average time taken is 1.01 ms with a standard 
deviation of only 0.09 ms.  The time taken is much more consistent 
than running the code in Windows.   
 
 
Figure 3.15, Average time taken for each Boolean value to be transmitted over is 
1.01 ms with a standard deviation of 0.09 ms when running in RTOS 
 
In order to access the data of the real-time system after it is deployed, 
some important data is published in the network using LabVIEW 
network published shared variable engine, and an iPad application is 
built to access the data in the network and gives a user interface. The 
iPad application is built using NI Data Dashboard which is able to 
access the network published shared variables from LabVIEW and 
display them.  
 
The test system set up diagram is shown in Figure 3.16. The NI PXI 
system is deployed as the real-time control system. It communicates 
with the host computer through TCP, UDP or Network Stream 
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(Network Stream will be discuss more in the next chapter). The host 
computer publishes some important data through network publish 
shared variables, and the iPad accesses those data and displays them. 
Simple commands can be sent from the iPad to the host computer, and 
in turn transferred to the NI PXI control system as well.  
 
Figure 3.16, System setup of RTOS remote access 
 
The iPad user interface is a mobile user interface that enables the user 
to access the system at any location. For example, the engineer on duty 
can access and monitor the system status at home; or a technician who 
goes to the plant for inspection can also access the system status, this 
is needed as the real-time system is headless. Figure 3.17 shows a 
capture of the iPad user interface; it contains one Boolean indicator, 
three number indicators, and two number controls. In LabVIEW, 
Indicator means outputs for user to view, and control means taking 
inputs from the user to the system. The values in the program is 
deployed as network published shared variables, and published in the 
network with an IP address associated to the computer. The iPad 

























4. Adaptive Video Streaming 
 
Adaptive streaming technologies enable optimum video streaming and 
enhance the viewing experience. If video transmission is involved in the 
critical decisions, the ability to transmit such video in real-time is 
important. However, network speed may vary with time and severely 
affect the video transmission rates and viewing experience. Therefore, it is 
important for video transmission to adapt to changing network speed while 
providing enough clarity for the operator to make his decisions.  
As internet access is ubiquitous in many countries, video conferencing is 
becoming more popular. There are many works done to enable video 
streaming under different internet bandwidths. These technologies are 
commonly called adaptive streaming.  
Currently, adaptive streaming technologies share several critical aspects. 
Firstly, they produce multiple files from the same source file to distribute 
to viewers watching on different devices via different connection speeds. 
Secondly, they distribute the files adaptively, changing the stream that is 
delivered to adapt to changes in the effective throughput and available 
CPU cycles on the playback station. Thirdly, all video switching occurs 
behind the scenes. The viewer may notice a slight change in quality as the 
streams switch, but no action is required [8].  
 
For a remote monitoring and control system, these aspects may not apply 
totally. Firstly, creating multiple video streams for different internet speed 
takes up much processor resources; as some monitoring and control 
systems are deployed in a real-time platform that does not provide much 
processor resources like a quad-core computer does, these available 
processor resources have to be allocated for more critical control 
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algorithms. The second aspect of adapting to available network bandwidth 
and CPU resources applies to this framework. Thirdly, user has no access 
to how the video quality is changed. In some monitoring systems, 
reducing video resolution or quality may not always be a suitable option. 
In applications that needs close inspection of a small part, an option of 
maintaining the video resolution, but sending just a small portion of the 
image over is more preferred.  
 
Our framework is able to change image resolution without producing  
multiple videos; perform adaptive streaming based on network speed and 
allow the user to choose a more suitable video mode.  
 
4.1 Adaptation of Video Resolution Based on Network Speed 
Network speed generally varies from place to place as well as from 
time to time, thus rendering video streaming unstable when the 
network speed drops. To have a continuous view of the client’s side, 
the ability to monitor network speed and adaptation of video resolution 
according to the network speed is crucial. In the proposed framework, 
the Absolute Data Transfer Rate (ADTR) is monitored closely. The 
ADTR is measured in terms of how many bytes are transferred from 
the respective program in a second. The reason why ADTR is 
measured instead of the network speed is network can be shared by 
different users as well as different programs.  
 
Changing video resolutions can be done generally in two ways. One 
way is to acquire high resolution video from a camera and convert it to 
a low resolution one before transmitting over a network, this is 
commonly employed in adaptive streaming, and multiple videos with 
different resolutions are produced based on the original high resolution 
video. Reducing video resolution in such a soft way in the computer 
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requires extra processing power and costs extra delays. The second 
way is to use a camera with different resolution levels and select the 
acquired resolution of the camera to different levels. This option keeps 
the image pre-processing part in the firmware of the camera and thus, 
it does not require additional resources of the computer and reduces 
the amount of delays. Therefore, the latter approach is chosen for the 
framework. 
 
Two programs are written to test the performance difference of the two 
approaches. The hardware setup to run the two programs is the same 
as shown in Figure 4.1. A web camera that supports 8 resolution levels 
is used for image capturing, and it is connected to a quad-core 
computer running Windows 7. The image resolution is changing 
between 1280×720 and 640×480. 
 
Figure 4.1, Test system setup, a web camera is connected to a PC through USB 
cable 
 
Results show that when change of image resolution is done in the 
camera, the average time to acquire one image is 105 ms as shown in 
Figure 4.2. However, each time that the image resolution changes, the 
average time taken is about 310 ms as shown in Figure 4.3. Therefore, 
changing of image resolution cannot be done at a frequency higher 
than 3Hz. However, this does not affect user experience much as in 





Figure 4.2, Average time to take an image from a camera with resolution change 




Figure 4.3, Average time taken to re-configure the camera to take video with a 
different resolution is 310 ms 
 
In another approach, the image is acquired from the camera with the 
highest resolution supported by the camera, 1280×720, and the image 
resolution is changed to a lower value, 640×480, in the software. In 
this way, the software keeps two video streams, one with higher 
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resolution, and one with low resolution. The result shows that 
additional image processing time is needed. On average, acquisition of 
one image with changing of resolution is 119 ms as shown in Figure 
4.4, which is about 14 ms longer than the first approach.  
 
 
Figure 4.4, Average time taken to acquire one image and change its resolution in 
software is 119.03 ms 
 
From the Windows Task Manager, when the image resolution is 
changed in the camera firmware, the CPU usage is about 12% as 
shown in Figure 4.5. When the changing of resolution is done in the 
software, CPU usage is about 18% as shown in Figure 4.6. 6% 
additional processing resources is needed for the image resolution 
change. Also from these two figures, memory usage is also higher 
when image processing is done in the software, 2.35 G as compared to 




Figure 4.5, CPU usage when resolution change is done in camera is 12 %. 




Figure 4.6, CPU usage when resolution change is done in software is 18 %. 
Memory usage when resolution change is done in camera is 2.40 GB 
 
4.2 Adaptation of Frame Rate Based on Network Speed and Processor 
Resources 
Reducing the number of frames captured and transferred is another 
suitable option when the ADTR drops to a level where the video is no 
longer able to be displayed smoothly even at the lowest possible 
resolution, or when a higher video clarity is needed for the same 
bandwidth. To have a good view of the video, when the bandwidth 
allows, the videos are usually transferred over at 20 frames per second. 
However, when network speed drops, reducing number of frames per 
second is an efficient way to reduce the amount of data to transfer 
over. Human eye and brain interface can process 10 to 12 separate 
images per second [12].  Therefore, reducing the frame rate to 10 or 15 
will not affect the viewing experience too discernibly. Under this 
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framework, the frame rate is changed by controlling the loop rate of 
image acquisition, fewer frames captured per second, fewer frames to 
be transferred, thus reducing frame rate.  
 
This is implemented using simple logic, referring to Figure 4.7 for the 
flowchart of implementing frame rate control. Two separate tasks are 
created, one to acquire video from the camera, one to transfer the 
video. These two tasks are assigned to two different processor units. 
The video acquired is put into a buffer with buffer size of 5 frames. 
One frame is sent out in each iteration, thus, the iteration rate indicates 
the possible frame rate.  
 
In each iteration of sending one frame, the number of elements in the 
buffer is accessed. When this number is larger than 1, there are more 
than one available frame to be transmitted, that is the transmission 
cannot keep up with the acquisition and the buffer is filled up. 
Therefore, when the buffer has more than one element, the frame rate 
is reduced by one. When number of elements in the buffer is zero 
means frame acquisition is slower than transmission. The frame rate 
can be increased. 
 
The maximum limit of frame rate is 20 frames per second. This would 
give the user a smooth viewing of the video. When the buffer size is 
zero, the frame rate is increased by one until it hits 20, the frame rate 
will then stay at 20 Hz.  
 
The minimum limit of the frame rate is 5 frames per second, ensuring 
proper viewing of the video. When the minimum limit of frame rate is 
reached, but buffer is still filled up, there will be a buffer overflow 
warning. When this buffer overflow warning occurs, the elements in 
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the buffer is taken out in a first in first out (FIFO) manner to ensure 
that latest frames are ready to be sent out as well as not to overuse 
memory. When this situation occurs, a warning will be sent to the host 
computer to alert the operator of buffer overflow problem. The 
operator can then make a decision either to crop part of the image to 
sent or reduce the image resolution to the lowest.  
 
The benefit of using buffer as the control for frame rate is that it also 
takes care of processor resources. When the processor is overloaded 
and not able to transfer frames in time, reducing frame rate will reduce 




Figure 4.7, Flowchart of implementing frame rate control 
 
4.3 Image Cropping  
Another way to reduce video size is to crop away the parts of the 
image that are of not much interest and transfer over the important part 
of the image. Cropping of image can be done at the receiving side, and 
the command carrying information about area of interest can be sent to 
the image acquisition side for video processing. Under this framework, 
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the coordinates of the rectangle of interest are sent over to the image 
acquisition side so that the subsequent transmission is limited to the 
cropped portion of the image as shown in Figure 4.8. 
 
 
Figure 4.8, Image cropping GUI in LabVIEW 
This is useful for applications that require a close inspection of a small 
part where resolution cannot be compromised and yet network 
bandwidth is limited.  
Figure 4.9 shows the flowchart of implementing image cropping in 
host computer. Figure 4.10 shows the flowchart of the remote 








Figure 4.10, Flowchart of the remote computer when it receives a command from 







4.4 Performance of Different Video Codecs 
Different video codecs are optimized for different requirements in the 
application. Common video codecs are compared under the 
framework. As shown in Table 4.1, a 20 seconds video clip is taken 
and compressed using different video codecs, and saved to an AVI 
file. The compression results are plotted in the graph in Figure 4.11, 
DivX 6.9.2 and H.264 are most efficient in terms of video 
compression. While H.264 is good with static video, DivX 6.9.2 
(based on H.264 as well) is good with motion video.  
 
Table 4.1 





Figure 4.11, Comparison of video codecs 
 
H.264 is now commonly used for compression of high definition 
videos. H.264 is more efficient in video compression. In H.264, an 
intra frame, or I-frame, is a self-contained frame that can be 
independently decoded without any reference to other images. The 
first image in a video is always an I-frame. A predictive inter frame, or 
P-frame, references to parts of early I and/or P frames to code the 
frame. P-frame usually has lower number of bits as compared to I-
frame, but it is sensitive to transmission errors as it has high 
dependency on earlier frames. A bi-predictive inter frame, or B-frame, 
makes references to an earlier frame and a future frame [13]. This is 




Figure 4.12, A typical sequence with I-, B- and P-frames [13] 
 
H.264 reduces amount of data both within an image frame and 
between a series of frames. Within an image frame, data can be 
reduced simply by removing unnecessary information, which will have 
an impact on image resolution. In a series of frames, video data can be 
reduced by difference coding. A frame is compared with a reference 
frame and only pixels changed with respect to reference frame are 
coded as illustrated in the picture below, only the different part is 
transmitted [13].  
 
 
Figure 4.13, With difference coding, only I-frame is coded fully. In the following 





JPEG does compression on independent images through an algorithm 
called discrete consine transform (DCT). This mathematical operation 
converts each frame/field of the video source from the spatial (2D) 
domain into the frequency domain [14]. The benefit of it is images are 
coded independently unlike in H.264, therefore, transmission error in 
one image will not affect the rest of the video.  
 
In this framework, we were not able to use H.264 nor DivX 6.9.2. This 
is because both of these codecs requires Windows SDK (Software 
Development Kit) which is not supported in RTOS, and it is popular to 
use real-time system in control and monitoring systems, this 
framework has to be able to be deployed to RTOS. Therefore, JPEG is 
chosen instead for a more generic framework. However, it is advisable 
to use H.264 when the application only needs to run in the Windows 
platform.   
 
Through experiments, when compressing the image with 100% 
quality, the amount of data of the compressed image is 28.91% of the 
original image, as shown in Figure 4.14. With 50% image quality, the 
amount of data is about 3.92% of the original image as shown in 
Figure 4.16. Figure 4.15 shows the image compressed with 100% 
quality and Figure 4.17 shows the same image that is compressed with 
50% quality. Depending on the picture quality needed and available 
network bandwidth, the user is allowed to choose a suitable picture 





Figure 4.14, JPEG compressed image with 100% quality has 28.91% of the 
original data size 
 
 















4.5 Performance of Different Transport Protocols 
Commonly used protocols are TCP and UDP. TCP provides reliable, 
ordered delivery of a stream of octets from a program on one computer 
to another, it implements two way hand-shakes and thus provides a 
reliable data transfer [9]. On the other hand, UDP is meant for uni-
directional communication. It emphasizes reduced latency instead of 
data reliability [10]. In this framework, critical information such as 
alarms are sent using TCP while non-critical information, such as 
information of ambient lighting, are sent using UDP to achieve a faster 
transmission speed and reduced data overhead. 
 
 Another new way for the network communication is to use Network 
Stream (NS) [19]. NS was designed and optimized for lossless, high 
throughput data communication. NS uses a one-way, point-to-point 
buffered communication model to transmit data between applications. 
As it eliminates the need for two-way communication, it is faster than 
TCP, but as the data is buffered point-to-point, it is lossless, but not as 
fast as UDP. NS also gives users more flexibility in buffering. Under 
this framework, video streaming will leverage on NS.  
 
 The performances of these three protocols are compared in Figure 
4.18. The experiment is done by measuring ADTR with respect to 
different network speeds, results are shown in Table 4.2. The values 
Rx/Tx indicates the receiver Ethernet adapter speed and transmitter 
Ethernet adapter speed at Mbps. Though UDP has the highest data 
throughput, it is not chosen for video streaming in the framework, the 
reason is that UDP is uni-directional without feedback, when the 
network connection is unstable, missing packets is highly possible to 
happen; and once there is a packet missing in the middle of the video, 
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may result in errors in video decoding. Thus, in the framework, NS is 
















5. System Health Monitoring 
 
As the system is deployed at a distance away from the control centre, the 
ability to monitor the system health is important. This is to avoid 
unnecessary downtime, or any hazardous outcome should the control 
centre lost communication with the remote system. When there is a 
measure of available system load, hard drive space, memory usage and 
more, engineers viewing from the host computer will be able to make 
judgments about whether system maintenance is needed. This is especially 
important when the system is deployed to a real-time system. There is no 
indication whether the program is indeed running on the target. A basic 
heartbeat program can assist greatly in troubleshooting startup executables 
and headless programs.  
 
In order to achieve this, system heartbeats as well as system resources 
monitoring are implemented. 
 
5.1 System Heartbeat 
Heartbeat mechanism is the most effective technology to achieve 
reliable communication between the host and remote stations. But 
traditionally, most of the heartbeats are implemented in the application 
layer, meaning running at the same level as the application. This may 
cause heartbeat frequency to be unstable when processor schedules 
tasks or when workload changes, thereby influencing the accuracy in 
detecting the remote heartbeat. In this framework, the heartbeat 
implementation is dedicated to one thread and has its own 
communication port. Therefore, the heartbeat frequency will not be 




As shown in the Figure 5.1, there is a one bit of heartbeat missing. 
This is what happens when the heartbeat is implemented at the same 
level as the application programs. This is purposely created by starting 
another program in the remote system while the original framework is 
running. The second program that is just loaded to memory and started 
running takes up additional memory resources and CPU tasks re-
scheduling is required. Thus there is a delay in sending out the 
heartbeat data packet.  
 
 
Figure 5.1, Starting another resource demanding program in the remote target 
caused one missing heartbeat pulse when heartbeat is implemented in application 
layer 
 
To avoid this problem, the heartbeat is implemented with dedicated 
resources and communication port. The problem of delayed heartbeat 
does not occur in this case when a new program is loaded and run, as 





Figure 5.2, Starting another resource demanding program in the remote target 
does not cause any delay in heartbeat pulse when heartbeat is implemented with 
dedicated thread and communication port 
 
 
In this framework, the heartbeat packets are sent using NS with 
dedicated port. Two ways heartbeat is implemented, meaning, the host 
computer sends a heartbeat to the remote system, at the same time, the 
remote system sends a heartbeat to the host. The heartbeat of host 
computer to remote system is for the remote system to know when 
communication with the host is lost, and the remote system has to take 
some action, for example, shut down the system or take some safety 
measurements.  
 
Heartbeat frequency is defined by two factors. First, the user will set 
highest heartbeat and longest time to wait for heartbeat. Second, the 
system will adjust the heartbeat frequency depending on the network 
speed. The remote system starts with a default heartbeat frequency of 5 
Hz. Once the user finishes the heartbeat setting, a command is sent to 
the remote system containing information of highest heartbeat 
frequency and longest time to wait for heartbeat. The remote system 
then resets the heartbeat frequency to the highest user defined 
frequency. In the subsequent cycles, if the network speed drops, the 
heartbeat frequency will also drop until it hits the inverse of the 
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longest time to wait for heartbeat. The heartbeat frequency will then 
stay at this lowest value until the network speed increases or when the 
communication is cut off and the remote system has to take action 
accordingly.  
 
This way of defining heartbeat frequency allows the user to set a 
heartbeat frequency that is necessary for the application. For example, 
if most of the control algorithms are done in the remote station, data 
are just transferred to the host for viewing and storage proposes, the 
heartbeat frequency needs not be high. A lower heartbeat frequency 
will help to save some processor resources as fewer packets need to be 
sent. In cases where controls are implemented in the host, and the 
control data needs to be sent in short intervals, heartbeat frequency has 
to be high so that the host computer will know that the remote system 
is working correctly within the time the control data is sent. Adjusting 
heartbeat frequency based on network speed serves as a rough 
indication to the host about the network stability, when the network 
stability drops to a certain level, the host side may like to take some 
action against it like reducing amount of data exchanged between the 
two systems, for example, cropping out part of a video instead of 
sending the whole video or reduce the resolution of a video to reduce 
the amount of data transmitted.  Figure 5.3 shows the GUI of the 
heartbeat receiving end. It contains a plot of the heartbeat received and 
an indicator of the heartbeat frequency, as well as an indicator for 
heartbeat stop warning. Figure 5.4 shows that heartbeat frequency 
changes from 5 Hz, the default value, to 10 Hz, when the user sets 
maximum heartbeat frequency to be 10. Figure 5.5 shows the 
“Heartbeat Stop” indicator turns red when the remote system is forced 
to stop, signaling to the operator that there is some fault with the 














Figure 5.5, Heartbeat Stop warning when the remote site is forced to stop 
 
 
5.2 System Resources Monitoring 
Besides a heartbeat that is able to tell the operator if the remote system 
is still running, there is also a need to monitor the resources usage of 
the remote system so that predictive maintenance can be carried out to 
prevent system break down.  
 
This framework has included a program that is able to remotely access 
processor, hard drive and memory usage as well as measuring 
temperatures of different boards in the system. However, the 
measurement of temperature of boards is only limited to National 
Instruments (NI) hardware which thermocouples are included on the 
boards. If the system is using other hardware, additional sensors and 




The program is able to automatically detect the number of CPUs in the 
computer either running Windows or RTOS; and start to poll for CPU 
usage in one second interval. Figure 5.6 shows the GUI of the 
program. It detects that the remote computer has four CPUs, and 
displays the usages at one second interval.  
 
 
Figure 5.6, LabVIEW GUI of detecting remote system CPUs and monitoring of 
CPU usage 
 
It also measures memory and hard drive usage, as shown in Figure 5.7. 
 




All these system resources information is sent from the remote system 
to the host via UDP, as these are not critical information that needs to 
be lossless or sent in a time deterministic interval.  
 
Another program is written to monitor the board temperature, but only 
cater to National Instruments hardware. Monitoring of temperature is 
to see whether there is any hardware in the system is overheated. 
There may be a need to shut down the system when certain hardware 
is overheated, or additional cooling facilities are needed.  
 
In Figure 5.8, as the computer has no physical hardware available, 
only 3 simulated devices are present in the system, the temperature is 
showing 0. A temperature limit is set, so that when any hardware is 
overheated, a warning message will pop up as shown in Figure 5.9.  
 
 
Figure 5.8, LabVIEW GUI of remote board temperature monitoring 
 
 
Figure 5.9, LabVIEW GUI of warning message showing board overheated 
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6. Remote Systems Synchronization 
 
Synchronization of host and client processes is important for remote 
monitoring and control applications.  Network speed may affect the rate of 
data exchange between host and client systems greatly. Therefore, it is 
necessary to know whether the data just received is recent enough to make 
a decision. In time critical applications like remote machine operation or 
navigation, information from a LIDAR range finder can be received more 
than one second after the actual reading has been taken due to a congested 
network condition. This kind of obsolete information should not be used to 
make important decisions as it may result in a dangerous situation. 
Therefore, the timestamp on when the data is sent is important to sieve out 
obsolete information. Common methods to synchronize remote systems 
include NTP, SNTP or GPS synchronization.  
 
GPS synchronization enables synchronizations of systems over extremely 
large areas, providing a method of sharing timing signals without the need 
to run timing cables to each system [15]. In GPS synchronization, all 
systems have their reference clocks synchronized to GPS signal and 
continuously adjusted to stay synchronized to eliminate the errors of clock 
drifting. Figure 6.1 shows the architecture of a GPS synchronized system. 
Each device in the system needs to have an antenna that is able to acquire 
GPS signal and a GPS receiver module that is able to interpret the GPS 
data.  
 
Depending on the accuracy of the GPS module used, timing accuracy in 
GPS synchronization is typically in the order of 100 nanoseconds to 10 




Figure 6.1, Architecture of a GPS synchronized system 
 
NTP is a networking protocol for clock synchronization between systems 
over packet-switched, variable-latency data networks [16]. NTP provides 
coordinated universal time including scheduled leap second adjustment. 
NTP can usually maintain time accuracy to within tens of milliseconds 
over public internet, and can achieve 1 millisecond accuracy in local area 
networks under ideal conditions [17].  
 
Figure 6.2 shows a typical system setup of NTP synchronization. In the 
first layer, commonly referred to as Stratum 0, is a clock, such as atomic 
clock, GPS clock or other radio clocks. It is not connected to the network. 
The second layer, called Stratum 1, contains devices that are attached to 
the clocks in Stratum 0, and act as time servers. In the third layer, Stratum 
2, are devices that send requests to Stratum 1 servers. Usually, Stratum 1 
72 
 
servers are access by their IP address, and a pre-defined timing packet, 
including network traffic time, is sent back to Stratum 2. The Stratum 2 
computers can then in turn act as servers for Stratum 3 computers.  
 
Figure 6.2, A typical system setup of NTP synchronization 
 
SNTP is a less complex implementation of NTP [17]. It is used in some 
embedded devices and in applications where high accuracy timing is not 
required.  
 
In this framework, NTP synchronization is used. High level accuracy as 
GPS synchronization provides is not necessary in this application. This 
level of accuracy is usually used to synchronize measurements, meaning, 
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sample data at the same instant. For example, to compare power phase in a 
microgrid, sampling signal at the same moment is important for power 
phase measurements; and GPS synchronization will be needed. In this 
framework, synchronization is used to gage the timeliness of signal for 
important decision making. An accuracy of milliseconds is enough for this 
type of applications. SNTP is not used as it has low accuracy over public 
internet.  
 
6.1 Setting up NTP Synchronization 
The host computer is configured to be the NTP server. It reads its 
computer clock time and distributes this time information to other 
computers in the network. As shown in Figure 6.3, the host computer 
with the name “NISIN-RONWU2.apac.corp.natinst.com” with IP 
address 10.155.3.75 is configured to be the NTP server. The client 
computer is under the same network as the server. This program is run 
in the client computer. It obtains the time information from the server, 
offsets the transmission delay and changes the system time. The 
system time is changed as shown in the “Return Time Stamp” clusters. 
 




Once the computers are synchronized, critical data is sent with a 
timestamp. At the receiving end, the timestamp is compared to the 
current system time to verify whether the information has expired for 
any decision making. If expired information is detected, the system 
will automatically adapt to fix the new network condition. Operator 
will also be informed so that he/she can take extra precautions during 

























7. Applications of Framework 
 
7.1 Ghost Driving 
This framework is tested in an electric car remote driving project. In 
an electric car, there are motors and other actuators to control steering 
and speed as well as brake of the car, as seen in Figure 7.2, and Figure 
7.3. These actuators are connected to a PXI system with data 
acquisition modules as well as necessary outputs. Two cameras are 
connected to PXI as well for the user to view the environment for 
driving. There are also sensors attached to the car. At the host side, a 
computer is used. It is connected to a driving kit to take in user inputs 
for car driving signals. Figure 7.4 shows a picture of the driving kit. 
The host computer and PXI are connected in a wireless area network.  
 
Figure 7.1 shows the system architecture. The WiFi router provides a 
bandwidth of 150 Mbps. Both the host computer and the PXI are 
connected under the same network. Figure 7.5 and 7.6 show the GUI 
of the host program, including the tab for driving information, and one 
tab for system health monitoring. Figure 7.7 and 7.8 show the GUI of 
the program running in the electric car, similarly, one tab for driving 
information and one tab for system health monitoring. Operators can 









Figure 7.2, The electric car where the framework is tested in 
 
 




Figure 7.4, Remote driving kit that has USB interface 
 
 




Figure 7.6, LabVIEW GUI of host computer, System Health Tab 
 
 




Figure 7.8, LabVIEW GUI of electric car, System Health Tab 
 
7.1.1 Multiple Data Types 
In an electric car system, there are multiple data types to be 
exchanged between the car and the host. Refer to Table 7.1 for 
the details of the data. In the column of the table, “Host” 
indicates that data is generated at the host side and transferred 
to “Car”. Same for the column “Car”, the data is generated at 
the remote car system. “Direction” is the direction of 
communication, indicating which way the data is travelling. 
“Data Format” is the data type and “Frequency” is how often 
the data is sent. Priority indicates the priority level of the data 






Data to be transferred between host computer and PXI 
 
Host Direction  Car Data Format Frequency Priori
ty 
  Video X2 JPEG image Frequency depends on 
adaptive video 
streaming (refer to 
chapter 4) 
99 
Video Type   Numeric (I8) User event (triggered 
by user choosing 






  Boolean User event (triggered 
by user clicking on 




  Numeric X4 User event (triggered 
by user when choose to 
crop image) 
99 
  LIDAR 
readings 
X4 
Numeric 20 Hz 100 
  GPS 
position 
Numeric X2 2 Hz 100 




Numeric X2 100 Hz 101 
Brake, 
acceleration  




 CPU & 
memory 
usage 
Numeric X 4, 
String X 2 
1 Hz 99 




In this project, “Brake and Accelerate” has the highest priority. 
This is due to safety reasons. When the user sees any danger 
and would like to stop or accelerate the car, it has to be at top 
priority to be sent over to the electric car. This type of 
information cannot be packed together with other data and 
queued up for transmission. Under this condition, the delay of 
brake and accelerate controls is typically within 1 milliseconds 




Figure 7.9, Car Control information is at top priority, it takes less than 1 ms to 
transmit over 
 
The second priority is the heartbeats and car information of 
speed, steering angle and battery level. The car information has 
to be sent timely for the user to make a decision on driving. 
Therefore, any obsolete data should not be used. It has to be at 
higher priority than others. In actual operation, the delay is 
typically smaller than 10 milliseconds as shown in Figure 7.10. 
 
One observation is that the delay of the brake and accelerate 
information is significantly smaller than the car information. 
This is because the brake and accelerate information is at the 
highest priority to be send over. The CPU will always free up 
resources to send it over once a request is set. The car 
information is at the lower priority than the brake and 
accelerate information, it has to be paused if there is any 
compete of CPU, memory resources or network bandwidth. At 
the same time, car information is at the same priority level as 
the heartbeats. If a heartbeat request is set before it, and there 
are no additional resources for the car information, the car 




Figure 7.10, Car Info is at second priority, it takes less than 10 ms to transmit 
over 
 
The GPS information is at the third priority level. The GPS 
readings are obtained from a GPS module in the PXI. It is then 
transferred over to the host as two coordinates, longitude and 
latitude. At the host computer, this reading is then built to a 
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Google Map URL. Calling this URL links up the program to 
Google Static map, it enables the program to download a map 
and plot the path as seen in Figure 7.11 This gives the user the 
information of location of the car as well as the navigation 
direction. Five map formats and 20 zoom levels are available. 
The user can choose the map format and zoom level on the 




Figure 7.11, The longitude and latitude information is mapped on Google Map 





Figure 7.12, Google map with map format of “terrain” and zoom level 16. 
 
7.1.2   Adaptive Video Streaming 
The rest of the data are at the lowest priority level, the video and 
system condition monitoring.  
 
In this project, there are two cameras connected to the PXI. One 
camera is for front view of the car, and one camera is for rear 
view. Rear view is not always needed. Therefore, the user has an 
option to enable or disable the second camera. Figure 7.13 shows 
a portion of the host computer GUI that displays two videos, the 




Figure 7.13, GUI portion that displays two videos and an obstacle map from 
LIDAR readings 
 
There are three video types available, namely movement, smaller 
view and high resolution. Movement has the resolution of 
680×480, smaller view has resolution of 1024×600, and high 
resolution is 1280×1024. User can choose the different modes 
depending on the needs as well as the frame period. Frame 
period indicates how much time taken to transfer over one image. 
If time taken is long, that means network speed is slow, the user 
may like to change to smaller resolution or smaller view.  
The frame period is controlled by the program as discussed in 
Chapter 4.  
 
Cropping of both videos is allowed. When user chooses video 
type to be smaller view, a window pops up with the current 
image, as seen in Figure 7.14. The user can then crop the image 
using mouse dragging over a rectangular area that is of interest. 
The coordinates of this rectangle is then sent to the remote side, 
and all the newly acquire images will be cropped before 
compression. Only the cropped portion is then transferred over to 
the host side, as shown in Figure 7.15. This method maintains the 






Figure 7.14, LabVIEW pop up window for image cropping 
 
 




7.1.3 System Health Monitoring 
In this project, CPU and memory usage of both the host 
computer and the PXI are monitored. The PXI resources usage 
is sent over to the host at the lowest priority with 1 Hz update 
rate.  
 
Heartbeat is implemented in both directions as well. The user 
chooses the highest heartbeat frequency, and the system 
defines the lowest frequency to be Max/10. The heartbeat 
frequency varies between these two numbers, referring to 
Chapter 6 for details of heartbeat frequency control. Figure 




Figure 7.16, GUI portion that displays resources monitoring and heartbeats 
 
Figure 7.17 shows that when the PXI system is forced to shut 
down, the host will give a warning of “Heartbeat Stop”. Safety 
algorithm has to be implemented in the PXI that controls car to 




Figure 7.17, Heartbeat Stop alarm triggered when remote site is forced to shut 
down 
 
7.1.4 System Synchronization 
The two systems are synchronized using NTP. The host 
computer is configured to the time server. The PXI then polls 
the timing and performs the synchronization every 1800 
seconds. 
 
Assuming clock drift of 10 ppm [17], that is every 5000 
seconds, the clock drift is 5 milliseconds. Highest data rate is 
100 Hz (refer to table 7.1), therefore, maximum allowable 
clock drift should be less than 5 milliseconds. Therefore, 
synchronization has to be done at least once every 5000 
seconds. However, to have more accurate synchronization, 
1800 seconds is chosen instead of 5000 seconds. It is also not 
advisable to have synchronization too often as it takes up 
additional processor resources. 
 
Synchronization of the two systems allows measurements of 
delay of data transferred. Each data exchanged between the 
host computer and PXI systems are attached with a timestamp, 
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by comparing the timestamp of the data to the moment that the 
data is received, the delay is simply the subtraction of the two.  
 
7.2 Other Possible Applications 
7.2.1   Refinery Plant Control 
Chemical plants such as refineries pose health hazards and 
risks to workers, and governments around the world introduce 
legislations to reduce and/or eliminate these risks. The 
common system used in industry to minimize or eliminate 
exposure to hazards is Hierarchy of hazard control in which 
the components are elimination, substitution, engineering 
controls, administrative controls and personal protective 
equipment in the order of the most effective control to the least 
effective control [18]. Implementations of central control 
stations within the plants are considered as engineering 
controls and cannot eliminate posed risks to the workers. The 
best way to eliminate risks is to relocate these central control 
stations outside the plants. With advancements in the 
communication technology, these relocations are realizable. 
The proposed framework can be easily adapted for such 
purposes. 
 
7.2.2   Telemedicine 
Medical consultation today still takes place predominantly over 
face to face meetings. It is not economically productive and 
sustainable in certain situations where there are low medical 
personnel to patient ratios, scarcity of medical resources in 
rural areas or even in an ageing population [20]. Through the 
use of Internet and telecommunications, patients can get simple 
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diagnosis at home or a community focus point without the need 
for the physical presence of a specialist who may be in the city. 
This use of telecommunication and information technologies in 
order to provide such health care at a distance is termed as 
telemedicine.  Use of telemedicine in above mentioned 
situations leads to savings in terms of travel time, cost and 
effective and optimized distribution of medical resources 
which results in higher efficiency. For telemedicine 
applications, video, audio and patients body parameters may be 
required to be transmitted concurrently. In some cases such as 
physical rehabilitation, real-time transmissions and 
synchronizations among transmitted data are crucial. Our 
framework can be easily configured to realize such a scenario. 
Due to the use of parallel programming and adaptive video 
steaming, it is amenable to implement tele-rehabilitation 

















An adaptive streaming framework for small scale remote monitoring and 
control systems has been realized in this thesis which meet key challenges 
identified in wireless networks for small scale control and monitoring 
applications. These include the need to prioritize different data types being 
transmitted over the same network with limited bandwidth; balancing 
streaming parameters in data intensive transmissions such as video 
streaming to meet a desired outcome at the receiving end, and 
synchronization of host and client processes as well as remote system 
health monitoring. Samples of beneficiary applications which can tap on 
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