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Abstract - iv 
Abstract 
Process modelling is an important activity for many organizations and requires the collaboration of 
many stakeholders. However, technological support for this collaboration in existing process 
modelling tools is inadequate. 
This thesis presents a design for a virtual environment that supports remote collaborative process 
modelling. A critical feature of this design is the representation of users as avatars in the virtual 
environment, enabling the use of additional visual cues for communication and coordination between 
remote collaborators. The availability of these visual cues facilitates the process of process modelling. 
This design has been implemented in a prototype system. The evaluation of this prototype system has 
demonstrated the efficacy of the proposed design through two individual studies. 
Firstly, a pilot study compared the virtual environment with and without avatar experimentally using 
just a desktop interface. While not reaching a sample size large enough for statistical inference, this 
study found qualitative evidence that the avatars were being used as expected for a variety of 
communication and coordination behaviours. 
Secondly, another experiment drawing on a much larger sample demonstrated the benefits of these 
behaviours for the process of process modelling. Teams with avatars finished the process validation 
task significantly faster than teams without avatars while producing outcomes of the same quality. 
Differences in movement patterns between the treatment groups provide further evidence that links 
these benefits to the use of visual cues. Teams with avatars, furthermore, reported perceiving the task 
as easier and more engaging. 
In summary, the evaluation of the prototype shows that the provision of visual cues through the use 
of avatars in a virtual environment does change communication patterns. It enables a person to use 
and understand efficient communication behaviours such as pointing, which makes communicating 
about the artefact more efficient. Additionally, user embodiment facilitates coordination between 
users. It enables users to reason about both the focus of attention and the actions of their 
collaborators, which reduces the amount of communication needed to coordinate. These efficiency 
gains, while small, add up over time and manifest in teams achieving results more quickly when using 
avatars, while maintaining the same process model quality. 
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Chapter 1 - Introduction 
1.1 Motivation 
Every organization has processes that describe how work in that organization is done (Dumas, La Rosa, 
Mendling & Reijers, 2013, p. 1). In the last two decades the management of these processes has been 
moved into the focus of organizations, and research and practice have developed tools and techniques 
that support organizations in managing their processes. Individual companies now invest millions of 
dollars in process management (see Recker, 2012) and worldwide $2.8 billion dollars was projected to 
be spent on technology to support business process management in 2013 (Gartner Inc., 2013).  
In order to manage processes, relevant processes in the organization have to be identified and 
documented. This activity is known as process modelling (Dumas et al., 2013, p. 22). Process modelling 
requires the involvement of many people across an organization. These people often gather in 
workshops to create and validate process models. Gathering the relevant people in one place at one 
time can be challenging and ineffective for large organizations that operate in many different 
locations. While process modelling tools exist that provide remote collaboration features, their limited 
uptake in the industry and related literature suggests that the tools’ support for collaboration is not 
comprehensive (Hahn, Recker & Mendling, 2010; Mendling, Recker & Wolf, 2012). This thesis 
therefore intends to contribute to theory and practice by investigating the issues with existing 
technology support for collaborative process modelling and by developing a way to improve 
technology to better support collaborative process modelling. 
1.2 Problem Specification 
1.2.1 Research Problem 
Process modelling is an activity that requires the involvement of many stakeholders (Den Hengst & De 
Vreede, 2004) and requires extensive communication between these stakeholders. In the commonly 
used workshop setting, participants are collocated and can therefore communicate effectively and 
efficiently using speech, body language and the shared environment to exchange their process and 
modelling knowledge and to discuss the process being modelled. When these stakeholders cannot 
gather in the same place, technology can be used to enable remote collaboration. While many process 
modelling tools now provide features for remote collaboration, the research literature still reports 
issues with remote collaboration in process modelling (Hahn et al., 2010; Kock, 2001a; Mendling, 
Recker et al., 2012). A central issue of process modelling is that of creating a shared understanding of 
the modelled process between the collaborating stakeholders (Hoppenbrouwers, Proper & van der 
Weide, 2005; Recker, 2007; Rittgen, 2007). Such an activity can often be supported by awareness 
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information, which is often provided by visual cues (Gergle, Kraut & Fussell, 2004b; Kraut, Fussell & 
Siegel, 2003). However, visual cues are not well supported by existing tools and the resulting lack of 
awareness information negatively affects technology mediated collaboration. 
A class of technology that can potentially be used to address these issues is virtual environments. 
Virtual environments are “digital spaces in which distant users can meet, share virtual objects and 
work together” (Chellali, Milleville-pennel & Dumas, 2008). Several published articles have proposed 
that virtual environment technology provides visual support for communication and coordination in 
virtual teams (Davis, Murphy, Owens, Khazanchi & Zigurs, 2009; Montoya, Massey & Lockwood, 2011). 
This makes virtual environments a candidate technology to address the issues described above. 
However, no detailed understanding of what features of these environments provide this support and 
under which conditions has been presented so far (Bente, Rüggenberg, Krämer & Eschenburg, 2008; 
Davis et al., 2009). It therefore remains an open question of how such a virtual environment system 
would need to be designed to provide the missing awareness information. 
1.2.2 Research Objective 
This thesis argues that the features of body language and shared space are important for process 
modelling and poorly supported by existing tools for remote collaboration. This research therefore 
aims to enable the use of visual cues resulting from body language and shared space to facilitate 
effective discussion during remote collaborative process modelling. To this end it investigates visual 
cues and their use in collaboration, then describes the design and implementation of a tool for 
collaborative process modelling that enables these cues in remote collaboration settings. This tool is 
then evaluated to confirm its support of the expected visual cues and to investigate the use and impact 
of these visual cues for collaborative process modelling. 
1.2.3 Research Questions 
This research objective can be specified more closely by the following research questions. 
While visual cues and awareness have been studied for a while, both from a psychological and a 
technological perspective, no clear solution has been proposed as to how these can be supported by 
technology for remote collaboration. Therefore, the first question underpins the design of a process 
modelling tool that enables the use of such visual cues for remote collaborative process modelling. 
RQ1: How can visual cues be supported effectively for collaborative process modelling between 
remotely located participants? 
The term visual cue applies to a variety of features of body language with a variety of applications. It 
is therefore reasonable to look more closely at specific subgroups that are most likely to affect the 
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process of process modelling. Consequently, three sub-questions that define the scope of the 
investigation have been formulated to answer the first research question. The first group of visual 
cues relates to the use of embodiment in a shared space (e.g. proxemics). 
- How can embodiment be supported? 
The second group of cues relates to the deliberate movement of the body to support communication, 
such as pointing gestures and head nods. 
- How can deliberate gestures be supported? 
The third group of cues relates to the awareness of the collaborator’s state and attention, which is 
usually expressed in body posture and eye gaze. 
- How can body posture be supported? 
The answer to the first research question will be a design theory, describing features that enable the 
use of the described visual cues in remote collaboration. While these features enable the visual cues 
that should facilitate collaborative process modelling, it is important to investigate whether users are 
aware of these features, can use them and find them useful. The design theory has therefore been 
instantiated in a design artefact. With the help of this artefact the usage of these features in the 
process of process modelling can be investigated. 
RQ2: How are visual cues used by remotely located participants in collaborative process modelling? 
Like the first research question, the second research question has been divided into two sub-questions 
relating to the practical use of these features. The feature of embodiment should enable collaborators 
to see where other collaborators focus their attention and should enable them to understand their 
frame of reference when communicating. However, the use of these frames of reference can be 
affected by a great number of factors, such as user gender, task requirements and presence of 
landmarks. It is therefore necessary to explore how users use the visual cue features in practice. 
- How are visual cues used in remote collaborative process modelling? 
If people do make use of these visual cue features, this should affect the process of process modelling. 
The exact configuration of visual cues will still be different from a face-to-face setting, however, as 
some of the visual cues have to be used in a different way, e.g. by pressing buttons. It therefore also 
needs to be observed how they actually affect the process of process modelling. 
- How does the availability of visual cues in remote collaboration affect the process of process 
modelling? 
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The answer to the second research question should lead to a better understanding of how these 
features are used by the users to enable visual cues in collaborative process modelling. 
1.3 Research Approach 
This research follows a design science approach to answer the two research questions. First, relevant 
kernel theories were identified by a review of literature concerning the process of process modelling 
and computer-supported collaborative work. Based on these kernel theories a prototype process 
modelling tool was designed and implemented. This tool was then evaluated to confirm the predicted 
support for the visual cues and to investigate the use of these visual cues for remote collaborative 
process modelling. A more detailed discussion of the chosen approach is presented in Chapter 2. 
1.4 Research Contributions 
This thesis presents several contributions to knowledge by answering the research questions 
presented in Section 1.2.3 and following the approach outlined in Section 1.3. Firstly, an analysis of 
the support for visual cues in existing collaborative process modelling tools is presented. This analysis 
adds to the existing knowledge of software capabilities that current process modelling tools provide 
to support collaboration. In addition, it identifies visual cues present in collaborative process 
modelling and how they are supported by existing tools. Overall, a lack of support for multiple visual 
cues is identified, which agrees with the less detailed analyses from other studies (e.g. Riemer, Holler 
& Indulska, 2011). Furthermore, a set of design principles for collaborative process modelling tools is 
presented that improves support for visual cues and therefore addresses the lack of support identified 
in the analysis. These principles are instantiated in a prototype tool that demonstrates the feasibility 
of the proposed design. In addition, empirical results from two studies that investigated the use of 
visual cues in remote collaborative process modelling and the effect of these on the process of process 
modelling are presented. These results demonstrate the usefulness of visual cue support for 
collaborative process model validation in virtual environments. 
In summary, this thesis presents several contributions to knowledge that increase the understanding 
of collaboration support in process modelling tools and the significance of visual cues in collaborative 
process modelling. The following section proceeds by outlining the structure of the entire thesis 
document. 
1.5 Structure of Thesis 
The thesis is structured as follows: 
In Chapter 1 the research problem and goals have been discussed and research questions have been 
defined to guide the approach to and the scope of the investigation of the problem at hand. 
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In Chapter 2 the overarching research methodology is presented. Therein, the approach chosen to 
investigate the research problem and to answer the research questions is discussed and the scientific 
rigour of its application in this research project is demonstrated.  
In Chapter 3 the literature relevant to the problem domain is discussed in order to identify existing 
theories that help to better understand the problem and to choose kernel theories to inform the 
design of the artefact. Firstly, the relevance and nature of the problem at hand is discussed. As the 
topic under investigation deals with technology and software for remote collaboration, literature on 
computer-supported collaborative work is reviewed next. The third section then discusses literature 
on computer-mediated communication in order to identify the capabilities and limitations of existing 
technologies to support communication in the context of remote collaboration. Finally, virtual 
environments are discussed as a possible solution to supporting communication and collaboration. 
Since this research project specifically looks at supporting the task of process modelling, the areas of 
process management, process modelling and the process of process modelling are discussed to 
highlight the relevance of the problem and identify specific requirements for the design of a tool to 
facilitate remote collaboration for this task.  
Following the identification of tool requirements, collaborative virtual worlds and immersive interface 
technologies are discussed as a technology that can meet the requirements for collaboration and 
communication posited by the kernel theories.  
As described in the research approach, the investigation of the problem and development of a solution 
then follows an iterative approach of building a solution technology and evaluating its application to 
the problem investigated. 
The first iteration is covered in Chapters 4 and 5. Chapter 4 shows how the kernel theories identified 
in Chapter 3 informed the design of the prototype tool and how the design was implemented in a 
working prototype system. 
Chapter 5 describes the procedures used to evaluate the prototype tool and discusses the results of 
the evaluation. 
The second iteration is covered in Chapter 6 and describes how the issues with the proposed tool 
design, which have been identified throughout the evaluation in Chapter 5, are addressed by an 
improved design. 
In Chapter 7 the findings of this research are summarized and discussed with regards to the research 
questions, as are the contributions to knowledge they provide and limitations of these findings. The 
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thesis concludes by discussing the implications of the findings for research and practice as well as 
further research opportunities in Chapter 8. 
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Chapter 2 - Research Design  
 
2.1 Methodology  
This research project develops and evaluates a new combination of software and hardware features 
to support remote collaboration in collaborative process modelling. Already the first research 
question looks for a prescriptive rather than descriptive answer. The aim of this research is therefore 
not primarily that of truth, but of utility. As discussed by March and Smith (1995), it therefore falls 
into the area of design science. March and Smith see design science as a prescriptive science aiming 
at improving IT performance by using scientific knowledge. Similarly, Hevner, March, Park and Ram 
(2004) characterise it as “concerned with utility” rather than “concerned with truth”. The project 
therefore follows a design science approach. In the area of Information Systems (IS), this approach has 
been popularized by Hevner et al., but it has been a principal approach in computer science and 
engineering research for a long time (Kuechler & Vaishnavi, 2008). The basic idea of the approach is 
to design an artefact and evaluate it, which March and Smith (1995) also call “build & evaluate” 
approach. Hevner et al. (2004) discuss that such an artefact needs to address an existing unsolved 
problem, should build on and contribute to theoretical knowledge of the problem domain and should 
be proven to actually improve on existing solutions or attempts to solve the problem.  
There has been an ongoing methodological debate about what distinguishes design science from 
design and about what constitutes design science research (Gregor & Hevner, 2013; e.g. McKay, 
Marshall & Hirschheim, 2012; Winter, 2008), since the approach bears many similarities to what many 
engineers and software developers do as part of their jobs. There are two main differences between 
the practice of design and design research (Hevner et al., 2004). Firstly, design science involves the 
rigorous use of knowledge, such as existing theories and methods from the scientific knowledge base, 
to build and evaluate the designed artefact. Secondly, it contributes knowledge gained through the 
design and evaluation activities to the scientific knowledge base by scholarly dissemination. Another 
distinguishing feature discussed by Venable (2009) is that design research tries to solve a class of 
problems, whereas design practice tries to solve a specific situated problem.  
Winter (2008) identifies two different themes in design science. He distinguishes between design 
science, which aims to improve the methodology of design research, and design research, which 
designs solutions for relevant problems. In this context Gregor and Hevner (2013) argue for a range of 
contributions that can be made by “design science research” (in this case, referring to design research 
as per Winter). They categorize these contributions by their level of abstraction along three levels, 
which are shown in Figure 1. The contributions made by this research are situated at level 1 and level 
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2 of these design research contribution types. Firstly, a design for a process modelling tool is proposed, 
based on kernel theories identified in the relevant literature. Essentially this design encapsulates a 
number of design principles that describe how specific visual cues can be supported by a specific class 
of collaborative technology, i.e. virtual environments. This constitutes a contribution on level 2. 
Furthermore, an instantiation of this design has been created in the form of a working prototype of 
such a system, which is a contribution on level 1. This instantiation is then used to test the proposed 
technological rule that collaborative systems enabling the use of specific visual cues improve 
performance in collaborative process modelling. The evaluation of this prototype system generates 
empirical support for the proposed technological rule and the effectiveness of the proposed design 
principles. 
 
Figure 1: Design Science Research Contribution Types (Gregor & Hevner, 2013) 
Gregor and Hevner furthermore discuss that contributions can be positioned by the maturity of the 
proposed solution and the maturity of the application domain as shown in Figure 2. They identify four 
different contributions in this context: improvements, inventions, exaptations and routine design. 
Improvements apply new solutions to known problems. Inventions apply new solutions to new 
problems, while exaptations apply known solutions to new problems. Routine design, on the other 
hand, applies known solutions to known problems. All but routine design offer the opportunity to 
contribute new knowledge by research. This research applies a known solution (virtual environments) 
to a new problem (remote collaborative process modelling) and therefore falls into the exaptations 
quadrant. It is, however, arguable that virtual worlds are not a well-known solution, because they 
come in a large variety of configurations and the effect of different configurations on their 
effectiveness in solving specific problems is often not well known, as will be shown in Chapter 3.4. 
Either way, there is the potential for this research to contribute new knowledge to the scientific 
knowledgebase. The expected contributions of this study are a) knowledge, in the form of design 
principles and technology rules, about the creation of collaborative technology that supports visual 
cues and b) knowledge about the effect of visual cue support on the process of process modelling in 
a remote collaboration setting. 
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Figure 2: DSR Knowledge Contribution Framework (Gregor & Hevner, 2013) 
As mentioned previously, this project followed a design research approach in order to create said 
knowledge. For this approach, Hevner et al. (2004) and Hevner (2007) propose a framework that 
consists of three cycles that fit the design activity into a scientific framework (see Figure 3). The three 
cycles are the design cycle, relevance cycle and rigour cycle. The core of the whole framework is the 
design cycle, where the artefact is developed and then assessed, then refined based on the 
assessment, and then assessed again until the problem is solved. The other two cycles connect the 
design cycle to the problem domain and the scientific knowledge base. The relevance cycle first 
identifies an existing unsolved problem in the environment. This problem then translates into a set of 
requirements that the design needs to address. The evaluation of the artefact should then show how 
well the proposed artefact meets the requirements to solve the problem. If the artefact does address 
or improve upon the problem, it will be fed back into the environment, e.g. the tool/theory/etc. is 
applied in the industry. If the problem is only partially addressed or new problems emerge, this cycle 
repeats. The rigour cycle is the main part that sets design science research apart from the practice of 
design in a work environment (Hevner, 2004). During this cycle, relevant knowledge from the scientific 
knowledge base is drawn up to guide the design of the artefact and to ensure appropriate and rigorous 
methods are used for evaluation. At the end of the cycle the knowledge of how to solve the identified 
problem is added to the knowledge base by scholarly dissemination. 
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Figure 3: Design Science Research framework (Hevner et al., 2004) 
This high-level view provides some directions on how to do design research. Furthermore, Hevner et 
al. propose seven guidelines for effective design research as listed in Table 1. While these guidelines 
highlight issues that should be addressed when doing design research, they do not provide guidance 
for how to actually do this kind of research. Indulska and Recker (2008) demonstrated by a review of 
literature that the guidelines are often not rigorously implemented in IS design science research. A 
number of IS researchers have therefore called for a more detailed process model of design science 
research (DSR) to increase the rigour of the methodology (Alturki, Gable & Bandara, 2011; Peffers, 
Tuunanen, Rothenberger & Chatterjee, 2007). 
Multiple authors have since proposed processes to fill this gap (Alturki et al., 2011; Peffers et al., 2007). 
Peffers et al. (2007) identify six activities by a review and “consensus” process based on existing DSR 
papers. Alturki et al. (2011) propose a 14 step process. At the core, both approaches have iterations 
of a building phase, in which an artefact is designed, and an evaluation phase, in which the utility of 
the artefact is demonstrated. However, they differ in the specificity of these steps and the overall 
scope of the proposed model. For example, Alturki et al. include steps such as defining the scope and 
verifying whether the design science approach is suitable for the problem. These issues have already 
been resolved for this project as discussed previously in this chapter. The activities performed as part 
of this research project therefore followed Peffers et al.’s (2007) activities to ensure methodological 
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rigour and consequently implemented the guidelines proposed by Hevner et al. (2004) as discussed 
below. 
Guideline Description 
Guideline 1: Design as an Artefact Design-science research must produce a viable 
artefact in the form of a construct, a model, a 
method, or an instantiation. 
Guideline 2: Problem Relevance The objective of design-science research is to 
develop technology-based solutions to 
important and relevant business problems. 
Guideline 3: Design Evaluation The utility, quality, and efficacy of a design 
artefact must be rigorously demonstrated via 
well-executed evaluation methods. 
Guideline 4: Research Contributions Effective design-science research must provide 
clear and verifiable contributions in the areas of 
the design artefact, design foundations, and/or 
design methodologies. 
Guideline 5: Research Rigor Design-science research relies upon the 
application of rigorous methods in both the 
construction and evaluation of the design 
artefact. 
Guideline 6: Design as a Search Process The search for an effective artefact requires 
utilizing available means to reach desired ends 
while satisfying laws in the problem 
environment. 
Guideline 7: Communication of Research Design-science research must be presented 
effectively both to technology-oriented as well 
as management-oriented audiences. 
Table 1: Hevner et al.'s (2004) Design Science Research guidelines 
Activity 1 described by Peffers et al. (2007) involves “problem identification and motivation”. To 
identify and motivate the problem, a literature review of the collaborative process modelling 
literature has been performed (see Chapter 3.2). This review shows that there are unsolved issues in 
the area of process modelling and research is being done to address them. As part of this activity, a 
selection of existing tools for collaborative process modelling have been reviewed as well. 
Furthermore, literature on computer supported collaborative work and computer mediated 
communication has been reviewed (see Chapter 3.2) to identify potential problems with the existing 
process modelling tools. As a result of these reviews, missing visual cues that would support 
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communication and awareness have been identified as a potential issue with existing tools. 
Consequently, these activities implement Hevner et al.’s guidelines 2 and 6 by demonstrating the 
relevance of the problem and reviewing existing solutions to the problem at hand, as visualized in 
Figure 4.  
 
Figure 4: Research activities following design research Activity 1 proposed by Peffers et al. (2007) and implementing 
Hevner et al.’s (2004) Guidelines 2 and 6. 
Activity 2 proposed by Peffers et al. (2007) requires the researcher to “define objectives for a 
solution”. On a high level, the problem of not having visual cues that facilitate communication and 
awareness can be solved by designing a solution that provides visual cues effectively within the 
context of remote collaboration. Consequently, features required to enable these visual cues are 
identified by reviewing literature on computer-supported collaborative work and virtual environments 
(see Chapter3.4). Based on these findings, a number of requirements for a tool that allows for effective 
remote collaborative process modelling have been defined in Chapter 4.1. An evaluation of these 
features in form of a prototype tool identified some issues related to the interface of the system. As a 
consequence, additional requirements for the interface of such a tool have been identified in Chapter 
6.1. Figure 5 summarizes how these activities address Guidelines 4, 5 and 6 of Hevner et al. (2004). 
 
Figure 5: Research activities following design research Activity 2 proposed by Peffers et al. (2007) and implementing 
Hevner et al.’s (2004) Guidelines 4, 5 and 6. 
Peffers et al.’s (2007) Activity 3 is concerned with “design and development”. In order to design an 
effective solution to the problem identified in Activity 1, a prototype process modelling tool has been 
designed (see Chapter 4.2) to meet the requirements developed in Activity 2. The features that 
implement the identified requirements are again derived from existing scientific literature. This 
resulting design has been implemented as described in Chapter 4.3. In addition, Chapters 6.2 and 6.3 
describe the design and implementation of an immersive interface that addresses issues with the 
- Research Design - 13 
interface in the original design. In both cases the design of software and hardware interface represent 
contributions of this research to scientific knowledge because they will enable both practitioners and 
academics to solve the problem of supporting visual cues in remote collaboration settings. The designs 
therefore address Guideline 4 of Hevner et al. (2004). The implementation of both software and 
hardware design furthermore provide an artefact that can be tested and used and therefore satisfies 
Guideline 1 of Hevner et al. (2004). Research rigor in developing this artefact is ensured by providing 
a transparent mapping from problem to requirements, design and implementation of the artefact and 
justifying the selection of requirements, design and implementation based on existing scientific 
literature. This process contributes to implementing Guideline 5 of Hevner et al. (2004). Figure 6 
summarizes the interrelation of these activities and guidelines.  
 
Figure 6: Research activities following design research Activity 3 proposed by Peffers et al. (2007) and implementing 
Hevner et al. (2004) guidelines 1, 4 and 5. 
The fourth activity described by Peffers et al. (2007) is the “demonstration”. This activity is concerned 
with demonstrating that the proposed design can be feasibly implemented and will solve at least one 
instance of the problem at hand. As described in Chapter 4.3, an artefact implementing the proposed 
design has been built in the course of this project, thus proving the feasibility of the proposed solution. 
The following qualitative observation of participants in an experiment, as described in Section 5.1 of 
the “Evaluation” chapter, shows that participants make use of the features proposed in the design to 
at least some degree. This demonstrates that the solution solves the problem at hand at least under 
some circumstances. An improved version of this artefact has been implemented as described in 
Chapter 6.3 to demonstrate the feasibility of the proposed immersive interface. All these activities 
consequently address Hevner et al.’s (2004) Guideline 1, as shown in Figure 7. 
 
Figure 7: Research activities following design research Activity 4 proposed by Peffers et al. (2007) and implementing 
Hevner et al.’s (2004) Guideline 1. 
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Activity 5 proposed by Peffers et al. (2007) is the “evaluation”. Hevner et al. (2004) state that the 
evaluation of a novel artefact needs to answer two questions: “What utility does the new artefact 
provide?” and “What demonstrates that utility?”. The utility of the proposed prototype process 
modelling tool is the improved communication and awareness of collaborators that is created by the 
presence of additional visual cues. As these concepts are difficult to measure themselves, a 
combination of qualitative analyses and proxy variables has been used to measure this effect. Multiple 
studies have shown that improved communication and awareness cause a higher perceived ease of 
collaboration and higher team performance in collaboration (Gergle, Kraut & Fussell, 2012; Gutwin & 
Greenberg, 2000). Both characteristics can be operationalized and measured in a controlled 
environment. Mettler, Eurich & Winter (2014) argue that the “high level of systematization makes the 
experimental approach one of the best methods to appraise the utility of a newly developed artefact”. 
An experiment has therefore been designed to compare team performance and user perceptions 
during the presence or absence of particular features of the proposed design. This evaluation is 
therefore an “artificial ex-post evaluation” as discussed by Venable, Pries-Heje and Baskerville (2012). 
To confirm findings of utility indicated by the proxy variables and to overcome limitations of these 
proxies in investigating actual changes in communication and awareness, a qualitative analysis has 
been performed in addition to the testing of hypotheses. This analysis confirmed the presence of 
changes in communication strategies and awareness as a result of the experimental treatment. The 
experiment and the observed results are described in Chapter 5.2 of this thesis. The demonstrations 
of software and hardware design again address Hevner et al.’s (2004) Guideline 1 in the sense that 
they provide an initial evaluation of the artefact to prove that it solves at least one instance of the 
problem. The experiments performed on the other hand confirm the relevance of the problem 
investigated by confirming a difference in collaborative work performance when visual cues are 
missing as opposed to when they are present. This contributes to implementing Hevner et al.’s 
(Hevner et al., 2004) second guideline. The experiments furthermore provide an evaluation of the 
utility of the proposed design in a methodologically rigorous way, therefore implementing Guideline 
3 and 5 of Hevner et al. (2004). Figure 8 summarizes how the activities derived from Peffers et al.’s 
(2007) Activity 6 relate to Hevner et al.’s guidelines. 
 
Figure 8: Research activities following design research Activity 5 proposed by Peffers et al. (2007) and implementing 
Hevner et al.’s Guidelines 1, 2 and 3. 
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Peffer et al.’s (2007) final activity concerns “communication”. The technological rules and design 
principles that emerged from the design process and evaluation of the design have been published in 
multiple workshops and a conference. In addition, this thesis plays a major part in disseminating the 
knowledge that comes out of this research. The results presented here will also be developed into two 
journal articles in the immediate future. These activities therefore implement Hevner et al.’s (2004) 
Guideline 7, as summarized in Figure 9. 
 
Figure 9: Research activities following design research Activity 6 proposed by Peffers et al. (2007) and implementing 
Hevner et al.’s (2004) Guideline 7. 
By following this approach, this research implements a rigorous methodology that adheres to all the 
guidelines described by Hevner et al. (2004), as summarized again below.  
Guideline 1 is addressed by implementing an instantiation of the proposed system. The first evaluation 
of this system demonstrates that it works and improves the problem to at least some degree. The 
problem relevance (Guideline 2) is demonstrated by the review of the literature as described in 
Activity 1. Guidelines 3 and 5 are addressed by following Activity 4 and 5 of Peffers et al.’s process. 
They are also addressed through the use of rigorous scientific methods, such as the randomization, 
manipulation and control used in the experiments, and the use of multiple forms of data analysis, such 
as qualitative and quantitative approaches, for the evaluation of the artefact. The inferential statistics 
used in the second experiment give further credibility to the results of the evaluation. Similar rigour is 
applied in the construction of the artefact. Following Activity 1 and 2, the problem identified from the 
literature is mapped into requirements. These requirements are mapped into technology features 
based on the existing scientific knowledge around both the problem domain and knowledge on 
collaborative technology. This mapping also implements Guideline 6, as the design is guided by 
existing knowledge from the scientific knowledgebase. The application of these methods creates the 
theoretical contributions of this research. Firstly, the knowledge of how to build collaborative 
technology to support various visual cues is contained in the description of how the problem is 
translated into requirements, and how the requirements are met by the design (i.e. mapping from the 
problem to the design via the requirements). Secondly, the knowledge about problems in the process 
of process modelling, as theorized at the onset of this study, is proven in the evaluation of the artefact 
by showing that solving this problem has a statistically significant effect on the process of process 
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modelling. Both contributions therefore satisfy the 5th guideline. Activity 6 directly implements 
Guideline 6. 
While the implementation of these guidelines provides rigor to this research, some pragmatic 
decisions needed to be made to limit the scope of the study. Due to the novelty of the artefact 
developed, it was considered preferable to study its use in a more controlled laboratory study rather 
than in the field. The evaluation of the artefact was therefore limited to an “artificial evaluation” as 
per Alturki et al. (2011). Similarly, a direct comparison to existing process modelling tools has not been 
performed, as the support of visual cues in the proposed design required a number of additional 
changes to the commonly used design of these applications. These would likely have confounded the 
study of individual features on the process of process modelling. Both decisions raised the internal 
validity of the results obtained at the cost of ecologic validity. A “naturalistic evaluation” should 
therefore be performed in future research to increase the ecologic validity of the results. 
Overall, this discussion has demonstrated how this study has applied rigorous methods to solve a 
relevant problem by following Peffers et al.’s design science research process and implementing 
Hevner et al.’s guidelines for design science research. 
The next chapter will review relevant literature to identify existing theories that can provide a better 
understanding of the problem domain and that can help to identify solutions to the research problem. 
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Chapter 3 Background 
3.1 Overview 
As discussed in the methodology section, there are three goals that this literature review is meant to 
achieve. Firstly, the literature is reviewed to show the relevance of the problem described. The review 
of process management literature therefore discusses the importance of process management for 
modern businesses. It then shows that process modelling is a critical activity of process management. 
Finally, it reviews existing tools that are used to support this activity to show that not all parts of this 
activity are adequately supported by existing tools. 
Secondly, literature is reviewed to identify kernel theories that help to better understand the problem 
space. This review therefore examines the process of creating process models and highlights the need 
for collaboration and communication of several types of information between many people. The 
review proceeds by analysing technological support for these processes provided by existing process 
modelling tools. As the literature reports on a lack of support for communication and coordination in 
these tools, existing literature on computer-supported collaborative work and computer-mediated 
communication is reviewed to understand how these issues arise. The review shows that collaborative 
work processes depend on awareness information and the limitations of the technology result in a 
lack of awareness compared to face-to-face collaboration. The review continues by discussing 
literature on the concept of awareness and the implications and effects of awareness for 
collaboration. 
Finally, literature is reviewed to identify kernel theories that can be used to derive potential solutions 
to the problem. A review of virtual worlds and immersive interface technology shows how and why 
these technologies are a good solution to the identified research problem. 
3.2 Process Modelling 
3.2.1 Process Management 
In the following section, literature on business process management will be discussed to demonstrate 
that process modelling is a relevant problem. Van der Aalst, ter Hofstede and Weske (2003) describe 
that in the 80s information systems usage in businesses saw a shift from data storage and retrieval to 
the support of business processes. This shift necessitated an increased focus on the processes within 
the company. Process Management has since become a critical activity for organizations (Gartner Inc., 
2005, 2007, 2010). In 2013, Gartner Inc. predicted that Australian businesses will spend 70 million 
Australian dollars and that worldwide 2.8 billion dollars will be spent on technology to support 
business process management (Gartner Inc., 2013). The investments of individual large companies can 
be in the millions of dollars (see Recker, 2012). The holistic management of processes requires a 
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number of different steps. These are usually described as the business process management lifecycle 
(BPM lifecycle), shown in Figure 10. 
 
Figure 10: BPM Lifecycle (Dumas et al., 2013, p. 21) 
To be able to manage processes, an organization first needs to identify the processes that make up its 
operations. These processes are then documented in the form of process models. This is known as 
process discovery. The models created in this step can then be analysed. Based on this analysis process 
redesign can improve existing processes. In a further step, the execution of processes can be 
automated with information technology. Such an implementation also enables monitoring and 
controlling of processes, which can feed back into discovery and analysis. 
Process modelling (business process modelling) is the activity of creating models of existing or future 
processes, and occurs during both process discovery and process redesign. It is a critical activity in the 
BPM lifecycle because none of the other activities can happen without the models created by this 
activity. Process modelling can be generally separated into two kinds of practices: intuitive graphical 
approaches and rigorous mathematical approaches (Recker, Rosemann, Indulska & Green, 2009). The 
intuitive approaches are mainly used by stakeholders to identify, document, communicate and discuss 
processes, whereas the mathematically-based ones allow for validation, simulation and automated 
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execution by computers (Curtis, Kellner & Over, 1992). Some modern grammars, such as BPMN, can 
be used for either approach, so that both approaches can coexist. During process modelling, the 
processes in question are described in the form of a graphical model that is known as a business 
process model (also referred to as simply a process model). 
In order to provide a better understanding of the problems involved in creating such process models, 
the following sections provide a more detailed understanding of process models and the processes by 
which they are created. 
3.2.2 Process Models 
Business process models are externalized representations that describe one or more perspectives of 
a (usually organizational) process. These representations can be in the form of unstructured or semi-
structured text or in the form of diagrams. While textual representations are still widely used (Patig, 
2011, p. 38), it has been shown that diagrams are more efficient and therefore usually preferred by 
users of the model (Figl & Recker, 2014; Recker, Safrudin & Rosemann, 2012). 
There are multiple perspectives of a process that can be present or absent in a process model (Curtis 
et al., 1992; Jablonski & Bussler, 1996). The functional perspective describes which activities are a part 
of the process and what interactions occur between actors (people and resources that execute 
business activities). The behavioural or control-flow perspective describes in which order and 
according to which conditions the activities are executed. The organizational or resource perspective 
describes who is executing the activities (the actors). The informational or data perspective describes 
what objects are being manipulated by the activities of the process. 
In order to reduce ambiguity that is present in natural language, process models are governed by 
process modelling grammars. These grammars provide a set of constructs and rules that define how 
these constructs can be used to represent real-world phenomena (Wand & Weber, 2002). Many 
different grammars exist, such as the Unified Modelling Language (UML), Petri-Nets, Event-driven 
Process-Chains (EPCs), IDEF0 and the Business Process Modelling and Notation grammar (BPMN). 
These languages do not just differ in their symbol sets, they also vary in their ability to describe 
different real-world phenomena (Recker, Indulska, Rosemann & Green, 2010). The existence of many 
different grammars and standards has been a long standing issue for industry and has resulted in a 
push to develop an industry standard. This push resulted in the Business Process Model and Notation 
(BPMN) standard. BPMN has been designed to be both easily understandable for non-expert users 
and mathematically rigid enough to allow automated process execution (Owen & Raj, 2003). 
According to a world-wide survey (Patig & Casanova-Brito, 2011), BPMN is now the most commonly 
used process modelling grammar and is therefore often used in studies of process modelling. 
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An example of a BPMN process model describing an order fulfilment process is shown in Figure 11. 
Empirical studies have shown that BPMN diagrams are perceived as useful (Recker, Rosemann, Green 
& Indulska, 2011) and can be used, in principle, to build process models that can be understood by 
technical and non-technical audiences. 
 
Figure 11: Example of a BPMN process model (Dumas et al., 2013, p. 106) 
BPMN models generally consist of activities, sequence-flows, events, gateways, pools, lanes and data 
objects. They can therefore model all four perspectives described above, although not all of them 
need to be modelled for a valid BPMN model. 
The process of creating these models can be a complex endeavour, as the next section will show. As 
the goal of this research project is to develop technology to support this process better, the next 
section will analyse the process of process modelling and identify issues in this process that technology 
can help to mitigate.  
3.2.3 Process of Process Modelling 
Business process modelling is the process of transforming knowledge about the processes of a 
business into models that accurately describe these processes (Scholz-Reiter & Stickel, 1996). This 
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knowledge is often dispersed across many people in an organization. Process modelling therefore 
requires the collaboration of many people across an organization. These people should include 
domain experts who are executing the process, modelling experts who are modelling the process, and 
people who want to use the model (Den Hengst & De Vreede, 2004; Frederiks & van der Weide, 2006). 
The process consists of elicitation, modelling, verification and validation (Frederiks & van der Weide, 
2006), as shown in Figure 12. Elicitation requires gathering all relevant knowledge from the domain 
experts. This reduces epistemic uncertainty, which is about incomplete knowledge of the process. 
During the modelling phase, this knowledge is transformed it into a formal representation in order to 
reduce linguistic uncertainty, i.e. the vagueness of natural language (Hoppenbrouwers et al., 2005). 
During verification, the internal consistency of the model is checked and validation is then carried out 
to confirm that the model accurately describes the real process (Frederiks & van der Weide, 2006). 
 
Figure 12: Information Modelling process (Frederiks & van der Weide, 2006) 
Pinggera et al. (2012) describe the modelling phase more closely. They identify three consecutive 
steps: comprehension, modelling and reconciliation. These phases occur in iteration during process 
modelling. During comprehension, the modeller seeks to understand the existing model and plans 
changes that are required. In the modelling step she then adds or deletes model elements. This is 
followed by a reconciliation step in which the model is reorganized by changing labels and layout to 
either make it easier to understand or prepare it for further changes. These three steps are repeated 
iteratively until all necessary changes are implemented. 
Rittgen (2013) argues that a major goal of process modelling is to achieve consensus between relevant 
stakeholders on how a given organizational process is currently executed or should be executed in the 
future. The process of modelling therefore also contains social processes that affect the outcome of 
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process modelling activities. Adamides and Karacapilides (2006), for example, argue that “business 
process modelling is a social process that principally involves spontaneous and multidirectional 
interaction”. The views of the process of process modelling discussed above, however, do not consider 
the social processes involved in the modelling process. However, some researchers have proposed 
views of the modelling process that focus on the social components of the activity. 
Recker (2007) suggests that modelling is a conversation between people with the goal to come to a 
shared view of the process and the resulting process model is merely a log of this conversation. Rittgen 
(2007) consequently describes modelling as a negotiation in which participants iteratively propose 
changes to the model and these changes are either accepted or rejected by other participants in a 
discussion. He proposes a detailed model of the activities involved in this negotiation as shown in 
Figure 13. 
 
Figure 13: Process modelling negotiation (Rittgen, 2007) 
The interactions shown in Rittgen’s model can be separated into two kinds of activities. Firstly, there 
are activities in which participants provide information regarding domain or model syntax to their 
collaborators, such as the “propose”, “argue for”, “argue against” and “counter”. Secondly, there are 
activities that require participants to express their attitude towards this information as feedback, such 
as “support”, “challenge”, “accept”, “reject” and “withdraw”. “Negotiate” is a special case and spans 
both categories, as it will generally require both the transferral of information and of attitude.  
The model describes that these activities happen for each proposition “p” presented in the process 
model. It follows that a necessary precondition for these activities to happen is that all participants in 
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the discussion are aware of what the current “p” is. Furthermore, as the model shows, the activities 
of the process of discussion follow a specific order. This indicates that coordination processes are also 
involved in the process of process modelling. These would, for example, need to determine who can 
put forward their arguments next, or whether the end state of acceptance has been reached for the 
current proposition and the discussion can move on to another part of the process model. Since a 
process is usually described by many propositions, it follows that the process of process modelling 
requires the transmission of significant amounts of both information and attitude between the 
involved stakeholders to arrive at a shared understanding of the process which is represented by the 
process model. 
In a collocated process modelling session, as illustrated in Figure 14, visual cues support the activities 
described in Rittgen’s model. Luebbe (2011, p. 69) observed such behaviours in several case studies 
of modelling sessions: “[…] people talking about the process jumped with their eyes and fingers from 
one end of the process model to the other. This was done to identify inconsistencies, cross-reference 
parts of the process, or literally point out an argument in the discussion.”. Accordingly, the location of 
the body or hand of a participant as well as their gaze can provide information about which proposition 
“p”, i.e. part of the model, is currently being discussed. Similarly, a facial expression or body posture 
can communicate feedback on the proposition made or provide information about the attentiveness 
of participants. Again examples of such behaviour have been observed in case studies of modelling: 
“When people dropped out of the active discussion, they typically stared at another part of the 
process.” (Luebbe, 2011, p. 69). Communication management behaviours such as turning towards a 
participant or making eye contact naturally support the structure of the modelling process. 
 
Figure 14: Collocated process modelling session example 
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Overall, this section showed that process modelling requires intense communication between many 
different people. The process requires the transmission of different types of information, rapid 
feedback and requires coordination between the people involved. As the discussion above showed, 
this process is well supported in collocated collaboration, but what happens if people are not 
collocated? This situation poses some challenges for computer-mediated remote collaboration. This 
thesis investigates these issues and develops a solution in the form of technology to facilitate the 
process of process modelling in remote collaboration. The next section will therefore review how 
existing process modelling tools support this process. 
3.2.4 Process Modelling Tools 
This section will identify issues with existing process modelling tools and will extract requirements for 
the technology developed as part of this research project by reviewing relevant literature. 
While process modelling can be done with pen and paper, increasingly sophisticated software tools 
are available to facilitate the elicitation, modelling and verification of process models.  
Den Hengst and De Vreede (2004) report that tool complexity affects the time required for modelling 
a process. For further analysis of this effect they distinguish stakeholder and task usability. Stakeholder 
usability describes how easily the stakeholders can learn to use the tool. Task usability describes how 
well a given tool supports the task at hand. 
Tools can support the process of modelling in a number of ways. At a very basic level, most modelling 
tools provide a set of drawing stencils that allow users to create models using the constructs of a 
specific process modelling grammar regardless of their drawing skills. This functionality seems to be 
supported by all tools used for process modelling (Ami & Sommer, 2007). Two independent surveys 
(Davies, Green, Rosemann, Indulska & Gallo, 2006; Recker, 2012) showed that Microsoft Visio is the 
most commonly used software for process modelling and more advanced tools are usually only used 
by larger companies. This indicates that practitioners give graphical editing features the highest 
priority when choosing a process modelling tool.  
More advanced features that modelling tools can provide include analysis and reporting functions, 
such as automated model verification (Mendling, Verbeek, van Dongen, van der Aalst & Neumann, 
2008). Furthermore, many advanced process modelling tools can interact with process model 
repositories to enable the management of large process model collections and interactions between 
models in these collections. For example, management of large process model collections can be 
facilitated through reuse of shared process elements, efficient propagation of changes through a 
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process model collection and hierarchical process models, where details of a process are abstracted 
out into separate process models (Ekanayake, La Rosa, ter Hofstede & Fauvet, 2011). 
All these aspects of process modelling tools support the technical aspects of the process. However, 
the previous section has shown that the process of process modelling has a strong social aspect. 
Adamides and Karacapilidis (2006) argue that it is the interactions between the stakeholders rather 
than the formal aspects that need to be supported by technology. While the features previously 
discussed facilitate modelling for individuals, involving multiple people in the process of modelling 
poses additional requirements. Hahn et al. (2010) state that “technology must provide support for 
modelling, communication and coordination”. 
To enable multiple stakeholders to participate in the process, they usually will need some form of 
access to the process model. In its simplest form this access is enabled by the modelling tool being 
able to import and export process models in the form of data files that can be given to other 
collaborators. However, with an increasing number of stakeholders involved in the modelling process, 
this approach quickly leads to version control issues. More advanced approaches therefore make use 
of process model repositories. Some tools even allow users to edit process models concurrently and 
provide advanced access control mechanisms to prevent parallel editing from causing inconsistencies 
(Ekanayake et al., 2011). 
The ability to share process models also creates a need for awareness information regarding the 
actions of other collaborators. Features introduced to address these issues include change displays 
and change notifications. Change displays highlight changes to a process model to someone viewing 
the model, while change notifications send emails (or other messages) to relevant stakeholders, 
notifying them of a change to the process model. 
While shared access and awareness of changes to the process model are important steps to enable 
collaboration, they still do little to address underlying social issues involved in the process of process 
modelling. Koschmider, Song and Reijers (2010) proposed the use of social network features to 
support the modelling process in which a recommender system would suggest solutions to modelling 
problems based on the recommendations of people in the modeller’s social network. They found that 
this approach increased the model quality, but people still largely ignored the social component of the 
recommender system. A core social process of modelling is that of reaching shared understanding and 
agreement on the process model. Consequently, Rittgen (2009a) proposed an architecture describing 
the required processes that need to be supported and a tool that implements this architecture. The 
COMA tool implements a structured process to improve the convergence on a process model that 
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matches the understanding of all collaborators. An evaluation of that tool shows that it provides good 
support for structured interactions, such as proposing a view, evaluating alternatives, resolving 
conflict and achieving agreement. However, the evaluation also showed that problems still exist in 
situations that require unstructured interactions, such as sense-making, clarification and discussion, 
due to a lack of support for communication in natural language. Similarly, management of the 
modelling process was not well supported due to a lack of awareness information. Kock (2001) reports 
problems in resolving conflicts when modelling collaboratively using a tool to support remote 
collaboration due to the medium not being “rich” enough. Similarly, participants of Hahn et al.’s (2010) 
tool evaluation were dissatisfied with communication support by the tool and requested features to 
support “more natural communication”. Riemer, Holler and Indulska (2011) specifically identified a 
lack of support for awareness and communication features in an analysis of existing process modelling 
tools. 
Accordingly, more recent process modelling tools started to implement communication features such 
as annotation, commenting, messaging and video chat. However, the research literature concludes 
that the support for remote collaboration is still limited and fragmented (Hahn et al., 2010; Mendling, 
Recker et al., 2012). 
In summary, this section has shown that there are many different ways in which tools support both 
technical and social aspects of the modelling process. However, shortcomings of existing tool support 
have been identified in the area of synchronous unstructured communication and coordination of the 
modelling process. The following section will therefore review both processes and investigate how 
collaborative technology and in particular process modelling tools can provide better support for 
them. 
3.3 Computer-Supported Collaboration 
The previous sections have shown that business process modelling is a significant activity for 
businesses that requires intensive collaboration and communication between stakeholders. Modelling 
tool support to facilitate this process has been discussed and shortcomings in this support have been 
identified for the areas of communication and management of the modelling process. In the following 
section, research on computer support for collaboration and communication will be discussed to 
explain a) why support by existing modelling tools for the identified areas is lacking and b) to identify 
theoretical knowledge that will help in designing an effective solution to support these processes. 
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3.3.1 Computer-Supported Collaborative Work 
This section gives an overview of how information technology can support collaborative work by 
facilitating the processes underlying collaboration. Information technology that supports such 
interactions is known as groupware (C. A. Ellis, Gibbs & Rein, 1991). 
In general, groupware can be distinguished by the time and the place of the collaboration. This is 
summarized in the four categories of Johansen’s CSCW matrix (Johansen, 1988), as shown in Table 2. 
Collaboration can happen at the same time in one place, e.g. a meeting in which a group of people 
works together to solve a problem. It can happen across different places at the same time, as in video 
conference calls. Alternatively, collaboration can happen across different times, e.g. leaving notes on 
the fridge to inform family members of important events (same place) or emailing (different place). 
This study focuses on synchronous remote collaboration, i.e. collaboration that happens at the same 
time across different places. 
 Same Place Different Place 
Same Time Workshop, Meeting 
Audio-,Video-conferencing, 
Groupware 
Different Time Annotated Model Printouts Email, Repositories, etc... 
Table 2: CSCW Matrix (Johansen, 1988) 
To support collaboration, technology needs to support the processes underlying collaboration. 
Nunamaker et al. (Nunamaker Jr, Briggs, Mittelman, Vogel & Balthazard, 1996) suggest that there are 
three such processes: information access, communication and deliberation. Deliberation concerns the 
mental work performed on the task at hand, such as problem solving, goal setting and processing the 
available information to make decisions. Communication covers the process of exchanging 
information with other collaborators and information access covers gaining access to information that 
is required for the task at hand. Such information can be about the task, the team members, the team 
interactions or the equipment. This information is often referred to as a shared mental model 
(Mathieu, Heffner, Goodwin, Salas & Cannon-Bowers, 2000) or awareness (Yuill & Rogers, 2012). An 
argument can be made that deliberation in a collaborative context is dependent on communication 
and information access, because a member of the team needs to either gather the information 
required to perform the work or ask others for information they cannot access themselves. Both 
communication and awareness are interdependent as well. Firstly, communication requires 
awareness, e.g. team members need to know what language and communication channels to use. 
Secondly, communication can create awareness, e.g. by reporting the current status of the task to 
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other team members. However, there can be no communication without a minimum of awareness. 
When somebody is unaware that there is somebody else to talk to and/or is unaware of the 
communicative signals they are sending, there can be no communication as no information can be 
exchanged. The same argument is also made by Malone and Crowston (1990), although they 
specifically talk about coordination rather than collaboration problems. 
In summary, in a collaborative setting deliberation depends on communication, which in turn depends 
on awareness. The next section therefore discusses computer support for communication. Since 
communication also depends on awareness, Section 3.3.3 discusses in more detail the concept of 
awareness in general, but especially in the context of collaboration. 
3.3.2 Computer-Mediated Communication 
To examine how technology can support remote communication, this section reviews theories that 
describe communication and give insight into the issues involved in the process of supporting 
communication via technology. For this purpose communication can be seen as the exchange of 
messages between two or more parties.  
 
Figure 15: Shannon-Weaver model of communication 
One of the simplest models to explain the “mechanics” of this phenomenon was created by Shannon 
& Weaver (Shannon, 1948). This model describes communication as sending a message via a medium 
to a destination as shown in Figure 15. The message is transformed by the transmitter into a signal 
that is carried by the medium and is received by a receiver that transforms the signal back into a 
message. An important conclusion to draw from the model is that the original message sent by the 
information source may differ from the one that the receiver reconstructs from the signal. This is 
because the signal is affected by “noise” that can cause corruption or loss of information in the 
message. Furthermore, the message must be transformed into a signal and back. If either of these 
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transformations cannot be done, then communication is not possible. It is therefore important for 
mediated communication to consider what types of messages have to be sent and how they are 
affected by the transformations described to ensure a communication technology is able to support a 
particular type of communication. For example, a computer without a microphone cannot transform 
a spoken message into a signal that can be sent to a remote collaborator. Similarly, a computer 
without a speaker may not be able to transform a received signal back into a spoken message. 
The insufficiency of many individual media to support all the necessary message types for 
collaboration led to the idea of combining them in multi-medial media spaces (Barnard, May & Salber, 
1996; Gaver, 1992). However, Gaver (1992) analysed media spaces and concluded that their 
affordances are different and generally much more limited than those of a real-world space. Ishii, 
Kobayashi and Arita (1994) argue that these issues are a result of the different media not being 
seamlessly integrated, because human perception anticipates seamless interaction between the 
media. Communication requires the relevant signals to be sent at the right time in the right 
configuration. For example, using a deictic reference with a pointing gesture requires three signals. 
The sender says the word “this” or “that”, assumes a body posture where a limb points at an object 
in the environment, and the object that is being pointed at exists in the environment. Sending two of 
these signals (e.g. speech and gesture) would not be better than sending only one of these signals (e.g. 
the speech). This means that some channels, for example a video chat, are not necessarily better than 
a phone conversation if they do not show all the relevant cues at the right time. An especially 
problematic case is that of remote collaboration on a computer screen. While both the content and a 
video of the person you are collaborating with can be displayed, there is no way to combine the 
information from them. The information of the relative position of those two to each other, which is 
usually encoded in the position and orientation of the body in relation to the computer screen, is 
missing. As a result, it is not possible to tell what the other person is looking at, even though their face 
and the potential target on the screen can be seen. Greenberg and Gutwin (2009) therefore conclude 
that screen sharing provides a “pale imitation” of a real-world workspace for collaboration.  
Even worse, in video communication the channel is usually asymmetric (Gaver, 1992) because the 
video camera is offset from the screen that shows the image as illustrated in Figure 16. This means 
that fairly essential communication management behaviours such as looking at someone to address 
them and give them permission to talk (i.e. eye contact) cannot be achieved, with the result of 
degraded communication performance.  
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Figure 16: Channel asymmetry in video chat (Gaver, 1992) 
Another important consideration is that the transformations to and from signal require work to be 
done, for example, a computer needs to sample air pressure (via a microphone) to transform it into a 
discreet electrical signal. Clark and Brennan (1991) describe several such “cost factors” that affect the 
communication process, such as the effort required to formulate or understand an utterance and the 
effort to produce or receive an utterance. For example, it is generally considered easier to speak than 
to type a text message. Therefore the support of a communication technology for different types of 
messages can be considered by considering whether the messages can be transformed, how much 
effort these transformations require and who needs to exert the effort. 
To be able to discuss support of technologies for different message types it is also necessary to discuss 
which message types exist. The most common distinction of communication signal types is the 
distinction in verbal and non-verbal communication. Verbal communication is the use of language to 
communicate, usually through speech. Non-verbal communication is, as the name suggests, all the 
communication that is not verbal communication. Duncan (1969) suggests that six different forms of 
non-verbal message types exist. Kinesics is the use of body movements, such as gestures, to 
communicate. Paralinguistics/paraverbals use auditory cues other than speech, such as the tone of 
voice, to convey meaning. Proxemics is the use of space in communication, such as turning towards 
and standing close to people you intend to communicate with. Olfaction is the communicative use of 
smell, which is rarely used by humans. Haptics is the use of touch, for example tapping someone’s 
shoulder to start a conversation and artefact use/appearance covers the manipulation of one’s 
appearance, such as the use of different clothes, to convey, for example, mood. In addition to the 
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verbal and non-verbal components of communication, people can move around an environment and 
manipulate objects as communicative acts (Otto, Roberts & Wolff, 2006). Gergle, Kraut and Fussel 
(2004a) show that the availability of visual cues, such as seeing the manipulation of objects, makes 
the process of communication more efficient, since collaborators use action as a form of evidence for 
comprehension and do not require additional acknowledgement. Thus, objects and environment 
contribute to the context in which a message can be understood. A shared context enables the use of 
communication shortcuts known as deixis, which makes communication more efficient. These 
shortcuts are called a deictic reference when their meaning changes based on context. For example, 
the meaning of the word “here” depends on the current location of the speaker. 
Wolff, Roberts, Steed and Otto (2007) identify two contexts that affect collaboration. The social 
context enables understanding of messages by providing a shared language and awareness of the 
state of the conversation partner and interaction history. For example, the meaning of the verbal 
message “Are you sure?” is dependent on the social context between two communicators. The 
receiver of the message has to know who the sender is addressing in order to understand who the 
word “you” refers to. For this he either needs to be aware of the language used, who was addressed 
or communicating before (interaction history), or who the addressee is looking at (non-verbal 
communication). 
The other context is the spatial context, which enables collaborators to understand communication 
by awareness of relevant objects and spatial relations. For example the verbal message “This should 
be moved over here.” requires the receiver to know which object is referred to by “this” and which 
spatial location is meant by “here”. This information can be contained in a pointing gesture, which 
requires the receiver to be aware of the location of the communicator in relation to the referenced 
object to understand the gesture.  
However, in order to make use of context for communication, both sender and receiver need to be 
aware of that context. Therefore, sharing context is important for communication. If a relevant part 
of the context is not shared by both sender and receiver, it can be formulated explicitly in the message 
by encoding relevant features of the context in the message. For example, the previous phrase in a 
modelling scenario could be replaced by “The task ‘Enter data‘ should be moved into the lane 
‘Accountant‘ just left of the task ‘Calculate revenue‘”. This, however, increases the effort of 
formulation and production of a message.  
As can be seen so far, there are many issues that need to be considered and resolved to allow for 
effective mediated communication of even one message alone. 
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More recent models of communication describe communication processes beyond simple message 
transmission. Additional issues can be identified when looking at these processes. The interactional 
model of communication revised the idea of a one-way communication and describes communication 
as the passing of a message from sender to receiver and then the passing of feedback from receiver 
back to sender instead (Schramm, 1954). In this model a person involved in the communication 
process is either a sender or a receiver at any given moment. The transactional model of 
communication instead considers communication as a concurrent stream of messages from the 
sender and feedback from the audience in which all participants can both send and receive at the 
same time (Barnlund, 1968). Clark and Brennan (Brennan, 1998; Clark & Brennan, 1991) build on these 
ideas and describe communication as a form of collaborative action. According to this theory of 
“grounding”, a communicator does not only have to send a message, but also gather sufficient 
evidence that this message has been received and understood as intended by the intended receiver. 
This gathering of evidence requires receiving some form of feedback from the receiver. Specifically, 
this sharing of understanding will reach different levels over the extent of the communication 
(Dillenbourg & Traum, 2006). Firstly, knowledge shared by the communicative act has to be accessible 
to the receiver, for example, knowledge cannot be shared with someone by phone if they do not have 
a telephone. Secondly, the message has to be perceived. If a phone call happens in a noisy 
environment, the receiver might not be able to hear the sender of the message. Thirdly, the message 
has to be understood. If the sender speaks in a language the receiver does not understand, then the 
message will not be understood. Dillenbourg and Traum describe a fourth level that covers agreement. 
At this level the receiver might understand what the sender is trying to communicate, but might 
disagree with the information contained in the message. These levels of understanding show that 
communicating with another person can fail at multiple levels and, accordingly, a lot of feedback is 
required to ascertain that the receiver of a message shares the sender’s understanding of it. 
Brennan (1998) therefore argues that the more rapidly the exchange of feedback can occur, the easier 
and quicker it is for both communicators to arrive at a shared understanding. This led to the 
development of a new class of theories that consider the number of signals that could be sent at the 
same time, i.e. the bandwidth of the communication channel. The most well-known of these are Social 
Presence Theory (Short, Williams & Christie, 1976) and Media Richness Theory (Daft & Lengel, 1986). 
Both of them posit that the more signals a communication channel can transmit at once, the better 
the communication. The empirical findings, however, did not always support these theories (e.g. El-
Shinnawy & Markus, 1997). As a result, a new generation of theories integrated human capabilities to 
receive and understand signals as well. Media Naturalness Theory says that a channel that transmits 
more or less signals than used in face-to-face communication degrades communication, because the 
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human “hardware” is not designed to deal well with these situations (Kock, 2004, 2005b). Similarly, 
Media Synchronicity Theory (Dennis, Fuller & Valacich, 2008; Dennis & Valacich, 1999) says that the 
number of signals transferred by a communication medium need to match the requirements of the 
task, otherwise the redundant signals or the reconstruction of missing signals will cause additional 
strain on the receiver and decrease communication performance. 
In summary, this section has shown that mediating communication is a complex endeavour that 
requires many issues to be considered. Table 3 summarizes the issues discussed above.  
Issues involved in mediating communication Source 
Types of messages supported (Duncan, 1969; Gergle et al., 2004b; Otto et al., 
2006) 
Number of messages supported (Daft & Lengel, 1986; Dennis et al., 2008) 
Cost of creation and reception of message (Clark & Brennan, 1991) 
Cost of encoding and decoding of message (Clark & Brennan, 1991) 
Cost of communication management (Clark & Brennan, 1991; Dillenbourg & Traum, 
2006) 
Seams in communication space (Ishii et al., 1994) 
Channel asymmetry (Gaver, 1992) 
Context dependencies (Wolff et al., 2007) 
Table 3: Issues involved in mediating communication 
To design technology that supports communication, one needs to consider what message types need 
to be supported and in which configurations they might need to occur. Furthermore, the process of 
transforming them into signals and back can limit the support of communication due to the effort 
required or the infeasibility of transformations. However, people can make use of information that is 
contained in shared spatial and social context to communicate more efficiently. As will be shown in 
the next section, communication therefore benefits significantly from awareness and shared 
understanding can in fact be seen as a special case of collaborative awareness. 
3.3.3 Awareness in CSCW 
Awareness of the state of their environment allows people to make effective decisions to achieve their 
goals (Endsley & Jones, 2012). As discussed in the Section 3.3.1, collaboration requires a minimum set 
of information. To be able to collaborate, one needs to know that there is someone to collaborate 
with, how this someone can be interacted with, as well as how each individual’s actions can affect the 
state of the environment (and as a result affect the actions of other individuals involved in the 
collaboration). The importance of such information for the process of collaboration has led research 
on computer-supported collaborative work (CSCW) to describe the required knowledge in the concept 
of awareness (Endsley, 1995). Information relevant to understanding a situation is therefore often 
referred to as awareness information. 
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However, since the exact information required can vary widely across situations and depending on 
the lens and scope of a scientific investigation, the use of the term “awareness” has been criticized 
(Endsley, 1995; Schmidt, 2002). To reduce the inherent vagueness associated with the English word, 
researchers have tried to specify it by attaching adjectives to the term resulting in a multitude of 
related concepts such as “situational awareness” (Endsley, 1995), “activity awareness” (Carroll et al., 
2011), “mutual awareness” (Benford & Bowers, 1994) and “workspace awareness” (Gutwin & 
Greenberg, 2002). Furthermore, there is disagreement on whether “awareness” should be regarded 
as a state of possessing the necessary information (e.g. Endsley, 1995) or as the process of gathering 
and keeping the necessary information up-to-date (e.g. Antunes & Ferreira, 2011). Endsley (1995) 
defines situation awareness as “the perception of the elements in the environment within a volume 
of time and space, the comprehension of their meaning, and the projection of their status in the near 
future.”.  
Awareness information in collaborative settings can be used for the management of coupling, efficient 
communication, coordination of actions and anticipation (Gutwin & Greenberg, 2002). Hindmarsh and 
Heath (2000) show that communication behaviours in collocated workplace collaboration make 
significant use of visual awareness information and their intelligibility relies heavily on this information 
being available to the people involved in the interaction. Consequently, the performance of teams 
collaborating has been shown to be significantly affected by the awareness information that is shared 
by all team members (Mathieu et al., 2000). Awareness allows a team to coordinate implicitly by 
enabling members of the team to anticipate the actions and needs of their team members and select 
actions that are consistent and coordinated with the actions of the other team members (Mathieu et 
al., 2000). On the other hand missing awareness information has been shown to lead to uncoupling 
incidents (Hindmarsh, Fraser, Heath, Benford & Greenhalgh, 1998; Zhu, Benbasat & Jiang, 2010). 
In order to support remote collaboration through technology, it is therefore important that the 
technology provides the user with access to this information. In order to design technology that 
supports collaboration by providing all the relevant information, it is necessary to a) identify which 
information is relevant and b) identify how people access this information.  
Endsley and Jones (2012) describe the cognitive process of achieving situational awareness as a three 
level process that depends on the goals and objectives of a person at a given moment, underpins their 
decision making and therefore ultimately affects their performance of actions. At the first level, the 
person has to take in all available information about the state of their environment and then filter out 
the pieces of this information that are irrelevant for them to make decisions concerning their goals 
and objectives. At the next level they have to synthesise an understanding of the current situation 
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based on the available relevant information and based on their experience and then project this into 
the likely future state of the environment at level three.  
Situational awareness is therefore not only achieved by perceiving relevant information, but also by 
interpretation, internalization, retrieval, selection, experiencing and recognizing (Antunes & Ferreira, 
2011). Consequently, situational awareness can be limited by perception, attention, knowledge and 
experience (Antunes & Ferreira, 2011; Endsley & Jones, 2012). This means it is important to consider 
not only what information is relevant to a task, but also the mechanisms by which this awareness 
information is accessed.  
Dourish and Belotti (1992) differentiate between sender controlled (active) and receiver controlled 
(passive) awareness information. In active provision of awareness information, the person changing 
the state of the environment communicates that change to the other collaborators to keep their 
awareness up-to-date. An example of such behaviour would be verbal acknowledgement of having 
completed a task. Passive awareness information, on the other hand, requires the receiver of that 
information to query the environment. An example is that when switching lanes with a car, the driver 
looks to the side and behind to make sure that no other car is or will shortly be in the way of that 
change. Both modes (active and passive) have different benefits and drawbacks. One major difference 
is the distribution of cognitive load. Seeing that either the sender or the receiver have to handle the 
additional task of providing or obtaining the awareness information, this may add to their overall 
cognitive load and distract them from the task at hand.  
Gutwin and Greenberg (2002) distinguish between intentional communication, consequential 
communication and feedthrough as mechanisms to provide awareness information. Intentional 
communication covers what Dourish and Belotti described as sender controlled provision of 
awareness information. On the other hand passive awareness information is split into consequential 
communication and feedthrough in this classification. Consequential communication provides 
awareness information by being able to observe the actions of other collaborators. As an example, we 
know that meeting notes are being taken because we see someone is writing on a piece of paper 
during the meeting. Feedthrough, on the other hand, is awareness information provided by the results 
of these actions, i.e. we can deduce information from the changed state of the environment. For 
example, we know that someone has taken notes of a meeting, because there is a sheet with meeting 
notes visible after the meeting.  
All of these mechanisms can work through a number of modes that can cover the whole range of 
human senses. Gutwin and Greenberg (2002) mention, but do not limit these modes to, verbal and 
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non-verbal auditory and visual cues. While the term visual cue has not actually been defined in the 
related papers, a cue has been defined in computer-mediated communication literature, e.g. by Harris 
and Paradice (2007) as a “mechanism used to communicate”. This definition, however, presupposes 
the intentional use of such cues and is therefore not consistent with the usage of the term in 
awareness literature. This study uses the following definition instead: “A visual cue is a configuration 
of visual elements in the environment that can be used to gain awareness information”. This definition 
is consistent with the way in which the term is used in the literature. As an example, one visual cue 
described by Kraut et al. (2003) is that “gaze direction can be used to establish other’s general area of 
attention”. Looking at this description, the visual elements involved, i.e. gaze direction and gaze target, 
do not represent the awareness information sought. That is, it is not the goal to know the direction of 
someone’s gaze (i.e. in Euler-angles) or the position of the target in space. Rather, the visual elements 
of gaze direction and target can be used to gather awareness information concerning someone’s focus 
of attention, by inferring that someone’s gaze is usually directed at their focus of attention. However, 
the mere presence of both visual features does not by itself constitute the presence of that 
information. Visual cues are therefore not the awareness information, but instead afford the creation 
or gathering of awareness information.  
Endsley (1995) points out that the specific information necessary to achieve situational awareness 
depends on the task to be performed and the environment in which it is to be performed. Therefore, 
subsets of situational awareness can be defined for specific situations, such as collaboration. These 
subsets are distinguished by which “elements” or pieces of awareness information are relevant for 
them. 
Collaboration requires awareness of the task, the collaborators, the tools, the interactions and the 
environment to understand the situation (Gutwin & Greenberg, 2002; Hindmarsh & Heath, 2000; 
Mathieu et al., 2000). This subset of situational awareness and has been coined workspace awareness 
by Gutwin and Greenberg (2002) and its scope is limited in time and space to the synchronous 
interaction happening in the shared workspace. The elements Gutwin and Greenberg identified as 
relevant to achieve workspace awareness are listed in Table 4. 
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Category Element Specific Question 
Who Presence Is anyone in the work space? 
 Identity Who is participating? 
 Authorship Who is doing that? 
What Action What are they doing? 
 Intention What goal is that action part of? 
 Artefact What object are they working on? 
Where Location Where are they working? 
 Gaze Where are they looking? 
 View Where can they see? 
 Reach Where can they reach? 
Table 4: Work space awareness information (Gutwin & Greenberg, 2002) 
Kraut, Fussell and Siegel (2003) conducted several experiments involving two people who collaborated 
on an artefact in either collocated or remotely collaborative settings. In doing so, they identified a 
range of visual cues related to the collaborators’ heads and faces, their bodies, the task objects and 
the work context, as shown in Table 5. These cues support collaboration and change the way people 
communicated in their experiment on a physical task. 
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 Participants 
Heads and 
Faces 
Participants 
Bodies and 
Actions 
Task Objects Work Context 
Monitor task 
status 
N/A Inferences about 
intended changes 
to task objects can 
be made from 
body position and 
actions. 
Changes to task 
objects can be 
directly observed 
Activities and 
objects in the 
environment that 
may affect task 
status can be 
observed 
Monitor 
participants’ 
actions 
Gaze direction 
can be used to 
infer intended 
actions 
Body position and 
actions can be 
directly observed 
Changes to task 
objects can be 
used to infer what 
others have done 
Traces of others’ 
actions may be 
present in the 
environment 
Establish joint 
focus of 
attention 
Eye gaze and 
head position 
can be used to 
establish others’ 
general area of 
attention 
Body position and 
activities can be 
used to establish 
others’ general 
area of attention 
Constrain possible 
foci of attention 
Constrain 
possible foci of 
attention; 
disambiguate off-
task attention 
(e.g. disruptions) 
Create efficient 
messages 
Gaze can be 
used as a 
pointing gesture 
Gestures can be 
used to refer to 
task objects. 
Pronouns can be 
used to refer to 
visually shared 
task objects 
Environment can 
help constrain 
domain of 
conversation. 
Monitor 
comprehension 
Facial 
expressions and 
nonverbal 
behaviours can 
be used to infer 
level of 
comprehension 
Appropriateness of 
actions can be 
used to infer 
comprehension 
and clarify 
misunderstandings 
Appropriateness of 
actions can be 
used to infer 
comprehension 
and clarify 
misunderstandings 
Appropriateness 
of actions can be 
used to infer 
comprehension 
and clarify 
misunderstanding
s 
Table 5: Functions of visual cues in collaboration (Kraut et al., 2003) 
Much of this information can be easily accessed in a collocated situation: where a person can see 
another person, interactions are based on the laws of physics and other people’s actions can be 
anticipated by observing them. However, in a situation where collaborators are distributed across 
separate locations, technology needs to enable the users to achieve that awareness. Some of the 
information listed above can be easily provided by a system. Identity, for example, can be represented 
by a list of names on a computer screen. However, some of the information, such as the intention of 
an action, can be highly contextual and relies on configurations of multiple elements that need to be 
perceived together and to be intelligible within the context (Hindmarsh & Heath, 2000). In remote 
collaboration there are, therefore, additional challenges for awareness, as the capabilities of the 
technology can limit the user’s ability to perceive awareness information, such as visual cues, as well 
as the user’s ability to understand the provided awareness information.  
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Figure 17: Manifestation of awareness cues in collaborative technology (Antunes & Ferreira, 2011) 
In a collaborative system, awareness cues manifest as feedback, feedforward and feedthrough 
mechanisms (Antunes & Ferreira, 2011) as shown in Figure 17. Feedback means a signal sent by the 
system to acknowledge that an action has resulted in a change of the system’s state. Feedforward 
signals a change in the state of the system that is not a result of the actions of the user. Feedthrough 
signals that the state of the system has changed as a result of another user’s actions.  
Because feedthrough mechanisms generally have to use a communication channel to broadcast cues 
to remote parts of the system, the capability of a system to support these mechanisms depends on 
and is limited by the communication medium used, as discussed in the previous section. Thus, the 
perception of awareness information can be limited by the technology not being able to sense, 
transmit or display the required information.  
However, even if the collaborative system is cable of all three actions, its usefulness can be limited by 
cognitive constraints of the user. Showing too much information at once or showing information at an 
unnecessary level of detail, can lead to an information overload and reduce the ability of the user to 
both perceive and integrate awareness information the system provides them with (Antunes & 
Ferreira, 2011). Furthermore, the cognitive effort required to perceive and integrate awareness 
information has implications on other work processes. Focus theory of group productivity (Briggs, 
1994; Nunamaker Jr et al., 1996) explains that during group work, people are engaged in three 
cognitive processes that due to limited memory and attention compete with each other. These 
processes are communication, deliberation and information access. Achieving awareness can be 
considered a part of information access in this view. This means that the increased cognitive effort 
required to filter and integrate awareness information, competes with the user’s ability to 
communicate and perform work. As a result the high cognitive effort required to achieve awareness 
if too much awareness information is presented to the user or if much cognitive effort is required to 
perceive or integrate individual pieces of awareness information can affect collaboration performance 
negatively. 
Consequently, designers of collaborative technology need to consider both awareness mechanisms 
and awareness information to enable users of that technology to collaborate effectively. On one hand 
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they need to figure out which awareness information helps participants reach the level of 
understanding of task, workspace and their collaborators required by the task at hand to ensure that 
neither too little nor too much awareness information is presented to the user. On the other hand 
they need to design the mechanisms through which this information is delivered to and received by 
the users so that the users’ cognitive effort required to deliver and receive awareness information is 
minimized. 
In summary, the concept of awareness describes a person’s mental state of understanding the state 
of their environment such that they can make effective decisions to reach their goals in general. 
Subsets of such a state can be defined by limiting the scope of that understanding to a specific goal, 
such as collaborating on a specific work task. As this thesis focusses on a specific collaborative work 
task, the term “awareness” is used throughout this thesis to refer to the collaborator’s level of 
understanding of the state of task, workspace and fellow collaborators. This understanding follows 
Gutwin and Greenberg’s (2002) notion of “workspace awareness”. However, as process modelling has 
a strong social component, an understanding of the social situation relating to the task, which is not 
explicitly included in “workspace awareness”, should be considered as part of the interpretation of 
awareness applied throughout the document.  
This section has, furthermore, demonstrated that workspace awareness greatly affects 
communication and coordination in collaborating teams. A lack of awareness information usually 
leads to collaborators exchanging information about the state of task, workspace and team members 
through additional verbal communication. This behaviour increases time and cognitive effort needed 
to finish the task at hand and reduces cognitive capacity available to perform the task at hand 
communicate with collaborators. The support of communication and coordination in existing process 
modelling tools therefore depends on the tools’ support for awareness.  
Awareness is reached by gathering awareness information and integrating it into an understanding of 
the situation. This awareness information is either passively or actively provided by awareness 
mechanisms in the environment. One of these mechanisms is the use of visual cues to gather 
awareness information. In technology-mediated collaboration, where the workspace is virtual, 
awareness information has to be provided by the technology. The technological provision of 
awareness information needs to be balanced, so that the user is neither receiving so little awareness 
information that additional information needs to be requested verbally from other collaborators, nor 
so much awareness information as to lead to an information overload. The next section will therefore 
discuss how visual awareness cues are supported or missing in existing process modelling tools. 
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3.3.4 Awareness Support in Process Modelling Tools 
The research literature on collaborative process modelling tools consistently reports problems with 
support for communication, specifically a lack of support for “natural” and synchronous 
communication (Hahn et al., 2010; Kock, 2001b; Mendling, Recker et al., 2012). The previous sections 
of this review have established that effective communication during collaboration often depends on 
awareness. A review of existing tools by Riemer et al. (2011) even identified a lack of support for 
awareness. Visual cues, specifically, are often used to achieve awareness in collocated collaboration. 
Kraut et al. (2003) summarize many of the behaviours used to provide awareness information in 
collocated collaboration in a matrix relating the visual cues used to the awareness information they 
can provide. They identified mechanisms which provide visual cues through the collaborators’ heads 
and faces, the collaborators’ bodies and actions, their use of shared task objects and the work 
environment. These visual cues can then provide awareness information about the task status, the 
actions of collaborators, a joint focus of attention, efficient references and the comprehension of 
collaborators. 
Therefore, support for these behaviours described by Kraut et al. (2003) by several commonly used 
process modelling tools has been analysed as a part of this research project to identify which visual 
cues existing software solutions enable in remote collaboration. For this analysis, six popular process 
modelling tools have been investigated: Microsoft Visio, BizAgi Process Modeller, Signavio Process 
Editor, IBM Blueworks, SAP StreamWork and ARIS Business Architect. In addition, the research 
prototype ProcessWave (Goderbauer et al., 2011) was included in the analysis. While many more tools 
exist to support process modelling, the selected tools are deemed to be representative of both the 
low and high end of communication and coordination support in terms of features. None of the other 
tools differ significantly from the investigated tools in the way that, or in the extent to which, they 
support communication and coordination. 
For the analysis, each use of a visual cue described by Kraut et al. (2003) has been determined as either 
supported, partially supported or not supported, as listed for each tool in Table 6.  
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Number of 
existing tools 
that support 
cue fully 
 
A1 - Facial expression can be used to identify how close 
to agreement the team is        2/7  
B1 - Gaze direction can be used to infer intended actions        0/7  
C1 - Eye-gaze and head position can be used to establish 
others’ general area of attention        0/7  
D1 - Gaze can be used as a pointing gesture        0/7 () 
E1 - Facial expressions and nonverbal behaviours can be 
used to infer level of comprehension        2/7  
A2 - Inferences about intended changes to task objects 
can be made from body position and actions.        0/7  
B2 - Body position and actions can be directly observed        0/7  
C2 - Body position and activities can be used to establish 
others’ general area of attention        0/7  
D2 - Gestures can be used to illustrate and refer to task 
objects      () () 0/7  
E2 - Appropriateness of actions can be used to infer 
comprehension and clarify misunderstandings        0/7  
A3 - Changes to task objects can be directly observed        4/7  
B3 - Changes to task objects can be used to infer what 
others have done ()       6/7  
C3 – Task objects constrain possible foci of attention        7/7  
D3 - Pronouns can be used to refer to visually shared task 
objects      () () 0/7  
E3 - Appropriateness of interactions with task objects can 
be used to infer comprehension and clarify 
misunderstandings 
       4/7  
A4 - Activities and objects in the environment that may 
affect task status can be observed      () () 0/7  
B4 - Traces of others’ actions may be present in the 
environment      () () 0/7  
C4 - Constrain possible foci of attention; disambiguate off-
task attention (e.g. disruptions)      () () 0/7  
D4 - Environment can help constrain domain of 
conversation.      () () 0/7  
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E4 - Appropriateness of actions in the environment can 
be used to infer comprehension and clarify 
misunderstandings 
     () () 0/7  
Total number of Visual Cues Supported by tool 1/20 2/20 2/20 4/20 4/20 6/20 6/20 - 12/20 
Table 6: Visual Cues supported by tool ( - not supported; () – partially supported;  - fully supported) 
Overall support for these features by process modelling tools has been summarized in Table 7, based 
on whether at least one of the tools investigated would be able to support the described behaviour 
in a remote collaboration session.  
 Participants 
Heads and 
Faces 
Participants 
Bodies and 
Actions 
Task Objects Work 
Environment 
Monitor task 
status 
A1 - Facial 
expression can 
be used to 
identify how 
close to 
agreement the 
team is 
A2 - Inferences 
about intended 
changes to task 
objects can be 
made from body 
position and 
actions. 
A3 - Changes to 
task objects can 
be directly 
observed 
A4 - Activities and 
objects in the 
environment that 
may affect task 
status can be 
observed 
Monitor 
participants’ 
actions 
B1 - Gaze 
direction can be 
used to infer 
intended actions 
B2 - Body position 
and actions can be 
directly observed 
B3 - Changes to 
task objects can 
be used to infer 
what others have 
done 
B4 - Traces of 
others’ actions 
may be present in 
the environment 
Establish joint 
focus of 
attention 
C1 – Eye-gaze 
and head 
position can be 
used to 
establish others’ 
general area of 
attention 
C2 - Body position 
and activities can 
be used to 
establish others’ 
general area of 
attention 
C3 - Constrain 
possible foci of 
attention 
C4 - Constrain 
possible foci of 
attention; 
disambiguate off-
task attention 
(e.g. disruptions) 
Create efficient 
messages 
D1 - Gaze can 
be used as a 
pointing gesture 
D2 - Gestures can 
be used to 
illustrate and refer 
to task objects. 
D3 - Pronouns can 
be used to refer to 
visually shared 
task objects 
D4 - Environment 
can help constrain 
domain of 
conversation. 
Monitor 
comprehension 
E1 - Facial 
expressions and 
nonverbal 
behaviours can 
be used to infer 
level of 
comprehension 
E2 - 
Appropriateness of 
actions can be 
used to infer 
comprehension 
and clarify 
misunderstandings 
E3 - 
Appropriateness of 
actions can be 
used to infer 
comprehension 
and clarify 
misunderstandings 
E4 - 
Appropriateness 
of actions can be 
used to infer 
comprehension 
and clarify 
misunderstanding
s 
Table 7: Support for functions of visual cues in existing process modelling tools (green: supported; yellow: partially 
supported; red: not supported) (adapted from Kraut et al. (2003)) 
To illustrate how the different levels of support shown in the table have been determined, an example 
for each of the three levels will be discussed in the following. 
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A1 – Facial expression can be used to identify how close to agreement the team is. This visual cue 
has been determined as fully supported, because at least one of the tools examined (in this case both 
ARIS and ProcessWave) supports video chat. In the video chat window, users of the tool can see the 
facial expression of other collaborators to draw conclusions about their attitude towards the 
proposition being discussed. This can be used in the same way as in a collocated collaboration, the 
only constraints being those of video size and resolution. 
A4 – Activities and objects in the environment that may affect task status can be observed. This 
visual cue has been determined as partially supported, because the video chat features of ARIS and 
ProcessWave mentioned before support parts of this behaviour but do not support it to the extent 
that it could be used in a collocated situation. For example, a user could potentially see a collaborator 
leaving the computer or using a mobile phone in the video chat window and use this awareness 
information to conclude that this collaborator is not currently contributing to the task. As opposed to 
the collocated situation, however, a user cannot gain additional information by looking around, for 
example to see whether the collaborator went to the coffee machine and will return shortly or 
whether he left the building and will not contribute any further. 
C1 – Eye-gaze and head position can be used to establish others’ general area of attention. This 
visual cue has been determined as not supported, because none of the tools investigated supports 
the described behaviour. In a collocated situation, seeing what elements of the model other people 
present are looking at can be used to gather awareness information of the topic of the current 
discussion. However, even with video chat, the relation between the gaze of a collaborator and the 
model objects on their screen cannot be determined. 
Support for all other cues has been determined in a similar fashion, but a detailed discussion of each 
individual cue has been omitted for brevity. The remaining cues are similarly constraint by the 
presence or absence of the same awareness mechanisms as the three discussed cues. Primarily, the 
lack of embodiment of remote collaborators and limited access to the remote work environment, 
prevent the gathering of visual awareness cues using these mechanisms. 
When comparing the capabilities of the examined process modelling tools to support all the visual 
cues listed in the table, significant gaps can be seen. In particular, support for most cues delivered by 
the faces and bodies of collaborators is not currently provided by existing tools. 
In the light of the literature review so far, it is reasonable to hypothesize that missing visual awareness 
cues, especially those related to the users body, explain the lack of support for communication and 
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coordination in collaborative process modelling. On the other hand, the findings of the literature beg 
the question of how the identified visual cues can be supported by technology. 
3.3.5 Awareness Support in CSCW 
Research on computer-supported cooperative work has investigated how to provide awareness 
information in groupware. An issue for supporting awareness in applications that provide a large 
shared workspace is that users can often have different views of the workspace. Each user can be 
looking at a different part of a document and there is no way for other users to tell. Figure 18 shows 
an example of this problem from Gutwin & Greenberg (2002). In this situation, neither of the two 
users can tell what the other user is actually seeing of the workspace. Consequently, if one user tries 
to discuss a part of the shared workspace, this might lead to misunderstandings. If the right user says: 
“Let’s delete the element in the top right corner”, the left user would not be able to understand this 
statement correctly. Consequently, research in CSCW has tried to develop solutions to this problem. 
 
Figure 18: Awareness problem in groupware (Gutwin & Greenberg, 2002) 
Tran, Raikundalia and Yang (Tran, Raikundalia & Yang, 2006) discuss five commonly used view 
awareness mechanisms for 2D groupware.  
Firstly, the awareness problem can be solved by imposing a simple constraint on the collaborative 
application, such that all collaborators always share the same view of the shared workspace and 
cannot change their views individually. This technique is referred to as “WYSIWIS” (“What You See Is 
What I See”). This approach has been found to be both too restrictive and too disruptive for 
collaboration (Tran et al., 2006).  
Another technique is the use of telepointers. In this approach, each user is represented in the shared 
workspace by their mouse cursor, which is displayed to all users, as shown in Figure 19. However, as 
mouse cursors are usually only used when the user interacts with the shared workspace, they do not 
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necessarily represent a user’s current focus of attention. Consequently, telepointers can lead to 
confusion in remote collaboration as reported by Heath et al. (Heath, Luff, Kuzuoka, Yamazaki & 
Oyama, 2001). 
Multiuser scrollbars address this issue by displaying one scrollbar for each user to visualize their view 
in the workspace, as shown in Figure 19. Gutwin, Roseman and Greenberg (1996), however, found 
that users had trouble integrating the information provided by the scrollbars into their mental model 
of the workspace and therefore did not like using them. 
 
Figure 19: Telepointers and Multiuser Scrollbars (Gutwin et al., 1996) 
Radar views (Gutwin et al., 1996) show a miniaturized view of the entire workspace with a visualization 
of the views of remote users (see Figure 20). While they have been found to improve workspace 
awareness, there are issues related to their scale and separation from the actual workspace of a user 
(Tran et al., 2006).  
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Figure 20: Radar View (Tran et al., 2006) 
Fisheye views are an attempt to deliver both close-up and overall contexts of the workspace in one 
view. They do so by compressing parts of the workspace that are not currently the focus of attention, 
shown in Figure 21. They are, however, hard to understand and hard to navigate due to the possible 
overlap of the workspaces of individual users (Tran et al., 2006). 
 
Figure 21: Fish-Eye View (Tran et al., 2006) 
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Overall, these techniques can alleviate some of the problems of missing view awareness information 
and have been shown to improve the outcomes of remote collaboration (Gutwin & Greenberg, 2000). 
However, they also introduce new issues, such as requiring a lot of display space and requiring users 
to integrate information across different display spaces (Gutwin & Greenberg, 2000). It is therefore 
expected that they do not scale well for larger group sizes (Gutwin & Greenberg, 2000), which would 
be a major issue for process modelling, since it often involves large groups of stakeholders. 
Another solution prominent in research is the use of three-dimensional (3D) visualizations for 
awareness information. The most popular example of this are virtual environments. While there is 
some scepticism concerning the usefulness of 3D visualizations for 2D tasks (e.g. Tran et al., 2006), it 
should be pointed out that in the real-world collaboration always occurs in three dimensions, even 
when working on 2D artefacts such as documents or images. Furthermore, some empirical evidence 
supports the usefulness of virtual environments for collaboration (e.g. Montoya et al., 2011). The 
following sections therefore discuss this technology. 
3.4 Virtual Environments 
The advent of real-time 3D graphics to create virtual spaces “inside” computer systems has opened 
the way for diverse applications. These simulated virtual spaces are referred to as virtual 
environments. In such environments, users are visually represented. These representations are called 
avatars and can take many shapes ranging from abstract, to realistic, to fantastic, depending on theme 
and purpose of the virtual environment (Davis et al., 2009). Most of the time, avatars are humanoid. 
With these avatars, users can socialize, create virtual objects and even conduct business inside the 
virtual environment. One of the most popular examples of a virtual environment is Second Life 
(Messinger et al., 2009), shown in Figure 22. While originally proliferated by video games, virtual 
environment technology has been of interest to both researchers and businesses for the purpose of 
creating platforms for visualisation, socialising, education, commerce and collaboration (Brown, 
Herter & Eichhorn, 2012; Davis et al., 2009; Messinger et al., 2009). 
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Figure 22: Second Life (image from Schmeil, Eppler & Gubler, 2009) 
The following sections will show that virtual environments possess unique capabilities that enable 
them to support awareness in ways that closely mimic face-to-face situations. They are therefore a 
candidate technology that could be used to solve the problems in supporting awareness discussed 
earlier and to facilitate collaborative processes such as process modelling that depend heavily on 
communication and awareness. 
To support this conclusion, the next section will define concepts and definitions relevant to 
understanding and discussing virtual environments. After that, research that shows their capabilities 
and limitations for both communication and collaboration will be reviewed. Since these capabilities 
and limitations depend on both the software and the hardware used, the discussion will be separated 
into two sections related to issues of software and of hardware. 
3.4.1 Definition and Components 
Virtual environments are interactive graphical computer simulations of a virtual space. Because a 
variety of technologies can be used to interact with these simulations and they can be applied to many 
different application areas, many terms have been applied to the concept in research over time, such 
as virtual worlds (Davis et al., 2009; Messinger et al., 2009; Nevo, Nevo & Kim, 2011), virtual 
environments (S. R. Ellis, 1994; Smith, Duke & Massink, 1999; Takatalo, Nyman & Laaksonen, 2008), 
3D virtual environments (Ott & Dillenbourg, 2002; Schmeil et al., 2009; Schouten, van den Hooff & 
Feldberg, 2013), immersive virtual environments (Bouras, Giannaka & Tsiatsos, 2008; Bowman & 
Hodges, 1995; McMahan, Gorton, Gresock, McConnell & Bowman, 2006) and virtual reality. Cahalane, 
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Feller and Finnegan (2012) found a total of 41 different terms used for the concept within the IS 
literature. This suggests that the concepts and terms underlying this research area have not matured 
yet. Furthermore, because of the variety of different configurations and purposes for which virtual 
environments can be used, attempts to name specific sub-sets of these systems have been made. 
Distributed virtual environments (Lombard & Ditton, 2006), networked virtual environments (Bouras 
et al., 2008; Guye-vuillème, Capin, Pandzic, Thalmann & Thalmann, 1999) and collaborative virtual 
environments, for example, all describe virtual environments that connect multiple users via a 
computer network.  
Similarly diverse are the definitions of the terms, some of which focus on the capabilities and effects 
of the technology whereas others focus on the configurations of features and hardware used. Ellis 
(1994) defines virtual environments as “interactive, head-referenced computer displays, that give 
users the illusion of displacement to another location”. Bell (2008) defines a virtual world as: “A 
synchronous, persistent network of people, represented as avatars, facilitated by networked 
computers”. Chellali et al. (2008) define collaborative virtual environments as “digital spaces in which 
distant users can meet, share virtual objects and work together”.  
To create a unified definition of the concept of virtual environments, Bell (2008) identified common 
elements of definitions of virtual environments in the research literature. Firstly, virtual environments 
are synchronous, i.e. give the user feedback about changes to the state of the environment in real-
time. Secondly, they are persistent, i.e. the changes that users affect in the state of the environment 
persist even when the user disconnects from the environment. Thirdly, they contain multiple users 
that can interact with each other, i.e. the changes they affect in the environment are visible to other 
users in that environment. Fourthly, the users are represented as avatars, i.e. the presence of a user 
in the environment is made visible to the other users in some form. Finally, Bell mentions the 
requirement that virtual environments are run by computers, to explicitly exclude shared imagined 
environments such as the imaginary worlds created by players of pen-and-paper role-playing games. 
He also mentions the inherent “spatiality” of virtual environments, despite omitting this feature from 
his definition. 
Building on these elements, this research uses the following definition for virtual environments: 
“Virtual environments are interactive graphical computer simulations of a persistent virtual space in 
which users are visually represented and can meet, interact and share virtual objects.” 
While this definition describes the key attributes of virtual environment applications, it is deliberately 
vague about how these attributes are implemented. The term “computer simulation” indicates the 
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necessity of computing hardware to create such a system. The terms “interactive”, “graphical” and 
“visually represented” indicate requirements of a two-way interface between the user and the 
simulation that is running on the computer. Indeed, Ellis (1994) suggests virtual environments consist 
of three different types of hardware: sensors that sense the user‘s actions, effectors that stimulate 
the senses of the user and hardware that links those sensors and effectors to produce experiences 
similar to those of a physical environment.  The technology can therefore be thought of as an “array 
of possible input and output devices coupled to the user’s sensorimotor channels.” (Biocca & Delaney, 
1995). These interface technologies map the input from the user and the output of the simulation to 
the user’s sensorimotor channels (Biocca & Delaney, 1995) as shown in Figure 23. An input device 
senses the user’s action and the virtual environment then maps the sensed signal into an input for the 
virtual world simulation. For example, the user presses a key, which the virtual environment system 
maps into a “move avatar forward by one meter” action. The virtual world simulation then calculates 
how this affects the state of the virtual world and the resulting state is then transformed into an image 
that is displayed to the user by an output device. 
 
Figure 23: Functions of Virtual Reality hardware and software (Biocca & Delaney, 1995, p. 114) 
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Accordingly, virtual environments can make use of diverse interface hardware, both to display the 
virtual world to the user and to allow the user to interact with it. For a display they most commonly 
use a simple desktop computer screen where the virtual environment is displayed as a 2D image on 
screen, resembling a window looking into the environment, as shown in Figure 24.  
 
Figure 24: Desktop interface for virtual environment (Bouchard et al., 2012) 
Advanced configurations can use stereoscopic displays that show a 3D image and even displays that 
fully surround the user, using head-mounted displays (Dodds, Mohler & Bülthoff, 2010) or CAVE 
environments (Cruz-Neira, Sandin & DeFanti, 1992) as shown in Figure 25. 
 
Figure 25: CAVE environment (Roberts, Wolff, Otto, Kranzlmueller & Steed, 2004) 
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Similarly, while users commonly interact with those environments using mouse and keyboard, there 
are virtual environments that allow spatial interaction using three-dimensional input devices or even 
full-body tracking (Dodds, Mohler, de la Rosa, Streuber & Bülthoff, 2011) as shown in Figure 26. 
 
Figure 26: Head-mounted display and full-body tracking interface (Dodds et al., 2011) 
Smith, Duke & Massink (1999) therefore argue that “the virtual environment, the user interface, the 
interaction processes, the physical interaction devices and the user’s cognitive model” all need to be 
explicitly defined to fully describe a specific virtual environment.  
Overall, this discussion shows that virtual environments are a diverse class of systems and any analysis 
of their use will have to consider the capabilities of the media (i.e. simulation software) and their 
interfaces. 
With regards to the capabilities of the media, the simulation of a consistent space that includes a 
representation of the user provides benefits and limitations for collaboration that are unique to virtual 
environments as a medium. Section 3.4.2 will therefore review research related to this simulation. 
Regarding the user interface, since its hardware mediates the user’s interaction with the virtual world 
and other users present in it, the capabilities of the interface devices limit what input the simulation 
can react to and how the output of the simulation can be perceived by the user. The virtual 
environment simulation cannot react to anything it cannot sense (limitations of input devices/sensors) 
and the user cannot perceive what the display cannot show (limitations of output devices). The 
interfaces are therefore a critical constraint on the user experience when interacting with virtual 
worlds. Section 3.4.3 will therefore review how different interfaces facilitate or limit the benefits 
described in Section 3.4.2. 
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3.4.2 Benefits and Limitations of Virtual Environments 
As discussed in the previous section, at the core of a virtual environment system is the graphical 
simulation of a virtual space and the objects and avatars present in that space. This simulation gives 
rise to several unique features that can be used for communication and coordination during 
collaboration in a virtual environment that will be discussed in the following. 
One unique feature of virtual environments is the representation of users in the form of avatars. 
Through these avatars users can “convey their identity, presence, location, and activities to others” 
(Benford, Greenhalgh, Rodden & Pycock, 2001). They also provide support for body-language, 
gestures and gaze. Bente and Krämer (2011) suggest that avatars support multiple non-verbal 
communication functions, but that an understanding of the benefits and limitations of the use of 
avatars is still not fully developed. 
This support can be seen when, in virtual environments, people use social conventions in a similar way 
to how they are used in face-to-face communication. One way they do this is by using proxemics, 
which refers to the social use of distance in communication, e.g. intimate communicators stand very 
close to each other (Yee, Bailenson, Urbanek, Chang & Merget, 2007). They also use face-to-face 
communication strategies, such as using gestures, “spatial deixis” and “lack of explicit address” (Guye-
vuillème et al., 1999; Herring & Borner, 2003). Based on a qualitative study Mueller, Hutter, Fueller 
and Matzler (2011) propose that virtual environments “enable users to visualise ideas, solutions or 
concepts that are difficult to describe verbally” and therefore “facilitate the creation of a shared 
language and shared codes, and therefore positively influence knowledge-sharing activities”. Dodds 
et al. (2010, 2011) showed that using fully animated avatars in a word guessing game between remote 
users improved the team’s performance. Schouten et al. (2013) report that the use of a virtual 
environment and avatars for a discussion and decision making task led to higher shared understanding 
in the teams, leading to higher consensus, satisfaction and team cohesion. They speculate that this is 
a result of the larger range of visual cues provided in such an environment, but admit that “the exact 
way in which symbol sets support convergence and conveyance processes needs to be investigated 
further”. Montoya, Massey and Lockwood (2011) report that for more experienced user teams, virtual 
environments enable higher performance while requiring less communication. They suggest this is a 
result of additional visual cues making communication more efficient. Venkatesh and Windeler (2012) 
studied long-term effects of the use of virtual environments on the collaboration of virtual teams and 
found that “the unique benefits it affords interpersonal interaction” have a positive effect on team 
cohesion, leading to increased team performance. Notably, these studies theorize about an 
interaction of visual cues with these results but none of them have shown empirical evidence that 
demonstrates the involvement of, or indeed use of, these cues by participants. Overall, however, the 
Background - 55 
studies discussed above indicate that avatars may indeed facilitate interpersonal communication in 
several ways. 
Several academics, however, also point out limitations of avatars in supporting interpersonal 
communication. Verhulsdonck and Morie (2009) highlight that desktop-based virtual environments 
only support intentional communication and force users to make unintentional communication 
intentional. For example, an avatar only looks sad if the user makes it look sad by pressing a button. 
Accordingly, Guye-Vuilleme et al. (1999) found gestures are used more readily than postures in virtual 
environments. Unintentional gestures are therefore lost and cannot be used as awareness 
information. The lack of the technological support for those features can force users to fall back on 
less efficient communication strategies (Herring & Borner, 2003), such as fixed spatial references. 
However, all these articles discuss virtual environments that are used with desktop interfaces that 
require users to press a key to execute a gesture. As will be demonstrated in the next section, this is 
very likely an issue of the user interface, rather than an inherent limitation of virtual environments. 
Another unique feature of virtual environments is the embedding of the user in the task space, which 
leads to a consistent representation of space and spatial relationships for all users. Ishii, Kobayashi 
and Arita (1994) point out that in many existing CSCW systems a seam exists between the 
communication space, in which the communication between people takes place, and the task space, 
in which the work needs to be performed. Figure 27 illustrates this seam. In a typical computer-
supported remote collaboration system, multiple windows, such as a text chat or video chat window 
and a shared document or diagram, exist. Participants only communicate within the chat window, 
which constitutes the communication space, and only work in the shared document, which constitutes 
the task space. The separation of these spaces prevents the use of eye gaze and pointing gestures for 
communication and makes shifts of focus from one space to the other difficult (Ishii et al., 1994).  
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Figure 27: Computer-Supported Collaborative Work spaces 
By representing the user in the virtual space, collaborative virtual environments can merge the task 
and communication space as illustrated in Figure 28. As a result, the avatars share the same space 
with the task objects. This allows all participants to use both the objects and the space for 
communication. 
 
Figure 28: Virtual environment spaces 
Consequently, the location of the avatar can be used to identify objects referenced in speech. Avatars 
have been shown in one experiment to reduce referential ambiguity in communication (Ott & 
Dillenbourg, 2002). However, the experiment only allowed participants to communicate by sending 
one of three predefined text messages to identify an object in the world, so the generalizability of this 
finding to unstructured communication may be limited. Furthermore, avatars can perform pointing 
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gestures to make referencing in communication (spatial deixis) more efficient. This has been 
demonstrated to some degree by Hindmarsh, Fraser, Benford and Greenhalgh (2000). However, the 
use of these features was reported to be severely limited by the desktop interface.  
An interviewee of Mueller et al. (2011) reported that in a virtual environment “Speakers can observe 
the reactions from the audience and can directly respond to it”. Similarly, Montoya, Massey and 
Lockwood (2011) report that the continuously provided visual feedback on the activities of other team 
members reduced free-loading behaviour and led to a more equal distribution of performed work. 
On the other hand, Moore, Ducheneaut and Nickell (2007) report that avatars often fail to display the 
owners’ current activities and status reliably, which can lead to false assumptions and 
miscommunication. This can be an issue of the interface if the input device is unable to sense a 
relevant status or activity of the user. For example, a keyboard cannot sense whether a user has left 
the computer or is just not typing right now. Moore et al. demonstrate, however, that this is more 
often an issue of the implementation of the virtual environment and can be addressed by designing 
the simulation appropriately. 
The discussion so far has shown that avatars can both facilitate interpersonal communication and 
improve coordination by providing awareness of user activity and enabling efficient referencing.  
A recurring theme in this discussion, however, is that the interface of the virtual environment can 
interfere with the above benefits. Furthermore, the addition of spatiality brings with it the problem of 
having to navigate that space, adding to the cognitive effort required to collaborate. Consequently, 
there is a trade-off between the added benefit of the afforded spatiality and the increased complexity 
of the interface  (Hauber, Regenbrecht, Cockburn & Billinghurst, 2012). However, while the study 
mentioned seems to consider the added effort to be static across all virtual environments, it stands to 
reason that the effort required to navigate the virtual space varies with the specific interface that is 
used to navigate it (McMahan et al., 2006). 
Similarly, van der Land et al. (van der Land, Schouten, Feldberg, van den Hooff & Huysman, 2012) show 
that 3D CVEs create a higher cognitive load than static 3D images and 2D diagrams, but argue this is 
due to the additional stimuli provided by the immersiveness of the system. However, they do not 
present measurements on differences in required input, so the alternative explanation that the 
increase in cognitive load is caused by having to navigate the 3D space instead of just looking at it 
cannot be ruled out. Indeed, McMahan et al. (2006) showed in another experiment that different 
levels of immersion did not affect task completion time, whereas different interaction techniques had 
a significant effect. 
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In summary, collaborative virtual environments facilitate communication and coordination, as 
summarized in Table 8, and consequently have the potential to overcome some of the limitations of 
existing tools for remote collaborative process modelling.  
Benefits of virtual environments for communication Sources 
Convey user identity, presence, location, and activities 
to others 
(Benford et al., 2001) 
Support multiple non-verbal communication functions (Bente & Krämer, 2011) 
Enable use of proxemics (use of distance in 
communication) 
(Yee et al., 2007) 
Enable people to use face-to-face communication 
patterns 
(Guye-vuillème et al., 1999; Herring & 
Borner, 2003) 
Facilitate creation of a shared language and shared 
codes, positively influence knowledge-sharing 
activities 
(Mueller et al., 2011) 
Enable users to visualise ideas, solutions or concepts 
that are difficult to describe verbally 
(Mueller et al., 2011) 
Improve performance in word guessing game (Dodds et al., 2010, 2011) 
Lead to higher shared understanding, consensus, 
satisfaction and team cohesion in teams 
(Schouten et al., 2013; Venkatesh & 
Windeler, 2012) 
Enable higher team performance while requiring less 
communication 
(Montoya et al., 2011) 
Benefits of virtual environments for coordination  
Convey user presence, location, and activities to 
others 
(Benford et al., 2001) 
Reduce referential ambiguity (Ott & Dillenbourg, 2002) 
Enable pointing to direct and clarify focus of attention (Hindmarsh et al., 2000) 
Speakers can observe the reactions from the audience 
and can directly respond to it 
(Mueller et al., 2011) 
Visual feedback reduces free-loading behaviour, leads 
to more equal distribution of performed work 
(Montoya et al., 2011) 
Table 8: Benefits of virtual environments for communication and coordination 
A problem with many of the reviewed studies is that they treat virtual environments as a “black box” 
and only compare them to other classes of collaboration systems. This is problematic, because data 
gathered in this way often does not provide knowledge about how benefits are achieved. It therefore 
remains unclear whether the results of such a study can be generalized to all virtual environments or 
are specific to the one under investigation. For example, can benefits observed in the use of a fully 
immersive CAVE virtual environment also be achieved using a desktop-based virtual environment? In 
the discussions above, some interfaces have been shown to constrain the benefits of virtual 
environments, as summarized in Table 9. As discussed previously, there is some doubt about the 
validity of the last constraint.  
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Constraints on the benefits of virtual 
environments 
Source of constraint Source 
Only intentional communication is 
supported, users are forced to make 
unintentional communication 
intentional 
Input device 
(Interface) 
(Verhulsdonck & Morie, 2009) 
Reduced use of posture to 
communicate 
Input device 
(Interface) 
(Guye-vuillème et al., 1999) 
Limited field-of-view, difficult to see all 
relevant visual cues 
Output device 
(Interface) 
(Hindmarsh et al., 2000) 
Avatars often fail to reflect the owners’ 
current activities and status 
Implementation 
(Simulation) and 
input device 
(Interface) 
(Moore et al., 2007) 
Increased cognitive load from increased 
complexity of input 
Input device 
(Interface) and user 
cognitive limitations 
(Hauber et al., 2012; McMahan 
et al., 2006) 
Increased cognitive load from increased 
number of visual cues (?) 
User cognitive 
limitations 
(van der Land et al., 2012) 
Table 9: Constraints on the benefits of virtual environments 
The interface thus needs to be carefully considered in the design of a tool to support collaborative 
process modelling and its evaluation. The following section will therefore review how different input 
and output devices affect the constraints listed in Table 9. As will be demonstrated, the use of 
immersive interfaces can resolve many of the issues mentioned in this section. 
3.4.3 Immersive Interfaces 
As discussed in the previous section, virtual environments remove the seam between task and 
communication space. Since the users, however, need to act through their representations in this 
environment, there is another seam in the system, as shown in Figure 28. For example, if the user 
wants to make the avatar wave at someone, they need to perform some action the virtual 
environment can sense. This action can be as abstract as pressing a button in a menu by moving the 
mouse cursor and then pressing a key, or as realistic and intuitive as waving an arm. The action 
involved depends on the sensing capabilities of the interface and the mapping of sensed actions to 
input for the simulation. This seam is therefore defined by the interface between a user in the work 
space and the virtual space. 
Steuer (1992) argues that the interface can be described by a range of attributes that are involved in 
the creation of a feeling of being present in the virtual environment, commonly called telepresence or 
immersion. Immersion is defined by Slater, Usoh and Steed (1995) as the degree to which the effectors 
completely envelope the perception of the user and the degree to which sensors manage to match 
the representation of the virtual environment with the proprioceptive feedback of real body 
movement. Immersion can therefore be seen to characterize the mapping of input and output of a 
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virtual world to the sensorimotor channels of the user. The more direct both mappings are, the more 
immersive the interface is. In a fully immersive virtual environment, the seam between real and virtual 
space should therefore be non-existent, because the output maps fully to all the user’s senses and the 
actions of the user in the real world are equivalent to the actions in the virtual environment, as 
illustrated in Figure 29. 
 
 
Figure 29: Immersive Interface 
Immersive input devices therefore try to match the movement of the user‘s representation in the 
virtual environment to the movements of the user in the physical world. For example, Wii and 
Playstation Move put emphasis on a tangible interface, so the player has the impression of holding 
and using an object in the virtual environment, like a sword or table-tennis bat. By mapping movement 
of the input device to movement of the virtual object, the interaction with the virtual environment is 
easier and more natural when the interactions closely resemble mental models that the user already 
has (Liebold, Pietschmann, Valtin & Ohler, 2013). Jacob and Sibert (Jacob, Sibert, McFarlane & Mullen, 
1994; Jacob & Sibert, 1992) show in one experiment that the control space of an input device needs 
to match the users’ perceptual space of the task to enable good performance. Moving an object in a 
two-dimensional space is easier with a two-dimensional input device (e.g. a mouse), whereas moving 
an object in a three-dimensional space is easier with a three-dimensional input device. 
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Consequently, Mazalek et al. (2011) show that a puppet as input device significantly improved avatar 
control over both game controller and keyboard. They show that the more direct mapping from the 
human sensori-motor channels to the avatar increased accuracy by improving movement 
coordination. It was also perceived as easy-to-use by the participants of the study. Dodds et al. (2010, 
2011) found that users of a virtual environment were able to perform a word guessing game faster 
when both users had full-body-tracked avatars and could see their own avatar move. They conclude 
that full-body-tracking animation of avatars enables non-verbal communication and allows for more 
efficient communication. 
Given the right sensing capabilities, an input device can also enable unintentional communication. A 
face tracking camera used to animate an avatar will display a frown on an avatar regardless of whether 
the user intentionally frowned at someone or they frowned without realising it. Such input devices 
can therefore reduce issues mentioned by Moore et al. (Moore et al., 2007) where avatars failed to 
properly reflect the user’s status and activities. As an empirical example of the effect of such input 
devices, Marks, Windsor and Burkhard (2012) found that head-tracking in a desktop-based CVE did 
not improve performance significantly, but users still found the communication with head-tracked 
avatars to be more natural. 
A major issue for desktop-based virtual environments is the field-of-view provided by the monitor 
(Hindmarsh et al., 2000). In the real world people have a 200 x 120 degree field-of-view (Biocca & 
Delaney, 1995, p. 77), which means that they can see a pointing gesture and the target of such a 
gesture at the same time. Most desktop displays cover around 30-40 degrees of the field-of-view and 
thus offer much less visual space than reality. This makes it difficult to have all relevant items and 
visual cues in view at the same time, hindering the identification of referenced objects (Hindmarsh et 
al., 2000). Roberts et al. (2004) report that they did not observe such problems when using a CAVE-
based virtual environment. They conclude that the combination of peripheral vision, enabled by a 
wide field-of-view, and head motion, to search the virtual space, overcome the reported problem.  
Furthermore, the spaces of input and output need to be properly mapped onto each other (Liebold et 
al., 2013). Using a three-dimensional input device while using a two-dimensional screen limits the 
performance benefits of the input device, even for a three-dimensional task. Head-mounted displays 
enable proprioception, which allows users to better integrate the visual space displayed by the 
simulation with their perceptual space of the task. Boyd (1997) shows, in an experiment involving a 
task with search and navigation components, that users with an immersive interface outperform users 
in non-immersive conditions. He compares three interface conditions: a) a position- and orientation-
tracking head-mounted display, b) a desktop display that used a position- and orientation-tracked 
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puppet as input, and c) a desktop-based virtual environment with keyboard and mouse input. 
Similarly, Pausch, Proffitt and Williams (1997) find that users with head-mounted displays with head-
tracking capabilities perform significantly better in a search task than those who controlled their view-
point with a separate input device. They qualify the finding by showing that users do not perform 
significantly differently in speed of finding a target, but rather the head-tracked users can confirm 
significantly faster that a target is not present at all. Users of the other interface did re-scan areas they 
had already searched before, causing the authors to conclude that the head-tracked head-mounted 
display enabled users to build a “better mental frame-of-reference for the space” and avoid 
repeatedly searching an area. 
Table 10 summarizes the discussion on how immersive interfaces can be used to overcome the 
constraints on the benefits provided by virtual environments. 
Constraints on the benefits of virtual 
environments 
Solution Source 
 only intentional communication is 
supported, users are forced to 
make unintentional communication 
intentional 
 reduced use of posture to 
communicate 
 avatars often fail to reflect the 
owners’ current activities and 
status 
 increased cognitive load from 
increased complexity of input 
 Use full-body 
tracking to 
animate 
avatar 
(Dodds et al., 2011; Marks et 
al., 2012; Mazalek et al., 2011) 
 limited field-of-view, difficult to see 
all relevant visual cues 
 Use wide 
field-of-view 
display 
 Integrate 
visual output 
space with 
users 
perceptual 
space 
(Boyd, 1997; Liebold et al., 
2013; Pausch et al., 1997; 
Roberts et al., 2004) 
 increased cognitive load from 
increased number of visual cues 
- - 
Table 10: Solutions to resolve constraints of virtual environments 
Overall, the capabilities and limitations of interface devices greatly affect the ease-of-use of virtual 
environments and the performance of users in these environments. The discussions in this section 
have provided evidence from the literature that an immersive interface, with wide field-of-view and 
full-body tracking, has the potential to overcome issues of avatar control and display of the virtual 
environment that have been identified in the previous section.  
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3.5 Synopsis 
Overall, this review of literature showed that process modelling often requires the collaboration of 
many people across a company. Consequently, there is an interest in computer support for remote 
collaboration in process modelling. Research has demonstrated the benefits of such support. 
However, issues with existing support for communication and coordination in process modelling tools 
have also been reported.  
Collaboration relies on awareness to facilitate communication and coordination in a team. The process 
of process modelling is an example where this is especially true. At its core, this process is about 
reaching a shared understanding, which is a special case of awareness. Awareness can be created 
implicitly (passively) or explicitly (actively). For a person to implicitly achieve awareness, awareness 
cues need to be provided. Awareness can also be created explicitly by communicating with that 
person. In this case, visual cues enable a parallel communication channel through which collaborators 
can provide feedback information without interrupting the current speaker, for example by nodding 
their head in agreement. Existing process modelling tools lack support for several visual awareness 
cues used to achieve that awareness both explicitly (actively) and implicitly (passively). 
 
Figure 30: Conceptual model of explaining the hypothesized impact of embodiment on collaborative work 
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Virtual worlds have the potential to support these visual cues. By providing the user with an 
embodiment in the virtual space and thus visually representing them in the same space as the task 
objects, such applications facilitate interpersonal communication and awareness. A large variety of 
interface technologies can be used to mediate the interactions of users with a virtual environment, 
but these interfaces can constrain interactions with, and consequently benefits provided by, virtual 
environments. To enable users to effectively collaborate within virtual environments, guidance is 
required on how these systems need to be designed. In the following chapters this research therefore 
proposes design principles for a virtual environment system that supports effective collaboration in 
the area of process modelling. 
Figure 30 summarizes how the concepts that have been identified as central to this research are 
hypothesized to interact based on the literature review. User embodiment should thereby provide 
visual cues that improve the (workspace) awareness of remote collaborators and as a result improve 
team performance in remote collaboration, by facilitating communication and coordination between 
team members. 
Overall, this chapter motivates three questions that will be answered in the remainder of this thesis. 
The practical interpretation of the first research question (see Section 1.2.3, RQ1) is: “How could a 
better system to support remote collaborative process modelling be built?” To answer this question, 
Chapter 4 develops a set of requirements for such a system and then propose a system design that 
meets these requirements. Finally, the implementation of the design in a prototype system is 
described in detail. Furthermore, Chapter 6 details the design and implementation of an immersive 
interface for the described prototype system. 
The practical interpretation of the second research question (see Section 1.2.3, RQ2) is: “How would 
such a system impact the process of process modelling?” This question is investigated in Chapter 5, 
which describes multiple evaluations of the implemented system described in Chapter 4. These 
evaluations show that the proposed system indeed facilitates communication and coordination in 
remote collaborative process modelling and in turn reduces modelling time. 
The final question that builds on the answers found for both previous questions is: “Is building such a 
system worthwhile?” Chapter 7 and Chapter 8 discuss the findings of the evaluation and identify 
implications for research and practice that can be gained from these findings to answer this overall 
question. 
- Prototype Design and Implementation I - 65 
Chapter 4 - Prototype Design and Implementation I 
In this section, the “build” activities undertaken as part of this design science research project will be 
described.  First, it will be shown how requirements for the proposed tool have been extracted from 
existing literature and translated into a software design. This chapter then continues to describe how 
the design has been implemented to create a prototype of the proposed system. 
4.1 Requirements  
In order to build a prototype system that will enable the use of visual cues to support awareness, it is 
beneficial to first distil a set of requirements the prototype’s features should meet. Such requirements 
can generally be separated into functional and non-functional requirements. The IEEE defines a 
functional requirement as: “A requirement that specifies a function that a system or system 
component must be able to perform.” (IEEE, 1990). While there is disagreement on the exact 
definition of non-functional requirements (Glinz, 2007), they generally describe how a system should 
perform its function. Glinz (2007) therefore describes them as either an attribute of the system, such 
as a performance or quality requirement, or a constraint on the system.  
As has been discussed in Section 3.4, virtual environments are a promising solution technology for the 
problem at hand because they seem to enable the use of many of the visual cues that are not 
supported by existing process modelling tools. The proposed system will therefore use a virtual 
environment for collaborative process modelling. The requirements of such a system will 
consequently consist of a) functionality that is required for modelling processes and b) functionality 
that is required for a virtual environment. The functional requirements are elicited from existing 
literature on both process modelling tools and virtual environments. Biocca and Delaney (1995) 
suggest that virtual reality technology “can be thought of [as] an array of possible input and output 
devices coupled to the user’s sensorimotor channels”. Requirements of such a system should 
therefore be described in terms of input and output requirements.   
The requirements for the output provided by such a system to the user are mainly concerned with 
visualisation. The aim of the proposed system is to provide support for awareness cues related to the 
body in remote collaborative process modelling. Since these cues are almost exclusively collected by 
the visual perception, the visualisation of users in the task space is of major importance. To be able to 
support all the visual cues the human body can provide in a face-to-face environment, users will need 
to be represented by an avatar that mirrors the human body at least at a basic level, i.e. provides the 
same number of limbs to support gestures with them. Furthermore, to support the meaningful use of 
space with these gestures, space needs to be represented in three dimensions. The 3D space allows 
each participant to freely choose their perspective and therefore allows them zoom in on relevant 
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details of the model, while avoiding occlusion and providing a joined task and communication space. 
The space should not distract from the task at hand and should be easy to navigate. 
While a 3D visualisation of space can be beneficial to understanding spatial relations (van der Land et 
al., 2012) and gestures (Dodds et al., 2010), it also makes orientation more difficult (Vinson, 1999). It 
is therefore important to support orientation and navigation in this space with visual landmarks 
(Vinson, 1999). The task of process modelling requires the process model to be visualised in the virtual 
space. A previous study of remote collaborative process modelling reported problems where 
participants ran out of modelling space in a 2D remote collaborative modelling tool (Hahn et al., 2010). 
A process modelling tool should therefore provide enough space that users can model any size of 
process model. 
Another set of requirements can be derived from the required interactions between system and user. 
Bowman and Hodges (1995) describe four universal categories of tasks that users need be able to 
perform in virtual environments. The first category is navigation: the users need to be able to adjust 
their view of the virtual space by changing their view direction and moving their point-of-view to be 
able to study all the available information that is spread throughout the virtual space. Secondly, to 
interact with the virtual environment, users need to be able to select objects of interest. Thirdly, once 
the user has selected an object, they need to be able to manipulate it. Finally, for more abstract 
interactions it may be necessary to issue commands that do not refer to specific objects in the 
environment.  
To enable users to actively provide awareness information via their embodiment, they need to be able 
to issue commands that control their avatar in the virtual environment. Since the embodiment should 
also provide awareness cues that inform other users about the current focus of attention of the local 
user, the user’s view should be attached to the avatar (Moore et al., 2007). As a result, navigation of 
the environment will coincide with movement of the avatar. The use of additional cues of body 
language will have to be triggered by user commands. As has been discussed in the literature review 
on awareness (see Section 3.3.3) and on virtual environments (see Section 3.4.2), some of these 
commands, such as animating avatar posture, should be triggered passively, i.e. without the user 
pressing a button, to be useful (Moore et al., 2007). 
More specifically, users should be able to interact with each other as well as view and edit the process 
model in the proposed system. To be able to work together, there needs to be some support for 
communication. It has been argued before that without voice communication, synchronous 
communication performance suffers (Hantula, Kock, Arcy & Derosa, 2011; Kock, 2004). This should 
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apply especially in desktop virtual environments because text input and other input signals are usually 
implemented state-wise. This means that while the user is typing text he cannot usually also provide 
other input signals via the keyboard or even change the viewpoint to see what is going on around him. 
The prototype should therefore be able to support voice communication between all collaborating 
users. 
The artefact that users collaborate on in the virtual environment will be the process model. Individual 
elements of the process model will therefore constitute objects in the environment. Davies et al. 
(2006) found that Microsoft Visio was the most widely used tool for process modelling, indicating that 
its features are sufficient for process modelling. Since Visio only provides drawing functionality, it 
seems reasonable that the prototype should provide similar process model drawing functionality. 
Similar to Visio, users should be able to select node and flow elements of the process model to specify 
which elements are to be affected by editing operations. Once a model element is selected, the user 
should be able to manipulate it. Pinggera et al. (2012) describe a basic list of manipulations of model 
elements during process modelling. These include adding and deleting nodes and flows (edges) and 
layout and labelling of nodes and edges. Advanced features such as automatic conformance checking 
and executable process models, while certainly useful in practice, will not be required to investigate 
support for collaborative process modelling in this study. 
The final type of interaction is that of abstract commands, which do not relate to a specific object in 
the virtual environment. These commands should enable users to control the prototype system, i.e. 
start it, stop it, save and load process models, configure network connections and adjust settings. 
Overall, the requirements proposed so far describe all the functionality that a virtual environment 
system needs to provide in order to enable the use of visual cues in remote collaborative process 
modelling. These requirements and the literature from which they have been elicited are summarized 
in Table 11. 
- Prototype Design and Implementation I - 68 
Functional Requirement Source 
3D Visualization of virtual space - 
Enough virtual space to model processes of any size (Hahn et al., 2010) 
Visual representation of the local user in virtual space (Dodds et al., 2010; Guye-
vuillème et al., 1999) 
Visual representation of remote users in virtual space (Benford, Bowers, Fahlén, 
Greenhalgh & Snowdon, 1995; 
Dodds et al., 2010) 
Visual representation of process model in virtual space - 
Visual landmarks for orientation, navigation (Darken & Sibert, 1996; Vinson, 
1999) 
Users need to be able to navigate virtual space (Bowman & Hodges, 1995) 
Users need to be able to select objects in virtual space (Bowman & Hodges, 1995) 
Users need to be able to manipulate objects in virtual space (Bowman & Hodges, 1995) 
Users need to be able to issue commands to the system (Bowman & Hodges, 1995) 
Users need to be able to talk to remote users (Hantula et al., 2011; Kock, 
2004) 
Users should be able to animate avatar for communication (Dodds et al., 2010; Guye-
vuillème et al., 1999) 
Avatar should faithfully represent users view into the virtual 
space 
(Moore et al., 2007) 
Avatar should represent users interactions with the 
environment 
(Moore et al., 2007) 
Table 11: Functional Requirements of the proposed system 
In addition to the functional requirements, the literature points to a number of constraints and 
qualities the proposed system should implement to be useable and effective. These are captured in 
the non-functional requirements that will be discussed next. 
A critical constraint on virtual environments is that they need to maintain a feedback loop with the 
user and therefore need to react to the user in near real-time. The performance of virtual 
environments is often measured as the number of frames drawn per second, i.e. how often the system 
can generate a new image that shows the current state of the environment to the user. Several studies 
have investigated the effect of frame-rate on user performance in virtual environments and found 
that there are varying thresholds, depending on the task that is performed by the users, below which 
performance is degraded (Chen & Thropp, 2007; Claypool & Claypool, 2007). Chen and Thropp report 
that their study found 15 frames per second to be adequate for good performance in multiple tasks. 
Claypool and Claypool, demonstrate that for movement in a virtual environment, however, 
performance degrades significantly below 17 frames per second, whereas performance of tasks that 
require high precision and fast responses benefit from higher frame rates up to 60 frames per second. 
To enable users to perform well in the virtual environment, the proposed system should therefore be 
able to run at more than 15 frames per second, and optimally at even higher rates. Since the system 
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is supposed to help workers in a company to collaborate remotely, it should ideally be possible to run 
it on an average office PC. It is therefore a requirement for the system to run efficiently. 
Another constraint concerns the voice communication functionality, which is listed as a functional 
requirement above. It is well known that delays in mediated communication can degrade 
communication efficiency (Krauss & Bricker, 1967). Voice communication should therefore work 
without significant delays between speaking and receiving. 
Similarly, to be of use in collaboration, visual information needs to be available on time. Gergle et al. 
(Gergle, Kraut & Fussell, 2006) demonstrated that a delay in providing visual information to 
collaboration partners does initially degrade collaboration, but a delay of 1700ms or more leads to a 
change in the collaborative processes so that people stop using the visual information. To make visual 
cues work, delays in transmitting this information across to connected collaborators must be below 
1700ms. 
A final non-functional requirement addresses the intended target audience of the proposed system. 
As discussed before, the system should eventually be usable by workers in a company. This implies 
that the application should require little training and be generally easy to use, as pre-existing IT skills 
or even experience with virtual environments cannot be assumed. 
Non-Functional Requirement Source 
System needs to provide an interactive frame rate (> 15 fps) (Chen & Thropp, 2007; Claypool 
& Claypool, 2007) 
System needs to synchronize visual information in near real-
time across distributed clients (< 1700ms delay) 
(Gergle et al., 2006) 
System needs to provide communication in near real-time 
across distributed clients 
(Krauss & Bricker, 1967) 
System needs to be easy to use - 
Table 12: Non-Functional Requirements of the proposed system 
A system that meets these proposed requirements should enable users to collaboratively model 
processes across a distance, while facilitating the process of process modelling by supporting the 
underlying communication and coordination processes with visual awareness information. The next 
section will develop a design for a system that meets the requirements laid out in this section. 
4.2 Virtual Environment Design 
Previously, requirements for a virtual environment that facilitates remote collaborative process 
modelling have been elicited from the scientific literature. As a core component of this research 
project, a prototype tool that meets the identified requirements was designed. This tool provides 
process model drawing capabilities similar to existing software applications but furthermore provides 
features to synchronize editing sessions in real-time over a network connection as well as additional 
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features to improve workspace awareness. The workspace awareness is provided by using a 3D virtual 
environment and using humanoid avatars for user embodiment in this environment. The details of the 
proposed design are described in this section. 
The first requirement for a virtual environment process modelling tool was that of a 3D representation 
of virtual space. As discussed, this space needs to provide enough space to model a process of any 
size. While other virtual environments often mimic landscapes or buildings, it would be likely that such 
detail would distract people from the task. Firstly, redundant objects such as trees or walls could 
occlude model elements or other users, making it harder to perceive relevant visual cues. Secondly, 
they could make navigation of the space more difficult by requiring users to move around them to get 
to a specific part of the process model. Thirdly, such objects could get in the way of the process being 
modelled by occupying space that is required to add more model elements to the model. Finally, such 
objects provide more visual information about the environments that would have to be processed by 
the users despite not being useful for the task at hand. It was therefore decided to provide the users 
with an empty space that contains only an infinite floor plane as shown in Figure 31. 
 
Figure 31: Virtual Space in prototype process modelling tool 
The 3D perspective has a number of benefits and drawbacks that need to be considered when 
designing a virtual environment. 
The 3d space has implications for how users can navigate the work space. 2D process modelling tools 
usually allow users to zoom in and out of the workspace and scroll horizontally and vertically if a model 
does not fit on the screen. The 3D space enables the users to change their viewpoint in five to six 
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dimensions, rather than the usual two to three dimensions. Users can move their point of view in all 
three dimensions, but also rotate the view in two or three dimensions. While a “roll” rotation of the 
view is supported by the visualization, it is usually not used with a mouse and keyboard interface. 
The overall increase of input dimensions increases the complexity of navigating the virtual space. 
Darken and Silbert (1996) demonstrate the importance of directional cues, spatial organization and 
the ability to infer position, direction and velocity for navigation in 3D virtual environments. One 
feature that has been added to support orientation in the tool is the grid texture on the floor of the 
virtual environment. It supports orientation, by giving (relative) visual feedback to the user about how 
far they have rotated the view. It also serves as a depth cue that can be used to judge distance and 
alignment of both other users and elements of the process model. 
Another requirement for the proposed system is that it needs to visualize the process model in the 
virtual space so that users can see the model and interact with it. Despite the virtual environment 
being presented in three dimensions, the process model is represented as a two-dimensional model 
on the floor of the environment. By presenting the model in this way, the situation in the virtual space 
mimics that of collocated collaborative modelling, where people work together around a 2D model 
printout on a table. The model uses the commonly-used BPMN grammar to represent processes. Both 
design decisions should enable users to rely on any existing mental models they have for process 
modelling. This was done to avoid the introduction of confounding factors such as model 
representation and understanding into the study, as these are not in the scope of this investigation. 
The tool supports a subset of 64 model elements of the BPMN 2.0 standard. The users can draw lanes, 
tasks, gates, events and sequence flows and attach labels to any of these elements. 
The process model is also drawn at a very large scale compared to the avatars. This was done for 
several reasons. Firstly, the large scale makes the model more easily readable on desktop screens, 
because the small avatars cause less occlusion. Furthermore, remote users will be able to more 
accurately infer from an avatar which elements are currently visible to its user, as less elements will 
fit into each user’s view at once. Lastly, virtual environment user interfaces, especially using “virtual 
pointing” metaphors, make the selection of small objects in virtual environments difficult (Argelaguet 
& Andujar, 2013). A larger-scaled model element is easier to select and therefore addresses this issue. 
The 3D perspective can also make the text in the model hard to read because it is not necessarily 
oriented towards the reader and can be at an oblique angle. To minimize issues with readability of the 
model, floating text labels have been implemented. These labels always orient correctly towards the 
reader as shown in Figure 32. 
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Figure 32: Rotating model element labels 
The requirements also state that users need to be able to interact with the process model. The tool 
uses a drag-and-drop interface (see Figure 33) like existing process modelling tools. Again this is meant 
to improve usability by enabling users to draw on previous experiences with process modelling or 
diagramming tools. Users can add process model elements by dragging them from a bar at the top of 
the window onto the virtual floor. The transformation from the 2D position of the mouse cursor to 
the 3D position in space is achieved by ray-casting from the camera position through the mouse 
cursor. The final position selected is then where this ray hits the floor plane of the virtual environment. 
Elements are moved and transformed in the same way, by dragging either the element or the markers 
at the corners of an element across the floor. This keeps the interactions with the model similar to 
existing 2D process modelling tools. Furthermore, this form of interaction reduces the required input 
dimensions as the users only need to manipulate two dimensions to position or scale an element. This 
matches the affordances of mouse input and therefore makes interaction with the model easier than 
using a three-dimensional input scheme. 
 
Figure 33: Drag & Drop interface (left: element creation, right: element scaling) 
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Any changes to model elements are replicated on each instance of the tool that is connected to the 
current server in real-time. This facilitates communication and coordination between users by 
enabling the use of the following visual cues related to shared objects (from Table 7, page 43): 
 A3 - Changes to task objects can be directly observed 
 B3 - Changes to task objects can be used to infer what others have done 
 D3 - Pronouns can be used to refer to visually shared task objects 
 E3 - Appropriateness of actions can be used to infer comprehension and clarify 
misunderstandings 
The persistence of the model afforded by the instant synchronization enables the use of pronouns 
such as “this” as shortcuts for communication (D3) because all users can be reasonably sure that all 
other users can see the same elements at the same time. Furthermore, these visual cues enable users 
to perceive and anticipate the status of the task at hand. For example, if it has been decided that a 
task element is in the wrong lane, all users can see whether the element is being moved by someone 
(B3) and when the activity of moving it to the new location has been finished (A3). At the same time, 
observing the movement of an object can serve as evidence that another user has understood which 
element has to be moved and where it is meant to be moved (E3). Corrections of the misunderstanding 
can then be performed as soon as the collaborators see the wrong object being moved or the right 
object being move in the wrong direction. 
The users also need to be able to navigate the virtual space. To make navigating the virtual space easy, 
a view-dependent navigation scheme has been used. Such schemes reduce the number of input 
dimensions and are commonly used in desktop-based virtual environments. In this scheme the users 
move relative to their current view rather than to the absolute virtual space. They can move through 
space by moving forward in the direction in that they are currently looking. They can change the 
direction in which they are moving by changing the pitch and yaw of their view; this is done by moving 
the mouse either sideways or up and down. They can therefore navigate the 3D space by using only 
three input dimensions (one key and two mouse axes). For advanced users, additional keys can be 
assigned to move backwards, left or right relative to the current view. 
Another requirement for the support of visual cues is the representation of the users in the virtual 
space. The users are represented by avatars that can move around freely in the three-dimensional 
space. To ensure the avatar always represents the local user’s view to remote users, its movement in 
the virtual space is bound to the movement of the view of the local user. These movements are sent 
to all remote participants and displayed to them in real-time, which enables consequential 
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communication. Support for consequential communication enables other participants to see where 
the focus of the user is at any given moment and enables them to anticipate their actions as well as 
to receive instant feedback of the users’ understanding of the ongoing communication. Specifically, 
this maps to support for the following visual cues (from Table 7, page 43): 
 B2 - Body position and actions can be directly observed  
 C2 - Body position and activities can be used to establish others’ general area of attention  
 C1 - Eye-gaze and head position can be used to establish others’ general area of attention  
 B1 - Gaze direction can be used to infer intended actions  
 A2 - Inferences about intended changes to task objects can be made from body position 
and actions 
 D2 - Gestures can be used to illustrate and refer to task objects 
 E2 - Appropriateness of actions can be used to infer comprehension and clarify 
misunderstandings 
The position of an avatar can be observed in relation to the diagram and in relation to other users 
(B2). The position of an avatar floating over the diagram can show which part of the model a user is 
currently looking at (C2). The orientation and position of the avatar and the avatar’s head can be used 
to infer the centre of attention for each participant at any given time (C1). Since the user can only 
interact with model elements currently in his view, one can infer which elements the remote user can 
interact with at any given time (B1). Related to that, the position of an avatar can show whether a 
participant is about to make changes to the diagram as requested (A2). This ability to monitor the 
actions and focus of attention of a remote collaborator can also be used to confirm comprehension 
(E2). Because a user is embodied in the space of the diagram, deixis can be used to efficiently 
communicate references. Other users will be able to understand the sentence “Come over here, I 
found a problem in the model.” by using the position of the speaker’s avatar to infer what location 
the word “here” refers to (D2).  
The embodiment in the space of the process model, however, only enables a small subset of the visual 
cues used for informational and consequential communication in a face-to-face situation. Because 
many visual cues rely on body movements and postures, the avatar can be animated to replicate 
these. Such animations can be triggered in two different ways. 
First of all, the avatar can be animated intentionally by the user for the active provision of 
informational awareness information, such as pointing gestures and non-verbal back-channel 
feedback. Pressing specific keys or buttons in the graphical user interface (GUI) triggers predefined 
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animations such as head-nodding and pointing at the target of the mouse cursor. This creates support 
for the following visual cue (from Table 7, page 43): 
 D2 - Gestures can be used to illustrate and refer to task objects 
The users are able to use gestures to communicate. Animations on the avatar can be used for pointing 
since they are in one continuous space with the diagram and other users can see both the gesturing 
of the avatar as well as the relation of the gesture to the model or other participants (D2).  
The second way to trigger animations is for the software to automatically display some awareness 
information. To this end the software automatically animates the avatar during specific interactions. 
For example, the avatar makes a typing motion in the air when the user is entering text to change the 
label of a model element. This mechanism enables the following visual cues (from Table 7, page 43): 
 B2 - Body position and actions can be directly observed  
 E2 - Appropriateness of actions can be used to infer comprehension and clarify 
misunderstandings  
 C1 - Eye-gaze and head position can be used to establish others’ general area of attention  
 B1 - Gaze direction can be used to infer intended actions 
Animations of the avatar can display the current actions of a user. For example, a typing animation of 
an avatar that is hovering above a specific task in the model can show that the user is currently 
changing the label of the task (B2). This information can be used to infer whether remote users have 
understood what they are supposed to do by monitoring whether their actions match the discussed 
plan of action (E2). For example, when an avatar does not show the typing animation, it follows that 
the user to which the avatar belongs is not entering text. If it was discussed that this user should be 
the one to change a label, this is the evidence that they may not have understood. Furthermore, the 
head of the avatar is procedurally turned to always look at the target of the mouse cursor in the virtual 
world. Since most interactions with model elements require the user to move the mouse cursor over 
the element they want to interact with, this should improve the ability of remote users to understand 
the user’s view and infer intended actions (C1, B1).  
There are, however, some issues in using avatars. As discussed in the literature review, when using a 
desktop monitor, the view covered by the virtual environment is much smaller than the field-of-view 
of a person in a face-to-face setting. This can make it difficult to keep track of where other 
collaborators are and what they are doing (Hindmarsh et al., 1998). Furthermore, users see less of 
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their own embodiment (e.g. the gestures and postures their avatar is performing), which can be useful 
as feedback for how other people see them within the environment (Dodds et al., 2010).  
To alleviate some of these issues, two visibility-enhancing techniques have been employed. Firstly, an 
over-the-shoulder camera is used. This perspective enables users to see their own embodiment in the 
world and at the same time gives them a slightly larger field-of-view. Secondly, a floating label with 
the user’s name is displayed for each avatar of a remote user. When the avatar is off screen, the label 
floats at the corner of the screen in the direction that is closest to that avatar. This is a visibility-
enhancing technique based on the idea of human peripheral vision, which allows users to keep track 
of events on the edges of their sight in a less detailed manner. 
Overall, the described software design meets all the functional requirements laid out in the previous 
section. It provides the basic functionality required to collaboratively edit process models and 
communicate with remote collaborators. By using animated avatars in a three-dimensional virtual 
space to support communication, the design also enables support for seven additional visual cues that 
are not supported by existing process modelling tools. 
Some limitations of virtual environments, such as the limited field-of-view and the need to manually 
trigger some avatar animations, could not be addressed by the software design. Chapter 6 will discuss 
the development of an improved interface to address these issues. The next sections describe how 
the design proposed in this section has been implemented in a working prototype for a remote 
collaborative process modelling tool. 
4.3 Implementation 
4.3.1 System Architecture 
As a proof-of-concept as well as for the purpose of evaluation, a prototype system was implemented 
that integrates the design decisions of the previous section. For this purpose a collaborative virtual 
environment system was built from scratch, because the existing systems would have limited the 
interface options available to the tool. On a high-level, such a system needs to simulate interactions 
between users and environment and between multiple users. It should generally simulate visual, aural 
and physical phenomena to varying degrees of realism. In addition it will need to react to input of 
users and should allow for communication between users. Furthermore the system needs to be 
persistent and consistent across the perception of collaborating users. Such a system is a very complex 
application and for manageability is generally separated into several layers of abstraction and modules 
relating to individual areas of functionality. As shown in Figure 34, the implemented system is 
separated into three layers: the engine layer, the plugin layer and the application layer. 
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Figure 34: System architecture of the prototype system 
The engine layer provides abstract functions for simulation of and interaction with the virtual 
environment and could be reused by similar applications.  
The plugin layer allows the extension of the engine sub-systems with additional functionality to 
implement support for specific interface devices such as the Microsoft Kinect or Oculus Rift. In order 
to do so, plugins can hook into the subsystem of interest and add or modify signals relating to that 
subsystem. An example of adding a signal would be the sending of additional input events via the input 
manager to implement an otherwise unsupported type of input device. An example of signal 
modification would be modifying the image generated by the graphics renderer to achieve effects 
such as the image pre-warping required by display devices such as the Oculus Rift. 
The application layer implements all code related only to the proposed collaborative process 
modelling tool. Examples of code in the application layer include the data structures and operations 
for process models and avatars, as well as the graphical user interface. 
The engine layer is subdivided into sub-systems that relate to a specific area of simulation or 
processing, as shown in Figure 34. Important sub-systems are the graphics rendering sub-system, the 
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audio rendering sub-system, physics sub-system, the input manager, the networking sub-system, and 
the configuration-, plugin- and resource-management sub-systems. 
The graphics rendering subsystem provides the functionality to generate an image from a perspective 
viewpoint given a scene description from the application layer and using resources such as models, 
textures and shader programs that are managed by the resource manager. Sections 4.3.2, 4.3.3 and 
4.3.4 describe the methods used to generate the output images in more detail. 
The audio rendering sub-system provides the functionality to play sound files both as stereo or spatial 
sound. The sound files themselves are handled by the resource manager. Audio rendering is not 
currently used by the prototype modelling tool but could be used to provide additional situational 
awareness cues at a later stage. (Voice communication is not handled by the audio rendering sub-
system, but instead implemented by a plugin that connects to and remotely controls a client of the 
Mumble voice chat application. This was done to minimize delays in voice transmission.) 
The physics simulation sub-system provides functionality to simulate physical interactions between 
objects in the scene. These include collision detection and collision response. This is mainly used by 
the tool for ray-casting, e.g. to prevent avatars from moving through the floor or out of the boundaries 
of the modelling space as well as to identify target objects of click and touch interactions in the scene. 
The input manager provides functionality to receive and process input events from all kinds of input 
devices. Without additional plugins, it receives input from the default mouse and keyboard of the 
system in the form of button presses and axis movement. This input is then sent via the engine core 
to the application layer and is then processed by the application’s graphical user interface. 
The networking subsystem manages communication and synchronisation with remote machines. It 
provides server and client functionalities that allow connections to be created between multiple 
instances of the application. The application layer can then send messages via these connections to 
synchronize application states and create voice connections for communication between users. 
The configuration subsystem can load, edit and store the configuration of engine components, plugins 
and application. 
The resource manager provides functionality to manage the data the application requires. It works as 
a library in which both application layer and engine sub-systems can store and look up data for specific 
objects, such as 3D shape, appearance and animation data, images and sounds. It can also store these 
objects in resource package files on the hard disk and load them from these resource packages. These 
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resource packages are a way to streamline the loading of application data, to provide a unified access 
method to the data and to prevent unwanted external access to the data. 
The plugin manager provides functionality to load additional code libraries at runtime to extend 
engine functionality. As mentioned previously, plugins can hook into the other components, described 
above, and can add or modify signals used by these components.  
The application layer of the prototype process modelling application follows the Model-View-
Presenter paradigm (e.g. Microsoft, n.d.), as shown in Figure 35. In this paradigm, data and display of 
the data are kept independent and unaware of each other to improve maintainability, but a presenter 
object interacts with both of them. The presenter displays the data in a specific way and modifies the 
data according to user input.  
 
Figure 35: Application Layer Architecture 
This paradigm is used hierarchically in the application. The overarching presenter object is the 
Application object. It creates all subordinate presenter objects, initiates the loading of all relevant data 
through the resource manager, receives input events from the input manager and sends the final 
scene to be drawn to the screen to the graphics rendering subsystem. It has two subordinate presenter 
objects, the World object and the Graphical User Interface object. The World object is the presenter 
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for the 3D scene and all objects present in it while the Graphical User Interface is the presenter for all 
2D content that is overlayed on top of the 3D scene. Both are independent of each other and the views 
they each create from the data are combined by the Application object before the unified view is 
passed on to the renderer.  
The World object provides all functionality for placing objects such as meshes and lights in a scene and 
interacts with the physics simulation subsystem to simulate physical interactions between them. It 
has another subordinate presenter object, the ModellingTool object. This object interacts with the 
data (i.e. the process model) and the World object by adding representations of the model elements 
into the 3D scene. It also modifies the process model data based on system events like loading a model 
from a file or synchronizing a model with a server via a network connection. It also interacts with the 
Graphical User Interface by adding or removing GUI Interaction objects to it. The ModellingTool object 
also interacts with specific GUI Interactions by providing them with information on the current state 
of the process model (e.g. which element is currently selected) and changes to that state by local input 
or network events. 
The Graphical User Interface object provides functionality related to 2D interface overlays, such as 
maintaining a list of GUI Elements to draw, and layouting and ordering information and methods. It 
has a number of subordinate presenter objects, the GUI Interactions. Each interaction object 
encapsulates an option for the user to interact with the application via the interface. An example 
would be the Menu interaction, which adds a button to the list of GUI Elements maintained by the 
Graphical User Interface object and enables the user to open the menu by pressing the button. GUI 
Interactions can interact with the Graphical User Interface by adding and removing GUI Elements from 
the list of elements to draw. They can also interact with the World object by casting rays into the scene 
to determine interactions between input events and the 3D scene. They can also request information 
about network events and meta-data from the ModellingTool object. Furthermore, they interact with 
the process model by adjusting the displayed GUI Elements as a result of changes to the state of the 
process model data (e.g. locking and unlocking model elements). They also change the model data as 
a result of user input events (e.g. deleting or moving a model element). 
Overall this paradigm enables the separation of display, interactions and data. This minimizes the 
effects of changes to any component on the other components, while at the same time making 
interactions modular and allowing their dynamic activation and deactivation. Another important 
strength of this architecture is that it can handle truly multimodal and multisource input while 
maintaining simplicity. It can do so because each interaction can handle input independently of, and 
therefore potentially in parallel to, the other currently active interactions. 
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On the plugin layer, a number of plugins have been implemented to meet the requirements described 
in the design of the hardware interface. These plugins are described below. 
The Touch Input plugin can receive touch input events through either the Windows Touch API or the 
open source input API TUIO. It then inserts these events into the stream of input events sent out to 
the application by the Input Manager. 
The Raw Input plugin grabs the input at a hardware level rather than through the high-level Windows 
messages. This can be important when events need to be distinguished by device. For example, any 
mouse that is plugged into a computer running Microsoft Windows adds its relative movement to the 
mouse cursor. By only grabbing the mouse movement through the cursor, as is usually done by 
applications, it is therefore impossible to use two different mice to move two different cursors. It can 
be necessary to handle each input individually, for example when handling mouse input differently 
from touch input (which is translated by windows into mouse input affecting the cursor). 
The VLC Capture plugin connects the open-source Videolan VLC video player and recorder and can 
record video from the screen or from external devices such as webcams. The plugin controls VLC 
remotely via its RC interface. This is not required by the design described for the application but was 
used to capture qualitative data during the evaluation of the tool. 
In the following sections, a number of techniques and algorithms central to the functioning of the 
prototype application are described in more detail. These are not claimed as contributions of this 
research but are based on existing research, systems and best practices. They are provided for the 
understanding of readers unfamiliar with virtual environment technologies. 
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4.3.2 3D-Rendering and Graphics Pipeline 
 
Figure 36: 3D-Object - Surface representation of a human head with and without texture (model from Rune, Human 
Head Studios, 2000) 
One of the key features of 3D virtual environments is the graphical representation of virtual space and 
virtual objects. Modern graphics hardware can draw objects in a way that makes them appear three-
dimensional by using visual depth cues. Examples of such depth cues are the use of linear perspective, 
occlusion, texture gradient and shading (Cockburn & McKenzie, 2004). Such a graphical representation 
works in the following way: in real-time 3D-graphics, objects are commonly represented by their 
surfaces only. An example of a human head represented in this manner is shown in Figure 36. Surfaces 
consist of sets of polygons, usually triangles. Each polygon is a flat shape which can be described by a 
set of vertex points in three dimensions. Additional information about attributes of the surface such 
as colour, transparency and reflectiveness can be contained in textures and shader-programs. When 
these polygons are fed into the graphics pipeline (see Figure 37), a set of matrix transformations is 
applied to each vertex so that they appear to be seen from the perspective of a virtual camera. Each 
vertex is then projected from three-dimensional space into two-dimensional space by transforming 
them via a projection matrix. Afterwards, every polygon is clipped against the borders of image space 
so that polygons that cannot be seen by the camera are discarded early and do not require additional 
computation. Since image space is normalised, the vertices still need to be transformed into screen 
space to find their final position on the screen. After this transformation, the polygons are rasterized. 
During rasterization, a fragment is generated for each pixel on the screen that is covered by a polygon. 
The fragment is then shaded according to the surface properties, which are described in the shader-
programs and textures applied to the polygon, and according to the lights in the environment. The 
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shaded fragment is then stored as a color value in the frame-buffer. Finally, the frame-buffer values 
are read and displayed on the screen. 
 
Figure 37: 3D graphics pipeline 
While such a graphics pipeline can be implemented in either software or hardware, today mostly 
specialised hardware solutions are used in the form of Graphics Processing Units (GPUs). These GPUs 
can perform many of these operations in parallel and are capable of rendering even complex scenes 
in real-time. To allow for easy access to these hardware pipelines, the graphics card drivers offer 
Application Programming Interfaces (APIs) that provide most pipeline functionality to programmers 
in an abstracted form. Application programmers can then use simple commands like “Draw a surface 
with three vertices with the coordinates X, Y, Z,” while the driver implementation of the API translates 
this into the appropriate calculations and runs those on the available hardware. OpenGL (Khronos 
Group, 1997) is one example of an API that is used extensively in 3D-graphics applications. Due to its 
popularity and support across many platforms and hardware vendors, it was decided to use the 
OpenGL API for graphics rendering in the prototype modelling tool.  
The approach described above can generate perspective images of static three-dimensional virtual 
objects in a three-dimensional virtual space. This can be used to draw the process model but is 
insufficient to draw animated avatars. The next section will therefore describe techniques used to 
animate the avatars in the prototype tool. 
4.3.3 3D Animation 
Similar to all other visual formats, animations in 3D graphics can be achieved by showing quick 
successions of images. Generally, each of these images will be changed slightly as time passes. Such 
changes can relate to the position and orientation of a surface, surface attributes such as color, 
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reflection or transparency, or environmental attributes such as light sources. Whole objects in a scene 
can be made to move by modifying their transformation matrix, which is used to transform their 
vertices from model to world space. Similarly, a change to the camera matrix will animate the 
perspective from which the scene is viewed. However, articulated objects that change shape instead 
of position are more difficult to animate. Humans are a good example of such an object. While humans 
move around the environment, changing the overall position of their body in relation to that 
environment, they can also move only part of their body, for example they might lift an arm and point 
a finger at another object. This cannot be achieved with just one matrix manipulation which would 
affect all vertices of the human model equally. There are a couple of solutions to this problem. Firstly, 
it is possible to store a version of the object with the correctly modified shape for each possible time 
step. This is known as vertex animation and was used by early 3D games and applications. This 
approach, while computationally efficient, has three drawbacks: a) it requires that all animation is 
predefined and does therefore not allow dynamic changes to the animations; b) storing each 
individual frame wastes a lot of storage space and memory; and c) the amount of data that needs to 
be moved from the main memory into the graphics memory to calculate the image severely degrades 
performance. This approach is therefore rarely used anymore.  
A more efficient approach is to subdivide the object into sub-objects and use a hierarchy of matrices, 
one for each sub-object (like an arm or a leg), to transform each vertex of a sub-object into the model 
space. This is done before all of the model’s vertices are transformed into world space. This hierarchy 
of matrices acts in the same way as a human skeleton, therefore this approach is generally referred 
to as skeletal animation. Skeletal animation is used in the prototype tool to animate each avatar’s 
limbs. This approach has a number of advantages. It can use the same specialized hardware that is 
used for the other transformations the vertices go through in the graphics pipeline, thereby enabling 
real-time performance. Another advantage is that the model, together with a mapping of each vertex 
to a matrix in the hierarchy, needs to be copied to the graphics memory only once. As opposed to 
vertex animation, only changes in the hierarchy of matrices need to be copied to the graphics memory 
for each frame of the animation. Furthermore, using this approach, the object can also be dynamically 
animated, for example by a real-time physics simulation or a 3D input device. This is because each of 
the matrices in the hierarchy can be changed by arbitrary transformations in predictable manners, for 
example the subspace represented by each matrix can be rotated about a specified axis. However, 
this technique can be very unintuitive to use for non-hierarchical animations.  
Another technique, known as morph- or blend-shapes, enables non-hierarchical shape modification. 
It is an extension of vertex animation, but stores only key frames of the animation and then linearly 
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interpolates between these key frames. This technique is used by the prototype tool for animating 
each avatar’s hands and face. 
Using the techniques described in the current and the previous section, the prototype modelling tool 
can visualize both the process model and the avatars of local and remote users in the three-
dimensional virtual space. However, as can be seen, these techniques still involve a significant number 
of operations that have to be performed for each image generated. While specialized graphics 
hardware that is present in most computers nowadays provides a lot of processing power to handle 
these operations, some smart optimizations are still necessary to ensure the system runs at interactive 
speeds on average office computers, as set out in the requirements for the tool. The next section will 
describe the optimizations used in the prototype tool to achieve good performance. 
4.3.4 Graphics Optimizations  
Despite rapid increases in processing power, the rendering of the 3D graphics remains the most 
processing-intensive activity for most 3D applications. It is therefore a ripe field for optimizations. The 
modelling application developed in this study uses a couple of common approaches to this end. 
Firstly, it uses state sorting and texture atlasing (NVidia, 2004) to minimize overhead due to state 
changes in the graphics drivers. Secondly, it uses instancing to minimize data streaming between CPU 
and GPU and avoid related latencies. Thirdly, it uses draw call batching to minimize draw call 
overhead. 
OpenGL (the API used by the prototype) is a state-based API, which means that data can only be edited 
for the current state of the graphics pipeline. For example, only data associated with the currently 
active texture can be changed. State change overhead is a phenomenon that is a result of the way the 
OpenGL API is built. In order to change a texture, it needs to be made the active (bound) texture, then 
its data is changed and the texture is unbound again if it is not used immediately. This causes 
redundant operations and memory copies. While this is not a big problem when drawing just one 
object, if a 3D scene contains 1000 different objects, each with an individual texture and each being 
drawn at least 30 times a second, for a smooth animation, these minor overheads add up and incur a 
significant degradation of performance. In the prototype tool, there are often hundreds of model 
elements, multiple avatars and many GUI elements on screen. However, similar model elements, e.g. 
all start event elements, make use of the same texture. State changes can therefore be avoided by 
making sure that a texture is bound once and then all elements using the same texture are drawn at 
once before binding the next texture. This can be achieved by simply sorting the list of scene objects 
to be drawn by the texture they use.  
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To exploit this sort of optimization even more, multiple small individual textures can be copied into 
one big texture. This big texture can then be bound once and all objects using any of the small textures 
contained within it can be drawn before the texture needs to be changed again. This approach is 
referred to as texture atlasing (NVidia, 2004). 
Another overhead exists as a result of the separation of CPU and GPU. This overhead is referred to as 
draw-call overhead. Whenever a program sends a command to the graphics card, two things must 
occur. Firstly, the CPU creates a message that is sent to the GPU. Secondly, the data associated with 
that message needs to be streamed to the GPU if it is not already stored in the graphics memory. As 
mentioned before, an object is drawn by sending a message to the GPU that tells it to draw a number 
of triangles with the given vertex coordinates. To create animation, an image needs to be drawn many 
times per second. Every time the image is drawn, all objects need to be drawn again. That means that 
regardless of whether the objects were animated, the same message with the same vertex data is sent 
again and again to the GPU. To exacerbate that problem even more, if several objects are drawn using 
the same vertex data, the same message and data are re-sent every time. For example if you draw a 
process model with seven start events, the same message and data is sent seven times for each frame 
drawn. To avoid this problem, a technique called instancing has been developed. Using this technique, 
modern graphics APIs allow a program to send the data once, store it in graphics memory and then 
redraw it multiple times using different transformation matrices but using only one draw command. 
This has been used extensively in the optimization of drawing process models with multiple elements 
of the same type, multiple avatars using the same model and even letters in GUI text. Using this 
technique has led to a huge performance gain in the prototype. 
The last optimization technique used is draw call batching. This approach also addresses the draw call 
overhead described before. Even though instancing reduces data streaming, the message overhead 
still exists. Because the CPU prepares the draw call messages for the GPU, the number of draw calls 
that can be executed in a certain time span is limited by the number of messages the CPU can generate 
in that time. Drawing scenes with many small individual objects then leads to the graphics 
performance of such an application being limited by the power of the CPU, while the GPU remains idle 
a lot of time (Wloka, 2003). Furthermore, the graphics pipeline requires a transformation of the vertex 
data from model to world space every time the object is drawn again, even if the world space position 
of the object has not changed at all. This means that many of the transformations calculated every 
frame are actually redundant and just recalculate what has already been calculated in the last frame. 
What can be done instead is to calculate the transformation from model to world space once. The 
application then copies the results of this calculation from multiple individual models into one big 
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single model for which the model space coincides with the world space (i.e. the transformation matrix 
is the identity matrix). This way the transformation to world space can be skipped entirely and only 
needs to happen whenever the transformation of an individual model actually has changed. 
Furthermore, the many small individual objects that have all been batched into this big single model 
can now be drawn with only one draw call by drawing the big model. 
Using the techniques described above, the process modelling tool runs well even on old systems with 
little processing power. In fact, most mobile devices should be powerful enough to run the application 
if the code was to be ported to these platforms.  
4.3.5 Multi-User Concurrent Interaction Handling 
Systems that allow multiple users to modify the same data at the same time generally need to have 
some kind of mechanism to prevent race conditions from occurring. This problem also needed to be 
handled by the prototype application because, in a collaboration, multiple users could potentially try 
to edit the same model element simultaneously. For example, one user might try to move the model 
element left while another one tries to move it right. While this can often lead to data inconsistency 
issues in applications such as databases, the metaphor of simulating a virtual environment with 
physical interactions paralleling real-world physical phenomena allowed a more simplistic, while 
graceful, approach to addressing the issue. If two people in the real-world would try to pull a physical 
object in different directions, the forces of their pull would cancel each other out. Seeing that the 
application represents model elements as physical blocks in the virtual environment the same can be 
applied to this situation. Therefore, multiple users can each try to pull the model element at the same 
time, but the physics simulation will make sure the resulting position of the object remains consistent. 
4.3.6 Label Layouting 
A problem that resulted from the introduction of a 3D perspective view into the process modelling 
tool (mentioned in Section 4.2) is that the user can look at the process model from angles from which 
the text labels cannot be easily read. This problem was addressed by adding floating labels that always 
turn towards the user, as discussed in Section 4.2. While this design solves the problem of reading an 
individual label, it creates problems on a global scale for the GUI of the application. Firstly, if there are 
multiple labels on the screen, how can they be placed so the user can see which element they belong 
to? Secondly, how can overlapping labels in the perspective view be avoided? 
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Figure 38: Layouting of labels for a large process model 
To solve both problems, the following layouting approach was used. The center of each model element 
with a label is projected onto the screen using the same pipeline of transformations that is used for 
calculating the vertex positions in screen space (see Section 4.3.2). This calculation results in screen 
space coordinates and a depth value (i.e. how far back the label is from the surface of the screen). A 
2D label can now be drawn with its center at these screen coordinates. This means the label will 
definitely be drawn over a part of the model element it belongs to. However, since the model elements 
can be very small in the perspective view and the labels need to stay at a readable size, overlap can 
(and does frequently) occur. To address this issue, the labels are sorted according to their depth value 
first. Then they are drawn to the screen sequentially, starting with the one closest to the screen’s 
surface. Before a label is drawn, however, an algorithm is used to check whether it would at least 
partially cover (intersect with) another label already drawn this way. If it does, the label is moved away 
from the existing label until it does not overlap anymore. If a state where it does not overlap with any 
existing labels cannot be reached, or that state can only be reached by moving it so far that the 
originally projected center of the label is not inside the area covered by the label anymore, then the 
label is not drawn at all. While this solution means that not all labels are necessarily always visible 
from a given perspective, it reduces visual clutter and keeps most of the labels readable. To further 
remove the issue of a label not being visible, the label of the element currently “in focus” (depending 
on the interaction mode, the one currently under the mouse cursor or the one currently closest to the 
center of the view) is always put first in the list of labels, even after sorting for distance. Overall, this 
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approach makes all relevant labels readable most of the time, as can be seen in the example process 
model shown in Figure 38. 
4.4 Summary 
The objective of this research project was to create a tool that facilitates remote collaborative process 
modelling by enabling the use of visual cues. Following a design science approach, a potential solution 
has been derived from existing scientific knowledge. This chapter has described the development of 
this solution. At the beginning of this chapter, requirements for a prototype system have been 
compiled by combining theories on collaborative process modelling, computer-supported 
collaboration and virtual environment technology. A design for a system that satisfies these 
requirements has subsequently been described and has then been implemented in a prototype 
system. 
As a next step, the implemented prototype was evaluated to determine whether the described design 
indeed solves the problem that it is meant to solve. This evaluation focused especially on whether the 
prototype tool enables the visual cues that are not supported by existing tools and whether these 
visual cues benefit the process of process modelling as predicted. This evaluation is the topic of the 
next chapter. 
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Chapter 5 – Evaluation I 
In the previous chapters, a design for a prototype collaborative modelling tool has been proposed and 
implemented. Following the basic design science principle of “Build & Evaluate” the effectiveness of 
the proposed design principles for solving the problem at hand needs to be demonstrated by 
evaluating the instantiation of these principles in the form of the prototype application as a secondary 
artefact.  
To guide such an evaluation, Venable, Pries-Heje and Baskerville (2014) propose a “Framework for 
evaluation in Design Science” (FEDS). This framework suggests a four step process to evaluate the 
artefact. Firstly, the goal of such an evaluation needs to be specified. Secondly, an evaluation strategy 
needs to be chosen by considering the risks, uncertainties and the pragmatic constraints present in 
the investigation. Such a strategy is comprised of one or more individual evaluation “episodes” that 
can address the goals specified within these constraints while minimizing the risks and uncertainties 
involved. Thirdly, the properties of the artefact that need to be evaluated need to be identified. Finally, 
individual evaluation episodes need to be designed. 
The overall goal of the proposed artefact is to improve remote collaboration on process modelling. To 
demonstrate the utility of the artefact, an evaluation therefore needs to demonstrate that the 
proposed artefact improves remote collaborative process modelling. As expressed in the research 
questions, there are two issues of concern for this study that both need to be addressed by this 
evaluation. Firstly, it needs to be evaluated whether the virtual world simulation, and specifically the 
avatar, facilitates communication and coordination as proposed by the design principles. Secondly, it 
needs to be evaluated whether, and in what way, this support for communication and coordination 
affects collaborative process modelling. 
Evaluations of an artefact in design research can be done in one or multiple individual evaluation 
episodes (Venable et al., 2014) that comprise the evaluation strategy. Venable, Pries-Heje and 
Baskerville (2014) propose that such evaluation episodes can be characterized along two axes. Firstly, 
an individual evaluation can range from artificial to naturalistic. Secondly, an evaluation can range 
from formative to summative. 
It was decided that artificial evaluation episodes would be most beneficial, since remote collaborative 
process modelling is a complex process and many different factors would affect the outcomes of 
studies of this process. Artificial evaluations, as provided by lab experiments, enable greater control 
over these factors and would therefore be more likely to yield valid insights into the effects of the 
proposed technology on that process. 
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Furthermore, it was also decided that two evaluation episodes were required, as two distinct 
problems needed to be evaluated. The first problem is the uncertainty that the proposed solution 
does support communication and coordination by improving awareness. To reduce this uncertainty, 
it was decided to first run a more formative evaluation episode. To this end, a pilot study has been 
performed as described in the following section. The second problem concerns uncertainty whether 
the expectations will hold that improved awareness will lead to better process modelling. To reduce 
this uncertainty, a more summative evaluation episode is appropriate. The second experiment, 
described in Section 5.2, aims to address this uncertainty. 
The results of these experiments were analysed qualitatively and quantitatively. The qualitative 
analysis revealed that the proposed design does enable the use of visual cues as predicted, but also 
shows issues with the limitations of the desktop interface for virtual world use. The second experiment 
found quantitative evidence for the usefulness of the proposed visual cues in the context of 
collaborative process validation. 
5.1 Pilot Experiment 
To evaluate the effect of adding the proposed awareness features to a collaborative process modelling 
tool, it was decided to observe its use for collaboration in a controlled laboratory environment in form 
of an experiment.  
5.1.1 Goals 
The aim of the experiment was to identify if the prototype modelling tool supports the additional 
visual cues in the way that is described in the tool design section. Furthermore, it aimed to investigate 
how these additional visual cues affect the collaboration between remotely located collaborators. 
5.1.2 Hypotheses 
The study investigates the impact of the amount of visual cues available to a remotely collaborating 
team on their collaborative process modelling performance. Based on the review of existing literature 
it is reasonable to assume that proper tool support for visual cues in process modelling will improve 
communication and coordination during the collaboration, which will affect both the process and the 
outcomes of that collaboration.  
Team members can use visual cues to gather awareness information (Gergle et al., 2004b). This 
awareness information should enable them to communicate and coordinate with their team members 
more efficiently (Mathieu et al., 2000). 
Proposition: Teams that have more visual cues available to them will perform better at collaborative 
process modelling. 
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As multiple features of the user embodiments provide support for many visual cues, the number of 
visual cues can be manipulated by activating or deactivating some or all of these features. Therefore, 
three specific hypotheses, relating the amount of visual cues available to a team to individual 
dimensions of the collaboration process or outcome, have been formulated to test the general 
proposition above.  
Firstly, the increased awareness enabled by these cues should lead to less communication being 
required between team members. Secondly, the required communication should be more efficient 
due to teams being able to make use of communication shortcuts. As process modelling requires a lot 
of communication, more efficient communication should reduce the time in which the task can be 
completed. The main hypothesis is therefore: 
Hypothesis 1a: Teams that have avatars available to them will complete the task faster than teams 
that do not have avatars.  
Hypothesis 1b: Teams that have animated avatars available to them will complete the task faster than 
teams that have static avatars.  
At the same time, the awareness information should only have bearing on the process of process 
modelling, not the outcome. Therefore, the quality of the outcome should be unaffected by the 
experiment treatment. 
Hypothesis 2a: Teams that have avatars available to them will not generate better results than teams 
without avatars given the same time. 
Hypothesis 2b: Teams that have animated avatars available to them will not generate better results 
than teams without avatars given the same time. 
The intrinsic difficulty of the task should be constant across treatments. However, it has been argued 
that an increased number of visual stimuli can lead to a cognitive overload as participants struggle to 
process the increased amount of information provided by these stimuli (Erlandson, Nelson & Savenye, 
2010). Furthermore, the increased spatiality of the tool requires users to move and look around, which 
makes the tool harder to use (Hauber et al., 2012). The ability to animate the avatar especially 
increases the complexity of using the tool as the user has to remember how to trigger specific 
animations and will need to time these correctly to make effective use of them (Guye-vuillème et al., 
1999; Moore et al., 2007). Either of these effects could affect team performance negatively. On the 
other hand, communication and coordination with team members should be facilitated by the 
additional visual awareness information provided by the additional visual cues (Ott & Dillenbourg, 
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2002; Whalen et al., 2006). Significant changes in cognitive load have been demonstrated for different 
means of communication in virtual environments (Erlandson et al., 2010). This study hypothesizes that 
the benefits of the additional visual cues outweigh the drawbacks. Teams with more visual cues should 
therefore find the task easier to solve on a subjective level.  
Hypothesis 3a: Teams that have avatars available to them will find the task easier than teams without 
avatars. 
Hypothesis 3b: Teams that have animated avatars available to them will find the task easier than 
teams with static avatars. 
Testing these hypotheses will advance this research in two ways. Firstly, the hypothesis testing will 
demonstrate the utility of the proposed tool design by providing a quantitative comparison of three 
design choices. Secondly, it will contribute to answering research question 2 (see 1.2.3, RQ2) by 
providing evidence of quantifiable changes in both process and outcomes of process validation. 
The following sections of this chapter will describe how these hypotheses have been operationalized 
in the design, measures and treatments of the experiment. 
5.1.3 Design 
Several possible approaches present themselves to test the hypotheses presented in the previous 
section in an experiment. One approach is to compare the proposed prototype tool to existing process 
modelling tools. Another option is to compare different configurations of the prototype tool. 
While comparing the prototype tool to existing process modelling tools appears the most logical 
choice to demonstrate its utility, there are problems that limit the usefulness of such a comparison. 
The prototype tool does not just add one or two features on top of the functionality of existing tools, 
but is a completely different class of application. Users have to deal with a different representation of 
the work space (three dimensions), navigate that space differently, process additional visual stimuli 
and potentially animate their avatars. If differences in performance were found in a direct comparison 
between existing tools and the prototype, it would be difficult to remove any interaction effects of 
the different visual and navigation requirements from these measurements. This means that a direct 
comparison would deliver little insight about the utility of the individual features under investigation, 
i.e. the visual cues. Since this evaluation is meant to be of a more formative nature, it was therefore 
decided to focus this evaluation on the features in question by comparing different configurations of 
the prototype. The experiment uses a between groups design to compare three different versions of 
the prototype tool with the visual cues activated or deactivated. Groups of three participants were 
randomly assigned to one of the three treatments. 
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Further choices have been made in regards to the task the participants were asked to perform. Process 
modelling is a complex task and will often require significant amounts of time and expertise to 
complete. Furthermore, the outcomes from a modelling session can vary in multiple quality 
dimensions such as structural and behavioural correctness, validity and completeness, 
understandability, maintainability and learning (Dumas et al., 2013, p. 175) of the produced process 
model. In addition, there are likely to be variations in task completion times between teams. It would 
therefore be very difficult to calculate a meaningful overall score that summarizes the outcomes of 
such an exercise to compare overall gains in utility between treatments. 
Consequently, it was decided to focus on the sub-activity of process validation. Process validation is a 
good focus for testing because it is the key phase of process modelling where technical and domain 
experts have to collaborate to validate both modelling and domain semantics. As such, it is a phase of 
modelling that requires much interaction between multiple stakeholders. Furthermore, from the 
perspective of collaborative activities in the process of process modelling as described by Rittgen 
(2007), process validation requires the same collaborative activities as other parts of the process such 
as model creation. Participants will make a proposition that is to be incorporated into the model, then 
discuss this proposition and finally implement it once consensus has been achieved. However, as 
opposed to process model creation, it is a more constrained activity because a process model already 
exists. By giving the participants a prepared process model with a specified number of errors that have 
only one correct solution, the outcome of the task can be more easily quantified and compared across 
treatments. Furthermore, the time requirements for such a task will be reduced substantially, as 
participants do not have to create an entire model but only have to fix a small number of errors. 
Consequently, the proposed design should make it feasible to run an experiment with a large number 
of participants while minimizing the time required to do so and maximizing the comparability of 
treatments. 
5.1.4 Treatment Definition 
The intention of the experiment is to measure the impact of visual cues related to embodiment in the 
collaborative space on the process of collaborative process modelling. This intention has been 
operationalized in a set of variables to be measured and analysed. 
The independent variable is the number of visual cues related to embodiment that are available to the 
participants. To vary the number of visual cues, features of the collaborative process modelling tool 
are either enabled or disabled.  
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Three levels of the variable were investigated in this study. The first level is “no visual cues related to 
embodiment are displayed to the participants”. The second level of this variable is “few visual cues 
related to embodiment are displayed to the participants”. The third level of this variable is “many 
visual cues related to embodiment are displayed to the participants”.  
The experiment therefore compares three treatment groups. The first condition (see Figure 39) 
provides participants with a version of the tool that has all the features enabling visual cues related to 
the body deactivated. Specifically, this means that the participants in this treatment group are not 
represented by avatars and can therefore not see where remote users are, what they are looking at 
or what they are doing. 
 
Figure 39: No Avatar Condition 
The second treatment group (see Figure 40) provides participants with static (i.e. non-articulated) 
avatars. This means that they can see where other participants are in the model and what they are 
looking at, but do not receive any visual indication (apart from position and orientation of the avatar) 
of the actions of these users.  
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Figure 40: Static Avatar Condition 
The third condition (see Figure 41) provides participants with avatars that can display deliberate 
animations, both predefined and procedural, and that display automated animations during some 
activities as described in the Software Design section (Section 4.2). In this condition, participants 
should therefore be able to see where remote participants are, what they are looking at and what 
they are doing. 
 
Figure 41: Animated Avatar Condition 
5.1.5 Control and Dependent Measures 
Gutwin & Greenberg (2000) suggest that technological support for collaboration can be evaluated 
through product, process and satisfaction measures. Product measures try to measure the benefits of 
a new technology by measuring the results of collaboration, for example the quality of the outcome 
or the time required to achieve the outcome. 
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The time required to complete a task is a frequently used product measure to compare groupware or 
communication media (e.g. Arthur, Booth & Ware, 1993; Montoya et al., 2011). Therefore, the time 
taken to complete the task was measured. This time is hypothesized to decrease with increasing 
number of visual cues. 
Similarly, quantity and quality of task outcomes are often used as measurements (e.g. Dodds et al., 
2010) to ensure that decreases in time taken to finish the task have not been achieved by lowering 
the quality of the outcome. In this experiment, the number of errors found and the number of errors 
corrected was measured to compare quantity and quality of the outcomes across the treatment 
groups. 
Such product measures alone are not always effective in identifying differences in collaboration, 
however, since people often adjust to the limitations of the technology and even overcompensate to 
moderate the effect of these limitations on their work (Gutwin & Greenberg, 2000; Kock, 2005a). It is 
therefore useful to also use process measures to identify differences in the processes used for 
collaboration (e.g. Barnard et al., 1996; Gergle et al., 2012). Two processes were particularly relevant 
for this study.  
Firstly, participants need to understand the process model given to them so that they can reason 
about the errors it contains. Self-reported model understanding has therefore been measured using 
a 7-point Likert scale question as part of the post-test questionnaire. 
Secondly, teams need to communicate and coordinate to reach agreement on which elements of the 
model are incorrect. Each member of a team will individually look for errors in the model. Once a 
participant has found an error, he or she will then try to get the other team members to agree by 
discussing why they think an element is incorrect, as described by Rittgen’s negotiation model for 
process modelling (Rittgen, 2007). The other team members will then either make counter-
propositions or agree. As the task description required individuals to flag errors they found, the time 
that passed from the moment the first member of the team flagged an element as error to the 
moment the last member of the team did the same was captured as a measure of how quickly 
consensus was reached in the team. Both mean and median flag time have been recorded for analysis, 
to account for the possibility that teams have one or two very long discussions for difficult cases, while 
most of their agreements are reached quickly. In such a case, the mean value of the measure would 
be strongly affected by such an outlier, whereas the median would not be. 
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Finally, satisfaction measures can complement objective measurements because they can be more 
sensitive to differences and enable the measurement of human factors of technology use, such as 
perceptions and cognitive effects, which are difficult to measure otherwise.  
As discussed in the hypothesis section, an increased number of visual cues can be argued to have both 
positive and negative effects on cognitive load. To measure whether participants with static or 
animated avatars found the experimental task more or less difficult than those without avatars, 
subjective cognitive load (Paas, Tuovinen, Tabbers & Van Gerven, 2003) was measured using multiple 
7-point Likert scale questions. As the cognitive effort involved in completing the task is a sum of 
multiple factors (such as the intrinsic difficulty of the modelling task, the operation of the tool and the 
communication and coordination with the team), these three factors were measured individually. The 
total cognitive load has then been calculated from these subscales.  
Another psychological effect often discussed in the research of virtual environments is that of 
immersion or presence (see discussion in Slater, Linakis, Usoh & Kooper, 1996; Slater, 2003). It has 
been argued that the richness of the immersive experience can increase factors such as motivation, 
engagement, enjoyment and focus, and through these can positively affect task performance 
(Bystrom, Barfield & Hendrix, 1999). While these moderating effects are not the focus of this study, it 
was decided to include measures to rule out any influence of such effects on the dependent variables. 
Therefore, the participants’ psychological engagement was measured using the cognitive absorption 
measure by Agarwal and Karahanna (2000). Their scale was slightly adjusted to account for time and 
task not allowing participants to explore or spend more time than intended in the virtual environment. 
Questions related to these issues would therefore not have made sense. For this reason the items 
TD4, TD5, CU1, CU2 and CU3 have been dropped from the measure. The dependent variable measures 
and studies in which they have been used previously are summarised in Table 13. 
Measure Source 
Completion Time (Arthur et al., 1993; Montoya et al., 2011) 
Errors Found - 
Errors Fixed - 
Subjective Model 
Understanding 
- 
Flag Time - 
Subjective Cognitive Load (Paas et al., 2003) 
Cognitive Absorption (Agarwal & Karahanna, 2000) 
Table 13: Dependent Variable Measures 
The task at hand requires a combination of knowledge, skills and social interactions and therefore 
there are a number of factors that are likely to affect the dependent variables. These covariates have 
been measured in a pre-test questionnaire to statistically identify and mitigate interaction effects on 
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the results. The covariate measures and relevant studies in which they have been used are listed in 
Table 14 and will be discussed individually below. 
In order to be able to reason about errors in the process model, participants need to understand what 
the model says about the domain. Process model understanding has been argued to be influenced by 
the content of the process model, the format in which the process model is presented and the 
individual characteristics of the person trying to understand the model (Pinggera et al., 2013; Recker 
& Dreiling, 2011). In this study, both the content and the presentation of the content are constant 
across all treatments. However, the individual characteristics of participants may vary and therefore 
need to be captured. Characteristics that previous studies have identified as relevant and the 
measures used to capture them are described in the following.  
Gender differences in communication and interaction styles in virtual environments have been 
observed in other studies (Chellali, Milleville-Pennel & Dumas, 2013; Hauber et al., 2012). As these 
differences could affect the use of visual cues by participants as well as the overall team performance, 
gender is an important factor to measure. The questionnaire therefore asks for each participant’s age 
and gender. 
Similarly, effects of English as Second Language (ESL) on model understanding have been observed by 
Recker and Dreiling (2011). The questionnaire therefore also asks participants whether English is their 
first language. 
Furthermore, process modelling experience and knowledge have been shown to affect model 
understanding (Recker & Dreiling, 2011; Reijers & Mendling, 2011). Accordingly, process modelling 
experience has been measured using two self-reported measures for process modelling experience 
and process modelling intensity as used by Mendling, Strembeck and Recker (2012). Process modelling 
knowledge was also measured using a set of true/false questions that had been developed for the 
same study. 
Another factor that needs to be controlled is the participants’ knowledge of the domain of the process 
model. Since the participants are not provided with a correct description of the process model domain, 
they have to rely on pre-existing knowledge of the domain to do so. While the errors in the model 
have been designed to be obvious to people with little domain knowledge, it stands to reason that 
more comprehensive pre-existing domain knowledge would still make identifying the errors easier. 
Furthermore, pre-existing domain knowledge has also been argued to improve model understanding 
independent of the task, as it facilitates creating a mental model of the domain by integrating new 
knowledge with existing mental models, rather than creating new mental models from scratch 
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(Burton-Jones & Meso, 2006, 2008). To control for this factor, domain knowledge has been measured 
by a self-reported 7-point Likert scale question as used by Burton-Jones and Meso (2008). 
Furthermore, some studies (e.g. Erlandson et al., 2010) have used multiple-choice questions about 
the domain as a more objective measure of domain knowledge. Following this approach a set of five 
multiple-choice questions about the domain with increasing difficulty have been developed as 
additional measure of this factor. The questions have been piloted with academic colleagues of 
different levels of knowledge about the domain (i.e. human digestion – the choice of this domain is 
explained in Section 5.1.6) including experts from the area of physiology. This pilot test showed that 
the questions distinguished appropriately between different levels of domain knowledge. 
Another factor for the experiment is that participants need to use the modelling tool to collaborate. 
Therefore their prior experience with technologies such as computers and specifically 3D virtual 
environments is likely to affect their effectiveness in using these technologies (Montoya et al., 2011). 
Since the virtual environment is conceptually a very different user experience compared to usual office 
uses of a computer, the main goal of the computer experience measure was to capture the 
participants’ confidence and ability to use mouse and keyboard. Garland and Noyes (2004) discuss a 
large variety of measures that can assess computer experience, but for brevity of the questionnaire, 
one subjective measure and two objective measures of these have been adapted for use in this 
experiment. Firstly, the participants were asked to rate how competent they feel in using computers 
on a 7-point Likert scale. Secondly, they were asked for how many years they have been using 
computers. Thirdly, they were asked for how many hours of every day they used computers on 
average during the last year. This measure has been rephrased as “per day”, rather than “per week”. 
Seeing that the average hours of computer use per week is expected to be very high for the participant 
pool, this should make it easier for participants to accurately estimate their computer usage.  
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Measure Source 
Age - 
Gender - 
English as Second Language (Recker & Dreiling, 2011) 
Subjective Process Modelling 
Competency 
(adapted from Burton-Jones & Meso, 2008) 
Process Modelling Experience (Mendling, Strembeck et al., 2012) 
Process Modelling Intensity (Mendling, Strembeck et al., 2012) 
Process Modelling Knowledge (Mendling, Strembeck et al., 2012) 
Subjective Domain Knowledge (adapted from Burton-Jones & Meso, 2008) 
Domain Knowledge (similar to Erlandson et al., 2010) 
Subjective Computer Use Competency (Garland & Noyes, 2004) 
Computer Experience (Garland & Noyes, 2004) 
Computer Use Intensity (Garland & Noyes, 2004; Wilfong, 2006) 
Video Game Use Intensity - 
Table 14: Covariate Measures 
Lastly, participants were asked to indicate on a 4-point scale how often they play video games that 
require navigating 3D virtual environments. This was meant to serve as a measure of their experience 
in navigating three-dimensional virtual spaces. 
The complete pre- and post-test questionnaires can be found in the appendices (Appendix 1D and 1E). 
5.1.6 Materials 
The experiment required several materials to be prepared for the participants. The most critical of 
those was the process model that participants were meant to validate. 
The process model used in the experiment was developed with a number of requirements in mind. 
The process to be validated should be a process that all participants would be familiar enough with to 
be able to argue about it, but not so familiar that they would not require any discussion of the errors. 
This situation should reasonably replicate real-world process modelling.  
Furthermore, it was expected that the process model, as the primary subject of communication in the 
experiment, would impact communication of the participant teams. This impact could interact with 
any effects the treatments might have. In fact, Gergle et al. (2006) showed that increased linguistic 
complexity magnified effects of visual cues on communication in remote collaboration. Therefore, to 
magnify the effects the experiment tried to measure, a process model with high referential ambiguity 
was desirable. For this purpose, the process needed to be large and complex.  
It was decided that human biology would be a good domain because all participants would have had 
some exposure to the subject matter, both through formal education and by personal experience. 
Their individual experiences regarding this domain would also differ, therefore encouraging 
discussion. In particular, the process of digestion was chosen as a suitable process, because it involves 
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a large number of activities as well as some complex and non-linear routing mechanisms and 
parallelism. Modelling this process resulted in a process model that consists of 80 model elements and 
80 sequence flows. 
After validating this model with two modelling experts and a domain expert (a physiology professor), 
six errors were added to this process model. It was decided to include a range of error types to better 
reflect the reality of process modelling. Consequently, three syntactic and three semantic errors were 
added. The complete process model is shown in Figure 48.  
The syntactic errors can be found without any domain knowledge and were errors that used elements 
of the BPMN grammar incorrectly. In detail these errors were: 
 A missing start event, as shown in Figure 42. The task “Continuously secret bile” has no 
incoming sequence flow and is therefore not reachable. In order to fix this error the 
participants have to add a start event with a sequence flow connecting to this task. 
 
Figure 42: Syntactic error 1 - missing start event (left: error, right: solution) 
 A state that is represented as a task, as shown in Figure 43. The task “Too much fat in blood” 
is not an activity in the process but a state and therefore has to be represented as a condition. 
To fix this error, the team has to delete the task and make the state a condition of the 
preceding OR-split by adding a label to the relevant outgoing sequence flow. 
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Figure 43: Syntactic error 2 - state as task (left: error, right: solution) 
 A deadlock at the tasks “Absorb water” and “Absorb salts”, as shown in Figure 44. 
Mismatching splits and joins mean that the process can never finish. This has to be fixed by 
correcting either the split or the join. The correct solution here is to fix the split, since both 
water and salts are absorbed in parallel. 
 
Figure 44: Syntactic error 3 - deadlock (left: error, right: solution) 
The semantic errors are errors where the grammar is used correctly but the model does not represent 
the real world process correctly. Since it was expected that the students will have limited knowledge 
of the domain, the errors have been chosen to be reasonably obvious while not being obvious enough 
to leave no room for discussion. These errors are: 
 A task that does not exist in the real process, as shown in Figure 45. The task “Boil chyme” is 
not part of the process of digestion because no boiling occurs inside the human body. To fix 
this error, the group has to remove the task and connect the preceding and following task 
directly. 
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Figure 45: Semantic error 1 - non-existent task (left: error, right: solution) 
 Wrong role assignment, as shown in Figure 46. The task “Secrete pancreatic enzymes” is 
executed by the pancreas, not by the mouth. To make this error even more obvious, the 
related start event was left in the correct lane. Therefore, the error is to be fixed by moving 
this task from the swimlane “Mouth” into the swimlane “Pancreas”.  
 
Figure 46: Semantic error 2 - wrong role assignment (left: error, right: solution) 
 An irrelevant task, as shown Figure 47. While the process of digestion clearly produces 
gurgling sounds, “Make gurgling sounds” is not a purposeful activity that has to occur as part 
of the process of digestion. In order to fix this error the team has to remove the task. 
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Figure 47: Semantic error 3 - irrelevant task (left: error, right: solution) 
In order to check whether these errors could reasonably be expected to be found by participants of 
the experiment, a number of colleagues without knowledge of the research project or experimental 
setup but with existing process modelling experience were asked to find these errors individually on 
a printout of the process model. Across the entire pilot group, all errors were identified. The domain 
knowledge of the pilot participants was also tested and the results showed that the participants had 
reasonably spread knowledge of digestion and the results should therefore not be biased. 
Apart from the process model, participants of the experiment were provided with a task description 
(Appendix 1A) that would remind them of the steps of the entire experiment. Because the novelty of 
the prototype process modelling tool would be a factor, they were also provided with a “hint sheet” 
(Appendix 1B) that explained step by step how to mark elements as errors and approve changes in the 
application. For the same reason a keyboard layout sheet (Appendix 1C) was provided, which 
participants could use in case they forgot which keys to use to navigate the environment. The 
materials provided to the participants in the experiment are summarized in Table 15. 
Material Location in Thesis 
BPMN Process model 
 
Figure 48 
Task Description 
 
Appendix 1A 
Hint Sheet 
 
Appendix 1B 
Keyboard layout 
 
Appendix 1C 
No process description 
 
- 
Table 15: Materials provided to participants
 Figure 48: BPMN Process Model of digestion used in the experiment
 The lab in which the experiment was run was equipped with four computers. One computer was used 
as the server, both for the modelling tool prototype and the Voice-over-IP tool (Mumble). All 
computers had the same hardware configuration and were equipped to handle capturing and 
encoding two video streams and one audio stream while running the prototype tool at more than 30 
frames per second. Each computer had an Intel CPU with eight physical cores, a discreet graphics card 
(Nvidia GeForce GTX560 Ti) and six gigabytes of memory. 
 
Figure 49: Experiment setup for one participant 
Each machine was also equipped with a headset to enable Voice-over-IP communication, a webcam 
to record the participants during the collaboration and a Microsoft Kinect sensor, which was used to 
record high-quality audio during the experiment. The setup of an individual PC is shown in Figure 49. 
5.1.7 Subjects 
Participants were recruited from the students of five business process modelling units at Queensland 
University of Technology. The five units either taught students or required students to already possess 
a basic understanding of the BPMN syntax and process modelling concepts. These prerequisites are 
necessary for the participants to be able to understand the model and make appropriate changes to 
it. Previous studies (Reijers & Mendling, 2011) show that process modelling students perform 
comparably to process modelling experts in model understanding, therefore the use of a student 
sample should not affect the results of the study significantly. 
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5.1.8 Procedures 
The procedures that were followed for recruitment and data collection are described below. 
Participants were recruited from the students of a number of business process modelling units at 
Queensland University of Technology. The students were offered a $20 voucher for a local consumer-
electronics and media shop to motivate a large number of students to participate. In order to motivate 
them to perform well, each member of the best performing team received a $100 voucher for three 
local theme-parks as well. 
Each team of three students recruited in this way was then randomly assigned to one of the three 
treatment conditions. 
The interaction with recruited participants was then governed by a fixed protocol to ensure equal 
interactions with the experimenter across all teams and treatment groups. The steps described in the 
following are part of this protocol. During the execution of the experiment, deviations from this 
protocol have been noted by the experimenter for later analysis.  
Each team member was seated in front of an individual desktop computer that had the prototype tool 
installed. To avoid difficulties with names (mainly to reduce the need for participants to remember 
the names of unfamiliar team members), each team member was assigned a pseudonym for the 
duration of the experiment. The names used were “Red”, “Green” and “Blue”. In the avatar condition, 
the avatars wore colored suits to match the name of the user they represented. The remote 
collaboration setting was simulated by dividing the lab with portable walls so that the participants 
were not able to see each other during the experiment (see Figure 50). 
 
Figure 50: Higher Degree Research students performing a pilot test of the experiment 
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After having been seated in front of a computer, each participant received the task description 
outlining the experiment. This ensured that the task was described in the same way to each team and 
treatment group overall. The participants were then asked to fill in a pre-test questionnaire. After 
that, each participant completed an automated tutorial that taught them how to use all the features 
present in the process modelling tool. All participants were taught how to navigate the virtual space, 
how to animate the avatar and use it to point at objects, how to create, edit and remove model objects 
and how to mark errors and approve changes. Then all members of one team were connected to a 
server and the relevant features for the experimental condition were deactivated. The participants 
were then given a keyboard layout sheet and a hint sheet, which once more summarized the core 
activities (marking errors and approving changes to the model). They were then asked to each press 
the Start Experiment button in the tool to begin the actual experiment.  
Once the actual experiment was started, the teams were given 45 minutes to collaborate on the given 
process model. During this time period, their interactions were recorded in both video and audio. 
When the team agreed that they had found all the errors or the 45 minutes had passed, the 
participants were asked to press the End Experiment button. They then had to fill in the post-test 
questionnaire. After filling in the questionnaire, they were given the promised gift card and the session 
was concluded. 
5.1.9 Results 
Overall, nine groups of three students (a total of 27 students) participated in the experiment. The rate 
of volunteers was much lower than expected. While this is clearly insufficient data for inferential 
statistics, the descriptive statistics for the sample population have been provided in Table 16 and Table 
17 and will be discussed in the following. 
Treatment No Avatar Static Avatar 
Animated 
Avatar 
Teams 3 4 2 
Age 28.78 27.17 23.17 
Process Modelling Intensity (never – daily) 2.22 2.67 2.83 
Process Modelling Experience (less than a 
month ago – more than three years ago) 2.11 2.08 1.67 
Domain Knowledge 3.56 2.58 2.83 
Computer Skill Subjective 6 5.67 6 
Computer Experience Years 15.56 13.83 14.83 
Computer Use Daily (Hours) 7.22 7 9.17 
3D Environment Use (never – daily) 2 2.33 2.83 
Table 16: Experiment 1 Descriptive Statistics of control variables 
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Treatment No Avatar Static Avatar 
Animated 
Avatar 
Errors Found (Total) 3.67 3 2.5 
Errors Fixed (Total) 3.67 2.25 1.5 
Experiment Duration 42.24 45.57 40.27 
Average Flag Time 146.61 144.38 409.1 
Median Flag Time 100.58 75.71 322.60 
I found the task difficult. (Cog Load 1) (7 agree - 
1 disagree) 4.67 5.11 5.33 
I found operating the prototype difficult. (Cog 
Load 2) (7 agree - 1 disagree) 2.89 4.11 4.33 
I found communicating with other collaborators 
difficult. (Cog Load 3) (7 agree - 1 disagree) 3.56 3.11 2.17 
Model Understanding (7 harder - 1 easier) 3.78 4.67 4.83 
Temporal Dissociation (7 higher - 1 lower) 4.22 4.89 4.33 
Focussed Immersion (7 higher - 1 lower) 4.67 4.78 4.83 
Heightened Enjoyment (7 higher - 1 lower) 5.11 4.78 3.83 
Control (7 higher - 1 lower) 4.67 4.89 4 
Table 17: Experiment 1 Descriptive Statistics of dependent variables 
The statistics show no clear trend to support any of the hypotheses of the experiment. In fact, they 
seem to show a result that opposes the hypotheses. Both the number of errors found and number of 
errors fixed decreased when more visual cues were available to the participants, which goes against 
the expectation formulated in Hypothesis 2a and 2b. While there are differences in the average time 
teams took to finish the experiment, these differences are small. They also do not confirm the 
expectations in Hypothesis 1a, as teams in the static avatar condition took longer than teams without 
avatars. Teams with animated avatars finished faster than both other treatment groups, which 
supports Hypothesis 1b. However, given that the quality of the outcomes varied between the 
treatment groups, the difference in average time could be explained by a sacrifice of quality for speed 
in the animated avatar groups. 
There also seem to be slight trends indicating that participants found the tool more difficult to use 
and enjoyed using it less than groups with less visual cues, which goes against the expectations of 
Hypothesis 3a and 3b. Overall, however, the number of groups used in this experiment is not large 
enough to rule out purely random influences on the results and it is therefore impossible to say 
whether these differences are the result of the treatment or just random effects.  
5.1.10 Post-Hoc Analysis 
Since the descriptive statistics do not provide much information about the effect of the phenomenon 
under observation, a qualitative analysis was performed. For this analysis, the group conversations 
that have been recorded during the experimental sessions were transcribed. The communication 
behaviours were analysed by identifying all verbal references that could not be resolved from the 
conversation alone. The video recordings of the participants and their screen contents were then 
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observed at the time at which that reference was made. This was done to identify what additional 
visual information that was not contained in the verbal messages was used by participants to resolve 
a reference, or what information they were missing to resolve a reference. Through this analysis, 
instances of the expected differences in communication behaviour have been found and mapped into 
the categories of visual cues described by Kraut et al (2003). In the following, examples of the use of 
each visual cue, identified in the manner described above, is discussed using excerpts from the 
transcripts. The different team members are indicated in the excerpts by the first letter of the 
pseudonym they used (e.g. R for Red, G for Green and B for Blue). 
In all conditions, it was observed that teams tried to make use of communication shortcuts by using 
the visual cues available to them. For example, the visual cues enabled by the shared objects were 
available to all treatment groups. As laid out in the software design section, the following visual cues 
should be supported by the shared task objects: 
• A3 - Changes to task objects can be directly observed 
• B3 - Changes to task objects can be used to infer what others have done 
• D3 - Pronouns can be used to refer to visually shared task objects 
• E3 - Appropriateness of actions can be used to infer comprehension and clarify 
misunderstandings 
In Excerpt 1, a participant observes a team member slacking off and just adding control points 
(vertices) to turn a sequence flow into a zig-zag line for fun. 
R Are you kidding me? 
G Ah, [inaudible] just creates more and more nodes. 
R [Laughter] 
Excerpt 1: Example of observing and inferring actions based on shared task objects 
This example shows that the participants can directly observe changes to the sequence flow and from 
these changes infer the activities of another team member. Therefore visual cues A3 and B3 are 
supported by the prototype and are employed by the users as predicted. 
Furthermore, the model elements have been used to demonstrate proposed changes. In Excerpt 2, 
Red, rather than explaining where he intends to move the task, moves a task into a different lane and 
then checks whether the other team members agree with the change. 
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R Do you just want to move it? Just move it into the... 
B I think just move it. 
R Okay. Well. Alright, so... 
B So the activity...[]... 
R So, like that, right? 
B Uh, yeah, that's right, yeah. 
R Because now they are in the Small Intestine lane. 
Excerpt 2: Example of using the shared objects to reach shared understanding 
It can be seen that the visual cues predicted to be enabled by synchronizing the process model for all 
collaborators in real-time worked as expected and these cues were used by participants to facilitate 
communication. This confirms previous findings on shared objects as communication resource in 
collaboration (Kraut et al., 2003). 
The focus of this study, however, is the use of visual cues provided by embodiment in the virtual world. 
As described in the Virtual Environment Design section (see Section 4.2), the avatar was designed to 
provide remote users with awareness information on what a user can see and what a user is doing.  
In particular, the embodiment by the avatar in space should provide support for the following visual 
cues: 
• B2 - Body position and actions can be directly observed  
• C2 - Body position and activities can be used to establish others’ general area of attention  
• C1 - Eye-gaze and head position can be used to establish others’ general area of attention  
• B1 - Gaze direction can be used to infer intended actions  
• A2 - Inferences about intended changes to task objects can be made from body position and 
actions.  
• D2 - Gestures can be used to illustrate and refer to task objects.  
• E2 - Appropriateness of actions can be used to infer comprehension and clarify 
misunderstandings 
During the study, examples of these behaviours have been observed in the static and animated avatar 
groups. In Excerpt 3, Red asks his team members to delete an OR gateway. The other members are at 
different points in the model and therefore do not know which element Red is talking about. Green 
therefore requests a specification. To specify the element Red moves his avatar close to the gateway 
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and references it by saying “that one”. This is enough information for Green to resolve the reference 
and he approves the deletion of the element. Blue has still been focussed on another part of the model 
and just now realizes that some action is expected from him. As Blue seems unsure about what is 
happening, Green reminds him to also approve the change. After a quick look around the model, Blue 
finds the other avatars standing next to the gateway in question and approves the changes on the 
gateway. Red then confirms that the change has now been approved by everyone. 
R Can we delete that...OR...there? 
G Delete what? 
R Ah, just gimme a sec...that one. 
G Done. 
G Yeah, I have already approved it. 
B So, uh,... 
G It's you Blue. 
R Ah, there we are. 
Excerpt 3: User gathers awareness from avatar to figure out what’s going on 
This example shows that the avatar can be used to convey awareness information both actively and 
passively. On one hand, Red actively moves the avatar as a gesture to point at the element and in 
doing so communicates the reference successfully to Green. This confirms support for visual cues B2 
and D2. Blue, on the other hand, uses the position of the two avatars to figure out what is happening 
and what element is currently being discussed. He is then able to contribute to the task himself. This 
confirms support for visual cues B1, C2 and A2. 
This passive information about a user’s focus of attention can also be used to check the understanding 
of remote users. Excerpt 4 shows Green and Blue realizing that they are taking about different model 
elements because the Blue avatar is positioned so that its user could not possibly have the element 
under discussion in view. 
G How come we are talking about the same task but you are on the opposite side of the board? 
G Are we even talking about the same one? 
B What? Seriously? 
Excerpt 4: Example of inferring a user’s focus of attention from his avatar 
In teams without avatars, synchronization of the conversational context had to happen verbally. In 
Excerpt 5, Blue tries to find out which parts of the model the other team members are currently 
checking. 
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B So, which areas are you guys looking at right now? 
B Hello?! 
R Yep? Sorry? 
B Uh, which areas are you guys looking at right now? 
G I am looking at the start. 
B The start? Okay. 
B So you are looking at the mouth? Ah... 
G Yeah. 
B Cool. Okay. 
Excerpt 5: Example of verbal acknowledgement of task status (no avatar) 
Since users can only interact with model elements within their current view, remote users can use the 
position and orientation of a user’s avatar as evidence of understanding. Excerpt 6 shows Red checking 
on the progress of Green in marking an element, because she can see the user’s avatar moving into a 
different part of the process model that is not currently being discussed. 
R Is it marked already? 
R [Name of G], you’re gone. Dingdong? {Laughter} You are flying. You see it? [Name of G]...? 
G No, which one? 
B Ah, the one in front of me. Oh, I am... 
R Yeah, the one... 
G Okay. 
Excerpt 6: Example of observing behaviour to confirm action is being taken 
Such an observation can also be used to identify misunderstandings and repair them while they are 
happening. Excerpt 7 shows a participant asking a team member to come to a specified position. The 
movement of the avatar is then used to confirm that they have understood which location they are 
meant to come to. Both examples confirm support for visual cue E2. 
G Blue, can you come to here? 
G Oh, yeah, yeah, you are on the right way. 
Excerpt 7: Example of observing the avatar’s action to check understanding 
Conversely, in teams that had no avatar to confirm whether a remote user is reacting to a request, 
verbal acknowledgement was used. In Excerpt 8, Blue verbally notifies his team members that he is 
going to do the task at hand (“I’m running.”). Then he tells them that he has just finished the task 
(“Delete.”). Red is double checking whether the deletion has happened, requesting a confirmation 
and Green is confirming that he can see the element has disappeared. 
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B ...uh. So when it comes to the Make Gurgling Sounds are we just going to delete that entirely? 
R Yeah. I think so. 
B Okay. I’m running. Delete. Someone approve that. 
R Done? 
G Yeah. 
Excerpt 8: Example of verbal acknowledgement of task status and intention 
The ability to infer a user’s view from their avatar together with having the shared objects in the virtual 
environment enables the use of communication shortcuts in the form of deictic references. 
R So, guys, I am really sorry...which one do you think is the wrong one...at the beginning? 
B This one...that I am standing on. 
R That one? 
R That's an And-Join? 
B Yeah. 
R Uh, don't...You think that's wrong, do you? 
Excerpt 9: Example of a team with avatars trying to pinpoint the element under discussion 
In comparison, teams without avatars rely on verbalization or shared conversational context to 
communicate references. As shown in Excerpt 10, Green directs the other team members’ focus of 
attention by providing them with a step-by-step description from a point in the model that can be 
easily verbally and visually identified (in this case a lane). He then proceeds to describe objects in the 
immediate area (inside the lane) to reduce referential ambiguity, waiting for acknowledgement of 
each point before continuing.  Blue acknowledges each step to signal that she has found each 
described element and is therefore following the description.  
G I’m just going to flag it. 
R Yeah, good. 
B Whereabouts are we, sorry? 
G In Large Intestine. 
B Yeah. 
G The XOR-Split. 
B Uhuh. 
G ...before Absorb Water and Absorb Salts... 
B Uhuh. 
G ...should that be an OR-Split? 
R Uh, no. Technically, I think, it should be an AND. 
G Yeah, okay. 
Excerpt 10: Example of a team without avatars trying to pinpoint the element under discussion 
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These examples show that the team without avatar spends considerable time and effort on identifying 
the element that one team member is talking about. The examples also show that avatars indeed 
enable deictic referencing and can make communication more efficient. However, even with avatars, 
problems with resolving references still occur. One reason why this happened is that the view of a 
user can still contain multiple model elements. In some cases, while the number of potential targets 
of a reference is reduced from all elements in the model to the few that the avatar is looking at, there 
is still remaining referential ambiguity. In Excerpt 11, Red is trying to get Green to mark a parallel join 
as an error, designating the element as “this one” (that he is looking at). While Green understands the 
general area that Red is talking about, there are two gates close to each other, which are both in the 
view of Red. Green therefore asks for clarification about which of the two elements he is supposed to 
mark. This example demonstrates that the visual cue C1 is supported. 
R On this one. 
G Which one? 
G The Xor or the Jo...or the parallel join? 
R Oh, I marked it on the join. 
G Yeah, but the join is right. 
Excerpt 11: Example of avatar view ambiguity 
The situation described could also have been potentially resolved with a more precise pointing 
gesture. While the animated avatar condition provided such an animation, it was rarely used by 
participants and generally failed to resolve the reference more accurately. This seems to be an issue 
of users not being able to perceive the pointing gesture, given the limited field-of-view and the small 
scale of the avatars. In Excerpt 12, Green is trying to reference a model element by standing close to 
it and pointing at the element. The other team members are looking at different parts of the process 
model and are therefore unable to perceive the gesture, which occurs simultaneously to the spoken 
reference. Green decides that it may be better to guide them by naming the elements rather than 
repeating the gesture. 
G Like this one. I am pointing to it. 
B Which one are you pointing? Which one are you pointing? 
G Have a look at me. 
B Where are you? 
R Yeah. 
R So, which one you are saying that? 
G Ingest Food and Secrete Saliva they're...they're...what is called... 
Excerpt 12: Example of pointing gesture not being perceived 
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This problem did not just exist for gestures, but also affected the awareness of avatar position and 
orientation. Seeing that there were no additional cues, such as audio cues, that told users where 
remote users were relative to them when they disappeared from view, participants often had to 
search for the avatar of a user before being able to resolve a reference. However, as the position and 
orientation of an avatar changed less rapidly and could be discerned from a greater distance, this issue 
did not prevent the use of the awareness information provided by the avatars, but merely reduced its 
efficiency. Excerpt 13 shows Green asking Blue to join her to look at a model element together. Blue 
was looking in a different direction in the meantime and lost track of Green’s position. After looking 
around the model for a moment, however, she finds the Green avatar and is able to identify the 
element in question with some clarification by Green. 
G Come...come and see me. 
B Where are you? 
B Oh my god, I saw you. 
B I see you. 
B So...right, so you are talking about... 
G Okay, see that plus? 
B Yeah. 
Excerpt 13: Example of having to find an avatar first 
The biggest limitation of the suggested prototype therefore was that avatars often disappeared from 
the view due to the limited field-of-view provided by the computer monitor. 
Additionally, a few teams had issues with members not being able to tell where their avatar was in 
relation to the model. This may be an issue of the lack of proprioception and kinaesthetic feedback 
when using a virtual body compared to a real one. 
R Let me see, down here, where I am...the Red guy. 
R "Not Enough Fat in Blood" here. 
G You are floating above the surface. 
R I know, I am God. [Laughter] 
B [Laughter] 
G Yeah, but it is hard to see which one you selected then. 
G Just go there. Come on. 
R Okay. Here I am. 
G You are still floating. 
R Am I still floating? 
G Yeah, of course you are! 
Excerpt 14: Example of problems with lack of proprioception 
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Furthermore, apart from the pointing gesture, the only other gesture that was observed being used 
was waving. However, the use of this gesture appeared to be purely for entertainment and did not 
seem to support the task at hand. Other gestures were not used by participants. Overall, support for 
visual cue D2 can therefore only be confirmed when using the whole avatar to gesture but not for 
gesturing using predefined animations. Similarly, no examples were observed of users making use of 
actions that were automatically displayed on the avatars to infer comprehension or intended actions. 
It remains unclear whether participants did not require these visual cues, found them too difficult to 
use, expected them to be ineffective or simply forgot about the option to use them. 
Despite these issues, teams with avatars seemed to be able to communicate more efficiently in 
general. In practice, often multiple behaviours and visual cues are used in conjunction to achieve this. 
To give a better overview of how representative the excerpts discussed above are, the occurrence of 
these behaviours in each experiment session is shown in Table 18. For this overview, only behaviours 
relating to visual cues provided by embodiment have been considered, as they are the focus of this 
study. Furthermore, multiple visual cues have been grouped together by the function they served, as 
it was often difficult to separate them in the transcripts. For example, cues A2 and B2 have been 
grouped as “Using avatar to confirm action”. Cues C2 and D2 have been grouped as “Using avatar to 
reference”. And for consistency cue E2 has been labelled “Using avatar to confirm understanding”. 
The frequencies shown indicate the following:  rarely indicates the behaviour could be observed once 
or twice throughout the experiment session. Occasionally means the behaviour could be observed 
multiple times throughout the session but was not used for the majority of points of discussion. 
Frequently means the behaviour was observed in the majority of points of discussion, i.e. for almost 
every individual error that the team discussed. As can be seen, the avatars are used for each of these 
behaviours by every team that had them. Among those behaviours, avatars are used especially often 
for referencing locations. 
The analysis also revealed issues that are unrelated to the use of visual cues. A few participants had 
difficulties moving around the virtual environment, but most participants were able to use the virtual 
environment well. This may be an indication that previous experiences with virtual worlds are indeed 
influencing the performance of individuals in the experiment. 
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 Condition 
Using avatar to 
confirm 
understanding 
Using avatar to  
confirm action 
Using avatar to 
reference 
Team 1 
Static 
Avatars rarely rarely occasionally 
Team 2 
Static 
Avatars occasionally rarely frequently 
Team 3 
No 
Avatars - - - 
Team 4 
No 
Avatars - - - 
Team 5 
Static 
Avatars occasionally rarely frequently 
Team 6 
Static 
Avatars occasionally rarely frequently 
Team 7 
No 
Avatars - - - 
Team 8 
Animated 
Avatars rarely rarely frequently 
Team 9 
Animated 
Avatars occasionally occasionally frequently 
Table 18: Uses of avatars to confirm understanding, confirm action and referencing by team 
Furthermore, many participants seemed to have trouble understanding the procedure of explicitly 
getting consent to edit an element from all team members through marking the element as an error. 
Similarly, the process of explicitly accepting changes made to the process model often confused 
people initially. These problems, however, usually disappeared after the team went through the 
process once or twice. 
Participants also often mentioned that they had trouble identifying errors or correct solutions due to 
limited knowledge of the domain. While the errors have been designed to require very little domain 
knowledge, the results may therefore still have been affected by a lack of domain knowledge or the 
perception of such a lack. 
Overall, the qualitative analysis showed that the visual cues related to shared task objects and 
embodiment worked and were used as predicted, even though the descriptive statistics do not show 
the anticipated differences in measures between the treatment groups. However, the limited field-of-
view and difficulties in controlling the avatar reduced the effectiveness of many of these cues as 
participants had to search for the avatars of other participants when trying to use the visual cues 
provided by them. Additionally, a lack of domain knowledge has likely affected the product measures 
of the experiment. 
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5.1.11 Threats to Validity 
There are a number of threats to the validity of the results of the analysis in the previous section. The 
collected data set is not large enough to either ensure validity of a statistical generalization from the 
sample to the population from which the sample was taken, or to ensure internal validity. A good 
indication of this is that despite the random assignment to treatments, the control variables show 
some severe differences between the treatment groups. These differences were found for the 
variables Age, Process Modelling Intensity, Process Modelling Experience, Domain Knowledge, Daily 
Computer Use and 3D Environment Use. It can therefore not be guaranteed that the measured 
changes in the dependent variables are not a result of this unequal distribution of characteristics and 
skill across the sample population, nor can it be ruled out that an unknown extraneous variable might 
be responsible. 
Furthermore, the close study of the qualitative data raised the question of whether some of these 
findings might be affected by familiarity between the team members. An additional search of 
literature revealed that there are indeed antecedents of team familiarity significantly affecting team 
performance (e.g. Harrison, Mohammed, McGrath, Florey & Vanderstoep, 2003). 
Apart from the concerns about internal validity, there are also limitations to the external validity of 
this experiment. Firstly, the population from which the sample was drawn was a student sample. 
While students are frequently used as proxies for other target populations in scientific studies, the 
external validity of such studies is disputed and needs to be carefully investigated (Compeau, 
Marcolin, Kelley & Higgins, 2012). The students were Business Process Modelling students and 
therefore share some characteristics with professional process modelling experts. Due to their area 
of study, they should have some familiarity with process models and have developed some capabilities 
to understand process models. This should allow them to chunk large models more efficiently. A 
previous study (Reijers & Mendling, 2011) found no significant difference between model 
understanding scores obtained from a student sample and a small sample of professional process 
analysts in a replication of their experiment. Similarly, the students will share a working knowledge of 
computers with modelling experts as they have all used process modelling tools in the past.  
Significant differences between both populations, however, can be expected in regards to maturity 
and team work capabilities. Furthermore, the context in which they work differs. For the students 
participating in the experiment, the results of the validation do not matter much, whereas for 
modelling experts the results have the potential to affect their job performance. There is also likely a 
non-response bias, as is common in recruitment for experiments, because only volunteers 
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participated. If the technology under investigation is mandated in a professional environment, the 
results may be different. 
In the study, the students acted as both modelling experts and domain experts at the same time. In a 
professional situation, these roles are likely to be separated, which may increase the need to exchange 
information and may magnify the benefits and drawbacks of the technology used. 
Another problem for generalizing the findings is the infrastructure used. The setup in the lab used 
high-powered gaming computers and a dedicated LAN connection as network. Jitter and network 
latency introduced by less dedicated networks in a work environment (such as the internet) can 
strongly affect the performance of teams once certain thresholds have been reached (Gergle et al., 
2006; Gutwin, 2002; Park & Kenyon, 1999). While computer performance should not be a significant 
problem with processing power (especially of graphics processors) increasing drastically, computer 
configurations that do not provide enough performance to display the virtual environment can also 
affect team performance.  
5.1.12 Discussion 
The analysis of the results of the pilot experiment revealed some positive and some negative findings. 
In the following, the implications of these findings for the evaluation of the prototype will be 
discussed. 
While the size of the sample does not allow for proper inference, the trends in the results do not 
support any of the hypotheses, apart from Hypothesis 1b. However, this finding does not necessarily 
mean much because random influences or extraneous variables could not be ruled out. While the 
predicted benefits of visual cues are not reflected in the responding variables, the expected changes 
in communication behaviour did occur in the group conversations. The avatars did enable visual cues 
as described by the tool design. These cues were used by all groups that had avatars to confirm 
understanding, confirm action and communicate more efficiently. 
The analysis of the experiment data furthermore confirmed the expected issues with the desktop 
interface used to interact with the virtual world. Multiple users had difficulties navigating the virtual 
space. Furthermore, the collaborators’ avatars were frequently not within the local user’s field-of-
view, requiring the participants to search for them to be able to understand references that made use 
of the avatar. This could have negatively affected both use and usefulness of the visual cues. A future 
study should measure whether the movement of users in the virtual environment is affected by the 
availability of visual cues. Such a comparison could demonstrate whether users actively seek these 
cues out, or whether they just make use of them if they are in view already and thus do not require 
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any additional effort. However, despite the occurrence of these issues, avatars seemed to be useful 
for the task. 
Furthermore, some findings indicate issues with the experiment setup. While the experimental task 
worked well to gather insights into collaborative behaviours during process modelling, many users 
complained about a lack of knowledge in the domain, which they perceived to make the task difficult. 
Consequently, most teams found only three of the errors and those were mostly the syntactic errors. 
Many teams also did not fix all errors they found correctly. This could be an indication that the lack of 
domain knowledge did have a negative influence on the task outcome. In the future, it would 
therefore be good to devise an experimental task that reduces the potential influence of domain 
knowledge on the dependent variables. 
Overall, the experiment showed that avatars do enable the use of additional visual cues for remote 
collaboration on process models. However, positive effects on the process of process modelling could 
neither be confirmed nor disconfirmed for two reasons. A major issue at this stage was that random 
influences or extraneous variables may have impacted on the results, particularly due to the small 
sample size. The other issue was a potential influence of a lack of domain knowledge on the task 
outcomes. It was therefore decided to modify the experiment to be able to draw participants from a 
larger population to be able to reach an appropriate sample size and reduce the dependency on pre-
existing domain knowledge. These modifications to the experimental design are discussed in the next 
section.  
5.2 Experiment 2 
The second experiment is a variation on the design of the pilot experiment. It was designed to satisfy 
two additional goals which will be discussed in the following section.  
5.2.1 Goals 
The main goal of the second experiment is to test whether the visual cues that have been 
demonstrated to work in the pilot experiment improve the process of process modelling. To do so it 
was necessary to overcome the issues with statistical validity encountered in the pilot test. 
Modifications were made to allow the research team to recruit from a larger pool of potential 
participants. Secondly, the potentially strong influence of domain knowledge was meant to be 
reduced. The changes to the experiment design introduced to these ends are described in the 
following sections. 
5.2.2 Hypotheses 
The main hypotheses used for the second experiment are identical to those developed for the first 
experiment. However, Hypothesis 1b, 2b and 3b have been dropped, because the third treatment has 
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been removed from the experimental design (explained in Section 5.2.5).  Furthermore, given that the 
qualitative analysis of the first experiment showed that participants often had to actively seek out 
visual cues, two additional hypotheses have been added. 
Team members need to actively gather awareness information to avoid misunderstandings (Gergle et 
al., 2004b). The visual cues provided by the avatars are spread across the virtual space, not necessarily 
within the view of the users. If a visual cue is not visible to them, they cannot gain awareness 
information from the cue (Hindmarsh et al., 2000). In order to gather additional information from 
these visual cues, the users will need to move around the space more and look around for them. The 
additional hypotheses are therefore: 
Hypothesis 4a: Teams that have avatars available to them will move around the space more than 
teams without avatars.  
Hypothesis 4b: Teams that have avatars available to them will turn around more than teams without 
avatars. 
If these two hypotheses are rejected, then it is likely that teams either do not use the visual cues 
provided or only use them if they are already visible to them and they therefore do not require 
additional effort. Therefore, the testing these additional hypotheses should improve the 
understanding of how visual cues affect the process of process validation and consequently improve 
the answer to research question 2 (see 1.2.3, RQ2). 
5.2.3 Design 
Like in the first experiment, participants would have to find, mark and correct errors in an existing 
diagram. The underlying processes required for this collaborative task therefore remain largely the 
same as those of the previous experiment. It was decided to use a flowchart instead of a BPMN model 
and that participants would be given a process description.  The main differences are that the 
formalization (translation of natural language into appropriate model syntax) should be easier and 
domain knowledge would be discussed based on the knowledge presented in the process description 
rather than on the participants’ pre-existing knowledge.  
5.2.4 Independent and Dependent Measures  
The measurements in this experiment are mostly the same measures used in the previous experiment. 
One independent measure and two dependent measures have been added to the existing measures. 
One independent measure has been dropped. 
Two questions were added to the pre-test questionnaire to assess the familiarity of the team members 
because team familiarity is known to affect team performance (Harrison et al., 2003). Each question, 
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respectively, asked the participant how well they knew one of the other team members on a 7-point 
Likert scale from “not at all” to “very well”. The familiarity measure at a team level is then obtained 
by calculating the mean of the six answers provided by the three team members together (Adams, 
Roch & Ayman, 2005; Gruenfeld, Mannix, Williams & Neale, 1996). 
In order to test the two additional hypotheses, two additional dependent measures were calculated: 
the distance an avatar moved in the virtual world over the time of the experiment and the absolute 
number of degrees turned over that time. 
The process modelling knowledge questions were removed because people without at least basic 
knowledge of process modelling terminology would be unable to understand and answer any of these 
questions. The subjective 7-point Likert scale questions about process modelling expertise have been 
kept to be able to rule out relevant pre-existing knowledge as a confounding factor. 
5.2.5 Treatment definition 
The treatments in this experiment are the same as the first two treatments in the first experiment. 
Participants in one treatment group use the modelling tool without being represented by an avatar, 
while participants in the other treatment group are represented by static avatars. The third condition 
of the pilot experiment, in which participants had animated avatars, was dropped. This was done so 
that a higher number of data points could be gathered for the two remaining conditions and to 
improve statistical validity of the results of this experiment. While this decision reduced the number 
of visual cues that are investigated by the study, our observations in the pilot experiment showed that 
avatar animations were rarely used by participants and then only for fun rather than to facilitate the 
task at hand. Consequently, communication strategies did not differ between groups with static 
avatars and groups with animated avatars, so that no improvements in efficiency of communication 
or coordination were observed. It is unclear whether this was due to the way animation cues were 
implemented in the prototype or whether these cues were simply not relevant enough for the task at 
hand. Overall, improved statistical validity was therefore considered a more worthwhile pursuit for 
this evaluation. 
5.2.6 Materials  
The materials given to the participants of this experiment were modified from the previous 
experiment. The two major differences are the process model and the process description. These 
changes were made to address issues that arise from recruiting participants without process modelling 
knowledge or experience.  
Firstly, such participants do not know the BPMN syntax, which is likely to affect their comprehension 
of the process model (Mendling, Strembeck et al., 2012). An informal flowchart was used for the 
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process model instead. Recker, Safrudin and Rosemann (2012) found that this is the preferred method 
of process representation for students who have not received formal education in process modelling. 
They have also shown that, of the approaches employed by students in designing process models, the 
informal flowcharts achieved the highest semantic correctness, which may indicate a good cognitive 
fit of this approach to the students’ conceptualization of the process. The change of modelling 
grammar meant that some information that was modelled in the BPMN version of the diagram could 
not be easily represented in the flow chart version. For example, lanes do not generally exist in 
flowcharting and had to be removed from the model. Similarly, joins had to be represented by tasks 
that stated to wait until all preceding activities were finished. Since flowcharting syntax is generally 
much less precisely defined than BPMN, this also meant that some syntax errors could not be 
represented in the flow chart. These syntactic errors therefore had to be replaced with other errors. 
The new errors are described in more detail later in this section.  
Secondly, participants without process modelling experience will not be able to chunk parts of the 
model in their memory to the same degree as modelling experts and will therefore only be able to 
keep less of the model in their working memory at any given time. It was therefore decided to reduce 
the size of the model compared to the previous experiment. This was done by abstracting out some 
of the lower level processes of the digestion process, such as the regulation of fat levels in the blood, 
the production of bile and the release of swallowed air. The final flowchart used in the experiment 
contains 32 elements and 37 sequence flows. The final flow chart with errors, as used in the 
experiment, is shown in Figure 53. 
The other difference from the first experiment is that the participants were given a textual description 
of the digestion process that is described in the process model. The complete description can be found 
in Appendix 2A. This description should enable them to reason about the errors without any pre-
existing domain knowledge. The completeness and accuracy of this description was tested by giving a 
printout of the flowchart and the description to a number of colleagues and students that had no pre-
existing knowledge of the project. They were then asked to identify and correct all the errors. After a 
couple of iterations, the majority of these people came up with the same corrected flowchart. 
The following six errors have been added to the flow-chart: 
 The label “Cut & Dehydrate food” is incorrect, as shown in Figure 51. The process description 
says “Chewing the food cuts and mixes food”, so the label needs to be changed to “Cut & mix 
food”. 
– Evaluation I - 126 
 
Figure 51: Flowchart Error 1 – Incorrect label (left: error, right: solution) 
 The activity “Digest proteins” is missing in the diagram, as shown in Figure 52. The process 
description says “The digestive juices start digesting proteins. At the same time the chyme is 
moved to the small intestine.”. Therefore, the activity needs to be added after the activity 
“Mix food with digestive juices” and parallel to “Move chyme to small intestine”. 
 There is a fake activity that does not occur in the digestive process called “Boil chyme” in the 
model, as shown in Figure 52. Boiling is not mentioned anywhere in the process description 
and should therefore be removed from the flowchart. Instead “Move chyme to small 
intestine” leads directly to the condition check “Once both are done”. 
 
Figure 52: Flowchart Error 2 and Error 3 – Missing activity and bogus activity (top: error, bottom: solution) 
 Figure 53: Flowchart of digestion used in experiment 2
 There is also an unconnected activity “Secrete bile” in the diagram, as shown in Figure 54. The 
process description states “Seeing and thinking about food while the food is moved into the 
mouth triggers the secretion of a number of digestive fluids throughout the body.” and 
mentions bile as one of the digestive fluids. Therefore, the start event leads to “Secrete bile”. 
Furthermore, the description says “To neutralize it, aqueous alkaline solution is secreted into 
the chyme and pancreatic juice and bile are added to the mixture.” which means that “Secrete 
bile” needs to be connected after the mixture has been neutralized and therefore connects to 
the “Once all preceding are done” check after that activity, just like the “Secrete pancreatic 
juice” activity. 
 
Figure 54: Flowchart Error 4 – Missing relations (top: error, bottom: solution) 
 The next error is a swapping of tasks in the control flow of the diagram. As shown in Figure 
55, the activity “Absorb salts” and the check “Once both are done” are swapped. 
 
Figure 55: Flowchart Error 5 – Incorrect flow control (left: error, right: solution) 
 The last error has swapped the sequence of three tasks, as shown in Figure 56. Following the 
description, the absorbed materials are first moved to the liver, then detoxified and then 
processed. 
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Figure 56: Flowchart Error 6 – Incorrect sequencing (left: error, right: solution) 
5.2.7 Subjects 
Unlike the previous experiment, subjects in the second experiment do not require specific modelling 
or domain knowledge. Subjects have therefore been recruited by approaching them in person at four 
public locations on the university campus without screening for existing knowledge. The locations 
used are places where students often spend time between classes. Since the places are located in IT 
and Engineering related buildings, it is likely that most participants were IT and Engineering students.  
5.2.8 Procedures  
The recruitment procedures were similar to the earlier experiment. Again, students were recruited, 
but this time from a number of public gathering places at QUT as well as through email advertisement 
to various IT courses within the university. The incentive for volunteers was raised to a $40 gift voucher 
in order to motivate a larger number of students to participate in the study. 
Each team of three students recruited in this way was then assigned to one of the two treatment 
conditions. This assignment was done by block randomization with four teams per block in order to 
balance treatment groups better. 
The execution of this experiment differed only in that the participants were given the process 
description once they had all pressed the Start Experiment button. 
5.2.9 Results 
With an extended pool of students to recruit from, the experiment was run with 47 teams of three 
students. In a subsequent data preparation stage, five teams had to be removed from the data. Due 
to technical issues, the data collected for two teams was incomplete and therefore had to be excluded 
from the analysis. Three other teams experienced extremely high network latency (> 500 ms) due to 
technical issues in the lab and this would have changed their communication behaviour (Gergle et al., 
2006). Because of this, these three teams were also excluded from the analysis. Two participants 
provided invalid data in the pre-test questionnaire (a daily computer use of 90 hours and 1500 hours) 
that strongly distorted the results of the statistical analysis of this variable but did not affect the 
experiment results otherwise and so were not excluded. Furthermore, one student in one team had 
an exceptionally high frame rate due to the screen recording software not working during the 
experiment. This should not have affected the outcomes of the experiment as previous studies have 
shown that even in highly dynamic environments there is very little performance increase for frame 
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rates above 30 frames per second (Claypool & Claypool, 2007). However, this has affected the 
calculation of the average frame rate, showing a difference between the treatment groups. Since this 
is the only data point of this kind, the medians across groups are still similar and the effects should 
not be noticeable by the participants of this team. The data for this team has therefore not been 
excluded. The dataset discussed in the remainder of this section contains data from the remaining 42 
teams. 
5.2.9.1 Descriptive Statistics 
The dataset collected in the second experiment differs in many ways from that of the pilot experiment. 
As can be seen in the descriptive statistics, the two treatment groups are much more similar across all 
control variables. To verify this observation, a t-test has been performed to identify systematic 
differences between the treatment groups at the individual and group level, as shown in Table 19 and 
Table 20. 
  
Condtion 
 
No Avatar Avatar 
t-value (Sig.) 
Participants N 63 63  
Age Mean 19.63 19.71 -.164 (.870) 
Std. Deviation 2.81 2.64  
Gender Ratio Mean 0.17 0.21 -.450 (.653) 
Std. Deviation 0.38 0.41  
Non-Native Speaker Ratio Mean 0.13 0.13 .000 (1.000) 
Std. Deviation 0.34 0.34  
Process Modelling Intensity Mean 2.06 1.92 1.258 (.211) 
Std. Deviation 0.59 0.68  
Process Modelling Experience Mean 2.90 2.78 .756 (.451) 
Std. Deviation 0.93 0.96  
Domain Knowledge Mean 2.94 2.67 1.528 (.129) 
Std. Deviation 1.01 0.97  
Subjective Computer Skill Mean 6.19 5.90 1.548 (.124) 
Std. Deviation 0.82 1.21  
Computer Experience (Years) Mean 12.84 11.32 2.335 (.021) 
Std. Deviation 2.89 4.30  
Computer Use Daily (Hours) Mean 31.06 5.71 1.068 (.290) 
Std. Deviation 188.38 2.76  
3D Game Experience Mean 2.94 2.90 .180 (.857) 
Std. Deviation 1.01 0.96  
Average Frame Rate Mean 48.60 45.54 .891 (.374) 
Std. Deviation 26.58 6.12  
Average Network Latency Mean 17.08 19.03 -1.984 (.050) 
Std. Deviation 3.15 7.15  
Table 19: Descriptive statistics for Experiment 2 control variables (individual level); significant differences in a measure 
are marked in green. 
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Condition  
No Avatars Avatars t-value (Sig.) 
Teams N 21 21  
Age (Mean) Mean 19.64 19.71 -.110 (.913) 
Std. Deviation 2.48 2.18  
Age (Min) Mean 18.52 18.38 .227 (.822) 
Std. Deviation 2.16 1.91  
Age (Max) Mean 20.90 21.29 -.400 (.691) 
Std. Deviation 3.19 2.97  
Non-Native Speaker Team Mean 0.19 0.33 -1.041 (.304) 
Std. Deviation 0.40 0.48  
Female Team Mean 0.38 0.43 -.307 (.760) 
Std. Deviation 0.50 0.51  
Female Ratio Mean 0.17 0.21 -.381 (.705) 
Std. Deviation 0.25 0.28  
Non-Native Speaker Ratio Mean 0.13 0.13 .000 (1.000) 
Std. Deviation 0.30 0.19  
Team Familiarity Mean 4.55 3.91 1.188 (0.242) 
Std. Deviation 1.47 1.99  
Process Modelling Intensity (Mean) Mean 2.06 1.92 1.238 (.223) 
Std. Deviation 0.33 0.41  
Process Modelling Intensity (Min) Mean 1.67 1.29 2.359 (.023) 
Std. Deviation 0.58 0.46  
Process Modelling Intensity (Max) Mean 2.48 2.43 .303 (.764) 
Std. Deviation 0.51 0.51  
Process Modelling Experience 
(Mean) 
Mean 2.90 2.78 1.012 (.318) 
Std. Deviation 0.38 0.43  
Process Modelling Experience (Min) Mean 1.95 1.86 .466 (.644) 
Std. Deviation 0.74 0.57  
Process Modelling Experience 
(Max) 
Mean 3.71 3.71 0.000 (1.000) 
Std. Deviation 0.46 0.46  
Domain Knowledge (Mean) Mean 2.94 2.67 1.459 (.153) 
Std. Deviation 0.61 0.59  
Domain Knowledge (Min) Mean 2.05 1.90 .715 (.479) 
Std. Deviation 0.59 0.70  
Domain Knowledge (Max) Mean 3.62 3.52 .381 (.705) 
Std. Deviation 0.86 0.75  
Subjective Computer Skill (Mean) Mean 6.19 5.90 1.490 (.144) 
Std. Deviation 0.56 0.68  
Subjective Computer Skill (Min) Mean 5.57 5.10 1.293 (.203) 
Std. Deviation 0.75 1.51  
Subjective Computer Skill (Max) Mean 6.76 6.76 .000 (1.000) 
Std. Deviation 0.54 0.44  
Computer Experience (Years) 
(Mean) 
Mean 12.84 11.32 2.038 (.049) 
Std. Deviation 1.84 2.89  
Computer Experience (Years) (Min) Mean 10.38 8.14 2.380 (.022) 
Std. Deviation 2.33 3.62  
Computer Experience (Years) (Max) Mean 15.14 14.71 .442 (.661) 
Std. Deviation 2.41 3.73  
Daily Computer Use (Hours) (Mean) Mean 31.06 5.71 1.067 (.299) 
Std. Deviation 108.82 1.85  
Daily Computer Use (Hours) (Min) Mean 3.95 3.86 .182 (.857) 
Std. Deviation 1.56 1.82  
Daily Computer Use (Hours) (Max) Mean 83.19 7.86 1.062 (.301) 
Std. Deviation 325.14 2.92  
3D Game Experience (Mean) Mean 2.94 2.91 .163 (.872) 
Std. Deviation 0.69 0.58  
3D Game Experience (Min) Mean 2.14 2.05 .319 (.752) 
Std. Deviation 1.01 0.92  
3D Game Experience (Max) Mean 3.62 3.62 .000 (1.000) 
Std. Deviation 0.59 0.59  
Table 20: Descriptive statistics for Experiment 2 control variables (group level); significant differences in a measure are 
marked in green. 
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Before running the t-test, a Shapiro-Wilk test was used to check the assumption that the data is 
normally distributed. The results show that the Computer Experience variable is the only control 
variable for which this assumption holds. Therefore a sensitivity analysis has been performed for all 
other control variables by using a Mann-Whitney U-test. This additional test showed the same results 
as the t-test, therefore it is assumed that the violation of normality does not affect the results of the 
test. There is a significant difference in computer experience in years, in that individuals in the non-
avatar condition reported a greater experience. 
The only other significant difference is in the Average Network Latency. The difference in network 
latency can be explained by the slightly lower average frame rate in the avatar condition, which is a 
result of the additional drawing of avatars. While this difference between the groups is statistically 
significant, the practical effects of a 5ms difference are likely negligible according to literature on 
performance impacts of visual delay in collaboration. Park and Kenyon (1999) report that the low 
latency jitters in a LAN did not significantly affect performance of collaborators in a virtual 
environment. Gergle, Kraut and Fussel (2006) report that even in a highly dynamic environment, no 
performance degradations were observed up to a delay of 150 ms and up to 1000ms for more static 
environments. They do mention, however, that an exact threshold must be determined case by case 
based on the requirements of the task. To verify the assumption that the effect of a 6ms delay is 
insignificant in the case of this experiment, a correlation analysis has been done to investigate any 
correlations between the Average Network Latency variable and the dependent variables. The results 
of the analysis are shown in Table 21. 
  Average Frame Rate Experiment Duration Errors Found Errors Fixed 
Average 
Network 
Latency 
Pearson 
Correlation 
-.309* -.070 -.089 -.219 
Sig. (2-
tailed) 
.023 .617 .524 .112 
*. Correlation is significant at the 0.05 level (2-tailed). 
Table 21: Correlation Analysis of Average Network Latency variable with Dependent variables 
As predicted in the assumption made earlier, the average network latency does indeed correlate with 
the average frame rate. Furthermore, it can be seen that its effect on the dependent variables is small 
and not statistically significant. 
When the control variables that have been measured for individual participants are aggregated on a 
group level to mean, minimum and maximum per group, there are significant differences for the 
minimum process modelling experience and mean and minimum computer experience in years 
between the treatment groups (as shown in Table 20).  
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The descriptive statistics for the dependent variables are discussed below. The dependent variables 
show slight trends towards supporting the hypotheses of the experiment.  
Teams having avatars finished the experiment almost two minutes faster on average than teams 
without avatars. However, this difference over the given time frame is small and there is a strong 
variance in this variable. The fastest team without avatars finished in 23 minutes and the slowest in 
45 minutes. With avatars the fastest team took 17 minutes to finish and the slowest 45 minutes. This 
result seems to support Hypothesis 1a but a statistical test will need to confirm whether the difference 
between treatment groups is significant.  
On average, five out of the six errors were identified by teams both with and without avatars, and in 
each treatment group some teams identified all six errors. Statistically, teams with avatars found 
slightly more errors than teams without avatars.  
Teams with and without avatars fixed three errors on average, but again teams with avatars 
statistically fixed slightly more errors. However, seeing that the difference of both Errors Found and 
Errors Fixed between treatment groups is minimal, Hypothesis 2a still seems to be supported by the 
results. 
Overall, teams with avatars found slightly more errors in slightly less time than teams with no avatars, 
as shown in Table 22.  
  No Avatar Avatar 
Experiment 
Duration 
Mean 37.17 35.30 
Std. 
Deviation 
8.46 8.58 
Errors 
Found 
Mean 5.10 5.29 
Std. 
Deviation 
1.26 0.78 
Errors 
Fixed 
Mean 3.33 3.38 
Std. 
Deviation 
1.35 1.40 
Table 22: Descriptive statistics for outcome variables 
Differences between the treatments also show up in the process measures, as shown in Table 23. As 
expected, teams with avatars also moved more and turned more than twice as much as teams without 
avatars. These results are in support of Hypothesis 4a and 4b. An interesting observation for both the 
Move and Turn variables is that their standard deviation is much higher for teams with avatars than 
for teams without avatars. 
The difference in flag time runs contrary to the expectation that teams with avatars would come to an 
agreement more quickly. Statistically, teams without avatars marked errors faster than teams with 
avatars. These results, however, also show a large standard deviation. To investigate why this result 
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deviates from the initial expectations, the flag time variable will be analysed in more detail in Section 
5.2.9.4. 
Condition Mean Std. Deviation 
Move No Avatar 6.12 3.03 
Avatar 8.16 4.26 
Turn No Avatar 1.94 1.92 
Avatar 4.81 4.03 
FlagTime No Avatar 79.39 246.24 
 Avatar 86.56 213.15 
Table 23: Descriptive Statistics for process variables 
The differences in subjective reports are less pronounced, as Table 24 shows. Teams without avatars 
had a higher cognitive load. This result matches the expectations expressed in Hypothesis 3a. 
Furthermore, teams with avatars found the model harder to understand and were slightly more 
engaged in the task, as measured by cognitive absorption. 
  Mean 
Std. 
Deviation 
Cognitive Load No Avatar 2.54 2.63 
Avatar 2.24 2.27 
Model Understanding No Avatar 3.21 1.42 
Avatar 3.45 1.50 
Cognitive Absorption No Avatar 3.51 2.26 
Avatar 3.68 2.34 
Table 24: Descriptive Statistics for subjective variables 
While the results overall seem to be in support of the benefits of visual cues for the task at hand, some 
of the variables showed unexpected results. The analysis of the main effects in the following section 
uses inferential statistics to test the hypotheses and the following post-hoc analyses investigate the 
unexpected results more closely. 
5.2.9.2 Analysis of Main Effects 
The results of Experiment 2 show trends that support the hypotheses under investigation. However, 
inferential statistical tests need to be used to demonstrate whether these results are statistically 
significant and therefore generalizable to the sample population. Because this experiment compared 
only two treatment groups and the dependent variables are all continuous, independent sample t-
tests have been used to demonstrate differences in mean values of the variables between the 
treatment groups. 
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The first two hypotheses formulated expected effects measured in the outcomes of the collaboration 
occurring during the experiment. Table 25 shows the results of the t-test for the variables Experiment 
Duration, Errors Found and Errors Fixed, which were used to measure the outcome of the 
collaboration. It can be seen that there is no significant difference in the quality of the outcome, as 
described by Errors Found and Errors Fixed. This confirms Hypothesis 2a. Furthermore, even if the 
slight differences in these variables interacted with the Experiment Duration variable, the explanation 
of sacrificing of quality for speed could be rejected as an alternative explanation, as both variables 
show slightly higher means for groups with avatars than for groups without them. 
While teams with avatars finished the experiment two minutes faster on average, the result is not 
statistically significant due to the high variance of the variable. This means that Hypothesis 1a cannot 
be confirmed at this stage.  
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
Experiment Duration 
No Avatars 21 37.17 8.46 1.85 
Avatars 21 35.30 8.58 1.87 
Errors Found 
No Avatars 21 5.10 1.26 .28 
Avatars 21 5.29 .78 .17 
Errors Fixed 
No Avatars 21 3.33 1.35 .30 
Avatars 21 3.38 1.40 .31 
 
Independent Samples Test 
  
t-test for Equality of Means 
t df 
Sig. (2-
tailed) 
Experiment 
Duration .710 40 .482 
Errors 
Found -.588 33.444 .561 
Errors 
Fixed -.112 40 .911 
Table 25: t-test for differences between conditions for outcome variables 
Hypothesis 4a and 4b described expectations of effects on the process of collaboration. An interesting 
side effect of the treatment is the difference in movement patterns between the treatment groups. 
Both Move and Turn variables have been computed from the collected data for each participant. The 
Turn variable has been calculated as degrees per second and the Move variable as the difference of 
the avatar’s position per second. Table 26 shows that teams that had avatars moved and turned 
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significantly more than teams that did not have avatars. Therefore Hypothesis 4a and 4b are confirmed 
by the results. The difference in flagTime, however, is not significant. 
Group Statistics 
Condition Mean Std. Deviation Std. Error Mean 
Move No Avatar 6.12 3.03 .38 
Avatar 8.16 4.26 .54 
Turn No Avatar 1.94 1.92 .24 
Avatar 4.81 4.03 .51 
flagTime 
No Avatars 79.39 246.24 13.87 
 
Avatars 86.56 213.15 13.45 
 
Independent Samples Test 
 
t-test for Equality of Means 
t df Sig. (2-tailed) 
Move -3.095 124 .002 
Turn -5.109 88.813 .000 
flagTime -.365 564 .715 
Table 26: t-test for differences between conditions for process variables 
Finally, Hypothesis 3a concerns the satisfaction measures used in the experiment. Participants of 
groups with avatars report a significantly lower overall cognitive load, which confirms Hypothesis 3a. 
On the other hand, they report more difficulty in understanding the model, but not significantly so. 
Teams with avatars also reported higher cognitive absorption overall.  
As the scale is an existing and previously validated measure the value for the subscales has been 
calculated by averaging the individual values for each subscale. The contribution of each subscale to 
the final value has then been calculated using a principle component analysis with extraction of only 
one factor. The analysis shows that the loading of focussed immersion, control and heightened 
enjoyment on cognitive absorption is above the generally accepted threshold of 0.7. However, the 
loading of the temporal dissociation subscale (0.318) on the cognitive absorption scale is below the 
generally threshold. This makes sense in that participants would not have easily forgotten about time, 
because a) the task at hand put them under time pressure and b) a timer has been shown prominently 
in the GUI of the tool. Therefore the overall cognitive absorption has been computed with (full scale) 
and without (partial scale) the temporal dissociation item. However, while both values indicate an 
almost significant difference between groups, neither the value obtained for the full or the partial 
scale reach significance at p = 0.05, as Table 27 shows. 
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Group Statistics 
  N Mean 
Std. 
Deviation 
Std. Error 
Mean 
Cognitive Load No Avatar 63 2.54 2.63 .33 
Avatar 62 2.24 2.267 .29 
Model Understanding No Avatar 63 3.21 1.42 .18 
Avatar 62 3.45 1.50 .19 
Cognitive Absorption 
(Full) 
No Avatar 63 3.51 2.26 .29 
Avatar 62 3.68 2.34 .30 
Cognitive Absorption 
(Partial) 
No Avatar 63 4.17 2.22 .28 
Avatar 62 4.43 2.23 .28 
 
Independent Samples Test 
  
t-test for Equality of Means 
t df Sig. (2-tailed) 
Cognitive Load 2.033 123 .044 
Model Understanding -.940 123 .349 
Cognitive Absorption (Full) 
-1.674 123 .097 
Cognitive Absorption (Partial) 
-1.964 123 .052 
Table 27: t-test for differences between conditions for subjective dependent variables 
Furthermore, as has been discussed in Section 5.1.5, the scale used to measure this variable has been 
modified to suit the experimental setting. To ensure that this modification has not invalidated the 
scale and the data actually fits the model encapsulated in the measure, the loading of the individual 
items of all subscales on the variable have been examined using a separate principle component 
analysis. This procedure has been applied to both the full cognitive absorption scale (see Table 28), 
extracting four components with varimax rotation, and the partial cognitive absorption scale (see 
Table 29), extracting three components with varimax rotation. It can be seen that in neither measure 
the items load very well on individual components. This indicates that the modification of the scale 
may have been problematic and the resulting measurements of cognitive absorption are invalid. 
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Rotated Component Matrix 
  
Component 
1 2 3 4 
TD1   .897     
TD2   .854     
TD3   .924     
FI1    .706   
FI2 .479  .508  
FI3 .463  .533 .304 
FI4     .624 .551 
FI5     .784   
HE1 .858      
HE2 .912       
HE3 .887      
HE4 .637    .452 
CO1 .594     .563 
CO2 .444     .714 
CO3    .331 .663 
Table 28: Rotated Component Matrix for full cognitive absorption scale (coefficients below 0.3 are excluded) 
Rotated Component Matrix 
  
Component 
1 2 3 
FI1   .719   
FI2 .515 .624   
FI3 .500 .630   
FI4   .509 .701 
FI5   .735   
HE1 .827     
HE2 .906     
HE3 .878     
HE4 .659   .434 
CO1 .673   .423 
CO2 .526   .686 
CO3 .349 .338 .592 
Table 29: Rotated Component Matrix for partial cognitive absorption scale (coefficients below 0.3 are excluded) 
Overall, Hypotheses 2a, 3a, 4a and 4b could be confirmed by the results of the experiment. However, 
the differences in time required to finish the experiment between treatments has been found to not 
be statistically significant and thus Hypothesis 1a has not been confirmed. The following section will 
investigate whether the results were subject to interactions with any of the control variables. 
5.2.9.3 Post-Hoc Analysis of Interaction Effects 
To identify interaction effects between the control variables and the dependent variables, a 
correlation analysis has been conducted. Significant correlations have been found between 
experiment duration and female ratio (i.e. percentage of women in the team), non-native speaker 
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ratio (i.e. percentage of non-native English speakers in the team), average and maximum process 
modelling intensity, and maximum computer experience in years. The complete results of this analysis 
can be found in Appendix 3A. 
Gender effects in the use of collaborative virtual environments have been observed to affect 
performance measurements in previous research (Chellali et al., 2008; Hauber et al., 2012). The effect 
of gender on experiment duration across treatments has been visualized in Figure 57 to reveal 
interactions between the two independent variables. As can be seen, the effect of gender on 
experiment duration does not interact with the treatment condition. The female ratio variable has 
therefore been included as a covariate in the ANCOVA analysis to neutralize the effect of gender on 
experiment duration when analysing differences across the treatment groups. 
 
Figure 57: Interaction of Female Ratio with Experiment Duration 
The effect of non-native speaker ratio could also result in different team performance, as previous 
studies have shown an influence of English as Second Language on model understanding (Recker & 
Dreiling, 2011). Figure 58 shows that there is an ordinal interaction between the effect of native 
speaker ratio in a team and condition on experiment duration. However, as demonstrated in Figure 
59, there is also a disordinal interaction between gender ratio and non-native speaker ratio. To avoid 
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any issues in the ANCOVA analysis it was therefore decided to exclude teams with non-native speakers 
from the analysis and therefore remove any effects of this variable on the dependent variable. 
 
Figure 58: Interaction between Non-native Speaker Ratio and Condition 
 
 
Figure 59: Interaction between Gender Ratio and Non-native speaker Ratio 
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To confirm whether there is a significant effect of condition on experiment duration, native speaker 
and non-native speaker groups were analysed separately. Due to low numbers of teams with any non-
native speakers, the final model was checked against the subset of teams that consist only of native 
speakers. This subset consists of 17 teams in the “no avatar” condition and 14 teams in the “avatar” 
condition. 
 To correct for the interaction effects of gender, an ANCOVA analysis is used for the test. Again a 
correlation analysis has been performed to identify interactions of control variables with the 
dependent variable (Appendix 3B). A significant correlation with team familiarity has been identified 
for native speaker groups. As Figure 60 and Figure 61 show, there is an ordinal interaction between 
team familiarity and condition, but no interaction between team familiarity and female ratio. This 
variable has therefore been added to the ANCOVA model as additional covariate. 
 
Figure 60: Interaction of Team Familiarity with Experiment Duration for Native Speaker teams 
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Figure 61: Interaction between team familiarity and female ratio 
The interacting control variables are used as covariates in the model to neutralize their influence on 
the test results. Where covariates are not found to be significant to the ANCOVA model, they have 
been removed from the model. The ANCOVA analysis reveals that for native speaker teams there is a 
significant difference between the two conditions regarding the experiment duration variable once 
differences in gender ratio and team familiarity have been corrected for. The results of the ANCOVA 
analysis are shown in Table 30. 
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Between-Subjects Factors 
    N 
Mean Std. 
Deviation 
Native 
Speaker 
Team 
No 
Avatars 
17 
35.88 8.68 
Avatars 14 31.64 8.18 
Non-
Native 
Speaker 
Team 
No 
Avatars 
4 
42.64 5.09 
Avatars 7 42.61 2.64 
 
Tests of Between-Subjects Effects 
Dependent Variable: Experiment Duration 
  df F Sig. 
Native Speaker 
Team 
Corrected Model 
3 12.597 .000 
Intercept 1 25.898 .000 
Female Ratio 
1 17.003 .000 
Team Familiarity 
1 19.178 .000 
Condition 1 6.432 .017 
Error 27     
Total 31     
Corrected Total 
30     
a. R Squared = .583 (Adjusted R Squared = .537) 
Table 30: ANCOVA Analysis for difference in experiment duration between conditions for native english speaker groups 
This analysis therefore confirms statistically significant differences in experiment duration between 
the treatment groups for teams of native speakers. This means that Hypothesis 1a can be partially 
confirmed once interaction effects have been removed from the variable. 
Similar analyses have been done for both remaining outcome variables to demonstrate that these 
results have not been affected by interactions. Non-native speaker ratio, age, subjective computer 
skill and minimum 3D game experience seem to correlate with errors found. Subjective computer skill 
and minimum 3D game experience also seem to correlate with the number of errors fixed. The 
interacting control variables are used as covariates in the model to negate their influence on the test 
results. Where covariates are not found to be significant to the ANCOVA model, they have been 
removed from the model. Analysis of the trends in Errors Found and Errors Fixed reveal that these 
differences are not significant. The results for these analyses are shown in Table 31 and Table 32. Even 
when interaction effects are considered, Hypothesis 2a is still confirmed. 
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Tests of Between-Subjects Effects 
Dependent Variable: Errors Found 
Source df F Sig. 
Corrected Model 2 5.266 .011 
Intercept 1 68.521 .000 
3D Game 
Experience 
Minimum 
1 10.246 .003 
Condition 1 .019 .890 
Error 28     
Total 31     
Corrected Total 30     
a. R Squared = .273 (Adjusted R Squared = 
.221) 
Table 31: ANCOVA results for Errors Found 
 
Tests of Between-Subjects Effects 
Dependent Variable: Errors Fixed 
Source df F Sig. 
Corrected Model 2 7.299 .003 
Intercept 1 7.482 .011 
3D Game 
Experience 
Minimum 
1 14.596 .001 
Condition 1 .268 .608 
Error 28     
Total 31     
Corrected Total 30     
a. R Squared = .343 (Adjusted R Squared = .296) 
Table 32: ANCOVA results for Errors Fixed 
Overall, this section has shown that interactions with some of the control variables have occurred. 
Once these interactions have been statistically removed from the data, a significant difference 
between treatments has been demonstrated for experiment duration, partially confirming Hypothesis 
1a. The support for Hypothesis 2a remains unchanged by these interactions (i.e. it is still supported). 
5.2.9.4 Post-Hoc Analysis of Process Variables 
The measurements of time to flag errors as a team did not match the expectations developed at the 
onset of the experiment and therefore motivated a more in-depth analysis. The flagTime variable 
measures how long it took from the first member of a team to mark an element as error (regardless 
of whether it is one of the errors that have been added or a false positive) until the last member of 
the team had also marked this element. It was therefore considered an indication of how quickly 
agreement can be reached within the team. Table 33 shows the descriptive statistics for the variable.  
Condition N Minimum Maximum Mean 
Std. 
Deviation 
No 
Avatar 
flagTime 
315 .22 2077.46 79.39 246.24 
Avatar flagTime 251 .25 2061.48 86.56 213.15 
Table 33: Descriptive Statistics for flagTime variable 
While it was expected that the availability of avatars for coordination and communication would 
reduce the time required to flag an error, teams with avatars took slightly longer to mark an error than 
teams without avatars. The mean flagTime is about 7 seconds less for teams with no avatars.  
Analysing this variable in more detail reveals some interesting effects. Firstly, aggregating over time 
segments of 10 minutes, it can be seen in Figure 62 that a) the variable is subjected to a learning effect 
and b) the strength of the learning effect is similar for both conditions. Secondly, teams without 
avatars seem to mark more elements as errors than teams with avatars, while actually finding fewer 
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errors. This means that they mark more errors incorrectly. In turn these teams therefore spend more 
time of the experiment flagging errors, even though the mean time remains low. Looking at the 
cumulative sum of the flag times over time segments of 10 minutes, it can be seen that teams without 
avatars spend more time in total on flagging errors, explaining the difference in total time between 
both conditions. 
 
Figure 62: Learning effect for flagTime variable (left) and Total flagTime per condition over time (right) 
 
Figure 63: Average Errors Found per team over time by condition (Blue: No Avatars, Green: Avatars) 
Looking at effects over time, the reason for the difference in experiment duration is revealed when 
plotting the average errors found per team in each condition. It can be seen in the graph in  
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Figure 63 that teams in the avatar condition continuously mark errors faster, and therefore the time 
difference between teams in both conditions increases noticeably over time. 
5.2.9.5 Summary of Results 
In summary, the results of the experiment show that teams that used avatars performed slightly better 
than no-avatar teams and reported higher cognitive absorption and lower cognitive load overall. This 
confirms the proposition that the support for visual cues related to embodiment improves 
collaboration performance for remote collaborative process modelling. While the effect measured is 
relatively small, it adds up over time and has been shown to be statistically significant for several of 
the variables measured. The results therefore confirmed Hypothesis 2a, 3a, 4a and 4b. Hypothesis 1a 
was supported for native speaker teams, but not for teams with non-native speakers. 
5.2.10 Threats to Validity 
In the following section, the validity of the employed method and collected data will be discussed. For 
this purpose, internal, external and ecological validity are discussed in turn. 
Internal validity “examines whether the observed change in a dependent variable is indeed caused by 
a corresponding change in [the] hypothesized independent variable, and not by variables extraneous 
to the research context” (Bhattacherjee, 2012, p. 35). Randomized experiments are designed to 
“control over extraneous sources of variation” (Shadish, Cook & Campbell, 2001, p. 13) and therefore 
generally have a high internal validity if executed properly. This study has followed a random 
assignment to treatment groups approach to control for selection bias. Since a “between-groups” 
design was chosen, subjects have not participated in the experiment more than once, which rules out 
learning effects and testing validity threats. The instruments have been kept constant by using a 
protocol to interact with the participants and by automating the administration of treatment and pre- 
and post-test questionnaires. While some observations had to be removed from the data set during 
data analysis stage, no attrition has occurred during the experiment. Furthermore, as discussed in the 
measurements section, control variables that were likely to affect the outcomes of the experiment 
have been identified and measured to identify and potentially correct for any confounding factors in 
the data analysis. In addition, manipulation checks have been used to check that the automatic 
application of the treatment has worked. For this, a random frame of the screen recording of each 
participant was checked on whether it showed an avatar or no avatar. Furthermore, the control and 
treatment group were comparable across all measured extraneous variables. 
One issue with the collected data is the validity of the cognitive absorption measurements. The data 
validation has shown the factor loadings of the subscales on the construct of cognitive absorption 
have not all met sufficient levels. This indicates that the collected data does not fit the model 
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underlying the construct. This issue could be a result of modifications made to the measure to fit the 
context of the experiment. However, as the measured variable has not been critical to the hypotheses 
that have been tested, this issue has not negatively affected the overall validity of the study. 
One threat to the internal validity of the experiment results is that for practical reasons the 
experiments could only be executed one at a time and data has therefore been collected over two 
semesters at the university and over different days of the week and times of day. Therefore effects of 
outside factors, such as stress due to upcoming assignments or exams or different levels of fatigue 
between the student teams, cannot be ruled out entirely. However, even these effects should be 
mitigated through a) the randomized treatment assignment and b) the voluntary participation. 
Arguably, students that are highly stressed or tired are less likely to have chosen to participate and if 
they did, their influence should have affected both treatment groups equally. 
Furthermore, during the study, the participants each had access to a complete and truthful process 
description. This is expected to have two effects. Firstly, participants need to exchange less 
information, because everyone has the same domain information. Instead, they only need to 
exchange opinions on what that information means for the task at hand. This could lead to less 
communication being required and would reduce the effect observed. Secondly, such a document 
gives some degree of structure to the model that might not be present otherwise. The teams can work 
their way through the model by following the text, which might reduce the complexity of identifying 
and directing the team’s focus of attention.  This could have reduced the size of the measured effect. 
Another potential issue is the use of proxy variables to measure changes in communication efficiency 
and awareness. While the qualitative analysis of the pilot experiment has identified examples of more 
efficient communication and improved awareness only changes of overall team performance have 
been demonstrated statistically. As such it is possible, if unlikely, that the observed changes could 
have been a result of factors other than improved communication and awareness between team 
members. 
External validity examines whether and how the results of the experiment can be generalized to other 
units, treatments, outcomes and settings (Shadish et al., 2001, p. 83). This is especially relevant to 
discuss for this study, because a student sample has been used as a proxy for the target population of 
various professionals who are involved in process modelling tasks. It is therefore reasonable to discuss 
differences expected in people, setting, treatment and outcomes and how they affect the 
generalizability of the results of this study. 
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The first difference to consider is that between the sample and the target population. The students 
who participated in the experiments were volunteers, enrolled in university courses related to 
information technology, and were likely younger than the target population would be. This creates a 
number of differences between these populations. Firstly, the students chose to use the tool and the 
outcome of the experiment did not really have a lasting effect on their lives. They are likely to be 
attracted by the novelty of the prototype tool regardless how useful they perceive it to be, because 
the usefulness of the tool to solve the experimental task will not affect their livelihood after the 
experiment has finished. The students probably have an easier time using the tool, because they can 
make use of both their IT skills and potential video game experience. They are also likely to be less 
mature then professionals, which may affect the way they collaborate or try to achieve consensus. 
Professionals, on the other hand, may have a more set and utility-based world view, making them less 
motivated to use the tool. They may have differing computer skills and therefore using the tool could 
be more of an effort for them. Also, the use of the tool will affect their job performance and therefore 
their livelihood. On the other hand professionals will likely have less difficulty understanding the 
model and be more experienced at collaboration. Overall, there are many differences between the 
sample and target population that motivate a replication of this study in a more natural environment 
to confirm that the results hold for the target population. 
The next difference to consider is that between the experiment setting and the target setting. The 
setting will differ in the culture, the drivers and goals of the collaboration and potentially even the 
task requirements to some degree. Throughout the study, groups of three have been used as the unit 
of analysis. It is likely that in a real-world collaborative process modelling session the team involved in 
the process would be larger. Since the analysis showed that the treatment affects the way teams 
communicate by making it more efficient in a number of ways, i.e. identifying and directing the focus 
of attention, implicit monitoring of actions and use of communicative shortcuts, it is likely that these 
benefits will extend and even increase for larger teams. However, it is also possible that there will be 
a threshold where the number of embodiments in the virtual world causes an information overload 
and therefore reduces overall performance above a certain number of team members.  
Another potential difference is that one of the goals of teams in the experiment was to reach 
agreement on which parts of the diagram were wrong and how to correct them. In a real world 
environment, this would be beneficial, but there are likely to be situations where this is not the case 
or the different team members have differently weighted votes, i.e. operational personnel as domain 
experts can have a more detailed understanding of the process than a high level manager, therefore 
their agreement is more important, or vice versa. The findings are likely to generalize to such a setting 
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because the treatment does not so much affect the activity of reaching consensus, but the underlying 
processes, such as discussing the model or element in question. As long as the underlying processes 
do still occur in a similar frequency in the target setting, which is likely to be the case, the results 
should apply to the target setting. This also has implications for other remote collaboration tasks that 
can benefit from the use of visual cues. Seeing that it is the underlying processes that become more 
efficient, the findings should not just hold for remote collaborative process modelling, but for any 
remote collaboration task that requires the discussion of a visually complex artefact. 
Another important factor of the setting is the existing infrastructure. In the experiment the computers 
that ran the prototype application were specifically equipped to run modern video games well and 
were all built using the same components. This can be an important difference to a potential work 
environment in two ways. Firstly, computers in a work environment may have less powerful 3D 
graphics capabilities and therefore would run the application at lower frame rates. However, seeing 
that the effect of frame rate on task performance is minimal above a threshold of about 60 frames 
per second, and even lower rates are generally accepted to enable reasonable task performance in a 
virtual environment (Chen & Thropp, 2007; Claypool & Claypool, 2007), this is not likely to be a 
significant problem. Without the video recording required for the experiment, the application ran at 
around 300-700 frames per second on the lab machines. Performance is unlikely to be an issue and 
the rapidly increasing processor performance is going to decrease the likelihood of this issue occurring 
even further. Secondly, machines in a working environment are likely to be dissimilar to some degree. 
In a real world remote collaboration setting, some participants may use laptops or tablet PCs, while 
others may use desktop computers. This can lead to a difference in the user experience and 
expectations and has been shown to affect group leadership in remote collaboration (Heldal et al., 
2005). The results may therefore not hold across diverse devices, but are more likely to hold the more 
similar the hardware interfaces, both input and output, of the devices are.  
Another issue related to existing infrastructure is that a Local Area Network has been used in the 
experiments. In a work setting, especially for remote collaboration, it is likely that a much larger 
network with higher latency, such as the internet, will be used in the collaboration. As explained for 
the data analysis, the observations of teams that had a high round-trip-time (> 300ms) cannot be 
compared with low latency cases. If the work setting creates a situation in which the latency of the 
network connection is higher than this threshold, the results of this study will not hold.  
Ecological validity considers whether the sample population and setting of a study are reasonably 
similar to the domain in which the findings are to be applied (Shadish et al., 2001, p. 37). This 
consideration is important to be able to reason whether the results found in the study would replicate 
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in a natural environment. While ecological validity is not essential for the overall validity of the study, 
it does have implications for the interpretation of the findings. A major difference to a real world 
process modelling setting is that each participant is given a truthful and complete description of the 
process under discussion. This is unlikely to be the case in a real process modelling setting and would 
make the act of process modelling redundant in the real world. However, due to the consensus 
mechanisms built into the task and application, participants are forced to come to an agreement 
anyway. Therefore they still need to discuss individual features of the model, as would be the case in 
a real world setting. Essentially, while the epistemic uncertainty of the task is reduced in comparison 
to the real world, the underlying process of process modelling remains similar enough to not threaten 
ecological validity. 
Furthermore, a student sample has been used in this study as a proxy for professional process analysts. 
This is very likely to reduce ecological validity because of differences between the two populations. 
Professionals will have different goals and motivations in using a process modelling tool, because the 
results of the activity will affect their job performance. Similarly, power structures in a work 
environment will be different to those in a laboratory setting and will affect the processes of 
collaboration, especially that of reaching consensus. Furthermore, the additional experience 
professional process modellers have with process models allows them chunk the process model more 
effectively, leading to reduced difficulty of understanding the model for them. This is likely to affect 
their task performance when working with a process model. Potential differences in available 
infrastructure, as discussed above, also apply with regards to ecological validity. 
Overall, while the results of this study are likely to be reflective of the phenomenon under 
investigation, the generalization of them to an actual work place setting cannot be guaranteed. 
5.2.11 Discussion 
Experiment 2 improved upon the pilot experiment in two ways. Firstly, the potential negative effect 
of a lack of domain knowledge on the experiment outcomes has been reduced. This is indicated by 
the fact that most teams in each treatment group found the majority of errors and usually fixed more 
than half of them. 
Secondly, the size of the collected sample allows for inference from the results and the implications 
of these results will be discussed in the following. 
The results show that there is a positive effect of the users being embodied in the collaboration space 
on collaboration performance. Teams with avatars required less time to complete the task than teams 
without avatars, while finding and fixing a similar, if not even slightly higher number of errors in the 
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diagram. This confirmation of Hypothesis 1a and 2a, gives support for the proposition that visual cues 
facilitate the process of process modelling. In conjunction with the qualitative results from the pilot 
experiment this demonstrates that these visual cues are used to communicate and coordinate more 
efficiently.  
While the time it took teams with avatars to flag individual errors was observed to be higher, the 
overall time spent flagging errors throughout the experiment was higher for teams without avatars. 
This finding is unexpected, as it was assumed that the total difference in experiment time would be a 
result of reaching a shared understanding more efficiently and that this would be reflected in faster 
flag times. However, the results seem to indicate that teams without avatars often incorrectly mark 
additional errors. This could be a result of miscommunication and could indicate that communication 
without avatars is not only less efficient, but also less effective. However, another explanation may be 
that the negotiation between team members about where the errors are happened independently of 
the flagging process. 
Furthermore, Hypothesis 4a and 4b were found to be supported. The fact that teams with avatars 
move and especially turn significantly more is an indication that users of the system actively try to 
make use of the visual cues in the virtual space. Rather than ignoring the visual cues and using the 
same communication and coordination behaviours as teams without avatars or just opportunistically 
using visual cues when they are in the field-of-view anyway, the users move around the environment 
in search of these visual cues. The additional movement therefore indicates an active and intentional 
gathering of awareness information in the environment. Team members look around more often to 
update their knowledge of what the other team members are looking at or are doing. Considering that 
people try to minimize the collaborative effort of communication (Clark & Brennan, 1991), this is also 
an indication that collaborators find the visual cues useful, and the benefits of using the visual cues 
outweigh the additional effort required to gather awareness information from them. 
Another reflection of this facilitation of the process of process modelling is the confirmation of 
Hypothesis 3a. People in teams with avatars reported that they found the task to be easier, despite 
having to process additional visual stimuli and having to move around more to find specific visual cues. 
In summary, the results of the experiment show that embodiments provide awareness information 
that is useful for collaborative process modelling and therefore improve process modelling 
performance. Furthermore, these benefits can be observed despite being negatively affected by the 
interface used. It stands to reason that if a better interface is used for the interaction with the virtual 
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world, the visual cues could benefit the process even more. The next section will therefore discuss the 
design and implementation of an improved interface that addresses these issues. 
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Chapter 6 - Prototype Design and Implementation II 
The evaluation previously described confirmed that the proposed tool design provides the support for 
visual cues to facilitate collaboration as predicted. However, it also identified some usability issues 
with the interface of the prototype system. This motivated a second iteration of the “build” activities 
undertaken as part of this design research project. First, this chapter will show how requirements for 
improved interface design have been extracted from existing literature and translated in both 
software and hardware designs. Then, it continues to describe how the design has been implemented 
to create an improved prototype process modelling tool. 
6.1 Requirements  
In order to address the interface issues discovered in the study of the first prototype system, additional 
requirements for an improved prototype system have been elicited from the literature. Overall, three 
issues were observed. Firstly, users often did not see the avatars of other users on the screen. As a 
result, users had to search for the other avatar whenever they need to gather awareness information 
from the visual cues it provided. This will likely have had a negative effect on how effective the use of 
the visual cues was. Secondly, several users had trouble navigating the virtual space. These issues 
where related to two sub-issues. Some users had trouble remembering which keys to press, e.g. 
pressing the right mouse button to be able to rotate the view or figuring out which button to use to 
teleport. Other users found it confusing that the movement was axis-aligned to the camera view and 
the keys only enabled movement along two of these axis. Thirdly, users did not seem to make much 
use of the animations provided by the tool. While this is not necessarily an issue, the lack of use might 
indicate issues with remembering to press keys during conversation as described by other studies 
(Guye-vuillème et al., 1999; Moore et al., 2007). These issues can be explained by limitations of the 
virtual environment interface as discussed in Section 3.4.2. The limitations underlying these problems 
are discussed next.  
Previous studies have already reported issues with the limited field-of-view in desktop-based virtual 
environments (Hindmarsh et al., 1998). Studies using head-mounted displays or multi-monitor setups 
with a wide field-of-view, on the other hand, have reported that these issues were absent with the 
use of such displays (Roberts et al., 2004; Wong & Gutwin, 2014). Providing a wide field-of-view display 
could therefore resolve the observed issue and improve the effectiveness of visual cues by making 
them more available to the users. 
Another major limitation of the previously proposed interface design is that input and output space 
of the application are not consistently mapped to each other. An example of this is that when the user 
orients the view in the virtual environment towards the horizon and presses the “move forward” key 
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(W) the view and avatar move towards the horizon in view direction. However, when the user hovers 
over the process model, looks down to read a label and presses the same key, the view and avatar still 
move forward according to the view but actually move downward in the virtual space. While such a 
mapping enables users to navigate the three dimensions of virtual space using only the mouse and 
the forward key, this inconsistency often confused users who had little experience with virtual 
environments. This confusion is likely related to findings of the studies performed by Jacob and Sibert 
(Jacob et al., 1994; Jacob & Sibert, 1992). The studies showed that a mismatch of the perceptual 
structure of a task (the way the user thinks about the task) and the input structure (the way the input 
device allows the user to perform the task) will negatively affect the user’s performance at that task. 
The proposed interface design of the prototype provides the user with three input dimensions, 
provided by two mouse axes and one of four directional keys (as they are usually used one at a time). 
However, the user will perceive the task of looking around the virtual space as having six dimensions, 
described by the position of the view (x,y,z coordinates in three dimensions) and orientation of the 
view (pitch, yaw and roll in another three dimensions). To resolve this mismatch, the interface should 
therefore provide the users with an input scheme that allows them to control these six dimensions in 
an integrated way.  
Furthermore, Liebold et al. (2013) propose the importance of mapping both input and output space 
consistently. For such a mapping to be possible, the display should provide stereoscopic output and 
the view should be coupled to the users head. Arthur et al. (1993) found that stereoscopy and head-
coupled perspective led to increased performance in tasks that required three-dimensional 
manipulations. Aras et al. (Aras, Shen & Noor, 2014) found that a stereoscopic display coupled with 
3D input in the display space significantly improved performance over a 2D display in a pointing task. 
It therefore seems reasonable that a consistent mapping of task, input and output space would reduce 
the issues users experienced with navigating the virtual space. Furthermore, a better integration of 
these spaces should also reduce search times for visual cues that are not in the view of the user. 
The issue that users did not use avatar animations could be caused by several limitations of the 
keyboard and mouse interface as already discussed in Section 3.4.2. Firstly, the users have to 
remember an arbitrary mapping from a key to a predefined gesture. This could affect both their 
willingness to use the gesture and their ability to execute the gesture to coincide with a piece of verbal 
communication. This limitation would make gestures more difficult to use than in face-to-face 
communication and people might decide that the gestures are not worth the additional effort. 
Secondly, the predefined gestures do not give the users control over the details of execution of a 
gesture, such as timing, emphasis and inflection of the gesture. This limitation would make gestures 
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much less versatile and expressive than they are in a face-to-face situation, again reducing the 
usefulness of these gestures in the virtual collaboration. Thirdly, as the gestures have to be consciously 
triggered, they do not necessarily provide remote users with complete and accurate information 
about the state of the user represented by the avatar or his interactions with the environment. This 
lack of accuracy may reduce the actual or perceived value of watching an avatar for remote users and 
they might decide that this visual information is not worth the effort of gathering it. Again, these 
limitations can be characterized as a mismatch between the user’s mental model of the task (of 
gesturing) and the controls they are given to do so. This problem is therefore another issue of mapping 
the input space to the task space consistently. 
Consequently, an input scheme that gives the users more intuitive and precise control over the 
animations of their avatar might overcome the first two of these limitations and improve both usability 
and usefulness of the avatar animations in remote collaboration. The third limitation of the avatar 
animations could be overcome by increasing the system’s ability to sense the state and interactions 
of the user in more detail. 
These requirements, and the literature from which they have been elicited, are summarized in Table 
34. 
Functional Requirement Source 
Wide Field-of-View (Roberts et al., 2004; Wong & 
Gutwin, 2014) 
Stereoscopic display (Aras et al., 2014; Arthur et al., 
1993) 
Consistent mapping of input space to task space (Jacob et al., 1994; Jacob & 
Sibert, 1992; Liebold et al., 2013) 
Consistent mapping of task space to output space (Aras et al., 2014; Arthur et al., 
1993) 
Table 34: Functional Requirements of the proposed interface 
Additional non-functional requirements are also proposed, as immersive interfaces require additional 
constraints and qualities of the proposed system to be useable and effective. These requirements are 
listed in Table 35. 
An important issue to consider with immersive interfaces is the possibility of them causing simulator 
sickness. Simulator sickness can present in users as a feeling of nausea, dizziness or issues with 
balance, amongst other symptoms. Immersive interfaces, to a large degree, replace signals from the 
physical world with virtually generated signals. Inconsistencies in these signals caused by latency, 
tracking errors or poor mapping of input to output are likely to cause simulator sickness in users 
(Buker, Vincenzi & Deaton, 2012; Llorach, Evans & Blat, 2014). A critical constraint on an immersive 
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interface for virtual environments is therefore that it needs to react to user input in real time. To avoid 
temporal visual artefacts such as judder or strobing, the visual output therefore needs to provide rapid 
updates with an overall latency of less than 20 milliseconds from a user input to the output of an 
updated image (Abrash, 2013). Consequently, it has been suggested that a minimum frame rate of 60 
frames per second is required to reduce simulation sickness effects caused by judder and strobing 
artefacts (Prescott, 2014). The VR industry is even targeting 90 to 120 frames per second to 
accommodate visually sensitive users (Prescott, 2014). As the existing prototype system has already 
been thoroughly optimized, this requirement is already met. As has been described before, the 
prototype system runs at 300-700 frames per second on the lab machines. However, with screen and 
event recording switched on during data collection, the performance of the prototype drops below 
the 60 fps threshold. Consequently, for future rounds of evaluation, further optimizations or different 
methods of data collection would be required. 
A final non-functional requirement addresses the intended target audience of the proposed system. 
As discussed before, the system should eventually be usable by workers across a company. This implies 
that the use of the application should require little training and it should generally be easy to use, as 
pre-existing IT skills or even experience with virtual environments cannot be assumed. 
Non-Functional Requirement Source 
System needs to provide a high frame rate (> 60 fps) (Abrash, 2013; Prescott, 2014) 
System needs to be easy to use - 
Table 35: Non-Functional Requirements of the proposed interface 
An immersive interface that meets these proposed requirements should be able to overcome the 
issues observed in the previous evaluation of the prototype system. Such an interface should enable 
users to navigate the virtual space more intuitively and to use visual cues in a virtual environment 
more effectively. 
6.2 Virtual Reality Interface Design 
In the previous section, requirements for an interface that can overcome the issues discovered with 
the prototype system’s interface have been discussed. This section describes a design for an interface 
that meets these requirements. The proposed interface design tries to address issues both on the 
input and the output side of the interface. 
Starting on the input side, as described by the literature, there is a benefit of more direct input devices 
over indirect input devices in terms of cognitive load. This is because they require fewer mental 
transformations (Zhai & Milgram, 1998) and enable the use of kinaesthetic information for feedback 
(Mine, Brooks & Sequin, 1997). 
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To achieve this kind of input for avatar animation, the local user’s avatar can be animated using a 
motion-capturing approach. This approach gives the user both absolute and direct control of their 
avatar, without the need to carry or explicitly use a device, therefore keeping their hands free for 
other interactions. These capabilities will be described in more detail in the next section. However, for 
the application side, this feature means that the application has the ability to capture both 
informational and consequential communication cues without additional action from the user, so that 
head nods and body posture can be displayed to other participants immediately, and can therefore 
be used in a way much more closely resembling face-to-face communication. The software is then 
able to support the following additional visual cues (from Table 7, page 43):  
 E1 - Nonverbal behaviours can be used to infer level of comprehension  
 D2 - Gestures can be used to illustrate and refer to task objects 
The avatar’s animations created by motion-capture can be used for illustrating gestures (such as 
holding your hands to say “It needs to be this big.”). Other users can see both the gesturing of the 
avatar as well as the relation of the gesture to the model or other participants. This automatic 
animation should make timing of back-channel feedback, such as head nods, much more effective as 
the user does not require time to select an animation anymore (D2). The body posture of the avatar 
can be used to infer the user’s emotional state, such as confusion (E2). 
A problem of using motion-capture as an input approach is that the user needs to have space to be 
able to move freely for the approach to work well. This is difficult to achieve in a desktop setup. 
Furthermore, while it enables the user to interact with the system in three dimensions, most desktop 
monitors only cover a small field-of-view and therefore restrict the feedback the user can get for their 
interaction. 
Furthermore, while this input method solves the issue of intuitively animating the avatar, it does not 
address the issues with navigating the virtual space, nor does it provide input mechanisms for the 
users to interact with the process model and execute abstract commands. For these interactions, the 
user would have to fall back to using mouse and keyboard. This approach therefore still limits the 
user’s ability to gesture freely. Firstly, while this setup allows the capture and display of hand gestures 
and head movement, the user’s hands would often not be free to gesture, because they would have 
to hold a mouse or press a keyboard key to navigate the environment or interact with the process 
model. Using a mouse would also require the presence of a table or reasonably large flat surface which 
further restricts the space in which the user can move. Another issue with this setup is the acquisition 
time of the devices, when a user uses a hand gesture and then has to pick up the mouse again in order 
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to interact with the environment. The delay caused by switching between input modes would make a 
constant intermix of gestures to support communication and interaction with the environment very 
inconvenient. Therefore, it was decided to replace the mouse and keyboard interactions so that the 
user can interact with both other users and the virtual environment using only the motion-capture 
interface. 
Two more ideas have been implemented into the interface to achieve this: gesture interactions and 
voice commands. 
The user’s full body posture and movement is already tracked. Both posture and movement is then 
interpreted as input. For example, the user can move in the virtual environment using a handle bar 
metaphor. When the user grabs with both hand close together and then draws them out to the sides, 
a handle bar appears in the space between both hands, as shown in Figure 64. Moving both hands in 
any direction will then move the avatar in that direction, as shown in Figure 65. Moving both hands in 
alternate directions instead will start a turning movement similar to using the handlebars on a bicycle 
or trying to turn a trolley around, as shown in Figure 66. This symbolic interaction enables the user to 
move around the virtual environment while not having to be in reach of any physical input devices. 
This keeps the user’s hands free for gesturing as well, except for when they are in the movement state.  
 
Figure 64: Initiating movement using the VR interface: grabbing with both hands close together and then pulling them 
apart initiates movement mode 
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Figure 65: Translational movement using the VR interface; white square indicates the average position of both hands; 
grey square indicates the initial average position of both hands; the delta position of the white square determines 
direction and magnitude of movement; left: no movement; middle: forward movement; right: upward movement 
 
Figure 66: Rotational movement (turning) using the VR interface (top-down view); white square indicates the average 
position of both hands; rotation delta of red line from initial rotation determines direction and magnitude of turn; left: 
no turning; middle: turning right; right: turning left 
Furthermore, a menu-like voice command interface has been implemented that lets the user perform 
all relevant process modelling actions. These actions also make use of features of body posture, such 
as the direction of a user’s arm. The command “Computer, select this.” causes a model element to be 
selected, depending on where the user’s left arm is pointing at the time of the command. To enable 
novice users to use the voice commands, a list of available commands is displayed hovering in front of 
the user’s face as soon as the voice command mode is activated by saying the word “computer”. This 
menu is shown in Figure 67. Furthermore, audio cues notify the user when a command has been 
recognized and executed or when it has not been understood. 
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Figure 67: Voice command menu floating in front of a user in virtual space 
Using a specific voice command, the user can bring up a virtual keyboard that is floating around the 
avatar as shown in Figure 68. With this keyboard, the user can move his hands to make the avatar 
touch the virtual keyboard and thus text can be entered without the need for a physical keyboard 
being in reach. 
 
Figure 68: Keyboard for text input in the virtual reality interface; using the full body tracking the user can enter text by 
moving his hands so that the avatar presses the virtual keys 
On the output side of the interface, as mentioned in both the literature review and the discussion of 
input interface above, a desktop monitor setup comes with a number of limitations. A main concern 
is the limited field-of-view, as this is likely to reduce the effectiveness of avatar interactions in the 
environment due to low visibility of the additional awareness information. This issue can be addressed 
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in several ways. Firstly, the field-of-view covered by the monitor can be extended by using bigger 
screens, either one or several synchronized screens. This approach, however, still restricts users’ usage 
of space and can be unfeasible in most work environments, due to cost and space requirements. The 
other option is the use of a head-mounted display. With such an interface, both the field-of-view and 
occlusion problems are mostly solved. On the other hand, not only does the user receive much more 
feedback on their 3D interactions now, part of the navigation of the environment is now solved 
because they can move their head around freely in the environment, using orientation data from the 
head-mounted display and position data from the motion-capture interface. Therefore, users can 
adjust their view while keeping their hands free for gesturing or other interactions. The acquisition of 
input devices, for example a keyboard for text input like labelling a model element, becomes more 
difficult with a head-mounted display, however, because the screen occludes the user’s view of the 
device. The gesture and voice command approach discussed above would also solve this issue. Overall, 
it seems that this setup provides the largest number of benefits and is closest to the absolute and 
direct interaction paradigm that has been the goal of the hardware configuration. 
Combined into one interface, the interface design described in this section meets all the requirements 
identified previously and should therefore overcome the interface issues observed with the initial 
prototype system. 
6.3 Implementation 
The following sections will discuss issues relevant to the implementation of the immersive interface 
design described in the previous section. The issues specific to the immersive interface are the use of 
full-body tracking to animate the avatar and the use of a head-tracked, stereoscopic display with a 
wide field-of-view.  
6.3.1 Kinect Skeletal Tracking Algorithm 
As described in the interface design, a mechanism to automatically animate the avatar based on the 
user’s body motion should reduce usability issues of the proposed tool and should increase the 
amount of awareness information provided by the avatar to remote users. Creating a full-body 
tracking solution is complex and can be the topic of a research project by itself, so it was decided to 
use an existing solution for the prototype instead. For this type of interaction, the Microsoft Kinect 
depth-camera is a good fit. It enables reasonably accurate capture and display of body posture, either 
by full body tracking or upper body tracking, and therefore can be used both standing up and sitting 
down. 
The Microsoft Kinect is one of the first examples of a cheap consumer-level depth-camera. A depth-
camera, as opposed to a video camera, captures the depth of each point in an image (i.e. the distance 
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from the camera), rather than just the color. The depth information provided by such a device enables 
better separation and analysis of shapes than the color information provided by traditional cameras. 
Using this advantage, the Kinect can be used to detect human body shapes in the scene and calculate 
their body posture in three dimensions. An algorithm that does this is described by Shotton et al. 
(2011) and proceeds in several steps as shown in Figure 69. First, the scene capture by the camera is 
separated into individual objects by detecting edges of depth discontinuity. The background and all 
shapes that are larger or smaller in volume than a human are discarded. For the remaining shapes, 
each pixel is classified by a decision forest that has been trained on millions of labelled images of 
humans standing in varying poses in front of the device. The forest decides which body part each pixel 
is most likely a part of. The most likely hypothesis for all pixels is then averaged for each body part, 
resulting in coordinates for the center of each body part. Because connections between body parts 
are the same for the majority of humans, these center-points can then be connected to form a 
skeleton shape of the human. This skeleton can be used to animate a mesh using skeletal animation 
as described in the 3D animation section (see Section 4.3.3). 
 
Figure 69: Kinect skeletal pose recognition (Shotton et al., 2011) 
This algorithm is implemented in the Microsoft Kinect Software Development Kit (SDK). For the 
purpose of animating the avatar, a plugin that communicates with the Kinect SDK has been developed. 
Through this plugin, the prototype tool can communicate with the SDK to activate and deactivate 
different tracking features. The SDK then sends image and skeleton data for each frame to the 
prototype tool, which maps the skeletal pose to the avatar skeleton. This implementation enables the 
prototype tool to display the body pose of the user via the user’s avatar. 
Furthermore, the Microsoft Kinect SDK exposes functionality to recognize voice commands and record 
audio. The plugin can receive voice commands recognized by the microphone of the device and it can 
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also request the device to record audio to facilitate data collection. To minimize interference in noisy 
environments, the Kinect tracks the direction from which the loudest sound is currently coming. The 
median direction of the sound source over the period of voice command recognition is then compared 
against the direction of the tracked user and any commands that come from a largely different 
direction are ignored. This leads to a much improved audio quality and recognition accuracy for voice 
commands compared with other approaches of capturing sound. 
6.3.2 Oculus Rift Input and Output  
Using a head-mounted display (HMD) can greatly increase the availability of awareness information as 
discussed in the “Immersive Interfaces” section (see Section 3.4.3). However, since a head-mounted 
display is both an input and output device, it requires some adjustments to the application to make 
use of it. 
To enable the illusion of looking into another world, the image displayed on the screen strapped to 
the user’s face needs to match the screen’s orientation. That means the user’s head movement needs 
to affect the perspective that is displayed in the virtual environment. The Oculus Rift measures the 
orientation of the screen using a gyroscope (as used by most smart-phones) to measure its rotation 
around three axes, as shown in Figure 70. This orientation can then be applied as an offset to the 
camera in the virtual environment to achieve a “close-enough” replication of the required effect. More 
sophisticated models of the screen movement will also take into account the offset of the screen from 
the center of the rotation, i.e. the center of the user’s head. Furthermore, the user can move his head 
forwards, backwards, sideways, up or down, which should also affect the perspective in the virtual 
environment. However, most current HMDs ignore this “positional” movement for simplicity (and 
because the effect is more difficult to achieve but usually much less obvious than that of “rotational” 
movement). In the prototype application, both types of movement are supported by attaching the 
virtual camera (the view the user sees in the application) to the head bone of the avatar’s skeleton. 
The position of the head bone is then controlled by the Kinect camera and the orientation of the bone 
is controlled by the gyroscope of the Oculus Rift. 
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Figure 70: Measuring head orientation of the user of a head-mounted display (from the Oculus Rift User Manual) 
One issue of many currently available head-mounted displays like the Oculus Rift is that they achieve 
a high field-of-view by positioning a screen very close to the eyes of the user. Additional optics (wide-
angle lenses) need to be inserted between the eyes of the user and the screen to enable the user to 
focus on the screen at such a short distance, as shown in Figure 71.  
 
Figure 71: Image distortion happening in a head-mounted-display (Pohl, Johnson & Bolkart, 2013) 
However, these lenses heavily distort the image on the screen. This pincushion distortion (as shown in 
Figure 72 a) can be removed by distortion in the opposite direction, known as barrel distortion (as 
shown in Figure 72 b). Therefore, by adding a barrel distortion to the image on screen, the pincushion 
distortion happening as a result of looking at the screen through the lenses is cancelled out, resulting 
in an undistorted image being visible to the user.  
- Prototype Design and Implementation II - 165 
 
Figure 72: Image distortion of a regular grid – a) pincushion distortion b) barrel distortion c) barrel distortion of a 
rendered game scene (Pohl et al., 2013) 
To enable this image pre-distortion in the prototype, another plugin has been implemented to 
interface with the OculusVR SDK (i.e. the SDK for the Oculus Rift). The Oculus plugin hooks into the 
graphics render subsystem and renders the scene to a texture instead of to the screen directly. This 
texture is then drawn to the screen by sampling the texture for each pixel at an offset from the actual 
coordinates of that pixel. The offset is the scaled distance from the axis of symmetry, which is roughly 
in the center of the image for each eye. It can be calculated using Equation 1, where r is the distance 
from the axis of symmetry and k0, k1, k2 and k3 are distortion coefficients for the lens. These distortion 
coefficients are inherent to the lens and can be measured in production of the lens and then provided 
by the head-mounted display to any application that uses it. 
 
The Oculus SDK supplies the distortion information by providing a pre-distorted mesh on which the 
rendered frame can be texture-mapped to efficiently execute this operation, as shown in image c in 
Figure 72. The Oculus plugin connects to the SDK to retrieve this mesh once and then retrieves the 
head-orientation measured by the Oculus Rift once for every rendered frame. This enables the 
application to draw an image that looks undistorted through the lenses in the head-mounted display.  
Furthermore, to provide a stereoscopic view, the virtual scene is rendered twice, once for each eye. 
Both images are rendered at a slight offset from the camera position in the virtual world to simulate 
the different position of each eye in the virtual space. 
Overall, the implementation of the Oculus plugin addresses the interface requirements identified in 
Section 6.1 by providing a wide field-of-view and stereoscopic display using the Oculus Rift head-
mounted display. This should enable people to perceive more visual cues and reduce the need to 
f(r) = k0 + k1r2 + k2r4 + k3r6 
Equation 1: Barrel distortion equation 
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specifically search for them. Furthermore, by enabling users to search the virtual space by simply 
turning their head, as they would in a real space, this implementation makes the mapping of input and 
output to the task space more consistent and intuitive. This should reduce the time required to find 
visual cues when they are not visible and should reduce issues in navigating the virtual environment. 
6.4 Summary 
The initial prototype developed in this research showed many of the expected benefits of providing 
awareness information to remote collaborators. However, during the evaluation of this prototype, 
usability issues with the interface were also discovered. At the beginning of this chapter, requirements 
for an immersive interface that addresses these issues have been compiled from the literature. Then, 
a design that satisfies these requirements has been described for both the software and the hardware 
components. The interface described by the proposed design has been implemented in the earlier 
prototype system to demonstrate the feasibility of such an interface. Overall, the resulting prototype 
system supports visual cues during remote collaborative process modelling and should avoid the 
interface issues of desktop-based virtual environments. The next chapter will discuss the contributions 
to knowledge that have been made by the development and empirical evaluations of this system. 
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Chapter 7 - Discussion 
7.1 Interpretation of Results 
Overall, the results of this research project suggest that supporting visual cues related to user 
embodiment is beneficial for remote collaborative process model validation in virtual environments. 
Across both studies that have been performed, positive effects of the presence of visual cues have 
been identified in qualitative and quantitative analyses of the collaboration in participant teams. 
The research questions can therefore be answered as follows: 
RQ1: How can visual cues be supported effectively for collaborative process modelling between 
remotely located participants? 
The initial literature review of this thesis (see Chapter 3) showed that visual cues related to 
embodiment are important for awareness in collaboration, which affects both communication and 
coordination behaviours. Furthermore, an analysis of process modelling tools that support remote 
collaboration has shown that these tools lack support for these visual cues. A central question of this 
research was therefore how technology can be used to enable these cues in remote collaboration. 
This problem has been broken down into three sub-questions: 
- How can embodiment be supported? 
A primary issue of the support of visual cues from embodiment in commonly used collaborative 
technology is the separation of communication and task spaces. Most applications separate the 
representation of the users, such as video chat streams, from the artefact that these users 
collaborate on. This separation makes it impossible to gain some awareness information, for 
example a user’s focus of attention in a shared document, from the user’s representation. A 
notable departure from this paradigm can be found in virtual environment technologies. Virtual 
environments represent users as avatars in the same virtual space as the artefacts on which the 
users collaborate. This representation enables users to gather awareness information from these 
embodiments, such as a remote user’s focus of attention and activities, through visual cues. A 
design for a process modelling tool that supports remote collaboration via avatars in a virtual 
environment has therefore been proposed and implemented as described in Chapter 4 of this 
thesis. To demonstrate that this design supports the described visual cues through the 
embodiment of users, the user behaviour in an experiment has been analysed in Section 5.1.10. 
This analysis has found evidence of the users making use of visual cues through their embodiment 
in the space of the process model. This evidence therefore confirms that virtual environment 
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technology can support visual cues for remote collaborative process modelling by representing 
the users as avatars in the virtual space. 
- How can deliberate gestures be supported? 
Another issue of supporting visual cues, is that people often use body motion for efficient 
communication and coordination. Pointing gestures can be used to direct the attention of 
collaborators. Head motion, such as nods, can be used to coordinate conversations. Seeing the 
actions of other people in the environment can help in judging the progress on a collaborative task 
and can provide information on how the user’s own actions can be integrated optimally with those 
of the collaborators to achieve a shared goal. To support visual cues that depend on body motion, 
therefore, the user also needs to be able to animate the avatar that represents them in the virtual 
space. While animating an avatar is a technical problem that has been solved for some time by 
game technology, issues remain on the interface side. The design of the virtual environment for 
process modelling proposes two mechanisms by which users can deliberately animate their avatar 
for communication. Firstly, an abstracted input mechanism as is commonly used in desktop-based 
virtual environments is described. Using this mechanism, users can trigger both predefined and 
procedural animations by pressing a key associated with this action. The second mechanism 
proposed to animate the avatar is a full-body tracking solution using a consumer depth-camera. 
This approach should enable users to perform custom gestures, give them finer control over the 
gestures and be more intuitive at the same time. The implementation of these mechanisms, as 
detailed in Section 4.3 and Section 6.3, demonstrated that such a system is feasible. Overall, 
deliberate gestures can be supported by animating avatars using either abstract or immersive 
input mechanisms. 
- How can body language be supported? 
Another issue pertinent to supporting visual cues via technology is that some visual cues 
generated by people’s bodies are unintentional. Body posture, for example, can be an indicator 
of the mental state and attitude of a collaborator. Abstract input mechanisms that use key presses 
to trigger animations, such as described before, have consequently been found not to work well 
in other studies (Guye-vuillème et al., 1999; Moore et al., 2007). The design proposed in this thesis 
therefore describes two different mechanisms that enable body language and the associated 
visual cues. Firstly, the design for the prototype system proposed in Section 4.2 can trigger 
animations for an avatar automatically when specific events occur. For example, a typing motion 
is shown on the avatar as soon as the user enters text in the virtual environment. This mechanism 
generates visual cues highlighting the activities of users in the environment, which should enable 
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other users to reason about these activities and coordinate their own actions appropriately. 
Secondly, the interface design proposed in Section 6.2 describes the use of full-body tracking to 
animate the avatar. In summary, avatars in a virtual environment can support visual cues 
generated by body language, either through the use of automated animations or immersive input 
devices. 
The answer to the overall research question is therefore that technological support for visual cues in 
remote collaborative process modelling can be provided by using virtual environments and 
representing the users as avatars in the same virtual space as the process model. In addition, 
mechanisms need to be provided that enable the user to move their avatar around the virtual space 
and animate it both intentionally and automatically. These features enable the use of additional visual 
cues that are not provided by other collaboration tools. 
Once the question had been answered of how visual cues can be supported by technology in remote 
collaboration settings, the second research question could be investigated. 
RQ2: How are visual cues used by remotely located participants in collaborative process modelling? 
The use of visual cues in collaboration in general has been discussed in Section 3.3.3 and their use in 
collocated process modelling has been speculated on in Section 3.2.3. However, while potential use 
cases of visual cues in remote collaborative modelling are described in the prototype design in Section 
4.2, empirical data is required to confirm both use and usefulness of these cues in practice. To answer 
this overall research question, two sub-questions have been investigated in detail.  
- How are visual cues used in remote collaborative process modelling?  
The provision of a feature alone does not ensure that it is used. Users of a system may be unaware 
of a feature, unsure how to use it, not interested in using it or it might be too difficult to use. One 
critical question in the evaluation of the proposed system was therefore to evaluate whether and 
how visual cues are used by people in remote collaborative process modelling. To this end, video 
and audio recordings of the experiment sessions of the pilot experiment have been analysed in 
detail and uses of visual cues by participants have been identified and discussed in Section 5.1.10. 
This analysis found that all teams that had avatars made use of visual cues provided by these 
avatars. The avatar was most frequently used to efficiently reference model elements and 
locations. Furthermore, it was used to confirm the understanding of the collaborators and to 
confirm progression of the task at hand by observing the activity of remote collaborators. In detail, 
the successful use of visual cues B1, C1, A2, B2, C2, D2 and E2 (see Table 7 in Section 3.3.4) 
provided by the avatars location and orientation has been observed. Additional evidence that 
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participants made use of the visual cues is provided by the fact that groups with avatars moved 
and looked around the virtual space much more than teams without avatars, as demonstrated by 
testing Hypothesis 4a and 4b. This indicates that participants were making an effort to perceive 
visual cues that were present in the virtual space. 
The successful use of animations for providing visual cues could not be confirmed. However, as 
the pilot experiment only used a desktop interface, this observation is likely a result of interface 
limitations, as discussed in Section 3.4.2. In summary, the sub-question can be answered in the 
following way: the participants used avatar orientation, location and movement to reference 
model elements and locations efficiently and to confirm understanding and actions of remote 
collaborators. 
- How does the availability of visual cues in remote collaboration affect the process of process 
modelling? 
Another important question to answer with regards to the usage of visual cues in remote 
collaborative process modelling is how they affect the process and whether the effect they have 
is worth the effort of providing technological support for them. To answer this question, two 
experimental studies have been performed with the aim of comparing the utility of different visual 
cues between treatment groups. Utility has been compared by capturing variables measuring both 
outcome and process of remote collaborative process model validation. The pilot experiment, 
described in Section 5.1, did not reach a sample size that allows for meaningful comparison of the 
variables between treatment groups, however qualitative observations throughout the 
experiment confirmed increased efficiency when communicating to a) reference locations or 
model elements, b) confirm action and c) confirm understanding of the remote collaborators in 
teams with avatars (see Section 5.1.10). The second experiment, described in Section 5.2, reached 
a large enough sample to statistically analyse the results and provided empirical data on the 
impact of visual cues on the process of collaborative process model validation. The results of 
testing Hypothesis 1a and 2a (see Section 5.2.9) showed that teams with avatars (i.e. those that 
were provided with additional visual cues by being represented in the space of the process model) 
completed the task faster than teams without avatars while producing outcomes of similar quality. 
However, this difference was only significant for groups of native English speakers. The process 
variables indicated that, while these teams did not seem to reach agreement faster than other 
teams, they marked fewer irrelevant model elements, leading to increased efficiency in their 
collaboration. Furthermore, testing Hypothesis 3a showed that teams with avatars found the task 
easier than teams without avatars. In summary, the additional visual cues provided by the use of 
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avatars made the process of collaborative process model validation more efficient and made the 
collaboration faster and easier. 
The answer to the second research question is therefore as follows. Visual cues are used to support 
communication and coordination by providing additional awareness information. Embodiment 
especially enables the use of additional visual cues that make communication less ambiguous and 
more efficient. One example of this is the participants’ frequent successful use of the avatar to 
reference specific model elements during the experiments. Furthermore, some visual cues improve 
coordination between team members by enabling them to monitor the understanding and actions of 
their collaborators. These efficiency gains speed up the process of model validation and make the 
process easier. However, issues with the interface of the virtual environment were observed and this 
is likely to have limited the usage and/or usefulness of these visual cues in the studies that have been 
performed. 
Overall, this research has shown that the use of virtual environments can improve the process of 
collaborative process model validation by improving the communication and coordination between 
remote participants. 
7.2 Contributions 
A major differentiator between the practice of design and design research is that design research 
makes contributions to both the application area and the scientific knowledge base. The following 
section therefore discusses the contributions that have been made by this research project to both 
practice and academia. These contributions are summarized in Table 36. 
A contribution to theory is the analysis of shortcomings of technology for remote collaborative process 
modelling. This analysis was performed by reviewing existing literature and existing process modelling 
tools. Several such analyses have been performed and presented previously (e.g. Riemer et al., 2011) 
and they reported a lack of features to support awareness and communication. The analysis 
performed as part of this research adds to the existing knowledge by presenting a more in-depth 
analysis of which awareness mechanisms are supported by existing tools and which ones are not (see 
Sections 3.2.4 and 3.3.4). The results of this analysis can therefore inform the design or selection of 
process modelling tools for remote collaboration by academics and practitioners, by providing a 
framework that can identify the support such tools provide for visual cues. 
Another contribution to theory is the analysis of interface issues of virtual environment technology. 
This analysis was performed by reviewing existing research literature and showed that the affordances 
of virtual environments are constrained by the interface they use (see Sections 3.4.2 and 3.4.3). This 
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knowledge can aid both practitioners and academics in designing and evaluating virtual environment 
technologies for use in industry and research, by identifying and highlighting common issues in virtual 
environment interfaces that can impact the effectiveness of these systems and can consequently 
interact with work and research outcomes achieved by using them. 
A core contribution of this research is a design theory encapsulated in the proposed design for a virtual 
environment that can support remote collaborative process modelling (see Section 4.2). These design 
principles prescribe that, in order to facilitate remote collaboration on process models, the 
collaborators should be represented in the same space as the process model. Furthermore, they 
should be provided with mechanisms to navigate the virtual space and animate their representations 
to communicate and accurately display their interactions with the virtual environment. These 
principles can be used to design collaborative process modelling tools that provide better support for 
visual cues than existing tools. Furthermore, the design principles can potentially be used to generate 
solutions for similar problems in other domains. 
In addition, design principles have also been proposed for the use of immersive interfaces in virtual 
environments. These principles state that for effective and natural interaction with a virtual 
environment, the interface should provide a wide field-of-view and map task-, input- and output-
space appropriately (see Section 6.1). While an empirical evaluation of the utility of these principles 
still needs to be performed, they provide a stepping stone to designing virtual environment systems 
that overcome some common interface issues of existing systems. 
Another core contribution made by this research project is the development of a prototype system 
that implements the design principles mentioned above. This system demonstrates the feasibility of 
the proposed design principles and enables the investigation of a range of problems both relating to 
virtual environments and the process of collaborative process modelling, as demonstrated by its 
evaluation in Chapter 5. 
The evaluation of this artefact does not just provide evidence for the efficacy of the proposed design 
principles but also contributes empirical findings to the knowledge base. Firstly, results from the 
studies performed for this research project have added to the knowledge of how avatars can support 
communication and coordination processes (see Section 5.1.10), and thus contribute to filling a gap 
identified by Bente and Krämer (2011). Secondly, the analysis of the effects of visual cues on the 
process of collaborative process modelling (see Section 5.2.9) has created theoretical knowledge 
about the use and usefulness of visual cues in the process of process modelling.  
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Contribution Type Thesis Section 
Analysis of shortcomings of technology for 
remote collaborative process modelling 
support 
Theory 3.3, 3.4 
Analysis of interface issues of virtual 
environment technology 
Theory  3.4.2, 3.4.3 
Design principles for a collaborative virtual 
environment for process modelling 
Design Theory 4.2 
Design principles for immersive interface Design Theory 6.2 
Virtual environment for collaborative process 
modelling 
Artefact 4.3, 6.3 
Evaluation of avatar effects on 
communication and coordination behaviours 
Empirical Findings 5.1 
Evaluation of visual cue effects on 
collaborative process modelling 
Empirical Findings 5.2 
Table 36: Contributions of this research project 
Overall, this discussion has shown that this research project has contributed to theory and practice of 
both the area of process modelling and the area of collaborative virtual environments. In the next 
section the limitations of these contributions will be discussed before the implications of the 
contributions are discussed in the final chapter. 
7.3 Limitations  
The findings of this research have a number of limitations. Limitations pertaining to each study have 
been discussed in the respective sections (Section 5.1.11 and Section 5.2.10). Here, limitations 
relevant to the design and conduct of the research program are discussed. 
An overall limitation of this research is the limited ecological validity of the findings. This limitation 
stems from the approach chosen to evaluate the utility of the proposed solution to the research 
problem. 
While the findings of this research provide evidence that collaborative process model validation with 
visual cues is better than collaborative process model validation without visual cues, the evaluation 
does not cover whether the proposed tool is actually better than existing process modelling tools. This 
is the case because no empirical comparison between existing tools, such as ARIS Business Architect, 
and the tool proposed in this thesis have been performed. It is therefore not clear whether the 
overhead of having to navigate the virtual environment, the presentation in three dimensions or even 
the provision of more visual cues can lead to measurable negative effects compared to tools using two 
dimensional task space. These negative effects then have the potential to outweigh the benefits found 
in this study. However, in a direct comparison between existing tools and the proposed tool, numerous 
confounding factors would have been present. This would have made it very difficult to isolate the 
effects of the differences in visual cues provided by each tool from effects caused by the differences 
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in presentation (2D vs. 3D), differences in input (need to navigate 3D space vs. 2D space) or differences 
in the user interface (different menu structures and work flows). Consequently, such a comparison 
would have been unable to answer research question 2.1 and thus would have reduced the 
contributions of this study. 
A related concern is whether the visual cues have been more beneficial in the 3D environment than 
they would have been in the 2D workspaces commonly used in process modelling tools. Chellali et al. 
(2008) discuss the difficulties of creating a common frame-of-reference in virtual environments. 
Consequently, the observed difference in the experiment results could represent a decrease from a 
baseline performance due to the additional complexity of establishing a common frame-of-reference 
unique to 3D environments rather than an improvement from a baseline performance due to more 
efficient communication. However, studies of the benefits of awareness features in 2D collaborative 
software report findings that resemble the ones identified in the two experiments presented in this 
thesis (Gutwin & Greenberg, 2000). It is therefore more likely that awareness support provides 
benefits in both two and three dimensions. 
Another limitation of the chosen comparison is that process validation has been used as a proxy for 
the entire process modelling task. It can, however, be argued, based on Rittgen’s model of the process 
of process modelling (Rittgen, 2007), that both tasks are similar in terms of processes and activities 
involved in completing them. Both tasks require multiple stakeholders to make propositions to be 
represented in the model, to discuss these propositions and come to an agreement and then to 
implement these propositions. The visual cues investigated in the experiments supported these 
activities rather than any activities that are unique to the higher level task of model validation. The 
main difference between model creation and model validation would be the linguistic complexity in 
referencing model elements. While the validation task kept this factor fairly constant over the duration 
of the task, linguistic complexity would have increased in model creation as the model size increases. 
Higher linguistic complexity has been shown to lead to higher benefits of visual cues (Gergle et al., 
2006). It is therefore likely that the results of the experiments would hold for process modelling in 
general, although the benefits of visual cues would likely be less pronounced in the beginning of model 
creation. In addition, the results of process model creation would a) have been more difficult to 
compare and b) have been more dependent on the participants’ pre-existing modelling experience. 
Again, the chosen approach therefore made the results of the experiment more measurable and 
therefore more comparable. 
Furthermore, all findings are the result of laboratory studies with university students. While an action 
research approach, as used by Ned Kock (2001a), could have been used to study the effects of the 
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proposed design in the target environment with the target audience, i.e. process modelling 
practitioners, again this would have made it difficult to study the effects of the proposed design for at 
least two reasons. Firstly, the results of field studies would be difficult to compare as different process 
modelling sessions might differ significantly in scope and complexity of the processes being modelled 
and the number of stakeholders involved, which would make a quantitative comparison of process or 
outcomes infeasible. Secondly, the novelty of the proposition of this research would have made it 
difficult to deploy the proposed system in a work environment in such a way that it does not disrupt 
ongoing work. The rejection of this approach, however, means that no conclusions can be drawn on 
how well the proposed design would work in an organizational setting, where factors such as user 
skills, user acceptance and effort of deployment are likely to affect the use of the system. 
Further limitations lie in the scope and execution of the chosen design science approach. 
Firstly, the analysis of issues of existing process modelling tools to support remote collaboration could 
have analysed more or different tools. Both Davies et al. (2006) and Recker (2012) list many other 
process modelling tools used by practitioners. However, the overall adoption of most of these tools is 
low as both surveys show and no evidence has been found that any of these tools provide significantly 
different features to support either communication or coordination between remote collaborators. 
Exceptions to this statement are the COMA tool (Rittgen, 2009b) and subject-oriented process 
modelling tools (Fleischmann, Schmidt, Stary, Obermeier & Brger, 2012), but both approaches do not 
attempt to support the process of process modelling better, but try to change the process to make it 
less difficult to support. Furthermore, neither approach has empirically proven its efficacy in practice 
so far. Until their efficacy is proven, a comparison between these tools and the one discussed here 
would be less meaningful.  
Secondly, it has not been investigated how the proposed design scales with model size. As mentioned 
earlier, the utility of visual cues in collaboration interacts with linguistic complexity. It can therefore 
be expected that collaboration around more complex models will benefit more from the support for 
visual cues. This may also mean that models below a certain size would not require the use of visual 
cues in communication when there are few enough elements that verbal references are unambiguous. 
Thirdly, it has not been investigated whether the proposed approach works similarly well for groups 
of more or less than three people. 
The implications of the findings within the constraints of the limitations discussed above will be 
discussed in the next chapter. Overall, these limitations do not invalidate the findings or contributions 
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of this research but provide opportunities for further research in the future. These opportunities for 
further research will be discussed after the implications. 
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Chapter 8 - Conclusions 
8.1 Implications 
The findings of this research project have several implications for research and practice.  
Firstly, there are implications for research on the process of process modelling. An increasing number 
of studies investigates the social processes that support process modelling (e.g. Koschmider et al., 
2010; Rittgen, 2007; Ssebuggwawo, Hoppenbrouwers & Proper, 2009), however, the tool support for 
these processes is still underdeveloped (Hahn et al., 2010; Mendling, Recker et al., 2012). The results 
of this research show that supporting these social processes, such as discussing and reaching a shared 
understanding, can have significant and positive effects on the process of process model validation in 
a collaborative setting. Consequently, process modelling tool vendors should consider how their 
technology can support the social processes underlying the process of process modelling. In the light 
of the findings presented, it seems reasonable to consider integrating process modelling tools into 
virtual environments to improve support for the social side of process modelling. On the other hand, 
tool vendors might develop other ways to support visual cues in their own tools or entirely different 
ways to efficiently provide awareness information to collaborating users. 
This study has demonstrated that visual cues in remote collaborative process model validation can be 
supported using virtual environments and avatars. If collaborative process modelling is well supported 
by such technology, organizations that currently use workshops to model processes could use this 
technology instead to have relevant stakeholders work together across a distance. The design 
proposed in this thesis could therefore result in significant savings on both travel costs and time spent 
traveling by stakeholders involved in process modelling activities. 
Other studies on tool support for collaborative modelling have shown that proper tool support can 
furthermore significantly reduce the time required to model a process (Dean, Orwig & Vogel, 2000; 
Kock, 2001a), increasing the gains in time and reducing the costs of such an approach. Kock’s study of 
process improvement using a remote collaboration tool showed that the flexibility provided by such 
an approach significantly improved stakeholder involvement in the process (Kock, 2001a). As 
insufficient stakeholder involvement, especially from management, has been identified as a key 
reason for the failure of business process improvement projects (Den Hengst & De Vreede, 2004), the 
use of a tool such as proposed in this thesis could therefore also increase the involvement of 
stakeholders in the modelling process and ultimately reduce the likelihood of such projects to fail. 
Secondly, the findings also have implications for virtual environments research. It has been suggested 
before that virtual environments need to be fully described in research in order to make any empirical 
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findings comparable (Smith et al., 1999), but many studies still treat virtual environments as a ‘black 
box’ that has inherent affordances. The findings presented in this thesis give further credence to the 
view that the affordances of virtual environments can be constrained by the interface and can 
therefore vary between different virtual environment systems. Studies investigating virtual 
environments empirically should therefore take more care to describe what capabilities the system 
they studied offered both in terms of simulation and of interface. They should also consider the 
constraints the interface puts on the suggested affordances when discussing their findings. Only in 
doing so can the varied findings concerning virtual environment capabilities eventually be 
consolidated, compared and integrated. 
Furthermore, while many studies of collaborative virtual environments mention the capabilities of 
these systems to support more efficient communication behaviours (e.g. Dodds et al., 2010; Montoya 
et al., 2011), little empirical research has been done on what these behaviours are and how they are 
supported by the technology (Bente & Krämer, 2011). This makes it difficult to consistently replicate 
benefits of virtual environment systems that are observed in research environments within a real-
world application of these technologies, for example for business use. Bateman et al. (Bateman, Pike, 
Berente & Hansen, 2012) consequently report that “much of the business community has either 
moved on from the hype of VWs [Virtual Worlds] or struggles to understand whether value can be 
obtained by using VWs.” A better understanding of the mapping from virtual environment features 
and interface features of these systems to specific outcomes would improve upon this situation in two 
ways. Firstly, businesses could analyse which capabilities of a virtual environment address the problem 
they want to solve and they could therefore better evaluate the potential usefulness of such a system. 
Secondly, the findings of studies could be more consistently replicated by understanding which 
features the virtual environment must support in both simulation and interface to achieve the desired 
outcomes. From these understandings, virtual environment systems that are more effective and 
useful could be built and subsequently deployed in organizations. The studies described in this thesis 
contribute to such an understanding by providing empirical evidence of how specific features of 
avatars provide visual cues that facilitate both communication and coordination behaviours in virtual 
environments.  
These implications also extend to the practice of computer-supported collaborative work. Tools that 
support remote collaboration could benefit from supporting visual cues through embodiment to 
overcome existing issues with seams in collaboration (Barnard et al., 1996; e.g. Gaver, 1992; Ishii et 
al., 1994). 
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Overall, the analysis, design and evaluation of the prototype system has created knowledge that can 
aid both researchers and practitioners to create more effective technological support for 
collaboration. However, these implications also motivate further research, as will be discussed in the 
next section. 
8.2 Future Research Opportunities 
As most research does, the answers to the research questions also point to further venues of 
investigation. Firstly, the research presented in this thesis had limitations in scope and validity that 
should be addressed in future research. 
To this end, the evaluation of the prototype should be replicated in other settings, especially a natural 
work environment and with different populations, especially professional process modellers. Studies 
that investigate process model creation, rather than validation, should also be performed to gain 
additional insights into both the process of process modelling and the effect of tools to support it. 
Direct experimental comparisons with existing tools that are already in use should be performed as 
well. These extensions of the evaluation should result in raising the external and ecological validity of 
the findings presented in this thesis considerably. 
To increase the understanding of how visual cues affect collaboration in process modelling, 
interactions with model size should be investigated further. As the usefulness of visual cues increases 
with linguistic complexity, it would be useful to understand when, i.e. from which model size on, it 
makes sense to invest in support for visual cues. 
The ability of the proposed system to support collaboration among groups of different sizes should 
also be investigated, as process modelling projects will vary in size based on the size of the 
organization that runs the project and the number of stakeholders involved in the process.  
Furthermore, while an immersive interface has been designed and implemented to address the 
interface issues identified in the evaluations of the prototype tool, an empirical evaluation is needed 
to demonstrate that this design actually solves the observed issues. It also needs to be evaluated if 
and how such a substantially different interface affects the process of process modelling. Another 
study should therefore be executed to see whether the proposed immersive interface can overcome 
the limitations of the desktop interface while providing the benefits confirmed in the second study. 
This could be done by a mainly qualitative study similar to the analysis of the pilot experiment. A 
modified study design to perform this study has been included in Appendix 4. 
Following this study, the experimental setup presented in this thesis should be replicated in order to 
quantitatively compare the effects of the proposed immersive interface and the desktop-based 
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interface on the process of process modelling and to confirm whether the proposed design is both 
useable and effective. 
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Appendices  
Appendix 1A – Task Description 
Task Description: 
Your team needs to collaborate on validating the given process model.  That means your team has to 
check whether the given model to the best of their knowledge faithfully represents the process it is 
supposed to describe. Each team member will work on a desktop computer running a client of BPM 
Virtual Modeller.  
During the experiment you will not be allowed to communicate with team members any other way 
than via the prototype. The team will be given a complex process model that has been validated by a 
domain expert. We have added 3 syntactic errors as well as 3 semantic errors to it.  
 Syntactic errors in some way break grammar rules (of BPMN in this case) but could still represent the 
process correctly. Such errors would include missing start and end-events, deadlocks (a combination 
of mismatching splits and joins that prevents the process from finishing) and using tasks for 
representing states instead of activities.  
 Semantic errors are when the grammar is used correctly but the process that is shown in the model is 
not equivalent to the process it is supposed to represent. Such errors include wrong sequencing, 
wrong connections, activities that are not part of the represented process or wrong role assignments.  
We will measure the total time the team takes to finish task c) and d) described in the following. In 
detail, you will be asked to:  
A. Complete the Pre-Test Questionnaire 
This questionnaire will capture data that is of relevance for statistical analysis of the experiment results. 
B. Complete a short tutorial 
A tutorial will explain all major features of the modelling tool to you. This is to ensure that your 
performance is not influenced mainly by unfamiliarity with the tool. The time you take to complete the 
tutorial will be measured.  This is done for statistical data analysis purposes and will not influence your 
performance score. 
C. Identify all errors  
For this all members of the team have to mark an error as error in their tool in order for the error to be 
counted as “identified”. Each team member will have to select the model part in question and press the 
‘Mark as Error’-button in the GUI. This will require some form of agreement and coordination between 
team members, as can reasonably be expected in a real-world process validation.  
D. Correct all errors 
The team then has to correct the errors by editing the model. All elements of the original model will be 
locked initially. A model element will be unlocked and can be edited once it has been flagged as error by 
all team members. This is not necessary for elements that have been created by team members during the 
experiment. All changes have to be approved by all team members. You can approve changes made to a 
model element by selecting it and pressing the ‘Approve’-button in the top-right. The list below the 
approve button shows, what all the changes made to the selected model element are and who has 
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approved them already. Take care of approving all changes before moving on, because unapproved 
changes in the model will not be saved and therefore not be counted as corrected. 
E. Complete the Post-Test Questionnaire 
This questionnaire contains questions regarding your impression of working with the modelling tool. 
You have 45 minutes to find and correct all the errors, but you can finish before the time has passed. 
We will measure and record the time taken to finish tasks c) and d). We will also capture the final 
process model. You will then be asked to fill in a post-test questionnaire. 
 
Team performance: 
We will show the final process models to two expert modellers that work as independent judges to 
score the quality of corrections. They will give points for each error that has been correctly identified 
and points for each error that has been fixed (i.e. is equivalent to the error-free model). Wrongly 
identified errors will affect the score negatively. This will result in a model score. We can then 
establish a total measure of quality: model score / time. This measure will be used to evaluate the 
performance of each team in the experiment. 
  
Appendices - 197 
Appendix 1B – Hint Sheet 
Tips & Tricks 
Hint: This task requires team work and coordination, so talk to your team mates!  
Hint: The task description lists possible types of errors, so if you are out of ideas, read it again and look 
specifically for errors of one of the types described. 
Hint: Your team is assessed against the number of errors found, number of errors corrected and the 
time taken to do so, so keep an eye on the time! There is display indicating the duration of the 
experiment so far to the right of the experiment button. 
 
Reminder: Procedure to mark and correct an error 
Once you have found an error flag it by selecting the model element and pressing the flag button. A 
red border around the button indicates that you have flagged it. Discuss the error with your team 
mates and get them to flag the element if they agree. You will be able to see who has flagged the 
element by moving the mouse cursor over the flag button. When all participants have marked the 
element the button should turn red. This means you can now edit the element.  
 
Discuss with your team mates how to fix the error and then get one person to do the changes. Once 
the changes have been implemented, all other team members have to approve the changes. To do so 
they need to select the element in question. A list with changes done to the object should appear on 
the right side of the screen. To approve the changes every team member has to press the ‘Approve’-
button. If the button shows up green, then there is at least one change in the list that has not been 
approved by you. The list shows in more detail which action has been approved by which team 
member. 
 
Hint: The Experiment button in the top-center of the screen shows you the overall status of approval. 
If it is red, there are some changes somewhere in the diagram that have not been approved by every 
team member. If it is green, then everything has been approved. 
Appendices - 198 
 
Appendix 1C – Keyboard Layout Sheet 
 
 
Appendices - 199 
Appendix 1D – Pre-Test Questionnaire 
Pre-Test Questionnaire (1/4) 
Statistical 
What is your age? 
What is your gender? Male/female 
Is English your first language? Yes/no 
 
Pre-Test Questionnaire (2/4) 
Process Modelling Knowledge 
After exclusive choices, at most one alternative path is executed. True/false 
Exclusive choices can be used to model repetition. True/false 
Synchronization means that two activities are executed at the same time. True/false  
An inclusive OR can activate concurrent paths. True/false  
If two activities are concurrent, they have to be executed at the same time. True/false 
If an activity is modeled to be part of a loop, it has to be executed at least once. True/false 
Having an AND-split at the exit of a loop can lead to non-termination. True/false 
A deadlock is the result of an inappropriate combination of splits and joins. True/false 
Processes without loops cannot deadlock. True/false 
Both an AND-join or an XOR-join can be used as a correct counterpart of an OR-split. True/false  
How often do you encounter process models in practice? 
 never 
 less than once a month 
 more than once a month 
 daily 
When did you first work with process models in practice? 
 less than a month ago 
 less than a year ago 
 less than three years ago 
 more than three years ago 
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Pre-Test Questionnaire (3/4) 
Domain knowledge 
How well do you understand the process of human digestion? "not at all" - "very well" 
Which of the following organs is mainly involved in digestion? 
 brain 
 heart 
 lungs 
 stomach 
Which of the following is not absorbed by the digestive system? 
 carbohydrates 
 proteins 
 fats 
 fibre 
Which is unrelated to the process of digestion? 
 pepsinogen 
 hydrochloric acid 
 bile 
 urine 
Which one is a function of the pancreatic enzymes? 
 digest carbohydrates 
 regulate acidity of food 
 neutralize bad tastes 
 trigger movement of intestines 
Food that has a high Glycemic Index (GI)... 
 ...rapidly raises the glucose (sugar) level in the blood. 
 ...slowly raises the glucose (sugar) level in the blood. 
 ...rapidly lowers the glucose (sugar) level in the blood. 
 ...slowly lowers the glucose (sugar) level in the blood. 
 
Pre-Test Questionnaire (4/4) 
Virtual World Experience 
I feel competent in using a computer. "strongly disagree" - "strongly agree” 
For how many years have you been using computers? 
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On average, how many hours a day have you spent using a computer in the last year? 
How often do you play games that require navigating a 3-dimensional virtual space? 
 never 
 less than once a month 
 more than once a month 
 daily 
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Appendix 1E – Post-Test Questionnaire 
Post-Test Questionnaire (1/3) 
Subjective Cognitive Load 
I found the task difficult. "strongly disagree" - "strongly agree" 
I found operating the prototype difficult. "strongly disagree" - "strongly agree" 
I found communicating with other collaborators difficult. "strongly disagree" - "strongly agree" 
I found the diagram to be complex. "strongly disagree" - "strongly agree" 
I found the diagram to be difficult to understand. "strongly disagree" - "strongly agree" 
 
Post-Test Questionnaire (2/3) 
Cognitive Absorption 
Time appeared to go by very quickly when I was using the prototype. "strongly disagree" - "strongly 
agree" 
Sometimes I lost track of time when I was using the prototype. "strongly disagree" - "strongly agree" 
Time flew when I was using the prototype. "strongly disagree" - "strongly agree" 
While using the prototype, I was able to block out most other distractions. "strongly disagree" - 
"strongly agree" 
While using the prototype, I was absorbed in what I was doing. "strongly disagree" - "strongly agree" 
While using the prototype, I was immersed in the task I was performing. "strongly disagree" - 
"strongly agree" 
While using the prototype, I got distracted by other attentions very easily. "strongly disagree" - 
"strongly agree" 
While using the prototype, my attention did not get diverted very easily. "strongly disagree" - 
"strongly agree" 
I had fun interacting with the prototype. "strongly disagree" - "strongly agree" 
Using the prototype provided me with a lot of enjoyment. "strongly disagree" - "strongly agree" 
I enjoyed using the prototype. "strongly disagree" - "strongly agree" 
Using the prototype bored me. "strongly disagree" - "strongly agree" 
When using the prototype I felt in control. "strongly disagree" - "strongly agree" 
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I felt that I have no control over my interactions with the prototype. "strongly disagree" - "strongly 
agree" 
The prototype allowed me to control my computer interaction. "strongly disagree" - "strongly agree" 
 
Post-Test Questionnaire (3/3) 
Comments 
Comments about the tool 
Comments about the communication features 
Comments about the experiment 
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Appendix 2A – Process Description 
Process Description: 
The process of digestion begins with food. Seeing and thinking about food while the food is moved 
into the mouth triggers the secretion of a number of digestive fluids throughout the body.  These fluids 
include saliva in the mouth, digestive juices in the stomach, and aqueous alkaline solution, pancreatic 
juice and bile in the small intestine. Chewing the food cuts and mixes food and saliva into a pulp. The 
saliva begins to digest carbohydrates. At the same time food is swallowed to move the food pulp to 
the stomach.  
The stomach movement then mixes the food pulp with the digestive juices. The resulting mixture is 
referred to as chyme. The digestive juices start digesting proteins. At the same time the chyme is 
moved to the small intestine. The mixture is acidic at this stage. To neutralize it aqueous alkaline 
solution is secreted into the chyme and pancreatic juice and bile are added to the mixture. This 
accelerates existing digestion processes and begins the digestion of fats.  
Once the digestion of carbohydrates, proteins and fats has finished the products of the digestion are 
absorbed. The remaining waste is moved into the large intestine where water and salts are extracted 
from it. What remains after that is removed from the body by excretion.  
While the food waste is moved into the large intestine the materials that have been absorbed after 
the digestion of carbohydrates, proteins and fats are transported to the liver, where they are 
detoxified. Afterwards the materials are processed. The nutrients are then transported to cells 
throughout the body via the bloodstream. 
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Appendix 3A – Correlation Analysis of Dependent Variables 
  
Experiment 
Duration 
Errors Found Errors Fixed 
Gender Ratio Pearson Correlation .367* -.163 -.147 
Sig. (2-tailed) .017 .303 .352 
Non-Native Ratio Pearson Correlation .419** .336* .054 
Sig. (2-tailed) .006 .030 .735 
Team Familiarity Pearson Correlation .230 .073 -.116 
Sig. (2-tailed) .143 .648 .466 
Age (Mean) Pearson Correlation -.118 .270 .199 
Sig. (2-tailed) .456 .084 .207 
Age (Min) Pearson Correlation .005 .330* .216 
Sig. (2-tailed) .973 .033 .170 
Age (Max) Pearson Correlation -.231 .155 .151 
Sig. (2-tailed) .141 .326 .341 
Process Modelling Intensity (Mean) Pearson Correlation .411** .090 -.171 
Sig. (2-tailed) .007 .572 .278 
Process Modelling Intensity (Min) Pearson Correlation .137 .220 -.005 
Sig. (2-tailed) .386 .161 .977 
Process Modelling Intensity (Max) Pearson Correlation .393* -.168 -.206 
Sig. (2-tailed) .010 .287 .190 
Process Modelling Experience 
(Mean) 
Pearson Correlation .036 .035 .017 
Sig. (2-tailed) .823 .824 .915 
Process Modelling Experience 
(Min) 
Pearson Correlation -.036 -.044 .039 
Sig. (2-tailed) .823 .781 .806 
Process Modelling Experience 
(Max) 
Pearson Correlation .090 .066 -.146 
Sig. (2-tailed) .570 .679 .357 
Domain Knowledge (Mean) Pearson Correlation -.241 .022 .255 
Sig. (2-tailed) .124 .892 .103 
Domain Knowledge (Min) Pearson Correlation -.169 -.139 -.018 
Sig. (2-tailed) .285 .381 .910 
Domain Knowledge (Max) Pearson Correlation -.280 .071 .211 
Sig. (2-tailed) .072 .655 .179 
Subjective Computer Skill (Mean) Pearson Correlation -.188 -.003 .206 
Sig. (2-tailed) .234 .987 .190 
Subjective Computer Skill (Min) Pearson Correlation -.217 -.149 .030 
Sig. (2-tailed) .167 .346 .851 
Subjective Computer Skill (Max) Pearson Correlation -.034 .285 .392* 
Sig. (2-tailed) .829 .067 .010 
Computer Experience (Years) 
(Mean) 
Pearson Correlation -.231 .097 .163 
Sig. (2-tailed) .141 .543 .303 
Computer Experience (Years) 
(Min) 
Pearson Correlation .050 .247 .157 
Sig. (2-tailed) .752 .115 .322 
Computer Experience (Years) 
(Max) 
Pearson Correlation -.405** -.003 .116 
Sig. (2-tailed) .008 .984 .465 
Computer Use Daily (Hours) 
(Mean) 
Pearson Correlation .171 .132 -.145 
Sig. (2-tailed) .280 .404 .360 
Computer Use Daily (Hours) (Min) Pearson Correlation -.051 .164 .229 
Sig. (2-tailed) .749 .299 .144 
Computer Use Daily (Hours) (Max) Pearson Correlation .171 .131 -.149 
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Sig. (2-tailed) .279 .409 .347 
3D Game Experience (Mean) Pearson Correlation -.231 .222 .300 
Sig. (2-tailed) .140 .158 .054 
3D Game Experience (Min) Pearson Correlation -.273 .348* .367* 
Sig. (2-tailed) .081 .024 .017 
3D Game Experience (Max) Pearson Correlation -.118 .002 .115 
Sig. (2-tailed) .456 .990 .470 
Table 37: Correlations of control variables with dependent variables 
Appendix 3B – Correlation Analysis of Experiment Duration 
  
Experiment Duration 
Native 
Speaker Team 
Non-Native 
Speaker Team 
Female Ratio Pearson Correlation .469** -.267 
Sig. (2-tailed) .008 .427 
Familiarity Pearson Correlation .480** -.096 
Sig. (2-tailed) .006 .779 
Age (Mean) Pearson Correlation -.342 .485 
Sig. (2-tailed) .059 .131 
Age (Min) Pearson Correlation -.214 .431 
Sig. (2-tailed) .248 .185 
Age (Max) Pearson Correlation -.400* .504 
Sig. (2-tailed) .026 .114 
Process Modelling 
Intensity (Mean) 
Pearson Correlation .463** .102 
Sig. (2-tailed) .009 .766 
Process Modelling 
Intensity (Min) 
Pearson Correlation .161 .308 
Sig. (2-tailed) .388 .357 
Process Modelling 
Intensity (Max) 
Pearson Correlation .430* -.210 
Sig. (2-tailed) .016 .536 
Process Modelling 
Experience (Mean) 
Pearson Correlation -.005 .137 
Sig. (2-tailed) .977 .687 
Process Modelling 
Experience (Min) 
Pearson Correlation .027 .191 
Sig. (2-tailed) .886 .575 
Process Modelling 
Experience (Max) 
Pearson Correlation .066 -.259 
Sig. (2-tailed) .725 .442 
Domain Knowledge (Mean) Pearson Correlation -.209 -.287 
Sig. (2-tailed) .259 .393 
Domain Knowledge (Min) Pearson Correlation -.109 -.220 
Sig. (2-tailed) .560 .516 
Domain Knowledge (Max) Pearson Correlation -.272 -.420 
Sig. (2-tailed) .139 .199 
Subjective Computer Skill 
(Mean) 
Pearson Correlation -.019 .014 
Sig. (2-tailed) .921 .967 
Subjective Computer Skill 
(Min) 
Pearson Correlation .024 -.040 
Sig. (2-tailed) .896 .906 
Subjective Computer Skill 
(Max) 
Pearson Correlation -.047 -.356 
Sig. (2-tailed) .804 .283 
Computer Experience 
(Years) (Mean) 
Pearson Correlation -.118 .240 
Sig. (2-tailed) .528 .478 
Computer Experience 
(Years) (Min) 
Pearson Correlation .180 .250 
Sig. (2-tailed) .331 .459 
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Computer Experience 
(Years) (Max) 
Pearson Correlation -.379* .185 
Sig. (2-tailed) .036 .585 
Computer Use Daily 
(Hours) (Mean) 
Pearson Correlation .113 .244 
Sig. (2-tailed) .544 .469 
Computer Use Daily 
(Hours) (Min) 
Pearson Correlation -.142 .440 
Sig. (2-tailed) .446 .176 
Computer Use Daily 
(Hours) (Max) 
Pearson Correlation .145 .242 
Sig. (2-tailed) .437 .474 
Game Experience (Mean) Pearson Correlation -.176 .195 
Sig. (2-tailed) .344 .566 
Game Experience (Min) Pearson Correlation -.215 -.030 
Sig. (2-tailed) .245 .931 
Game Experience (Max) Pearson Correlation -.056 .343 
Sig. (2-tailed) .766 .302 
Table 38: Correlation Analysis for Experiment Duration in sub-groups 
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Appendix 4 – Study Setup for Evaluation of Immersive Interface 
Goals 
This study is again of a more formative nature. The goal of this evaluation is to investigate the effect 
of immersive interfaces on the process of remote collaborative process modelling. The results of the 
previous two studies showed issues with the usability of the tool and the field-of-view. In addition, 
some visual cues used for communication and awareness, such as body posture, are not consciously 
used and therefore do not appear to be used in desktop-based virtual environments (Guye-vuillème 
et al., 1999). Using a head-mounted display and real-time motion-capture to create an immersive 
interface should overcome these limitations as described in the Immersive Interface Design section 
(Section 6.2). This study observes how participants make use of this new interface and thereby should 
demonstrate if the interface improves upon the issues observed previously. 
Design 
The design of this study follows the design of the previous experiments closely, except that there is 
only one treatment group. The participants use the virtual environment with an avatar that is 
animated in real-time using a Microsoft Kinect and use the Oculus Rift head-mounted display. 
Specifically, this study analyses the interactions between group members, as done in the post-hoc 
analysis of the pilot experiment, to see if the predicted additional visual cues work better in this 
configuration than in the pilot experiment. 
Propositions 
Using this setup, participants should be able to gesture intuitively within the virtual environment and 
look around. The head-mounted display should enable them to see visual cues more often, due to the 
hugely increased field-of-view. Furthermore, it should enable them to build a persistent mental 
representation of the virtual environment, reducing search time for the avatars of remote users. For 
these reasons, awareness information that was difficult to access using the desktop interface should 
now be more easily available to the participants. 
Furthermore, due to the use of the Microsoft Kinect for body tracking, participants should be able to 
use additional visual cues, such as a team member’s body language, to improve their awareness and 
facilitate communication and coordination. 
Measures 
The study uses the same measures as in Experiment 2. In addition, a question about previous usage 
of the Oculus Rift or similar head-mounted displays is added to the pre-test questionnaire. Additional 
subjective and open-ended questions are added to the post-test questionnaire to be able to 
investigate the user experience of using the immersive interface. 
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Materials 
The materials used are the same as in Experiment 2. 
Subjects 
To avoid extraneous influences on the results, the study subjects should again be students from 
engineering and information technology courses. 
Procedures 
One major problem that has to be addressed in this study is the high risk of motion sickness associated 
with the head-mounted display. To ensure the safety and wellbeing of participants, several changes 
to the procedures should be made. However, given the goal of this study, these changes are not 
expected to affect the validity of the findings negatively. 
As in the previous studies, student volunteers are recruited. However, the incentives for performance 
and participation have been dropped as performance of the team is not investigated for this study. 
This is done to ensure that participants do not ignore adverse physical effects of the interface to go 
through the experiment for financial reasons.  
After the participants finish the tutorial, a 10 minute break is imposed, during which participants are 
asked to take off the head-mounted display. 
The participants then receive a process description to read. Once they have read the description, the 
descriptions are collected by the experimenter. This is done to prevent participants from dividing their 
attention between real and virtual space. Doing so would require them to remove the head-mounted 
display to re-read the task description and thus would render them unable to perceive visual cues 
simultaneously. While this difference in procedure is likely to affect the outcome of the collaboration 
in terms of number of errors found and number of errors fixed, it should not affect the process in 
terms of use of visual cues. 
The participants are then asked to put on the head-mounted display again to start collaborating on 
the task. They are asked to find errors in a flow chart, which is displayed inside the virtual environment. 
The duration of the experiment was reduced to 15 minutes in order to minimize the risk of negatively 
affecting the wellbeing of participants due to long exposure to virtual reality. Seeing that teams in any 
of the conditions of the previous experiments found more than two errors on average after 15 
minutes, this time frame is considered long enough to observe the use of visual cues.  
During the tutorial and the experiment, the experimenter periodically checks verbally whether 
participants are feeling unwell. Once the experiment ends, participants fill in a post-test questionnaire. 
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Summary 
The design for an evaluation episode presented in this appendix should enable an evaluation of 
whether the improved interface design reduces the issues with the interface of the prototype tool 
described in earlier evaluations. 
