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Abstract
Massive stars end their life in an energetic explosion called a core-collapse supernova. In such a supernova, neu-
trinos are produced in copious number and their interactions with matter play a major role for the supernova
dynamics, the observable neutrino signal, and the conditions for nucleosynthesis. In supernova simulations,
neutrino reactions involving interacting nucleons (like bremsstrahlung, inelastic scattering, and the modified
Urca process) are typically described by simple models, including the one-pion-exchange (OPE) approximation
for nucleon-nucleon interactions, or not implemented in the case of inelastic scattering.
In this thesis, we extend the formalism to go beyond these approximations. We derive expressions for the structure
factor considering neutral-current reactions in non-degenerate mixtures of neutrons and protons, an expression
that combines the effect of nucleon-nucleon interactions and nuclear recoil in non-degenerate pure neutron matter,
and a structure factor for charged-current processes involving interacting nucleons. In mixtures of neutrons and
protons, our calculations based on chiral effective field theory (EFT) interactions show a reduction of neutrino
interaction rates by a factor of two compared to the OPE approximation at typical neutrinosphere densities (1012−
1013 g cm−3) and beyond. This agrees with earlier work in pure neutron matter. Calculations beyond the Born
approximation based on phase shifts extracted from experiment show a similar reduction at these densities, but a
large enhancement at lower densities, especially for small energy transfer. We trace this effect to the large scattering
lengths in the two-nucleon sector and the fact that supernova matter at subnuclear densities behaves similar to a
resonant Fermi gas. In collaboration with astrophysicists, we have investigated the impact of our improved rates
on the neutrino signal and the supernova dynamics using two different approaches: detailed rates to post-process
profiles obtained in simulations as well as a simple approximation of our results that is directly implemented in
a simulation. We find minor changes in the neutrino emission with a shift of luminosities from heavy-lepton to
electron neutrinos, harder neutrino spectra, and somewhat delayed cooling of the proto-neutron star.
Three-body forces occur naturally in the framework of chiral EFT and were shown to be important in nuclear
structure calculations. We present first results for neutrino rates in non-degenerate matter that include three-body
interactions. In pure neutron matter, we find a significant increase of the rates and opacities compared to the chiral
results only including two-body forces, both at next-to–next-to–leading order and (to a lesser extent) at next-to–
next-to–next-to–leading order. Our results show smaller effects in mixtures. In addition, we look at scattering
reactions, where the long-wavelength limit of the structure factor is found to work well when calculating opacities,
but not the energy transfer. Compared to nuclear recoil, interactions have a significant impact on the energy
transfer especially for low-energy neutrinos in high-density, high-temperature environments. Our first results for
the charged-current spin relaxation rate show trends similar to the neutral-current case. Finally, we outline open
questions and remaining steps towards a consistent description of neutrino-nucleon interactions based on modern
nuclear forces.
Cover picture: Supernova remnant Simeis 147, composite of LRGB data and narrowband hydrogen-alpha data (red).
The remnant is estimated to be 3 000 light-years away and 150 light-years in diameter. Light from
the corresponding supernova reached Earth around 40 000 years ago [1,2].
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Zusammenfassung
Kernkollaps-Supernovae sind energetische Explosionen, die das Ende massereicher Sterne markieren und in deren
Verlauf eine Vielzahl von Neutrinos erzeugt wird. Die Wechselwirkung von Neutrinos mit der umgebenden Materie
spielt eine wichtige Rolle für die Dynamik der Supernova, das messbare Neutrinosignal und die Nukleosynthese-
Prozesse. Für einige Wechselwirkungsprozesse, beispielsweise Bremsstrahlung, inelastische Streuung und den
modifizierten Urca-Prozess, sind miteinander wechselwirkende Nukleonen besonders wichtig. In Supernova-
Simulationen werden diese Prozesse basierend auf vereinfachten Modellen wie der Ein-Pion-Austausch-Näherung
für die Nukleon-Nukleon-Wechselwirkung beschrieben oder im Fall der inelastischen Streuung gar nicht berück-
sichtigt.
In dieser Arbeit erweitern wir den bestehenden Formalismus und gehen über diese Näherungen hinaus. Wir berech-
nen Ausdrücke für die Strukturfunktion für Neutrino-Wechselwirkungsprozesse mit neutralen Strömen, die im Fall
nicht-entarteter Mischungen aus Protonen und Neutronen gültig sind bzw. in Neutronenmaterie die Effekte von
Nukleon-Nukleon-Wechselwirkungen und Rückstoß kombinieren. Darüber hinaus leiten wir einen Ausdruck für
die Strukturfunktion für Prozesse mit geladenen Strömen her, an denen miteinander wechselwirkende Nukleonen
beteiligt sind. Unsere Rechnungen basierend auf Wechselwirkungen, die durch die chirale effektive Feldtheorie
(EFT) beschrieben werden, zeigen in Mischungen aus Protonen und Neutronen eine Halbierung der Neutrino-
Wechselwirkungsraten verglichen mit Rechnungen in der Ein-Pion-Austausch-Näherung für Dichten, die für die
Neutrinosphären typisch sind (1012 − 1013 g cm−3), sowie bei höheren Dichten. Dies stimmt mit früheren Ergeb-
nissen in Neutronenmaterie überein. Rechnungen basierend auf Streuphasen, die aus experimentellen Daten ex-
trahiert wurden, gehen über die Born-Näherung hinaus und zeigen eine ähnliche Reduktion bei hohen Dichten,
aber eine deutliche Steigerung bei niedrigen Dichten, insbesondere für kleine Energieüberträge. Wir führen diesen
Effekt darauf zurück, dass die Streulängen im Zwei-Nukleon-Sektor groß sind und sich Supernova-Materie bei
kleinen Dichten wie ein resonantes Fermi-Gas verhält. Der Einfluss unserer verbesserten Raten auf die Neutrino-
Emission und die Dynamik von Supernovae werden in Zusammenarbeit mit Astrophysikern auf zwei Arten unter-
sucht: Wir verwenden detaillierte Tabellen unserer Ergebnisse, um nachträglich die Neutrinoraten entlang von in
Supernova-Simulationen generierten Profilen zu berechnen, sowie einen ungefähren Korrekturfaktor, der direkt in
einer Simulation implementiert wird. Wir finden geringe Änderungen der Neutrino-Emission in Form einer Ver-
schiebung der Luminosität von Myon- und Tau- zu Elektron-Neutrinos und härterer Neutrinospektren sowie eine
leichte Verzögerung der Proto-Neutronenstern-Abkühlung.
Die chirale EFT sagt auch Dreiteilchenkräfte voraus, deren Bedeutung in Kernstruktur-Rechnungen gezeigt
wurde. Wir präsentieren erstmals Ergebnisse für Neutrino-Wechselwirkungsraten mit Dreiteilchenkräften in nicht-
entarteter Materie. In Neutronenmaterie finden wir sowohl in dritter als auch (in geringerem Maße) in vierter
Ordnung der chiralen Entwicklung eine starke Zunahme der Wechselwirkungsraten und Opazitäten relativ zu
Rechnungen, die nur chirale Zweiteilchenkräfte enthalten. Der Einfluss von Dreiteilchenkräften in Mischungen
aus Protonen und Neutronen ist hingegen deutlich geringer. Zusätzlich betrachten wir inelastische Streuung und
zeigen, dass der Grenzfall großer Wellenlängen für die Strukturfunktion zwar für die Berechnung von Opazitäten,
aber nicht für die des Energieübertrags eine gute Näherung darstellt. Nukleon-Nukleon-Wechselwirkungen spielen
verglichen zum Energieübertrag durch Rückstoß vor allem eine Rolle für Neutrinos mit niedriger Energie in dichten,
heißen Umgebungen. Unsere ersten Ergebnisse für die Spin-Relaxationsrate in Prozessen mit geladenen Strömen
zeigen Trends, die denen für Prozesse mit neutralen Strömen ähnlich sind. Abschließend skizzieren wir offene Fra-
gen und verbleibende Schritte hin zu einer konsistenten Beschreibung von Neutrino-Nukleon-Wechselwirkungen
basierend auf modernen Kernkräften.
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1 Introduction and Motivation
Once a massive star runs out of fuel and reaches the end of its lifetime, it turns into an enormous explosion, a
so-called core-collapse supernova. Over the course of a few minutes this explosion releases more energy than
our sun emits over its whole lifetime of 10 billion years. After burning hydrogen for millions of years, collapse
and explosion happen on a sub-second timescale. With temperatures reaching several hundred billion Kelvin and
densities beyond nuclear saturation density, supernovae are truly extreme events. They therefore provide a unique
“laboratory” for matter under extreme conditions as we cannot reproduce these conditions on Earth.
Being such energetic explosions, nearby supernovae are visible to the naked eye. There is evidence for Chinese
sightings of supernovae as far back as 185 CE and there might be accounts of even earlier records in indigenous
traditions [3]. The supernova recorded in 1006 in various countries was the brightest ever recorded, multiple times
as bright as Venus [4]. In 1054, another supernova was visible on Earth. It was recorded by Chinese, Japanese and
Arab astronomers and its remnant is now known as the Crab Nebula (Fig. 1.1 a). Both Tycho Brahe (in 1572) and
Johannes Kepler (in 1604) observed and described supernovae. The closest observed supernova since then was
SN1987A (Fig. 1.1 b,c) in the nearby Large Magellanic Cloud.
(a) Crab Nebula [5] (b) After (left) and before (right) SN1987A [6] (c) SN 1987A remnant [7]
Figure 1.1: The remnant of a supernova observed in 1054, also known as Crab Nebula, the nearby supernova
SN1987A in the Large Magellanic Cloud before and after the explosion and its remnant as seen by
the Hubble Space Telescope in 2011.
Supernovae are also an important nucleosynthesis site: During the explosion, heavy elements are created and
subsequently thrown into space. Over several generations of supernovae, the interstellar medium is enriched with
these elements, forming the ingredients necessary for rock planets like our Earth and the building blocks of life.
Hence, supernovae are one piece of the puzzle of “Where do we come from?”.
Because of all of that, we would like to understand the supernova mechanism. Since experiments in the lab are
unfeasible, we are limited to observations and simulations. Unfortunately, supernovae are rather rare. While we
observe hundreds per year, almost all of them are too far away for detailed measurements. We could learn a lot
more from a galactic supernova, but none was observed since the one seen by Kepler. In addition, these are complex
systems that will not be understood from observation alone. As the laws of physics are universal, we can combine
our best theoretical models (that have been tested against experiment where possible) into numerical simulations.
Currently, these simulations do not match the observations. They are limited by computational resources and the
quality of theory input.
Neutrinos are a different kind of extreme: They are elementary particles with less than a millionth of the mass
of an electron that travel at nearly the speed of light. Here on Earth, about 100 billion neutrinos pass through
7
Figure 1.2: Super-Kamiokande neutrino detector in 1996, only partially filled with water. Note the rubber boat for
scale [8].
an area the size of a fingernail – every second. Yet they interact so weakly, we do not notice them. About once
in a person’s lifetime, a neutrino will interact with an atom in their body [9]. Therefore, we have to build huge
detectors: Super-Kamiokande (Fig. 1.2) holds 50 000 tons of ultrapure water, is equipped with more than 11 000
photo detectors and was built 1 000 meters below the surface to shield it from background radiation. It sees about
one neutrino every hour [10].
In core-collapse supernovae, matter is much denser than in our bodies or detectors and the number of neutri-
nos emitted is comparable to the number of atoms in the sun. Hence, neutrino-matter interactions happen
frequently. As neutrinos carry away 99% of the energy, these interactions are crucial to the supernova dynam-
ics (see Section 2.1) and therefore need to be taken into account in supernova simulations. Neutrino interactions
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Figure 1.3: This work is located at the intersection of nuclear, particle and astrophysics. The results are applied
in supernova simulations, with the goal to improve on older, more simplified descriptions of neutrino-
nucleon interactions.
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with interacting nucleons are currently only included based on a very simplistic nuclear interaction, one-pion ex-
change. In this thesis, we expand the formalism to go beyond this approximation, use modern nuclear forces to
calculate updated interaction rates and evaluate their impact on supernova simulations.
Since this work is located at the intersection of nuclear physics, particle physics, and astrophysics (Fig. 1.3), the
first chapters are meant as an introduction, providing an overview of the physics connected to or surrounding the
subject of this thesis on a fairly introductory level. In Chapter 2, properties of supernovae and the role of neutrino
interactions are discussed. Chapter 3 gives an introduction to quantum chromodynamics (QCD), chiral effective
field theory, and the T-matrix formalism, which are the basis for nuclear interactions used in this work.
We derive a structure factor expression for neutral-current neutrino interactions in mixtures of protons and neutrons
in Chapter 4 and present results for the interaction rates and absorption opacities, including first results with three-
body forces. The impact of these calculations on supernovae are explored in Chapter 5. In Chapter 6, we focus
on scattering reactions, derive a structure factor expression that combines recoil and nucleon-nucleon interactions,
and show results for opacities and the energy transfer per collision. Charged-current reactions are discussed in
Chapter 7. Finally, we summarize our results in Chapter 8 and give an overview of open questions. Implementation
details are provided in Appendix A.
Throughout this thesis, natural units are used, i. e., ħh = c = kB = 1. For calculations of rates, we take the neutron
and proton masses to be equal, and neglect effective mass effects for these first calculations.
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2 Core-Collapse Supernovae and Neutrino
Interactions
Supernovae are powerful and luminous astrophysical events marking the end of certain types of stars. Two main
types have to be distinguished: Thermonuclear supernovae (called “Type Ia” for historical reasons) happen when
white dwarfs gain mass and reach an upper limit, the so-called Chandrasekhar mass.
In this thesis, we concentrate on the other type, core-collapse supernovae (CCSN). They are about three times as
frequent as thermonuclear supernovae [11] and powered by the release of gravitational energy rather than nuclear
fusion. In our galaxy, two to three supernovae are expected every century. In the whole universe, the supernova
rate is estimated to be about five per second [11]. From observations it is estimated that the explosion energy, i. e.,
kinetic and electromagnetic energy, is in the order of 1051 erg
 
= 1044 J = 1B (Bethe) = 1 foe (ten to the fifty-one
erg)

, with hundred times that energy carried away in neutrinos. Observations also show asymmetric remnants
and neutron stars with large velocities, implying that explosions tend to be asymmetrical.
2.1 Explosion Mechanism and the Role of Neutrinos
In massive stars, nuclear fusion creates an onion-like structure of burning layers with an iron core that is initially
stabilized against gravity mostly by electron degeneracy pressure. However, electrons are captured either on pro-
tons or ions, converting protons to neutrons while producing neutrinos that escape the system, carrying away
energy and inhibiting the reverse reaction. In addition to this deleptonization, in the shell around the iron core, sil-
icon is still converted to iron, increasing the mass of the core and bringing it closer to the so-called Chandrasekhar
limit. Neglecting rotation and temperature effects, a core with equal number of protons and neutrons is stable up
to a mass of MCh = 1.457 M⊙, where M⊙ is the mass of our sun.
The effective Chandrasekhar mass depends on the electron fraction and entropy profiles [12] and is proportional
to Y 2
e
, where Ye is the ratio of electrons to baryons. In a medium of protons, neutrons, and electrons, the electron
fraction is given by Ye = np/(nn + np) due to charge neutrality, with neutron and proton densities nn,p . Electron
captures reduce Ye. Eventually the core will be too massive to support its own weight against gravitational collapse.
Within less than a second, the 1000 km-radius core collapses to an object with a radius of a few ten kilometers. At
that point, the density is higher than inside a nucleus. The repulsive short-distance interaction between nucleons
dominates and prevents the core from further collapse.
Infalling material bounces off the now-stiff core and launches a shock wave that propagates outwards, while more
and more material falls in (Figure 2.1). Initially, it was thought that this shock wave would disrupt the star and
lead to the explosion. Further analysis, however, showed that while the shock travels through the outer core, it
dissociates the iron and nickel, losing its energy. In addition, electron capture on protons produces neutrinos that
are trapped but escape once the shock reaches lower-density regions, carrying away energy. Eventually, a standing
shock at about 100− 200km radius is formed [12].
Colgate and White [14] were the first to suggest that most of the released binding energy is carried away in the
form of neutrinos and this provides an energy source for the explosion if some of the about 1058 neutrinos [15]
are absorbed on their way out. In 1985, Bethe and Wilson [16] formulated the so-called delayed neutrino-heating
mechanism: Behind the shock, a region develops where neutrino absorption dominates over emission. This net
neutrino heating in the so-called gain region increases the entropy behind the shock and thus revives it. The gain
radius, i. e., the border between the cooling and heating region, can be estimated from the dominant charged-
current neutrino reactions, p+ e−↔ n+ νe and n+ e+↔ p+ νe (cf. Section 2.2). The neutrino absorption scales
with the neutrino energy Eν like Eν
2 while the emission rate is proportional to T 6, where T is the temperature,
producing an interface where both rates are equal [17].
The amount of heating depends on the time material spends in the gain region. If the material further in is
heated more, it expands and becomes lighter than the material on top of it, leading to a Rayleigh-Taylor instability
11
proto-neutron star
ν
ν
ν ν
ν ν
ν
shock wave
accretion
ν-heating
Figure 2.1: The situation after core-bounce: The collapsed core (black) formed a proto-neutron star, the shock wave
(green) has encountered incoming material (blue), lost its energy through dissociation and has stalled.
Material keeps falling in. Inside the proto-neutron star, neutrinos (red) are produced that can escape
from the outer parts. While most neutrinos escape the system, some are absorbed in the gain region,
depositing energy behind the shock and thus reviving the explosion. Not shown is the gain radius some-
where inside the shock wave. From [13], colored.
and thus turbulence. This neutrino-driven convection, visible as high-entropy plumes and low-entropy downflows
(cf. Fig. 2.6), increases the gain region and leads to longer heating timescales and hence enhanced heating effi-
ciency [11,17]. Turbulences can also provide additional outward radial pressure on the shock [18]. One particular
source of turbulence is the standing accretion shock instability (SASI) [19, 20], an instability of the shock wave
itself.
Most one-dimensional (i. e., spherically symmetric) simulations with state-of-the-art neutrino treatment fail to
explode [21]. In spherically symmetric models, the inflow of matter cannot continue once the explosion sets off. In
addition, multi-dimensional effects such as turbulence and buoyancy are neglected. In two- and three-dimensional
simulations which include these effects, the delayed neutrino-heating mechanism is able to explode massive stars
and is currently the most likely mechanism for normal core-collapse supernovae [17, 18, 22]. Nevertheless, as
state-of-the-art simulations tend to underpredict the explosion energy (see Section 2.5), alternative mechanisms
are called for by members of the community, e. g., in Ref. [23]. Candidates include mechanisms based on rapid
rotation and strong magnetic fields, phase transitions, jets, and acoustic oscillations [17].
The collapsed core forms a so-called proto-neutron star, a very hot and dense object that stays gravitationally
bound. For the first few seconds, this object will cool via neutrino emission. Afterwards, it will continue to cool
down by emitting electromagnetic radiation, forming a neutron star. The formation of a black hole is also possible,
either directly or delayed [24]. If the shock cannot be revived by neutrinos, no explosion happens and a black hole
is formed instead (failed supernova). Alternatively, after the proto-neutron star forms, some of the material that
was accelerated away by the blast might still be gravitationally bound. It will eventually fall back on the neutron
star which might in turn exceed its maximum mass and collapse to a black hole.
2.2 Neutrino Reactions
As discussed in the previous section, neutrino reactions play a key role in supernovae. In this section, we provide
an overview of relevant reactions.
The most frequent reactions are scattering reactions which can happen on all weakly interacting particles: nucleons
(N), electrons and positrons (e∓), ions (A, Z), and other neutrinos (ν):
N + ν↔ N + ν , (2.1)
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e± + ν↔ e± + ν , (2.2)
(A, Z) + ν↔ (A, Z) + ν , and (2.3)
ν+ ν↔ ν+ ν . (2.4)
These processes are therefore the main contribution to the neutrino opacity, i. e., the energy-averaged inverse
mean-free path, preventing neutrinos from free-streaming above certain matter densities. All these reactions also
happen with antineutrinos. While they do not change the number of neutrinos, they can affect their energies,
especially when the scattering partner is light (e±,ν). When scattering on nucleons or ions, some momentum can
be transferred via recoil, but this effect is small at low neutrino energies, see Section 6.4.
Electron (anti)neutrinos are created when protons (neutrons) are converted to neutrons (protons):
p+ e−↔ n+ νe , (2.5)
n+ e+↔ p+ νe . (2.6)
This reaction is not limited to free neutrons and protons, it can also happen inside a nucleus. In the forward
direction, it is known as electron (positron) capture. The reverse reaction is an important source for neutrino
absorption. Note that only electron (anti)neutrinos are typically considered in this process. To capture a muon or
tau neutrino according to the backwards reaction of (2.5), a muon (or tau) would have to be created. The muon is
more than 200 times as heavy as the electron. Hence, the threshold neutrino energy for this process is much higher
than for the electron neutrino. The tau is even heavier. Nevertheless, muonic charged-current reactions might play
an interesting role [25].
A more common way to create or absorb muon or tau (anti)neutrinos are pair processes. Electron-positron pairs
can be converted to neutrino pairs of all flavors:
e− + e+↔ ν+ ν . (2.7)
Neutrinos can also change flavor that way by annihilating one pair and creating another,
νe + νe ↔ νx + νx . (2.8)
Furthermore, neutrino pairs are created in hadronic bremsstrahlung processes:
N + N ↔ N + N + ν+ ν , (2.9)
n+α↔ n+α+ ν+ ν . (2.10)
The reverse reactions are called pair absorption. The first process will be discussed in details in the following
subsection and in Chapter 4. The second process is discussed in Ref. [26].
For the hadronic processes, it is obvious that the strong interaction between the nucleons plays a role. The strong
interaction is also important for the processes (2.3), (2.5), and (2.6). Especially for the charged-current processes
in (2.5) and (2.6), the effect of surrounding nuclei can be included in a mean-field formalism [27–31].
There are, however, modified processes that directly involve multiple nucleons, namely inelastic scattering on
interacting nucleons,
N + N + ν↔ N + N + ν , (2.11)
which will be discussed in the next subsection and Chapter 6, as well as
N + p+ e−↔ N + n+ νe and (2.12)
N + n+ e+↔ N + p+ νe . (2.13)
These will be the subject of Chapter 7. A different process, not discussed in this thesis, is nuclear deexcitation by
neutrino pair emission,
(A, Z)∗→ (A, Z) + ν+ ν , (2.14)
13
which is a major contribution for electron antineutrinos and heavy-flavor neutrinos and antineutrinos during the
collapse phase [32–34].
Reactions closely related to Eqs. (2.5), (2.6), (2.12) and (2.13) are central for neutron star cooling via the direct
(modified) Urca process:
(N+)n→ (N+) p+ e− + νe , (2.15)
(N+) p+ e−→ (N+)n+ νe . (2.16)
When both interactions happen in sequence, the net result is the emission of a neutrino pair which, at sufficiently
low densities, can leave the system and carry away energy. The direct process has a much higher rate while the
additional nucleons in the modified Urca reactions allow this process to work under conditions where the direct
Urca process is kinematically forbidden.
In addition to flavor changes via the MSW effect [35,36] and reaction (2.8), collective oscillations were found that
completely swap neutrino flavors above a certain split energy [37,38]. Neutrino flavor evolution can become even
more involved by effects caused by the few neutrinos scattering beyond the neutrinosphere [39, 40]. Depending
on when and where these oscillations happen, they can impact the observed neutrino signal, supernova dynamics
and the nucleosynthesis. In recent studies, however, collective effects appear suppressed during the accretion
phase [41].
A complete set of weak interactions based on realistic descriptions was found to be important for supernova dy-
namics [42]. State-of-the-art simulations (e. g., those in Refs. [43–45]) typically include reactions up to Eq. (2.9),
some excluding reaction (2.8). All reactions mentioned below that are not included yet.
It is useful to talk about neutrino reactions in terms of a structure factor. We introduce this quantity for the neutral-
current reactions involving nucleons, namely (2.1), (2.9), and (2.11), shown diagrammatically in Figure 2.2.
2.2.1 Neutral-Current Structure Factor
V
NN
N N
ν ν
V
NN
N N ν
ν
N ν
ν
2 1
4 3
Figure 2.2: Elastic scattering on nucleons, neutrino bremsstrahlung and inelastic scattering (based on Ref. [46]).
The neutral-current weak-interaction Lagrangian for low-energy probes is given by (see, e. g., Ref. [47])
Lnc =
GFp
2
lµ j
µ =
GFp
2
ψνγµ(1− γ5)ψνψNγµ(CV − CAγ5)ψN , (2.17)
where GF is the Fermi coupling constant, lµ is the leptonic and jµ the hadronic weak neutral current, γµ are Dirac
matrices, ψν neutrino fields, ψN nucleon Dirac fields, and CA and CV the axial and vector weak charges. For
neutrons, Cn
A
= −gA/2 and CnV = −1/2, while for protons, C
p
A = gA/2 and C
p
V = 1/2− 2 sin2 θW ≈ 0 with Weinberg
angle θW .
From Fermi’s golden rule, the cross section for neutrino-nucleon scattering per unit volume is given by [48]
σ
V
= 2
∫
d3p2
(2π)3
∫
d3p3
(2π)3
∫
d3p4
(2π)3
(2π)4δ(4)(P1 + P2 − P3 − P4)Wf i n2(1− n3) (1− n4) , (2.18)
with particle labels as in the left panel of Figure 2.2, four-momenta Pi , (Fermi-Dirac) distribution functions ni , and
the transition rate Wf i given in terms of the spin-summed squared matrix element
∑
spins |M |2 as
Wf i =
∑
spins |M |2
24 4 E1E2E3E4
. (2.19)
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Here, the factor 4 stems from averaging over initial-state spins. The same cross-section expression also holds for
charged-current neutrino absorption with the corresponding Lagrangian/matrix element. The transition rate for
neutral-current processes can be written as [48]
Wf i = G
2
F

(CV + CA)
2 (1− v2η12) (1− v4η34) + (CV − CA)2 (1− v2η23) (1− v4η14)− (C2V − C2A)
m2
N
E2E4
(1−η13)

,
(2.20)
where vi = pi/Ei are the particle velocities, mN is the nucleon mass, and ηi j is the cosine of the angle between pi
and p j . For conditions relevant in supernovae, we can consider nucleons to be non-relativistic. Hence, vi ≪ 1 and
E2E4 ≈ m2N , thus the only surviving angle is η13 ≡ cosθ and
Wf i ≈ G2F
 
C2
A
(3− cosθ ) + C2
V
(1+ cosθ )

. (2.21)
For neutrino-nucleon elastic scattering on a free nucleon of a single species, the δ(4) function in Eq. (2.18) can be
written as δ(3)(p2 − p4)δ(E1 + E2 − E3 − E4) and E2 = E4 from the first delta function, where we neglect neutrino
momenta. Furthermore, for free particles the Pauli blocking factors vanish. We can then write Eq. (2.18) as
σ0
V
= 2
∫
d3p2
(2π)3
n2
1
(2π)2
∫
dE3 E
2
3
δ(E1 − E3)
∫
d cosθ
1
(2π)3
(2π)4 Wf i (2.22)
= n
E2
1
2π
∫
d cosθWf i , (2.23)
with nucleon density n. Hence, the differential cross-section is given by (nV = N = 1) [49]
dσ0
d cosθ
=
G2FE
2
ν
2π
 
C2
A
(3− cosθ ) + C2
V
(1+ cosθ )

, (2.24)
where Eν = E1 = E3 is the energy of the neutrino. This equation neglects effects of order O(Eν/mN ) stemming
from phase-space corrections, recoil and weak magnetism [49].
Medium effects caused by surrounding nucleons modify the cross section. This is captured by replacing the square
of the charge with a static structure factor,
dσ
d cosθ
=
G2FE
2
ν
2π
 
(3− cosθ )SA+ (1+ cosθ )SV

. (2.25)
Here, SA is called the static structure factor for axial response and SV is the corresponding structure factor for vector
response. They describe the response of the system to spin and density fluctuations, respectively. The structure
factors contain all the information on strong interactions in the system.
To capture the dependence of the rate on the energy ω transferred to the medium, we use the more general
expression
d2σ
d cosθdE′ν
=
G2FE
′2
ν
2π
 
(3− cosθ )SA(ω,q) + (1+ cosθ )SV (ω,q)

, (2.26)
where E′ν is the energy of the outgoing neutrino that in inelastic reactions can be different from the energy of the
incoming neutrino Eν , SA(ω,q)
 
SV (ω,q)

is the dynamical (i. e., frequency dependent) structure factor for axial
(vector) response and q is the momentum transferred to the medium. The static structure factor is connected to
the dynamic structure factor via
SA(q) =
∞∫
−∞
dωSA(ω,q) . (2.27)
Equation (2.26) states that once the scattering angle is fixed, the only unknowns in a scattering process of a
neutrino with given energy Eν are the dynamical structure factors. Therefore, the calculation of these structure
factors is a key aspect of this thesis. Quantities of astrophysical interest like energy transfers and mean-free paths
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Figure 2.3: Feynman diagrams for the nn bremsstrahlung process, following Ref. [50].
(i. e., the typical distance a neutrino travels between two successive interactions) can be derived from the structure
factor, see Sections 4.3 and 6.1.
Both ω and q2 can be expressed in terms of the neutrino energies,
q2 = E2ν + E
′2
ν − 2EνE′ν cosθ , (2.28)
and
ω = −
 
Eν + E
′
ν

ω ≤ 0 for bremsstrahlung, (2.29)
ω = Eν + E
′
ν ω ≥ 0 for pair absorption, and (2.30)
ω = Eν − E′ν ω ≤ Eν for scattering. (2.31)
A relation between the structure factor and the spin-summed weak interaction matrix elements for interacting
nucleons can be obtained combining Refs. [50, 51], see Eq. (7.1). For nn bremsstrahlung, the symmetry factor
is s = 4. Evaluating the Feynman diagrams in Fig. 2.3 based on the non-relativistic limit of the Lagrangian in
Eq. (2.17),
L
non-rel
nc
=
GFp
2
ψνγµ(1− γ5)ψνφ†N (CVδµ0 − CAδµiσi)φN , (2.32)
with non-relativistic nucleon spinors φN and Pauli spin matrices σi , one obtains for the individual diagrams [50]
M (A) =
GFp
2
 
CVδµ0 − CAδµiσi2

lµ
1
ω
〈nn |T |nn〉 , (2.33)
M (B) =
GFp
2
〈nn |T |nn〉 −1
ω
 
CVδµ0 − CAδµiσi2

lµ , (2.34)
M (C) =
GFp
2
 
CVδµ0 − CAδµiσi1

lµ
1
ω
〈nn |T |nn〉 , and (2.35)
M (D) =
GFp
2
〈nn |T |nn〉 −1
ω
 
CVδµ0 − CAδµiσi1

lµ . (2.36)
The vector part cancels pairwise by adding diagrams A and B and diagrams C and D, thus
M = − GFp
2
CA
ω
li

σi
1
+σi
2
, 〈nn |T |nn〉

. (2.37)
The lepton trace is given by [50]
Tr (l†
j
l
i
) = 8

q1 jq2i + q1iq2 j +ω1ω2 gi j + iǫiα jβq
α
1
q
β
2

, (2.38)
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with lepton four-momenta qα
1,2
, lepton energies ω1,2 , metric tensor gi j , and antisymmetric tensor of rank four
ǫiα jβ .
Performing the spin sum over the squared matrix element, we obtain∑
spins
|M |2 = Trσ1σ2 |M |2 (2.39)
= 8
G2F
2
C2
A
ω1ω2
ω2
∑
ms1
ms2


ms1 ms2
 σi
1
+σi
2
, 〈nn |T |nn〉∗
 ∑
ms3
ms4
ms3 ms4 
ms3 ms4
!
×

σi
1
+σi
2
, 〈nn |T |nn〉
 ms1 ms2 (2.40)
= 8
G2F
2
C2
A
ω1ω2
ω2
3 · 4
∑
{msi }
|〈nn |T |nn〉|2 (ms1 +ms2 −ms3 −ms4)2 . (2.41)
In Eq. (2.40), we utilize the fact that only the gi j part in the lepton trace survives [50]. Going to Eq. (2.41), we
then assume rotational symmetry, σx = σ y = σz .
2.3 Neutrino Signal
The neutrinos are not only key to the explosion mechanism, they can also be detected on Earth. Since neutrinos
can free-stream much earlier than photons, they provide us with information from the central part of the supernova
explosion that is inaccessible by electromagnetic observations. So far, neutrinos linked to only one supernova were
seen, namely SN1987A (Figure 1.1 b,c). SN1987A is located in the Large Magellanic Cloud, about 170000 light-
years away. Hence, in the order of 1028 neutrinos reached Earth, 24 of which were detected in the Kamiokande II,
IMB, and Baksan neutrino experiments, the first direct connection between supernovae and neutrinos and the first
measurement of neutrinos from a source more distant than the sun.
The measured energies, averaging 15 MeV, are in agreement with conditions expected in supernovae (Section 2.4)
and neutrino signals predicted by simulations (Figure 2.4). The burst lasted about twelve seconds which is also
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Figure 2.4: Neutrino spectrum predicted by axially-symmetric simulations of 11.2 M⊙ (top) and 15 M⊙ (bottom)
progenitor stars. Shown is the total luminosity (left) and mean neutrino energy (right) for electron
neutrinos (black), electron antineutrinos (red), and µ/τ neutrinos (blue). Note the different scale for
the initial neutrino burst: For the first 30ms after bounce, the luminosity has been scaled down by a
factor of 5. The dashed line indicates the onset of explosion. From [52].
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in agreement with predictions. The small number and mediocre energy resolution do not allow for a detailed
discussion of the spectrum. More advanced detectors have been built since 1987 that promise a much cleaner
spectrum measurement from the next galactic supernova based on thousands of detected neutrinos [53].
A neutrino spectrum prediction is shown in Figure 2.4. During collapse, a large amount of protons is converted to
neutrons (via p+e−→ n+νe), producing a huge number of electron neutrinos. At densities above ρ = 1012 g cm−3,
matter is opaque enough to neutrinos such that the diffusion time scale is longer than the collapse time scale [54].
Neutrinos are effectively trapped in the collapsing core. This effect is visible as the dip in the νe luminosity around
bounce. As the shock reaches less dense regions of the core a few milliseconds after bounce, these neutrinos become
free-streaming at more or less the same time, creating the burst of electron neutrinos seen in the luminosity spectra
in Fig. 2.4. Electron neutrinos are already emitted before bounce while other species only appear after bounce.
More neutrinos continue to be produced mostly through thermal processes discussed in Section 2.2. In the center of
the explosion, reactions are frequent and neutrinos are essentially in thermal equilibrium as the medium is opaque
to them. They diffuse out to less dense regions where the medium eventually becomes transparent and they become
free-streaming. The average surface of last interaction is called the neutrinosphere. One can distinguish between
a sphere of last energy-exchange (the energy sphere) and a sphere of last interaction (the scattering sphere). The
neutrinosphere is an idealized concept. Beyond the neutrinosphere, the neutrino energy spectrum is assumed
to stay fixed. As interactions are energy dependent, the neutrinosphere positions are a function not only of the
medium, but also of neutrino energy. Often, an energy-averaged neutrinosphere is discussed.
Since muon and tau (anti)neutrinos (collectively denoted νx) do not participate in charged-current processes (see
Section 2.2), their total opacity is lower than for νe and νe and they therefore decouple first, i. e., their average
radius of last interaction / their neutrinosphere is furthest inside the explosion. As supernova matter is neutron
rich, the opacity for electron-neutrino capture on neutrons (2.5) is higher than for electron-antineutrino capture
on protons (2.6), hence electron antineutrinos decouple at higher densities than electron neutrinos. Due to the
thermal equilibrium, the typical energies of the neutrinos beyond the neutrinosphere depend on the temperature at
the moment of decoupling. In supernovae, temperature decreases with radius (see, e. g., Figure 5.2), so we expect
the following hierarchies for the neutrinosphere positions Rν and mean neutrino energies 〈Eν〉:
Rνx < Rνe < Rνe and (2.42)

Eνx

>


Eνe

>


Eνe

. (2.43)
This mean-energy hierarchy can be seen in Fig. 2.4. At later times in the accretion phase, a local temperature
maximum causes the change in hierarchy also seen in Fig. 2.4 [53].
Details of the spectrum will depend both on the thermodynamic conditions predicted by the simulation and on the
neutrino interactions. Some neutrino flavors are only produced in certain reactions. Interactions can also convert
neutrinos from one flavor to another and/or change the energy of the neutrinos (Section 2.2). Detailed theoretical
understanding is thus key to the interpretation of any neutrino spectra observed in the future.
2.4 Supernova Conditions and Nucleosynthesis
Figure 2.5 shows some of the extreme conditions encountered in supernova simulations: Already in the initial
collapse, densities reach beyond nuclear saturation density (2.7 × 1014 g cm−3 or 0.16 fm−3). The temperatures
reach 50 MeV, roughly 580 billion Kelvin. The typical electron fraction is between 0.05 and 0.33.
The redder the color in Figure 2.5, the more material encounters the corresponding thermodynamic conditions. A
large fraction of the material lies close to the dashed line represented by the following relation between tempera-
ture T and density ρ [57]:
TSN(ρ) = 3

ρ
1011 g cm−3
1/3
MeV . (2.44)
Throughout this thesis, we will often rely on this relation to parametrize temperature in terms of density. The
entropy of an (ultra)relativistic Fermi gas scales like S ∼ T 3/ρ and if we neglect neutrino heating, the shocked
matter expands approximately adiabatically, yielding ρ ∼ T 1/3. This further motivates our parametrization [57].
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Figure 2.5: Thermodynamical conditions found in supernova simulations of a 15 M⊙ star. Shown are results with the
Lattimer-Swesty (left) and Shen (right) equations of state [55,56]. Plotted is the temperature (top) and
electron fraction (bottom) versus density. The color codifies how much matter is subject to a specific
set of conditions, with red being abundant and blue rare conditions. Note that the scale is logarithmic.
The solid line indicates the Fermi temperature, the dashed line the parametrization in Eq. (2.44). The
symbols indicate neutrino decoupling conditions, see original source for details. From [57].
The solid line indicates the region where the temperature is equal to the Fermi temperature, i. e., where matter
starts to become degenerate. The two lines cross at about 1014 g cm−3. Since the most interesting region is around
the neutrinosphere, which is typically in the 1011 − 1013 g cm−3 density range, we will assume non-degenerate
conditions.
In addition to the region around the dashed line, matter in Fig. 2.5 also accumulates in the high-density, interme-
diate temperature region that is well beyond the solid line and therefore strongly degenerate. This is the region of
the proto-neutron star. For neutrino reactions this region is of less interest as the densities are so high that neutri-
nos are trapped and in chemical equilibrium, hence modifications of their reaction rates do not have a significant
impact.
Supernovae are also an important site for nucleosynthesis. The key site is the so-called neutrino-driven wind
(NDW): After the explosion is under way, the hot proto-neutron star cools off by emitting neutrinos through thermal
processes. Some of these neutrinos are absorbed in the outer layers of the proto-neutron star, heating the material
and creating a low-mass supersonic outflow of protons and neutrons that lasts tens of seconds. As the material
reaches cooler regions, nucleosynthesis starts.
The nucleosynthesis processes in the NDW are governed mostly by entropy, electron fraction, and expansion time
scale. Neutrinos play a crucial role setting the electron fraction through the charged-current processes discussed in
Section 2.2. In weak equilibrium, Ye is given by [58]
Ye ≈

1+
Lνe(ενe − 2∆+ 1.2∆2/ενe)
Lνe(ενe + 2∆+ 1.2∆
2/ενe)
−1
, (2.45)
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with electron neutrino and antineutrino mean energies ενe ,ενe and luminosities (i. e., energy radiated per time)
Lνe , Lνe and neutron-proton mass difference ∆ = mn − mp ≈ 1.29MeV. Conditions are found to be neutron rich
(i. e., Ye < 0.5) if the energy difference fulfills
ενe − ενe ¦ 4∆ ≈ 5MeV . (2.46)
As the mean neutrino energy is set by the opacities (see Section 2.3), a detailed understanding of neutrino reaction
rates is key for predicting the nucleosynthesis conditions in the NDW.
The r-process (short for rapid neutron capture process) is thought to synthesize about half of the elements heavier
than iron. In a hot and neutron-rich environment, neutrons are captured on seed nuclei faster than typical β -
decay timescales. The r-process requires a high neutron-to-seed ratio which in turn requires high entropy and
neutron-rich conditions. Neutrino-driven winds were thought to be a good candidate, but recent simulations show
unfavorable conditions for a robust r-process [59, 60]. In proton-rich conditions, the νp-process [61] can create
heavy elements on the proton-rich side of the nuclear chart. Proton captures create isotopes with long β -decay
half-lifes that inhibit the flow to heavier isotopes. The νp-process circumvents this using electron-antineutrino
capture on protons to create free neutrons (reverse reaction of (2.6)) that are quickly captured on these isotopes,
thus bypassing the β -decay time scales. Reviews of the nucleosynthesis processes in the context of supernovae can
be found in Refs. [54,59,60].
2.5 Simulating Supernovae
Core-collapse supernovae combine physics from various areas such as thermodynamics, quantummechanics, theory
of gravity, radiation transport, (magneto)hydrodynamics, particle and nuclear physics. All four fundamental forces
of nature play a key role. To simulate supernovae numerically, the problem has to be discretized and solved on a
grid. The grid resolution has to be fine enough to capture all relevant physics, especially small-scale turbulences
0 14 287 21
Figure 2.6: Fully three-dimensional (top) and axially-symmetric (bottom) supernova simulations of a 15 M⊙ progen-
itor star at comparable times of the explosion. Color-coded is the entropy. From [18].
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and the shock. Supernova simulations are currently mostly limited by the available computer resources. Only in
the last few years have three-dimensional simulations with detailed neutrino treatment become feasible. They tend
to underestimate the explosion energy compared to observations [23,62–64].
The simplest approximation to speed up the simulation is to impose symmetries. If one assumes spherical symmetry,
the angular dependence vanishes and the problem has been reduced to a one-dimensional (1D) calculation. As
mentioned earlier in this chapter, supernovae are non-spherical and multi-dimensional effects such as turbulence
are crucial for a successful explosion. Nevertheless, 1D simulations are still widely used as parameter studies in 3D
are unfeasible with today’s resources. Since 1D simulations do not explode on their own, the explosion has to be
triggered artificially. In 2D simulations, axial symmetry is imposed. This allows for turbulence and the SASI mode
as well as continued accretion, allowing for successful explosions without artificial triggers. It does however create
an artificial preferred axis along which most models explode (see Figure 2.6).
To complicate things further, various levels of sophistication on the theory input (i. e., Newtonian vs. general
relativistic gravity [42, 65], different approximations of neutrino transport [66], and so on) have been shown to
have a great impact on the supernova, even deciding whether the star will explode or not. Neutrino rates (a better
calculation of which is the subject of this thesis) are also important: It was shown that a 15 % change in a coupling
parameter that is included in the calculation of some of the rates can make the difference between a successful and
a (marginally) failed explosion [45].
More work is necessary on various fronts to consistently reproduce real-world supernovae with the observed ex-
plosion energies of 1051 erg with realistic theoretical input.
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3 Strong Interactions and Chiral Effective Field
Theory
Neutrino reactions with interacting nucleons are the central topic of this thesis. In this chapter, we introduce the
descriptions of nuclear interactions employed in our work, which are necessary to calculate the structure factor for
these reactions. We begin with a short introduction to effective theories (which was already used in Ref. [67]) and
the fundamental theory of nuclear forces, quantum chromodynamics. After that, we introduce chiral effective field
theory and the T-matrix formalism as well as methods to make the potential more soft and to include three-nucleon
interactions.
3.1 What is an Effective Theory?
In order to solve a physical problem exactly, one would need to start from the most fundamental theory and
consider every degree of freedom. While there might be a few textbook problems that can be approached that
way, most problems require a description that takes into account only the relevant degrees of freedom and only
the relevant scales for the given problem. For example, when calculating the potential energy liberated when an
object falls from a table, rather than using general relativity, it is much more feasible to use Newtonian gravity or
even simply the equation most people have seen in school,
V = −mgh , (3.1)
where the potential V is described in terms of the mass m and initial height h of the object times the (local)
gravitational acceleration of the Earth g. This is an effective theory valid only near the surface of the Earth, i. e.,
where h is much smaller than the radius of the Earth r⊕ (and even on the surface, g varies slightly). The easier
computability comes at the cost of a smaller range of validity compared to the more general Newtonian gravity,
which in turn is an effective theory of both general relativity and quantum mechanics.
Effective theories typically work because of a separation of scales. In the example above, we required h≪ r⊕. The
better this condition is fulfilled, the more exact are the results. Often, effective theories provide an expansion in
terms of the small scale. The better the separation of scales, the smaller the number of terms required to achieve a
given accuracy.
Figure 3.1: Calculating the potential V (R) of a localized charge distribution ρ(r )
Let us consider another example from classical physics, the multipole expansion of electric potentials. Consider a
localized charge distribution ρ(r ) with a typical size a (Figure 3.1). The potential at position R is in general given
by
V (R)∼
∫
d3r
ρ(r )
|R− r | . (3.2)
If the distance R is large compared to the size of the charge distribution r ® a ≪ R, we can expand the denominator
in a Taylor series,
1
|R− r | =
1
R
+
r ·R
R3
+O

1
R3

. (3.3)
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The potential can then be written as
V (R) =
q
R
+
P ·R
R3
+O

1
R3

, (3.4)
with charge q =
∫
d3rρ(r ) and dipole moment P =
∫
d3rρ(r ) r . It can easily be seen that these low-order
moments have to be calculated only once (as they are independent of R) and describe the system well at each point
R that is sufficiently far away from the charge distribution. For probes at large distances it is therefore sufficient to
compute these moments instead of solving Eq. (3.2) exactly. At smaller distances, more and more terms need to be
taken into account until at some point, the effective theory breaks down.
A similar concept will be used for nuclear forces in Section 3.3.
3.2 QCD and Chiral Symmetry Breaking
Quantum chromodynamics (QCD) is the fundamental theory of nuclear forces. The elementary particles of QCD are
six spin-1/2 fermions named quarks listed in Table 3.1. Each quark carries a color charge (red, green, or blue), while
antiquarks carry anti-red, anti-green, or anti-blue. The gauge bosons of QCD are gluons, carrying color charges
themselves. The concept of confinement requires color-neutral combinations of (anti)quarks. Possible color-neutral
objects are made of three (anti)quarks, forming a so-called (anti)baryon (like the neutron: one up and two down
quarks) or a quark and an antiquark forming a meson (like the pion). Recently, the existence of a pentaquark state
consisting of four quarks and one antiquark was confirmed at the LHC [68] and there are indications of tetraquark
states [69]. At high temperatures or densities, this confinement is broken and a quark-gluon plasma is formed.
Flavor Mass Electric charge Isospin
u up 2.3+0.7−0.5 MeV 2/3 e +1/2
d down 4.8+0.5−0.3 MeV −1/3 e −1/2
s strange 95± 5MeV −1/3 e 0
c charm 1275± 25MeV 2/3 e 0
b bottom 4660± 30MeV −1/3 e 0
t top 173210± 510± 710MeV 2/3 e 0
Table 3.1:Mass, electric charge and isospin of the six quarks. Data taken from Ref. [70].
The QCD Lagrangian is given by
L=
∑
f
 
q¯ f i 6Dq f −m f q¯ f q f

− 1
2
TrGµνG
µν , (3.5)
with quark fields q f and masses m f . The flavor index f runs over the quarks in Table 3.1. Furthermore, 6D ≡ γµDµ
is the Feynman slash notation, Dµ = ∂µ + i gAµ the covariant derivative, g a dimensionless coupling strength, Aµ
the gluon fields and Gµν the gluon field strength with components given by
Gaµν = ∂µ A
a
ν − ∂ν Aaµ + g f abcAbµAcν . (3.6)
Here, a, b, c = 1, . . . , 8 and f abc are the SU(3) structure constants.
The coupling is typically described in terms of the strong coupling strength αs, given at 1-loop order by
g2
4π
≡ αs =
6π
33− 2NF
log−1
Q
ΛQCD
, (3.7)
assuming an energy range where the number of flavors is constant. Here, NF is the number of flavors, Q the
momentum scale and ΛQCD ≈ 200− 400MeV the characteristic scale of QCD. Note that the coupling is the same,
independent of quark flavor. Because of its significant momentum dependence (see Figure 3.2), αs is called a
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Figure 3.2: Running coupling αs as a function of momentum Q, summarizing data from different experimental
methods and globally averaged QCD results. From Ref. [71].
running coupling. This was derived by Gross, Politzer, and Wilczek, who were awarded the 2004 Nobel Prize in
Physics. At high momentum scales, the coupling becomes small and QCD becomes perturbative, an effect known
as asymptotic freedom. At the low momentum scales of nuclear physics, however, the coupling is very strong and
QCD is non-perturbative.
For nuclear physics it is sufficient to only consider the three light quarks (light compared to typical nucleonic mass
scales ∼ 1GeV). The QCD Lagrangian has a very compact form. In principle, nuclear physics is determined by only
five parameters: The masses of the light quarks, ΛQCD, and – since protons also interact via the Coulomb force –
the electromagnetic fine structure constant α≈ 1137 .
However, the non-perturbativeness at low energies and the fact that gluons carry color charge and hence interact
with other gluons (unlike the uncharged photons of quantum electrodynamics) make a direct calculation of nuclear
physics in terms of quarks and gluons infeasible.
One approach to circumvent this is lattice QCD, using a four-dimensional Euclidean lattice as a discretized space-
time grid with quarks on the sites and gluons on the links. Path integrals can then be evaluated numerically and the
results have to be extrapolated to infinite volume and vanishing lattice spacing. This approach is currently limited
to very small systems or unphysical quark/pion masses (see for example Refs. [72–74]).
A different, older approach are phenomenological nuclear potentials like Argonne v18 [75] and CD-Bonn [76].
They were constructed to reproduce nucleon-nucleon scattering very accurately and describe nuclear structure
reasonably well. However, they do not have a clear connection to the underlying fundamental theory of QCD.
Another approach are density functionals that have a lot of free parameters that need to be fit to data in the mass
region of interest. This is a problem when one tries to calculate properties of nuclei far away from the valley of
stability where no experimental data is available. One important example are nuclei close to the neutron dripline
relevant for r-process nucleosynthesis [77,78].
A fourth approach is chiral effective field theory, which is constructed to be consistent with the symmetries of QCD.
Before we get to this approach in the next section, let us take a look at these symmetries, following the discussion
in Ref. [79] and again considering only the light quarks.
The kinetic term of Eq. (3.5) can be written in terms of left- and right-handed quarks by using the projection
operators (1∓ γ5)/2, respectively, yielding∑
f
q¯ f i 6Dq f =
∑
f
 
q¯L f i 6DqL f + q¯Rf i 6DqRf

. (3.8)
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This expression is symmetric under rotations of the left- and right-handed quarks by independent unitary matri-
ces. However, the U(3)L × U(3)R symmetry is not realized in a quantum theory due to anomalies in the U(1)A
transformation [79]. Hence, the expression exhibits a U(1)V × SU(3)L × SU(3)R symmetry. The U(1)V symmetry
corresponds to the baryon number, while the remaining SU(3)L×SU(3)R symmetry is called chiral symmetry. Since
the masses of the light quarks are small, but not zero, this symmetry is only approximate. It is explicitly broken by
the quark mass term coupling left- and right-handed quarks:
∑
f
m f q¯ f q f =
∑
f f ′
 
q¯Rf M f f ′qL f ′ + q¯L f M f f ′qRf ′

, with M =

 mu md
ms

 . (3.9)
In addition, the symmetry is spontaneously broken by the QCD vacuum, resulting in isospin symmetry (generalized
to three quarks) SU(3)V ⊂ SU(3)L × SU(3)R, i. e., it is symmetric under a simultaneous rotation of left- and right-
handed quarks by the same matrix. According to Goldstone’s theorem [80], a massless Goldstone boson exists if a
continuous symmetry is spontaneously broken. One would thus expect eight Goldstone bosons, one for each of the
eight broken generators of SU(3)L × SU(3)R.
Since chiral symmetry is not an exact symmetry of QCD for nonvanishing quark masses, these bosons are not
massless, but have a small mass and are called pseudo-Goldstone bosons. They can be identified as the pions,
kaons, and the eta meson. This is the reason why pions (which have no strange quark) are significantly lighter
than other hadrons.
3.3 Chiral Effective Field Theory
The concept of chiral EFT was developed by Steven Weinberg [81, 82]. The first step is to pick the right degrees
of freedom. As Weinberg [83] pointed out: “You can use any degrees of freedom you want, but if you use the
wrong ones, you’ll be sorry.” At densities below or in the order of the nuclear saturation density, the relevant
degrees of freedom are nucleons and pions. Then, write down the most general Lagrangian in terms of pions and
nucleons that is consistent with the symmetries of QCD, in particular chiral symmetry and its spontaneous and
explicit breaking. This produces an infinite number of terms with infinite order in derivatives.
Obviously, it is not possible to evaluate an infinite number of terms. Therefore, a power-counting scheme is required
which allows to order terms by their importance and then truncate the series at a given order. Weinberg power
counting states that the order (Q/Λb)
ν a connected diagram belongs to is given by
ν= −4+ 2N + 2L +
∑
vertices
∆i , (3.10)
where N is the number of nucleon lines, L the number of loops, and ∆i = di + ni/2 − 2 with di the number of
derivatives or mπ insertions and ni the number of nucleon lines at that vertex. Here, Q is the momentum scale
of the problem, which in case of nuclear physics is comparable to the pion mass, mπ ≈ 140MeV, and Λb is the
breakdown scale of the theory, i. e., the scale at which additional physics has to be taken into account. It is typically
taken to be of order 500MeV, below the mass of the rho meson. Therefore, each subsequent order is (naively)
expected to be a factor of 1/3 smaller in size. In reality, it is not as straight-forward and the convergence behavior
of chiral EFT for nucleons is still under investigation.
The leading- and next-to–leading-order chiral Lagrangians are given by [84]
L
(0) =
1
2
∂µpi · ∂ µpi−
1
2
m2πpi
2 + N †

i∂0 +
gA
2Fπ
τσ ·∇pi− 1
4F2π
τ · (pi× p˙i)

N
− 1
2
CS(N
†N)(N †N)− 1
2
CT (N
†
σN)(N †σN) + . . . and (3.11)
L
(1) = N †

4c1m
2
π −
2c1
F2π
m2πpi
2 +
c2
F2π
p˙i
2 +
c3
F2π
(∂µpi · ∂ µpi)−
c4
2F2π
ǫi jk ǫabc σiτa(∇ j πb)(∇kπc)

N
− D
4Fπ
(N †N)(N †στN) ·∇pi− 1
2
E (N †N)(N †τN) · (N †τN) + . . . , (3.12)
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with pion fields pi, nucleon fields N , spin and isospin Pauli matrices σ and τ, weak coupling constant gA, and pion
decay constant Fπ. Furthermore, CS , CT , ci , D, and E are coupling constants and the ellipses indicate terms involv-
ing more pion fields. These Lagrangians describe the vertices corresponding to the order in the chiral Lagrangian
(with ∆i = 0,1 for Eq. (3.11) and (3.12), respectively).
The leading-order (LO, ν= 0) potential is given by two-body diagrams without loops and higher-order vertices. The
only possibilities are one-pion exchange (OPE) and central contact-interaction terms (top left panel in Figure 3.3),
VLO = VOPE + Vcentral = −

gA
2Fπ
2
σ1 · kσ2 · k
k2 +m2π
τ1 ·τ2 + CS + CTσ1 ·σ2 . (3.13)
At small momentum transfer k, the central terms dominate.
Due to parity conservation, no NN contact vertex with ∆i = 1 is allowed, hence the next-to-leading order (NLO)
has ν = 2. Two-nucleon diagrams contributing at this order either have a loop created by two pion exchanges or a
contact interaction with two derivatives. At next-to–next-to–leading order (N2LO), two-pion exchanges having one
πN vertex from L(1) instead of L(0) (i. e., with ∆i = 1) appear. There are no contact interactions at this order.
One would expect three-body forces to appear at ν= −4+2 ·3+2 ·0+0= 2. However, they were shown to cancel
in the calculations [86] and only appear at N2LO. Four-body forces appear as expected at next-to–next-to–next-to–
leading order (N3LO). The complete hierarchy of chiral interactions up to N3LO can be seen in Figure 3.3.
One- and two-pion exchanges describe the long-range parts of the nuclear interaction. Shorter-range interactions
can be understood as the exchange of heavier particles. As these particles are not degrees of freedom in chiral EFT,
their impact is subsumed in contact terms and vertices associated with low-energy constants (LECs), as illustrated
in Figure 3.4. Experimental data contains the full strong interaction, so by fitting the LECs to experimental data,
this short-range/high-momentum physics is included in the theory. Single-nucleon LECs are typically fit to πN
scattering data and contact LECs to NN scattering data. The LECs play the same role as the multipole moments in
Section 3.1.
The LECs in the two-pion exchange diagram of the N2LO three-body force are the same that appear in the two-body
diagrams. The only LECs that appear when including three-body forces are cD and cE , connected to the one-pion-
exchange–contact and the three-body-contact diagrams, respectively. As they only appear in the three-body sector,
2N LO
N LO3
NLO
LO
3N force 4N force2N force
Figure 3.3: Hierarchy of chiral two-, three- and four-nucleon interactions up to N3LO. Solid lines symbolize nucleons,
while pions are represented by dashed lines. Diagrams shown in red are included in the potentials used
in this thesis. The right diagram in the leading-order 2N force is the one-pion-exchange diagram used as
a baseline throughout this thesis. From Ref. [85], colored.
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Figure 3.4: Illustration of LECs/higher-order vertices containing unresolved physics. Left: The rho meson is treated
as heavy and absorbed into a contact interaction. Right: The∆ excitation is not resolved in∆-less chiral
EFT and instead treated as a higher-order vertex.
these LECs have to be fit to few-body data, like the triton binding energy or the alpha particle charge radius. There
are no new LECs in the three- and four-body forces at N3LO.
With this construction, chiral effective field theory provides nuclear potentials that are closely connected to QCD
(by respecting the same symmetries) and can be systematically expanded. Calculations can be improved by taking
higher orders into account. It also allows to estimate the uncertainty stemming from the truncation at a given
order. This way, chiral EFT is not a model (in the sense of the phenomenological models), the individual terms
are not arbitrary, and the same constants appear in two- and many-body forces (and two-body currents), providing
consistency.
Nucleons can be excited to ∆ baryons with a mass of 1232MeV. Hence, the relevant energy scale for ∆ baryons is
m∆−mN ≈ 300MeV< Λb. By explicitly including ∆ baryons in chiral EFT, new diagrams appear and the hierarchy
changes. A better convergence pattern is expected. In this thesis, we will use the standard, delta-less chiral EFT.
Most calculations use an inconsistent order of chiral EFT, which incorporates two-body interactions up to N3LO and
the leading three-body interactions at N2LO. Three-body forces were shown to be necessary in order to obtain, e. g.,
the neutron drip-line location in oxygen [87] or saturation properties in infinite symmetric nuclear matter [88].
Including three-body forces and with parameters fit only to systems with up to four nucleons, chiral EFT provides
remarkably good results when applied to medium-mass nuclei [89–95] and beyond [96]. In addition, chiral EFT
can be applied to other quantities of interest, for example, to give constraints on neutron star equations of state
[97–99], as well as to calculate infinite-matter properties [88, 100–102], interactions in dark-matter detectors
[103–105], weak-charge observables [106], and two neutrons in a box [107].
A lot of current results are based on chiral interactions which are more than ten years old, for example those
of Entem and Machleidt [108]. At the same time, there are many recent developments in chiral EFT: Three-
body potentials at N3LO are becoming available [100, 102, 109, 110] and in the two-body sector, N4LO and even
N5LO diagrams are calculated [111–115]. New regularization techniques reduce cutoff artefacts [116] while
local chiral interactions [117–119] can be used in Quantum Monte-Carlo (QMC) calculations [120]. New fits
of the chiral interactions based on systematic approaches are available [121, 122]. Systematic understanding and
quantification of the uncertainty of chiral results is underway, allowing theoretical calculations with informed
systematic uncertainty estimates [123–126].
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Figure 3.5: Historical reach of realistic ab-initio calculations in terms of the mass number A. From [106].
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The reach of ab-initio calculations like those based on chiral EFT has grown rapidly in the last few years (Fig-
ure 3.5) thanks to new and improved many-body methods. With traditional methods the computational cost scales
exponentially with increasing mass number, and so did the available computing power according to Moore’s law.
Recent methods exhibit polynomial scaling and thus strongly increase the reach.
Chiral nucleon-nucleon potentials up to N3LO are used throughout this thesis to calculate neutrino-matter inter-
action rates. In Section 4.5, we include three-nucleon interactions at N2LO and N3LO using the normal-ordering
formalism (cf. Section 3.6).
Extensive introductions to chiral EFT can be found for example in Refs. [85,127–130].
3.4 T-Matrix Based on Phase Shifts
In addition to the potentials from chiral EFT, we use a potential that directly takes NN phase shifts into account.
These can be extracted from experiment, see Ref. [131] for an example.
It is common to use the spectroscopic notation 2S+1“l”J , where “l” is a letter encoding the angular momentum, see
Table 3.2. The partial wave with spin S = 1, orbital angular momentum l = 0 and total orbital momentum J = 1 is
hence called 3S1, the partial wave with S = 0, l = 2, and J = 2 is called
1D2, and so on.
l 0 1 2 3 4 5 6 . . .
“l” S P D F G H I . . .
Table 3.2: Letters encoding the angular momentum in spectroscopic notation.
The T-matrix is the sum of all ladder diagrams. One can calculate the T-matrix iteratively by solving the Lippmann-
Schwinger equation,
T+(k ′, k; E) = V (k ′, k) +
∫
d3p
(2π)3
V (k ′, p) T+(p, k; E)
E − p2µ + iǫ
, (3.14)
with reduced mass µ and momenta k, k ′, and p. The first iteration gives T = V , which is called the Born approxi-
mation.
The partial-wave on-shell expression (which we will use in this thesis) is given in terms of the phase shifts δlSJ as
TlSJ (k, k; E = k
2/µ) = −2π
µ
exp(2iδlSJ )− 1
2ik
. (3.15)
This, however, is only true in so-called uncoupled channels. Since the nuclear interaction conserves spin, total
angular momentum, and parity (which goes like (−1)l) but not orbital angular momentum l, it can couple partial
waves with the same spin and total angular momentum but a difference of 2 in the orbital angular momentum:
3S–D1,
3P–F2, . . . In these coupled channels,
Tl l′SJ (k, k; E = k
2/µ) = −2π
µ
1
2ik
×
¨
[exp (2iδlSJ ) cos 2εJ − 1] for l = l ′ ,
[i exp (i(δlSJ +δl′SJ )) sin2εJ − 1] for l 6= l ′ .
(3.16)
Here, εJ is the mixing angle for given total angular momentum J and the bar-phase-shift parametrization is used.
In this work, we use the phase shifts and mixing angles extracted from experiment by the Nijmegen group [131].
The use of a T-matrix as an alternative to nuclear potentials in our calculations of neutrino rates can be motivated
by the relatively low-density, high-temperature conditions compared to nuclear structure calculations, under which
nuclear interactions can effectively be described as two-body scattering.
As first shown by Schwinger, the cotangent of the S-wave phase shift δ0 can be expanded in terms of the momentum
k, with the leading-order term given by the scattering length a:
k cotδ0(k) = −
1
a
+
1
2
rek
2 +O(k4) . (3.17)
Here, re is the effective range. The natural case is a small scattering length |ak| ≪ 1. A large scattering length hints
at a nearly bound state (if a < 0) or a weakly bound state (if a > 0). In nuclear physics, S-wave scattering lengths
are large. The 1S0 neutron-proton scattering length is −23.7 fm and the 3S1 scattering length is +5.4 fm with the
deuteron being the weakly bound state.
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3.5 SRG Evolution
Most nuclear structure calculations are limited by the size of the model space that can be used. Fast convergence
is therefore desired. To achieve this goal, it is helpful if high-energy states do not have to be included in the
calculation. The idea behind renormalization is similar to that of effective theories: If a system is probed at
sufficiently low energies, the high-energy/short-distance structure of the theory can be simplified while low-energy
observables stay the same.
The left panels of Figure 3.6 show (almost) unevolved chiral potentials in momentum representation. Green
means no coupling between momenta k and k′. The most straight-forward approach would be to just set all matrix
elements with k, k′ larger than a certain cutoff to 0. One would naively expect this to fail at energies close to the
cutoff, but it fails even at much lower energies, see Figure 3.7. The reason for this are intermediate states of the
form ∑
k′
〈k |V | k′〉 〈k′ |V | k〉
(k2 − k′2) (3.18)
that couple low- and high-energy states even for low-energy observables.
Figure 3.6: SRG evolution of two chiral EFT potentials in the 1S0 (top two panels) and
3S1 (bottom two panels)
partial wave. From [132] based on [133].
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Figure 3.7: Applying a low-pass filter (i.e., setting all matrix elements with k, k′ > 2 fm−1 to 0) to the phenomeno-
logical Argonne v18 potential. The original
1S0 phase shift (black) gets modified at all energies (red),
even well below the energy scale of the cutoff (blue). From [132].
Instead of a simple cutoff, the renormalization group (RG) approach employs a unitary transformation of the
Hamiltonian that decouples low and high energies. This is known as “flow equations” or “similarity renormalization
group” (SRG) and was developed in parallel by Wegner [134–136] and by Glazek and Wilson [137]. By either
creating a block-diagonal structure or a band structure (shown in Figure 3.6), the decoupling is realized. Note how
at the same time the low-energy part of the two different interactions becomes more similar.
Formally, the SRG flow equations transform the initial Hamiltonian H = T + V in a series of steps that are labeled
by the flow parameter s (which is related to the resolution scale λ = s−1/4):
Hs = UsHU
†
s
, (3.19)
with a unitary matrix Us (i. e., U
†
s
U
s
= U
s
U†
s
= 1).
Taking the derivative with respect to s and appropriately inserting 1,
dHs
ds
=
dUs
ds
U†
s
U
s
HU†
s
+ U
s
HU†
s
U
s
dU†
s
ds
= [ηs, Hs] , (3.20)
with the anti-Hermitian generator
ηs ≡
dUs
ds
U†
s
= −η†
s
. (3.21)
It can be expressed in terms of the commutator
ηs = [Gs, Hs] , (3.22)
where Gs is a Hermitian operator. A typical generator Gs used in SRG calculations is the relative kinetic energy Trel.
The final flow equation (T is taken to be fixed, only the potential is evolved) is then
dHs
ds
=
dVs
ds
=

[Gs, Hs], Hs

. (3.23)
The SRG evolution greatly enhances the convergence with the basis size, making computations faster and more
feasible (Figure 3.8). However, the converged results now depend on the value of λ, see Fig. 3.8. Since λ has no
physical meaning, any observables should be independent of this parameter. Induced many-body forces provide
the solution to this puzzle. Even if the initial H in Eq. (3.23) only includes two-body terms, the commutators will
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Figure 3.8: Convergence of triton ground-state energies for different SRG parameter values λ and for two different
chiral NN potentials. From [132].
induce many-body forces and in particular three-body forces. If all induced forces are included in the calculation,
the λ dependence will vanish. To calculate observables other than the energy, the operator ought to be evolved as
well.
A more thorough introduction to SRG in nuclear physics (on which this section is based) can be found in Ref. [132].
The SRG approach has been applied in numerous nuclear structure and nuclear matter calculations, e. g., Refs. [88,
93,96,99,102,133,138].
3.6 Three-Body Forces and Normal-Ordering
If one writes down the Hamiltonian of a system with two- and three-body interactions in terms of creation and
annihilation operators (in so-called second quantization),
H =
∑
12
T12a
†
1a2 +
1
(2!)2
∑
1234
〈12|VNN |34〉a†1a†2a4a3 +
1
(3!)2
∑
123456
〈123|V3N |456〉a†1a†2a†3a6a5a4 , (3.24)
using Wick’s theorem this can be written exactly as
H = E0 +
∑
12
f12{a†1a2}+
1
(2!)2
∑
1234
〈12|Γ |34〉{a†1a†2a4a3}+
1
(3!)2
∑
123456
〈123|Γ (3)|456〉{a†1a†2a†3a6a5a4} . (3.25)
Here, the curly brackets denote normal-ordering with respect to the reference state |Φ〉, i. e., the normal-ordered
creation and annihilation operators obey 〈Φ|{a†1 · · · an}|Φ〉= 0 .
The zero-body E0, one-body f12, and two-body 〈12|Γ |34〉 parts all include contributions from the three-body inter-
action V3N . Explicitly, the two-body part is given by
〈12|Γ |34〉= 〈12|VNN |34〉+
∑
i
〈12i|V3N |34i〉ni = 〈12|VNN |34〉+ 〈12|V
as
3N
|34〉 . (3.26)
Normal-ordering hence allows to approximately treat three-nucleon interactions in a framework that only handles
two-body forces. A density-dependent two-nucleon interaction V3N can be constructed from the chiral three-
nucleon potential V3N by summing the third nucleon over occupied states of the non-interacting system [102,139,
140],
V
as
3N
= Trσ3Trτ3
∫
dk3
(2π)3
n
τ3
k3
A123V3N . (3.27)
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Here, nτ3
k3
is the momentum distribution of particle 3 with spin (isospin) projection σ3 (τ3). In infinite degenerate
matter, this would be a Heaviside step function nτ3
k3
= Θ(kF−|k3|), in infinite non-degenerate matter, a Fermi-Dirac
distribution function is used instead.
In a diagrammatic representation this treatment corresponds to an antisymmetrized three-nucleon force with one
incoming and one outgoing line connected (see Figure 3.9). Instead of a three-body force, one can now use an
effective two-body force. Unlike the original three-body force, this effective force depends on the thermodynamic
quantities, i. e., density, temperature, and proton or electron fraction. While the first calculations were done in
operator basis, the formalism to derive such a normal-ordered potential from partial-wave matrix elements has
been developed recently [102], allowing to include N3LO 3N interactions.
V3N = k3σ3V3N
Figure 3.9: Diagrammatic representation of Eq. (3.27). From [140].
Due to its construction, V3N does not include the full three-body interaction strength and we neglect the last term
of the Hamiltonian in Eq. (3.25), but the normal-ordered two-body part is expected to dominate based on phase
space arguments for normal Fermi systems [141]. This was investigated recently [142]. Most of the induced forces
are therefore captured in the two-body formalism. In calculations that include three-body forces, we will use the
total two-body potential according to Eq. (3.26).
Normal-ordering is a well-established method both in nuclei [96,138,139] and in infinite nuclear matter [88,100,
101,140]. An introduction to normal-ordering can be found, e. g., in Ref. [133].
One way to reduce the impact of induced many-body forces found in the previous section is in-medium SRG
(IM-SRG) [143, 144], which applies the flow equations using a reference state that is not the vacuum. It uses
normal-ordering with respect to this non-vacuum reference state and consequently captures most of the induced
three-body forces in a two-body calculation.
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4 Neutral-Current Interaction Rates and
Pair-Absorption Opacities
Neutral-current neutrino-nucleon interactions were already introduced in Section 2.2. A structure factor describing
bremsstrahlung and pair absorption has been derived by Hannestad and Raffelt (HR) in 1998 [51]. They treated
all nucleons as neutrons, neglected correlations and nuclear recoil, and used the one-pion-exchange potential for
the nuclear interaction. They provided analytical fit functions valid for arbitrary degeneracy that are currently used
in most supernova simulations (e. g., Refs. [42–45,62,63,145]).
In degenerate neutron matter, neutrino processes with more realistic nuclear interactions, including chiral EFT
potentials, have been studied subsequently [47, 146–148]. The formalism was generalized to non-degenerate
neutron matter in Ref. [57]. There, the non-degenerate formalism was also shown to be a good approximation in
partially-degenerate matter, i. e., at temperatures well below the Fermi temperature.
In this chapter, we build on this work by generalizing the formalism to non-degenerate mixtures of protons and
neutrons. Sections 4.1 to 4.3 follow our discussion in Ref. [149]. We derive equations for the relaxation rate,
provide analytical expressions for the OPE case, perform a partial-wave expansion and use the result to compare
OPE to modern nuclear interactions. In addition, we evaluate the impact of three-body forces and calculate the
mean-free path for pair-absorption (the inverse of the bremsstrahlung process). Some results for proton-neutron
bremsstrahlung have been discussed before in Refs. [50,150,151].
The axial coupling is spin dependent at low energies, while the vector coupling is spin independent. For our further
discussion we will neglect the vector term in Eq. (2.26) and focus on the axial structure factor. The energy transfer
in vector interactions vanishes as the momentum transfer goes to zero due to vector-current conservation. Hence,
the vector response is suppressed. The axial current, on the other hand, is not a conserved quantity [57]. In
addition, the weak charge for protons is small, so neutron-proton mixture effects are far more dominant in the
axial part.
4.1 Structure Factor for Mixtures of Protons and Neutrons
The axial structure factor for a one-component system is defined by [152]
SA(ω,q)≡
C2
A
2πnV
∞∫
−∞
dteiωt 〈σ(q , t)σ(−q , 0)〉 . (4.1)
Here, n is the particle density, V the normalization volume, 〈 〉 the statistical average and σ(q , t) are the Fourier
components of the spin-density operator.
The nucleon-nucleon interaction effects on neutrino rates can be discussed by considering the scattering of neutri-
nos from fluctuations in the system. In the case of axial currents, these are spin fluctuations. Using the fluctuation-
dissipation theorem, one can express the spin structure factor SA in terms of the axial charge-density correlation
function χA as [152]
SA(ω,q) =
1
πn
1
1− e−ω/T ImχA(ω,q) . (4.2)
Here, T is the temperature and n is the total density of nucleons.
Together with Chris Pethick and Achim Schwenk, we have derived the structure factor for mixtures of protons
and neutrons [149]. We neglect mean-field (Fermi-liquid-type) effects which are thought to be small for neutral
currents at subnuclear densities. We work in the long-wavelength limit (q → 0), neglecting recoil. This limit was
shown to be a good approximation for bremsstrahlung processes as typical neutrino momenta are small compared
to representative nucleon momenta, but see also Chapter 6.
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At zero frequency, χA is given by [153]
χ0
A
=
∑
i=n,p
∑
1
(C i
A
σ1)
2

−
∂ ni
1
∂ εi1

, (4.3)
with shorthand notation 1≡ (p1,σ1) for momentum and spin, quasiparticle distribution function ni1 and quasipar-
ticle energy εi
1
for species i = n, p. Following Refs. [46, 51, 150], we calculate the response at frequencies high
compared with a typical collision frequency and then extend the results to low frequencies by assuming that the
response function has the standard (Debye) form for a simple relaxation process.
Generalizing the formalism of Ref. [57] to mixtures of neutrons and protons, the only difference compared with
the result for pure neutrons is that the particles can be either neutrons or protons. For q = 0, we find
χA ≈
i
ω
χ0
A
τA
(4.4)
and define
τ−1
A
≡ 1
χ0A
ΥA with ΥA = Υ
nn
A
+ Υ
pp
A + 2Υ
np
A , (4.5)
where the superscripts indicate the nucleons involved in the process. This is the high-frequency limit. To interpolate
between low and high frequencies, one can use
χA =
χ0
A
1− iωτA
. (4.6)
Following Ref. [57], Υ i jA is given by
Υ
i j
A =
1
1+δi j
(2π)4
4ω
∑
1234
δ+ε δp

34 T i j122 ni
1
n
j
2(1− ni3)(1− n
j
4)− ni3n
j
4(1− ni1)(1− n
j
2)

× (C i
A
σ1 + C
j
Aσ2 − C iAσ3 − C
j
Aσ4)
2 , (4.7)
where δ+ε ≡ δ(ω+εi1+ε
j
2−εi3−ε
j
4) and δp ≡ δ(3)(p1+ p2− p3− p4) are energy and momentum conserving delta
functions1 and we use the short-hand notation
∑
λ
≡
∫
d3pλ
(2π)3
∑
σλ
. (4.8)
Our scattering amplitudes T i j include exchange contributions, and the factor of 1/(1+δi j) in Eq. (4.7) is necessary
to avoid double-counting of final states for collisions between particles of the same species. We can then write
Υ
i j
A =
(2π)4
2ω
∑
1234
δ+ε δp

34 T i j122 ni
1
n
j
2(1− ni3)(1− n
j
4)− ni3n
j
4(1− ni1)(1− n
j
2)

×
¨
C i 2
A
σ1(σ1 +σ2 −σ3 −σ4) for i = j ,
C i 2
A
σ1(σ1 −σ3) + C j 2A σ2(σ2 −σ4) + 2C iAC
j
Aσ1(σ2 −σ4) for i 6= j .
(4.9)
The two combinations of distribution functions just differ by a factor of exp(−ω/T ) [57]:
ni
3
n
j
4(1− ni1)(1− n
j
2)
ni1n
j
2(1− ni3)(1− n
j
4)
= ex1+x2−x3−x4
δ+ε
= e−ω/T , (4.10)
1 The additional factor (2π)3 in Eq. (4.7) compared to Refs. [57, 149] arises because in these references a discrete Kronecker δp was
used whereas we use a three-dimensional Dirac delta function.
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with the short-hand notation xλ = (ελ −µλ)/T , the chemical potential µλ of the species of the particle with index
λ, and
nλ
1−nλ = e
−xλ . Hence we can rewrite Eq. (4.9) as
Υ
i j
A =
(2π)4
2ω
(1− e−ω/T )
∑
1234
δ+ε δp

34 T i j122 ni
1
n
j
2(1− ni3)(1− n
j
4)
×
¨
C i 2
A
σ1(σ1 +σ2 −σ3 −σ4) for i = j ,
C i 2
A
σ1(σ1 −σ3) + C j 2A σ2(σ2 −σ4) + 2C iAC
j
Aσ1(σ2 −σ4) for i 6= j
(4.11)
=
(2π)4 sinh
 
ω/(2T )

ω
∑
1234
δ+ε δp

34 T i j122 4∏
λ=1
1
2cosh[(ελ −µλ)/(2T )]
×
¨
C i 2
A
σ1(σ1 +σ2 −σ3 −σ4) for i = j ,
C i 2
A
σ1(σ1 −σ3) + C j 2A σ2(σ2 −σ4) + 2C iAC
j
Aσ1(σ2 −σ4) for i 6= j .
(4.12)
Here, we brought Eq. (4.11) into the more symmetric form of Eq. (4.12) by using
n1n2(1− n3)(1− n4) =
1
ex1 + 1
1
ex2 + 1
ex3
ex3 + 1
ex4
ex4 + 1
(4.13)
=
e−x1/2
e−x1/2(ex1 + 1)
e−x2/2
e−x2/2(ex2 + 1)
e−x3/2ex3
e−x3/2(ex3 + 1)
e−x4/2ex4
e−x4/2(ex4 + 1)
(4.14)
= e−(x1+x2−x3−x4)/2
4∏
λ=1
1
2cosh(xλ/2)
δ+ε
= eω/(2T )
4∏
λ=1
1
2cosh(xλ/2)
. (4.15)
It is helpful to separate the spin sums from the phase-space integration, hence we introduce the quantities
W i j =
1
12
∑
σi
〈34|T i j |12〉∗σ1
¨
C i 2
A

σ1 +σ2, 〈34|T i j |12〉

for i = j ,
(C i 2
A
+ C
j 2
A )

σ1, 〈34|T i j |12〉

+ 2 C i
A
C
j
A

σ2, 〈34|T i j |12〉

for i 6= j . (4.16)
The W i j are functions of P, p, p′ and three angles specifying the orientation of the total momentum P = p1 + p2 =
p3 + p4 and the relative momenta p = (p1 − p2)/2 and p ′ = (p3 − p4)/2.
For the OPE or the leading-order chiral potential of Eq. (3.13), the spin traces can be calculated analytically [67]:
W ii
LO
= C i 2
A

gA
2Fπ
4 4
3
 
k4 
k2 +m2π
2 + k′4 
k′2 +m2π
2 + k2k′2 − 3(k · k′)2 k2 +m2π  k′2 +m2π
!
, (4.17)
W
i 6= j
LO = (C
i 2
A
+ C
j 2
A )

 4C2
T
+

gA
2Fπ
2
CT

8
3
k2
k2 +m2π
− 8
3
k′2
k′2 +m2π

+

gA
2Fπ
4 4
3
k4 
k2 +m2π
2 + 4 k′4 
k′2 +m2π
2 − 83 k
2k′2 − 2(k · k′)2 
k2 +m2π
  
k′2 +m2π

! + 2C i
A
C
j
A

 − 4C2
T
−

gA
2Fπ
2
CT

8
3
k2
k2 +m2π
− 8
3
k′2
k′2 +m2π

+

gA
2Fπ
4 4
3
k′4 
k′2 +m2π
2 + 83 (k · k
′)2 
k2 +m2π
  
k′2 +m2π

!  .
(4.18)
Here, k = p2 − p4 = p ′ − p and k ′ = p2 − p3 = −(p + p ′) are the momentum exchanges between the nucleons
and the coupling constant CS does not appear in the final result because it commutes with all spin structures.
Setting CT = 0 corresponds to an OPE-only calculation. The functional form agrees with the neutron-neutron and
neutron-proton bremsstrahlung expressions of Refs. [50,154].2
2 For neutron-proton bremsstrahlung, the expression in Ref. [50] differs from ours by a factor of 2 in front of the mixed k, k′ terms. This
typo was pointed out in Ref. [154].
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We replace the pλ integrals by integrals in terms of P, P
′, p, and p ′ and use δp to perform the P
′ = p3 + p4
integration trivially. Then, Υ i jA is given by
Υ
i j
A =
2π sinh
 
ω/(2T )

ω
∫
d3P
(2π)3
∫
d3p
(2π)3
∫
d3p′
(2π)3
δ+ε 4W
i j
4∏
λ=1
1
2cosh[(ελ −µλ)/(2T )]
. (4.19)
The energy-conserving delta function can be written as
δ+ε = δ

p2
2m∗
i j
− p
′2
2m∗
i j
+ω

, (4.20)
where m∗
i j
= m∗
i
m∗
j
/(m∗
i
+m∗
j
) is the reduced (effective) mass, and hence
∞∫
0
dp′ p′2 δ+ε =
∞∫
0
dp′ p′2 δ

p′ −
q
p2 + 2m∗
i j
ω
 m∗
i j
p′
= m∗
i j
q
p2 + 2m∗
i j
ω . (4.21)
We can then use the fact that W only depends on three angles to finally write Eq. (4.19) as
Υ
i j
A =
m∗
i j
sinh
 
ω/(2T )

8π6ω
1∫
−1
d cosθ
1∫
−1
d cosθ ′
2π∫
0
dφ
∞∫
0
dP P2
∞∫
0
dp p2
q
p2 + 2m∗
i j
ωW i j
4∏
λ=1
1
2 cosh[(ελ −µλ)/(2T )]
.
(4.22)
In the non-degenerate limit, the distribution functions ni
λ
are Maxwell-Boltzmann distributions and we can write
Eq. (4.3) as
χ0
A
=
∑
i=np
∫
d3p1
(2π)3
∑
σ1
(C i
A
σ1)
2 ni
1
(εi
1
)
1
T
(4.23)
=
∑
i=np
C i 2
A
ni
T
, (4.24)
with proton and neutron densities np,n . Assuming a non-relativistic quasiparticle energy of the form ε
i
p
= εi
0
+
p2/(2m∗
i
), we can use
4∏
i=1
1
2cosh[(εi −µ)/(2T )]
≈ e−(ε1+ε2+ε3+ε4)/(2T )e(µi+µ j)/T (4.25)
= e
−[P2/(2(m∗
i
+m∗
j
))+p2/(2m∗
i j
)+ω/2]/T
e(µi+µ j−ε
i
0
−ε j
0
)/T . (4.26)
If T i j is independent of P, the integrals over θ ′ and φ become trivial. The product of densities is given by
nin j =
1
π4
∫
dP P2
∫
dp p2 e
−[P2/(2(m∗
i
+m∗
j
))+p2/(2m∗
i j
)−µi−µ j+εi0+ε
j
0
]/T
, (4.27)
so Υ i jA can be written as
Υ
i j
A =
nin j m
∗
i j
sinh
 
ω/(2T )

πω
e−ω/(2T )
∫
dp p2 e
−p2/(2m∗
i j
T ) ∫
d cosθ
q
p2 + 2m∗
i j
ωW i j∫
dp p2 e
−p2/(2m∗
i j
T ) ∫
d cosθ
(4.28)
=
nin j sinh
 
ω/(2T )

πω
q
2πm∗
i j
T 3
e−ω/(2T )
∞∫
pmin
dp p2 e
−p2/(2m∗
i j
T )
1∫
−1
d cosθ
q
p2 + 2m∗
i j
ωW i j , (4.29)
where pmin is given by
pmin =
¨
0 for ω ≥ 0 ,q
2m∗
i j
|ω| for ω< 0 . (4.30)
So far, ω> 0 was assumed for definiteness.
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4.1.1 Partial-Wave Expansion
In addition, we can expand Υ i jA in partial waves, following the steps in Ref. [67]. We write the spin trace in
Eq. (4.16) in terms of single-particle spin states and then couple spins:
W i j =
3 · 22
12
∑
ms1
ms2
ms3
ms4


s3ms3s4ms4
T i j s1ms1s2ms2 
s1ms1s2ms2 T i j s3ms3s4ms4
×
¨
C i 2
A
ms1(ms1 +ms2 −ms3 −ms4) for i = j ,
C i 2
A
ms1(ms1 −ms3) + C
j 2
A ms2(ms2 −ms4) + 2C iAC
j
A ms1(ms2 −ms4) for i 6= j
(4.31)
=
∑
SS′M
S
M ′
S
∑
S˜S˜′M˜
S
M˜ ′
S
∑
ms1
ms2
ms3
ms4
C
SM
S
s1ms1
s2ms2
C
S′M ′
S
s3ms3
s4ms4
C
S˜M˜
S
s1ms1
s2ms2
C
S˜′M˜ ′
S
s3ms3
s4ms4
×


(34)S′M ′
S
T i j (12)SM
S
 

(12)S˜M˜
S
T i j (34)S˜′M˜ ′
S

×
¨
C i 2
A
ms1(ms1 +ms2 −ms3 −ms4) for i = j ,
C i 2
A
ms1(ms1 −ms3) + C
j 2
A ms2(ms2 −ms4) + 2C iAC
j
A ms1(ms2 −ms4) for i 6= j .
(4.32)
Here, si = 1/2 and the potential conserves total spin, hence S = S
′ and S˜ = S˜′. The product of Clebsch-Gordan
coefficients C e f
abcd
is only non-zero if M
S
= M˜
S
and M ′
S
= M˜ ′
S
. The sum over msi can then be evaluated analytically
and we can rewrite Eq. (4.32) as
W i j =
∑
SS˜M
S
M ′
S


(34)SM ′
S
T i j (12)SM
S
 

(12)S˜M
S
T i j (34)S˜M ′
S

2 M i j , (4.33)
with
M i j = (−1)S+S˜
(
C i 2
A
M
S
∆M
S
for i = j,
1
8 (C
i 2
A
+ C
j 2
A )(1−MS M ′S) + 12 C iAC
j
A
 
M
S
∆M
S
− 12 (1−MS M ′S)

for i 6= j .
(4.34)
We can then follow the steps in Ref. [155] and use the expansion in spherical harmonics Ylm ,
|p〉=
∑
lm
4πi l Y ∗
lm
|p〉 |lm〉 , (4.35)
to writeD
SM ′
S
T i j
pp′
SMSE= 
p ′SM ′S T i j pSMS (4.36)
= (4π)2
∑
l l′mm′
i l−l
′ 

p′
 
l ′m′ 
SM ′
S
T i j SM
S

|lm〉 |p〉Yl′m′(pˆ ′)Y ∗lm(pˆ) (4.37)︷ ︸︸ ︷
1=
∑
JmJ
|JmJ 〉 〈JmJ |
= (4π)2
∑
l l′mm′JmJ
i l−l
′
C
JmJ
l′m′SM ′
S
C
JmJ
lmSMS
D
p′
T i j
l′ lJS
 
1− (−1)l+S+T
 pEYl′m′(pˆ ′)Y ∗lm(pˆ) . (4.38)
The factor
 
1− (−1)l+S+T

represents the direct and the exchange term assuming an antisymmetrized matrix ele-
ment. We can make the isospin dependence of the matrix element explicit by using T i j
l′ lJS =
1
2

T
i j,T=0
l′ lJS + T
i j,T=1
l′ lJS

.
Inserting this into Eq. (4.33) yields
W i j =
∑
SS˜MS M
′
S
∑
T T˜
∑
l l′mm′JmJ
∑
l˜ l˜′m˜m˜′ J˜ m˜J
1
2

1− (−1)l+S+T
 
1− (−1)l˜+S˜+T˜

i l
′−l+l˜−l˜′M i j
× (4π)4C JmJ
l′m′SM ′
S
C
JmJ
lmSMS
C
J˜ m˜J
l˜′m˜′S˜M ′
S
C
J˜ m˜J
l˜ m˜S˜MS
D
p
T i j,T
l′ lJS
 p′EDp′ T i j,T˜
l˜ l˜′ J˜ S˜
 pEY ∗
l′m′(pˆ
′)Y
lm
(pˆ)Y
l˜′m˜′(pˆ
′)Y ∗
l˜ m˜
(pˆ) , (4.39)
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where we assume the matrix elements to be real. When using the T-matrix formalism, the first matrix element
needs to be complex conjugated.
The spherical harmonics are irreducible tensors and can be coupled into one object [156],
Y ∗
l′m′(pˆ
′)Y
lm
(pˆ)Y
l˜′m˜′(pˆ
′)Y ∗
l˜ m˜
(pˆ)
= (−1)m′+m˜
∑
LM L˜M˜HMH
C LM
l′m′ lmC
L˜M˜
l˜′m˜′ l˜ m˜C
HMH
LM L˜M˜
n
Yl′(pˆ
′)⊗ Yl(pˆ)
	L
M
⊗

Yl˜′(pˆ
′)⊗ Yl˜(pˆ)
	 L˜
M˜
oH
MH
, (4.40)
where {X ⊗ Y }L
M
=
∑
M1M2
C LM
L1M1 L2M2
X L1M1 YL2M2 is the M component of the irreducible tensor product. The left-
hand side of this equation is scalar, therefore H = MH = 0 and from the Clebsch-Gordan coefficients we obtain
M˜ = −M and L˜ = L.
We can further simplify the spherical harmonics:
¦
Yl′(pˆ
′)⊗ Yl(pˆ)
	L
M
⊗

Yl˜′(pˆ
′)⊗ Yl˜(pˆ)
	L
−M
©0
0
=
∑
gh
Lˆ2


l ′ l L
l˜ ′ l˜ L
g h 0


¦
Yl′(pˆ
′)⊗ Yl˜′(pˆ ′)
	
g
⊗

Yl(pˆ)⊗ Yl˜(pˆ)
	
h
©0
0
(4.41)
= Lˆ2
∑
K
(−1)l+L+l˜′+K
LˆKˆ

l ′ l L
l˜ l˜ ′ K

(−1)l′+l˜′+l+l˜ lˆ
′ˆ˜l ′ lˆˆ˜l
4π

l ′ l˜ ′ K
0 0 0

l l˜ K
0 0 0

YK(pˆ
′)⊗ YK(pˆ)
	0
0
.
(4.42)
Here, aˆ ≡ p2a+ 1 and we have used g = h ≡ K in the last step. We use the standard notations for Wigner 3 j, 6 j,
and 9 j symbols,
 
a b c
d e f

,

a b c
d e f
	
, and
§
a b c
d e f
g h i
ª
, respectively. The coupled spherical harmonics in Eq. (4.42) can be
transformed into a Legrende polynomial using

YK(pˆ
′)⊗ YK(pˆ)
	0
0
= (−1)K 1
Kˆ
YK(pˆ
′) · YK(pˆ) =
(−1)K
4π
PK(cosθ ) . (4.43)
The Clebsch-Gordan coefficients can be combined and evaluated using relations from [156]:∑
mm′mJ
C
JmJ
l′m′SM ′
S
C
JmJ
lmSM
S
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LM
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∑
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∑
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JmJ
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=
Lˆ Jˆ2
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(−1)3l+l′−M+J+SCSMS
L−MSM ′
S
§
l ′ l L
S S J
ª
, (4.44)
∑
m˜m˜′m˜J
C
J˜ m˜J
l˜′m˜′S˜M ′
S
C
J˜ m˜J
l˜ m˜S˜M
S
C
L˜M˜
l˜′m˜′ l˜−m˜(−1)
m˜ =
∑
m˜m˜′m˜J
C
J˜ m˜J
l˜′m˜′S˜M ′
S
C
J˜ m˜J
l˜ m˜S˜M
S
C
l˜ m˜
l˜′m˜′ L˜−M˜ (−1)
m˜+l˜′−m˜′
ˆ˜L
ˆ˜l
=
ˆ˜L ˆ˜J2
ˆ˜S
(−1)2l˜′+ L−M˜+J˜+S˜C S˜M
′
S
L˜−M˜S˜M
S

l˜ l˜ ′ L˜
S˜ S˜ J˜

, (4.45)
C00
LM L−M =
(−1)L+M
Lˆ
, and (4.46)
(−1)M˜ C S˜MS
L˜−M˜S˜M ′
S
= (−1)M˜ (−1) L˜+M˜ C S˜−M
′
S
L˜−M˜S˜−M
S
= (−1)2 L˜C S˜M
′
S
L˜M˜ S˜M
S
= C
S˜M ′
S
L˜M˜ S˜M
S
, (4.47)
where in the first equations M = m − m′ and M˜ = m˜′ − m˜ were identified from the Clebsch-Gordan coefficients,
respectively.
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The cosine integral in Eq. (4.29) can be done analytically as the only θ -dependence is the Legendre polynomial.
Hence,
1∫
−1
d cosθ PK(cosθ ) = 2δK0 . (4.48)
Using the properties of the 3 j symbols and the Clebsch-Gordan coefficients one concludes that l = l˜, l ′ = l˜ ′, and
M = M ′
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−MS ≡ −∆MS . Putting it all together,
1∫
−1
d cosθ W i j =
∑
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Inserting this expression into Eq. (4.29) finally yields
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The sums for i = j collapse to S = S˜ = T = T˜ = 1.
The partial-wave expansion was checked by comparing the Ye = 0 results to calculations in and based on Ref. [57]
for the OPE, chiral and T-matrix potentials. We also used partial-wave-expanded OPE matrix elements (B.3) to
check the partial-wave expansion at different Ye against the analytical OPE calculations mentioned above.
One should note that for ω 6= 0 the scattering amplitudes required to calculate the structure factor are generally
off-shell ones, and therefore it is necessary to specify the energy and momenta at which the scattering amplitude is
evaluated. This is particularly important at low energies because the interactions are resonant. From Eq. (4.20), we
obtain p′ =
q
p2 + 2m∗
i j
ω. In this thesis, we will approximate the full result using scattering amplitudes evaluated
at momenta that correspond to the mean of the initial and final state energies,D
p
T i j,T
l′ lJS
 p′E −→ Dqp2 +m∗i jω T i j,Tl′ lJSqp2 +m∗i jωE≡ Dp T i j,Tl′ lJS pE . (4.51)
For the OPE potential, the analytical expression allows us to directly evaluate the quality of this approximation.
The direct and exchange momentum transfers k and k′ of Eqs. (4.17) and (4.18) as well as their scalar product are
given by
k2 = p2 + p′2 − 2pp′ cosθ , (4.52)
k′2 = p2 + p′2 + 2pp′ cosθ , (4.53)
k · k ′ = p2 − p′2 . (4.54)
In the on-shell approximation, p = p′ = p and thus
k2 = 2 (p2 +m∗
i j
ω) (1− cosθ ) , (4.55)
k′2 = 2 (p2 +m∗
i j
ω) (1+ cosθ ) , (4.56)
k · k ′ = 0 , (4.57)
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Figure 4.1: Left panel: Ratio of inverse mean-free paths based on the OPE potential calculated with and without
the on-shell approximation as a function of density at Ye = 0.1 (dashed red line), Ye = 0.3 (solid blue
line), and Ye = 0.5 (green dash-dotted line). Right panel: Same, but at fixed Ye = 0.3 and comparing
calculations using 〈p |T | p〉 (blue solid line), 〈p |T | p〉 (red dash-dotted line), and 〈p′ |T | p′〉 (green dashed
line) in the on-shell calculation.
while in full kinematics,
k2 = 2p2 + 2m∗
i j
ω− 2p
q
p2 + 2m∗
i j
ω cosθ , (4.58)
k′2 = 2p2 + 2m∗
i j
ω+ 2p
q
p2 + 2m∗
i j
ω cosθ , (4.59)
k · k ′ = − 2m∗
i j
ω . (4.60)
In Figure 4.1, we show the deviation of the on-shell from the full-kinematics result for the energy-averaged mean-
free path (see Section 4.3). The on-shell approximation works especially well at Ye = 0.3 and sufficiently well
in symmetric nuclear matter. It works less well in strongly asymmetric nuclear matter, in contrast to findings in
Ref. [57], where the (k · k ′)2 term in Eq. (4.17) was neglected. This has been checked against the partial-wave-
expanded formalism using the analytical matrix element in Appendix B, which allows p 6= p′. Electron fractions at
or below Ye = 0.1 are mostly relevant for neutron star cooling, where matter becomes more and more degenerate
and the (k · k ′)2 term goes to 0 also for the full-kinematics result [50].
Figure 4.2: Ratio of inverse mean-free paths in the on-shell approximation at Ye = 0.3 using p
′ and p for the OPE
(green dashed line), EM500 (blue dash-dotted line), and T-matrix (red solid line) interactions.
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In the right panel of Figure 4.1, we compare results obtained using
D
p
T i j,T
l′ lJS
 pE, Dp′ T i j,T
l′ lJS
 p′E, and Dp T i j,T
l′ lJS
 pE
relative to the full-kinematics result. This clearly motivates the use of our mean-energy momentum p in the on-
shell expression. In addition, using p′ is a significantly better approximation than using p, which seems reasonable
as using p neglects all ω dependence of the matrix elements.
For the chiral and T-matrix potentials, no analytical expression is available. In Figure 4.2, we instead plot the
deviation using p′ rather than p in the on-shell matrix elements. While this cannot be considered the uncertainty
of the on-shell approximation, it shows that the T-matrix is especially sensitive to the on-shell treatment. Hence,
going beyond the on-shell approximation will be an important next step.
In order to increase code performance, we use MT = 0 matrix elements for all contributions, allowing us to combine
the nn, np, and pp contributions in Eq. (4.50), cf. Fig. 4.13 and Appendix A.
4.2 Spin Relaxation Rate
In the following discussion of our results, we work in the long-wavelength limit, neglect effective mass effects, and
use m∗
n
= m∗
p
= 939MeV. This should be a justified approximation since the densities of interest are relatively
low compared to nuclear saturation density. In general, the axial couplings C i
A
are momentum dependent and
there are contributions from two-body currents [67, 157] and strange quarks. We will keep them constant at
C
p
A = −CnA = gA/2, where gA = 1.26 is the free weak charge.
We plot the spin relaxation rate 1/τA atω = 0 as a function of density in Figure 4.3, varying the electron fraction Ye
from pure neutron matter (top left panel) to symmetric nuclear matter. We parametrize the temperature in terms
of the density according to Eq. (2.44), see the discussion of typical conditions in Section 2.4.
4.2.1 Results in Born Approximation
The blue dashed line in Figure 4.3 is conceptually similar to the results of Hannestad and Raffelt (HR, Ref. [51]),
i. e., we use the one-pion-exchange approximation and assume all protons interact like neutrons (OPE nn-only).
We stress that these results are not identical to those obtained using the structure factor provided in Ref. [51], see
discussion in Section 4.4. The black solid line adds the Ye dependence while still using the one-pion-exchange (OPE)
approximation. For OPE, the Ye dependence is small and working in pure neutron matter is a good approximation.
Next, we add the contact terms of the leading-order chiral potential (black dotted line) which do not enter the final
result in pure neutron matter. In mixtures, the CT term increases the rate at low densities.
Adding all two-body terms in the chiral potential up to N3LO, we obtain the grey-orange band spanned by the chiral
EM 500MeV, EGM 450/500MeV and EGM 450/700MeV potentials [108, 158]. The Ye dependence is weak and
the rates are similar at low densities and about a factor of two smaller at high densities compared with the OPE
results, confirming findings made in pure neutron matter [57]. Looking at the width of the chiral band and hence
the uncertainty of the calculation, the band is wide at low densities (better visible in Fig. 4.4 which extends to
lower densities). Here, momenta are low and the main contribution is the momentum-independent leading-order
contact term (cf. Eq. (3.13)). As the coupling constant CT differs between the potentials, this uncertainty translates
to a wide band. With increasing density, better-constrained terms dominate and the band becomes narrow until
its width grows again as the convergence of the chiral expansion worsens with increasing density (and hence
increasing momenta).
Three-body forces will be included using the formalism of normal-ordering, see Section 4.5.
4.2.2 T-Matrix Results and Resonant Enhancement at Low Densities
All previously mentioned results were obtained at Born level. However, at low energies NN interactions are
resonant. We use the T-matrix based on NN phase shifts as a model-independent input at low densities. This
approach is similar to the virial expansion for energy contributions [159]. The red solid line shows the resulting
1/τA based on the Nijmegen partial wave analysis [131]. In pure neutron matter, these results are very similar to
the ones obtained with the chiral N3LO potential. In proton-neutron mixtures, central interactions contribute and
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Figure 4.3: Spin relaxation rate 1/τA at ω = 0 as a function of density ρ for different electron fractions Ye from
pure neutron matter to symmetric nuclear matter. The temperature is density dependent along typical
supernova conditions, Eq. (2.44). The black solid line shows results for the OPE approximation, the blue
dashed line additionally assumes pure neutron matter, conceptually similar to approximations used in
supernova simulations (see text). The dotted black line shows results from leading-order (LO) chiral EFT
interactions, and including NN interactions at N3LO at the Born level we obtain the grey-orange band.
The color change from grey to orange indicates that the N3LO results should only be trusted at higher
densities where the Born approximation works well. In addition, we show the results based on NN
phase shifts (T-matrix) in red. The T-matrix results are expected to be valid up to a fugacity of z = 1/2,
which is marked by the small bar.
we find a striking enhancement of the rates at low densities ρ ® 1013 g cm−3 compared to both the N3LO and OPE
results. The small bar indicates the density at which the fugacity z ≈ n
n
λ3
n
/2 with neutron thermal wavelength λn
reaches 1/2. Below this, the T-matrix results are expected to be valid. Above, they agree well with the N3LO results,
thus supporting each other.
To find the source of the low-density enhancement, we employ increasingly stronger approximations of the T-matrix
potential and show the results in Figure 4.4.
In the first step, we neglect all partial waves with l ≥ 1, keeping only the S-waves. We can then write Eq. (4.50) as
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The first 6 j symbol evaluates to δL0. From the other two 6 j symbols we obtain S = J and S˜ = J˜ . The Clebsch-
Gordan coefficients are non-zero only if∆MS = 0 and the only surviving MS terms for∆MS = 0 require MS = M
′
S
=
0. Furthermore, T = 1− S and T˜ = 1− S˜. The expression thus simplifies significantly,
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Instead of using the T-matrix expressions based on phase shifts, we can write the matrix elements in terms of the
scattering length D
p
T i j,T00JS pE= − 12m∗
np
1
−1/a− ip , (4.63)
where a is either the 1S0 or
3S1 scattering length. In this case, the integral can be evaluated analytically,
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= Ia2,a1 ,
where Γ is the incomplete gamma function and the imaginary parts cancel in the calculation.
Figure 4.4: T-matrix results for 1/τA(ω = 0) as a function of density ρ for Ye = 0.3, with temperature along su-
pernova conditions (2.44) (identical to third panel of Fig. 4.3). The full T-matrix results (solid line) are
compared to various approximations: keeping only S-waves (dash-dotted line), only S-wave scattering
lengths (dashed line), and finally also setting the 1S0 scattering length to infinity (dotted line). For
comparison, the N3LO results are also shown.
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Figure 4.5: Spin relaxation rate 1/τA(ω = 0) as a function of temperature T for ρ = 10
13 g cm−3 and a typical
Ye = 0.3. The temperature T = 13.9MeV is also used at this density in earlier plots. See Fig. 4.3 for a
description of the lines.
Finally, we set the already large 1S0 scattering length to infinity, leaving the
3S1 scattering length as the only
parameter:
lim
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Combining this equation with Eqs. (4.62) and (4.5), we find a simple analytical expression for the relaxation rate
in this limit,
1
τA(ω = 0)
≈
8πnnnp x
n
p
2π T (m∗
np
)3/2
ex Γ (0, x) , (4.67)
where x−1 = 2m∗
np
T
 
a(3S1)
2
. As clearly visible in Fig. 4.4, this still reproduces our results at small densities.
We therefore conclude that the enhancement is caused by the large scattering lengths of nuclear physics and the
fact that nuclear matter behaves similar to a resonant Fermi gas at subnuclear densities [149]. A next step would
therefore be to calculate chiral results beyond the Born approximation.
We find a similar enhancement at low temperatures (Fig. 4.5). This is due to the fact that the energy scale of the
collision is set by the temperature in the non-degenerate limit. At higher temperatures, T-matrix and N3LO results
agree again and are a factor of ∼ 2 smaller compared to the OPE calculations.
4.2.3 SRG-Evolved Potentials
In addition, we looked at SRG-evolved potentials, mainly as a preparation for using three-body potentials later in
this chapter (Figure 4.6). In both panels we show the unevolved EM500 potential used in the previous sections
along with SRG-evolved potentials provided by Kai Hebeler [88]. The unevolved potential and the SRG potential
at very high resolution scale agree perfectly, providing a check for our code that reads in the new potentials.
In pure neutron matter, the rate shows hardly any dependence on the SRG parameter at low densities and a small
dependence at high densities. This difference at high densities becomes slightly reduced at Ye = 0.3. However,
the difference becomes significant at small ρ as the SRG evolution changes the low-energy contact terms including
CT . This is connected to the widening of the N
3LO band at low densities and Ye > 0 in Figure 4.3. Of course, the
result should be independent of λ, but we neglect induced three-body forces and do not evolve our operator, see
discussion in Section 3.5. Hence, the variation with λ should not be considered a complete error band.
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Figure 4.6: Dependence on the SRG evolution parameter. Relaxation rate atω = 0with the EM500 potential in pure
neutron matter (left panel) and at Ye = 0.3 (right panel) as a function of density along the temperature
relation of Eq. (2.44). The unevolved potential (blue solid line) is the same as in the previous sections. We
also show the effectively unevolved potential at λ = 50 fm−1 (red dashed line) as well as the potential
evolved to λ = 2.8 fm−1 (green dash-dotted line), λ = 2.0 fm−1 (orange dash-dot-dotted line), and
λ = 1.8 fm−1 (indigo dotted line).
4.3 Mean-Free Path for Pair Absorption
As it has been mentioned in Section 2.2.1, astrophysically relevant quantities can easily be derived from the struc-
ture factor. For example, the energy-averaged inverse mean-free path for a neutrino against pair absorption is given
by [51]
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. (4.69)
Here, GF is Fermi’s constant, n the particle density, T the temperature, ω = Eν + E
′
ν the sum of the neutrino
and antineutrino energies, and f1 and f¯2 are the neutrino and antineutrino distribution functions. These can be
determined in the simulation or a Fermi-Dirac or Maxwell-Boltzmann distribution can be assumed. In the latter
case, Eq. (4.69) can be simplified, yielding a single ω-integral over the structure factor SA ,
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Figure 4.7: Left panel: Energy-averaged inverse mean-free path 〈λ−1〉 of a neutrino against pair absorption as a
function of density ρ for Ye = 0.3, with temperature along typical supernova conditions (2.44). Right
panel: Same data, but normalized to the OPE nn-only result.
If we instead assumed Fermi-Dirac distributions, we would have to do two integrals (over Eν and E
′
ν). This is con-
ceptually just as straightforward, but it requires more resources. Hence, we use Maxwell-Boltzmann distributions
unless mentioned otherwise.
To give a first insight into the astrophysical impact of our findings, we show the energy-averaged inverse mean-free
path of a neutrino against pair absorption along typical supernova temperatures given by Eq. (2.44) in Fig. 4.7. The
enhancement at low densities (ρ ® 1012 g cm−3) is reduced compared to Figure 4.3 because the T-matrix based spin
relaxation rate decreases faster with increasing ω than OPE or chiral EFT based rates and the integral in Eq. (4.72)
samples SA at various ω. Again, the T-matrix and N
3LO results are very close at higher densities.
4.4 OPE nn-only vs. Hannestad&Raffelt
As mentioned in the introduction of this chapter, supernova simulations often rely on the structure factor provided
by Hannestad and Raffelt [51]. In the previous sections, we compared our T-matrix and chiral results to calculations
done in our formalism, but conceptually similar to HR, i. e., using Ye = 0, the one-pion-exchange potential, and the
long-wavelength structure factor. In this section, we compare these OPE nn-only results to numbers obtained with
the actual HR structure factor.
The top panel of Figure 4.8 shows the energy-averaged absorption opacities for NNνν → NN as a function of
density and with the temperature set by Eq. (2.44). HR and OPE results seem to agree quite well for most densities,
but at a few times 1013 g cm−3 deviations become visible. Since the y-axis is logarithmic and spans many orders of
magnitude, the actual ratio is hard to read off. We therefore plot the same numbers again in the second panel, this
time relative to the OPE result. Deviations increase from 10 to 30 % for densities between 1010 and 6×1013 g cm−3.
Afterwards, deviations grow even faster.
One possible explanation for this deviation is degeneracy. At the upper end of the density range, the temperature
is about two thirds of the Fermi temperature TF, so degeneracy effects are expected to contribute. Our formalism is
purely non-degenerate (but was shown in pure neutron matter to be a good approximation for partially-degenerate
matter, see Ref. [57]), while the HR formalism interpolates between degenerate and non-degenerate conditions.
In order to test this explanation, we make the conditions more degenerate in the third panel by reducing the
temperature by a factor of 5. At low densities, OPE and HR still visually agree. At 1014 g cm−3, T/TF ≈ 0.2 and
deviations between the non-degenerate OPE result and the HR calculation are significant. A degenerate version of
our formalism is available [47, 148] which we would expect to match the HR results at lower T/TF. The opacity
obtained with this structure factor is also shown in the third panel. While it lies closer to the HR opacity at high
densities, there is still a significant deviation.
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Figure 4.8: Comparison between HR and our OPE mean-free paths in pure neutron matter as a function of density.
The bottom plot shows the energy-dependent inverse mean-free path for scattering (calculated with
our q → 0 structure factor, see also Section 6.3), while the other plots show energy-averaged absorption
opacities. The two topmost panels are calculated along the conditions of Eq. (2.44), for the lower two
panels temperature is reduced by a factor of 5. In these panels we show degenerate results (blue dash-
dotted line) in addition to our non-degenerate results (red dashed line) and the HR result (green solid
line) shown in all panels. The data in the two topmost panels is identical; in the second panel, we show
the HR result relative to the OPE calculation to allow for an easier comparison.
The HR opacity levels off and would eventually decrease if we increase the density even further. This maximum
can be moved to lower densities by making the conditions even more degenerate. We consider it unphysical as a
denser medium should always be more opaque.
The peak in the HR opacity is even more visible if we look instead at the inverse mean-free path for a 30MeV
neutrino against scattering on interacting nucleons (bottom panel of Figure 4.8 – this process will be looked at
in detail in Section 6). Our findings are similar to the absorption opacities. At low densities, the non-degenerate
structure factor agrees reasonably well with the HR result. Deviations grow and for a while (in this case between
a few times 1012 g cm−3 and ≈ 2 × 1013 g cm−3) our degenerate results lie rather close to the HR computations.
For this process, the HR inverse mean-free path reaches its maximum already at about 3 × 1013 g cm−3 and then
decreases by an order of magnitude.
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The occurrence of a maximum can be traced back to a function called g(y,η⋆) in the HR formalism, where y ∼ T−1
and η⋆ ∼ ρ2/3T−1. This function is introduced to include multiple-scattering effects. If g is set, e. g., to 0.1
independent of its arguments, the peak disappears.
With this likely unphysical behavior of the HR opacities, it cannot be our goal to reproduce the HR numbers with
our formalism. While the two calculations differ significantly, insights can be gained from comparing our improved
results to both of them: Comparing to HR numbers indicates the change in the opacities etc. one would see in
supernova simulations if they implemented our rates rather than HR. The comparison with OPE nn-only results on
the other hand has the advantage that the assumptions and approximations of the formalism are the same and we
can directly look at the impact of the more advanced nuclear potentials compared to OPE.
4.5 Impact of Three-Body Forces
In order to investigate the impact of three-body forces on the neutrino opacities, we employ the formalism of
normal-ordering discussed in Section 3.6, using Eq. (3.26). We concentrate on densities in the range of n0/10 to
n0, where n0 = 0.16 fm
−3 is the nuclear saturation density. We fix the temperature for each density according to
the relation in Eq. (2.44).
The top panel of Figure 4.9 shows the relaxation rate at ω = 0 in pure neutron matter. We use the EM500
potential as a baseline (green line) and add normal-ordered three-body interactions at N2LO and N3LO. The
Figure 4.9: Relaxation rate 1/τA(ω = 0) (top) and opacity shift with three-body forces relative to the two-body
result (bottom) as a function of particle density n in pure neutron matter. The blue band includes three-
body forces up to N3LO, while in the red band only three-body forces at N2LO are included. The bands
are spanned by variations in Λ3N , c1, and c3 (see text). The green solid line shows the result without
three-body forces and using the EM500 potential. In the lower panel, this is 0 by definition.
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bands are spanned by varying the three-body cutoff Λ3N = 2.0, 2.5 fm
−1 as well as the low-energy constants
c1 = −(0.37 . . . 0.81)GeV−1 (−(0.75 . . . 1.13)GeV−1) and c3 = −(2.71 . . . 3.40)GeV−1 (−(4.77 . . . 5.51)GeV−1) in
the three-body forces at N2LO (N3LO). These are the ranges suggested by Ref. [111] and discussed in Ref. [100].
The LEC c4 does not contribute.
Three-body forces increase the relaxation rate. At saturation density, we find an increase of about 24− 60 % at the
N2LO level. This effect is strongly reduced when the next order is also taken into account, leading to a 9− 30%
effect. As expected, the higher-order band is smaller in width.
As shown in Section 4.3, just looking at the ω = 0 rate can overestimate effect sizes. To sample the whole ω
range, we again calculate the energy-averaged inverse mean-free path against pair absorption, assuming Maxwell-
Boltzmann distributions for both the neutrino and antineutrino. In the lower panel of Figure 4.9 we show the
effect size of three-body forces on the neutrino opacities relative to the two-body-only result, namely the EM500
potential. The overall trends are similar to those for the relaxation rate, however the three-body impact at N2LO
is significantly reduced and the two bands overlap much more. At nuclear saturation density, the three-body effect
on the opacities is 8− 33% if one only takes the leading N2LO forces into account. It reduces to 5− 24 % at N3LO.
Below n0/10, 3N forces have a small impact, as was expected.
As the EM500 potential that is used as a reference is calculated at N3LO, consistent calculations should include
three-body forces at that order, too. However, three-body forces in mixtures include terms proportional to the
three-body coupling constants cD and cE that have to be fit to few-body observables. No reasonable fits of N
3LO
three-body potentials are currently available, therefore we can only use N3LO potentials in pure neutron matter
where the cD and cE terms do not contribute [140].
To be completely consistent, four-body forces should also be included at N3LO. However, these were shown to only
give minor contributions in nuclear matter calculations [100, 109], so we also expect them to be minor for the
inverse mean-free path.
For the following calculations, we use six normal-ordered potentials provided by Christian Drischler [102] with cD
and cE fit to the triton binding energy and the alpha particle charge radius [88]. All six potentials use SRG-evolved
EM500 potentials in the NN sector. Four of the potentials use the EM500 coupling constants ci while varying
the SRG cutoff λ. Potential 3 uses a different three-body cutoff Λ3N while potential 6 uses ci values from the
partial-wave analysis (PWA) in Ref. [160]. While this is inconsistent with the EM500 ci ’s in the two-body sector, it
allows to check the ci dependence of our results. The potential parameters along with the fit cD and cE are shown
in Table 4.1. The normal-ordering was done assuming a free Fermi-Dirac spectrum in Eq. (3.27).
In Figures 4.10 and 4.11, we present our results for these potentials. We again plot the effect size going from the
NN -only to the NN+3N calculation. Here, NN refers to the SRG-evolved EM500 potentials with the corresponding
SRG parameters λ. While the set of six potentials does not provide a systematic (uncertainty) band, it can help
estimate the impact of the uncertainties in the potential.
In pure neutron matter, we find 10− 39% effects, comparable to what we saw for the unevolved potentials. The
dependence on λ is very small. Using the PWA instead of the EM ci ’s leads to an additional increase in opacity. The
strongest effect clearly comes from the three-body cutoff, with the result for Λ3N = 2.5 fm
−1 almost 40% larger
than the corresponding two-body calculation at nuclear saturation density.
This changes completely when we look at the situation at Ye = 0.3 (Fig. 4.11). Here, three-body effects are
effectively non-existent for the Λ3N = 2.5 fm
−1 potential independent of density. For the other potentials, effects
Name λ/Λ3N [fm
−1] c1 [GeV
−1] c3 [GeV
−1] c4 [GeV
−1] cD cE
EM 1.8/2.0 1.8/2.0 −0.81 −3.2 5.4 1.264 −0.120
EM 2.0/2.0 2.0/2.0 −0.81 −3.2 5.4 1.271 −0.131
EM 2.0/2.5 2.0/2.5 −0.81 −3.2 5.4 −0.292 −0.592
EM 2.2/2.0 2.2/2.0 −0.81 −3.2 5.4 1.214 −0.137
EM 2.8/2.0 2.8/2.0 −0.81 −3.2 5.4 1.278 −0.078
PWA 2.0/2.0 2.0/2.0 −0.76 −4.78 3.96 −3.007 −0.686
Table 4.1: Cutoffs and coupling constants of the potentials used in this section [88,102].
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Figure 4.10: Shift in opacity obtained by including normal-ordered three-body interactions in addition to the two-
body interaction as a function of particle density n in pure neutron matter. The six lines correspond
to the six potentials summarized in Table 4.1. For reference, we also show the band created by the
unevolved N2LO potentials (grey, cf. Fig. 4.9).
are small as well, with all EM ci potentials showing effect sizes of ® 3% across the density range considered. The
effects obtained with the PWA ci ’s are larger, but still significantly below 10%.
To understand this behavior in more detail, we look at the Ye dependence of three of the discussed potentials in
Figure 4.12 and turn on the 3N terms one by one. The c3 term leads to a significant increase in the opacity. In
mixtures, the c4 term counteracts this change and at Ye = 0.3,0.5 the two terms approximately cancel for the EM
ci ’s. The c4 term does not contribute in pure neutron matter, explaining the large total effects seen in the previous
Figure 4.11: Same as Figure 4.10, but at electron fraction Ye = 0.3.
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figures. The other terms (c1 in pure neutron matter, c1, cD, and cE at Ye > 0) only lead to small shifts, the direction
of which seems to depend mainly on the sign of cD. In particular, we conclude that the negligible effect of three-
body forces at Ye = 0.3 for the EM2.0/2.5 potential is caused by an almost perfect cancellation between c3 and c4
terms.
The dominant part of the interaction for the opacities is the tensor part. Our results therefore hint at the c3 and c4
terms having tensor contributions that are comparable in size but have different signs.
We find that in mixtures, three-body forces only have a small impact on the neutrino opacity. They tend to increase
the opacity, while going from OPE to chiral NN results showed a significant decrease. The chiral two-body results
(as well as the T-matrix results) discussed before should therefore be good enough when estimating the impact of
using modern nuclear interactions on supernova dynamics and the neutrino signal in Chapter 5.
Finally, we want to stress the fact that the dependence of the nuclear matrix elements on the isospin projection MT
should not be neglected for these calculations. In the previous sections, results were obtained using MT = 0 for all
matrix elements. This way, the nn, np and pp contributions in Eq. (4.50) can be combined and the integral over p
only has to be evaluated once, increasing code performance.
Figure 4.12: Opacity at nuclear saturation density as a function of electron fraction ranging from pure neutron
matter to symmetric nuclear matter. For each of the three potentials (EM2.0/2.0, EM2.0/2.5, and
PWA2.0/2.0), we show the EM500 potential evolved to λ = 2.0 fm−1 without three-body forces (or-
ange dotted line), with the c3 three-body term included (blue dashed line), with both the c3 and c4
terms included (red dash-dotted line) and the full result including all N2LO three-body terms (green
solid line).
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Figure 4.13: Deviation of the relaxation rate atω = 0 from the result in the MT = 0 approximation as a function of
density at Ye = 0.3. Shown are SRG-evolved EM500 two-body potentials (red) as well as the potentials
described in Table 4.1. The Λ3N = 2.5 fm
−1 potential is marked yellow, the potential with PWA ci ’s is
marked green and the remaining four are shown in blue.
In Figure 4.13 we show the deviation of the full result from the MT = 0 approximation for the 3N Hamiltonians
discussed above and for the SRG calculations shown in Section 3.5. While the deviations are around or below 4 %
for all SRG potentials including the effectively unevolved λ = 50 fm−1, they grow beyond 8% for the Λ3N = 2.0 fm
−1
potentials and more than twice as large for the Λ3N = 2.5 fm
−1 potential. Therefore, all results shown in this section
have been calculated with the full MT dependence.
This stronger dependence of the 3N interactions on MT can be motivated by looking at species labels for the right
diagram in Figure 3.9: For MT = 0, particles 1 and 2 are one neutron and one proton, while the third particle
is either a neutron or a proton. Hence, the npn and npp three-body forces are probed. For MT = 1, particles 1
and 2 are protons, hence probing ppn and ppp three-body forces, and similar for MT = −1. The asymmetry of
neutron-rich matter leads to an isospin-symmetry breaking that is significantly larger than the isospin dependence
of nuclear forces. The leading 3N interactions are isospin symmetric and the isospin dependence in the NN sector
is small.
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5 Explorations in Supernovae
In Chapter 4, “typical” supernova conditions were considered. However, evaluating the impact of our findings on
supernova dynamics and neutrino signals requires more realistic conditions based directly on supernova simula-
tions. In this chapter, we present results from two different strategies, in collaboration with astrophysicists, that
explore the impact our improved interaction rates have in supernovae.
5.1 Post-Processing with Detailed Rates
Together with Hannah Yasin, Albino Perego, and Almudena Arcones from TU Darmstadt we have evaluated the
impact of our improved rates under more realistic conditions than in Section 4.3 by post-processing simulations.
Post-processing means that the numerical simulations have been performed without our detailed rates. These are
then applied along the radial profiles obtained in these simulations. This treatment does not take into account the
feedback on the supernova dynamics or thermodynamic conditions.
5.1.1 Method
Figure 5.1: Skewed (left) and rectangular (right) ρ–T grid used for the tables. Dots indicate conditions where
instead of a calculation ImχA = 0 was used.
Rather than to recalculate the rate for each set of (ρ, T, Ye) occurring in the profiles, we provide one big table so
that the rates needed can be interpolated from that data. The most flexible quantity to provide is the structure
factor. The inverse mean-free path can be easily calculated from this according to Eq. (4.69) or (4.72).
Instead of the structure factor SA , we tabulate ImχA. The two are related closely (Eq. (4.2)), and unlike the
structure factor, ImχA does not have a pole at ω = 0.
Keeping in mind the conditions discussed in Section 2.4, we choose the thermodynamic conditions
1010 g cm−3 ≤ ρ ≤ 1015 g cm−3 , (5.1)
ρ
1010 g cm−3
1/5
MeV≤ T ≤

ρ
105 g cm−3
1/5
MeV , (5.2)
Ye ∈ {0.01, 0.05, 0.1,0.2, 0.3,0.5} . (5.3)
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Figure 5.2: Density (top), temperature (center), and electron fraction (bottom) along the radial profiles at 10ms
(black dash-dot-dotted line), 50 ms (blue solid line), 100 ms (red dashed line), 500ms (green dash-
dotted line), and 2000 ms (orange dotted line). Not shown is the 200ms profile which has a density
and temperature profile very similar to the 50 and 100ms profiles.
This creates a skewed ρ–T grid (left panel of Fig. 5.1), which created numerical problems in the integration. We
therefore switched to a rectangular grid (right panel of Fig. 5.1) but set ImχA = 0 for values outside the band
defined by Eq. (5.2).
For theω integration we use∆ωT = 1 and (
ω
T )max = 15 in agreement with our findings in Section A.1. The resulting
table is four-dimensional (ρ, T, Ye , and
ω
T ). It contains 62730 rows (41 steps in ρ × 17 in T × 6 in Ye × 15 in ωT ),
41% of which are outside of the band and hence set to 0.
The profiles used are five profiles obtained at 10ms, 50ms, 100ms, 200ms, and 500ms after bounce in a 1D
simulation of a 18 M⊙ progenitor described in Ref. [161], as well as a neutrino-driven-wind profile 2000ms after
bounce from Ref. [162]. We show the thermodynamic conditions found along these profiles in Figure 5.2. Clearly
visible in the ρ and T plots is the position of the shock at approximately 65km at 10ms after bounce, at about
130km at 50 and 100ms, and at around 3000km at 500ms, after the shock is revived.
We also see the transition from a rather broad central density distribution to a clearly-defined central high-density
region, the proto-neutron star, which subsequently shrinks and cools. The electron fraction is about 0.5 in front
of the shock. Behind it, matter is neutron-rich, reaching to values of Ye = 0.02 at 500ms post-bounce. In the
neutrino-driven wind (dashed orange lines), it is slightly proton-rich.
We stress again that the 2000ms profile stems from a different simulation with a different progenitor and different
codes. Some additional details on the implementation and more results can be found in Ref. [163].
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5.1.2 Results
We used a trilinear interpolation in ρ, T, and Ye, along with a trapezoidal integral in
ω
T to calculate the averaged
inverse mean-free path (or opacity κ) along these profiles.
We compare various neutrino reactions along the 100ms profile in Figure 5.3. The dominant reactions are elastic
scattering on neutrons and protons. We look at νx , so charged-current reactions do not contribute. Pair absorption
on nucleons is the dominant absorption contribution in the interior of the explosion. Beyond about 54km, electron-
positron pair creation dominates. In this plot, we also compare our OPE nn-only result (which is conceptually
similar to HR) with the actual HR result. See Section 4.4 for a discussion of the difference.
The effect of T-matrix rates compared to those based on HR is shown in Fig. 5.4 for multiple times after bounce. The
enhancement of T-matrix rates compared to HR at low densities is clearly visible. However, in the regions where
these differences are significant, matter is quite transparent (at least for this process), so the expected impact on
spectra and dynamics is small. Significant deviations are also visible at small radii, caused by the high-density
reduction of T-matrix rates compared to HR as well as the HR behavior at large densities discussed in Section 4.4.
We also show results obtained directly by our code, without generating interpolation tables and feeding them into
Hannah Yasin’s code. This allows for a cross-check of the implementations and an evaluation of the quality of the
interpolation. The direct and the interpolated results agree well.
In Table 5.1, we show the neutrinosphere positions obtained including all reactions shown in Fig. 5.3. For electron
(anti)neutrinos, neutrino capture on neutrons (protons) is the dominant absorption source and the neutrinosphere
position is not sensitive to changes in the bremsstrahlung/pair absorption rate on the scale we found. We therefore
only show results for νx . The differences between the HR and T-matrix results are quite small. This is in good
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Figure 5.3: Opacity / inverse mean-free path for νx as a function of radius along the 100 ms profile. Shown are
various scattering reactions (dashed lines) along with electron-positron pair creation (green solid line)
and two pair absorption (NNνν→ NN ) results: The black solid line shows the results obtained with the
HR structure factor, the red solid line results based on the interpolation table using our formalism and
OPE nn-only. The solid vertical line marks the position of the neutrinosphere while the dashed vertical
line marks the (average) position of last scattering. Plot provided by Hannah Yasin, modified.
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Figure 5.4: Opacity / inverse mean-free path for pair absorption as a function of radius along various profiles. The
dashed lines show results based on our interpolation table and the T-matrix potential while the solid lines
are based on the HR structure factor. In addition, for 10 and 100ms we show T-matrix results directly
obtained from our code without using interpolation tables (dots). The neutrino spectrum is assumed to
be a Fermi-Dirac distribution, ignoring decoupling effects. Plot provided by Hannah Yasin.
agreement with the findings presented in Section 4.4, where HR (like T-matrix) gave smaller opacities than OPE
nn-only at high densities. We therefore also compare to OPE results, thus evaluating the impact of the nuclear
potential on the neutrinosphere. Going from OPE to T-matrix decreases the neutrinosphere radius due to the
lowered opacity, which in turn increases the corresponding neutrino temperature by about 6 − 7%. Comparing
T-matrix and the EM500 chiral potential, one finds very small differences since the enhancement at low densities
found in Section 4.3 lies outside the neutrinosphere while at and beyond typical neutrinosphere densities of a few
times 1013 g cm−3 the difference between EM500 and T-matrix results are found to be small.
For νNN scattering, many more sampling points in ωT are needed for a converged result. The value of the integral,
which for scattering starts at negative ω, is very sensitive to values of ImχA around 0. In addition, the inverse
mean-free path was shown to be very similar to the νN opacity for typical neutrino energies (cf. Section 6.3).
Therefore, we did not study this reaction in detail with interpolation tables.
Radius [km] Temperature [MeV]
HR OPE T-matrix EM500 HR OPE T-matrix EM500
50ms 32.44 33.19 31.87 32.17 10.86 10.45 11.17 11.00
500ms 22.09 22.23 22.01 22.05 8.13 7.84 8.30 8.21
2000ms 9.15 9.21 9.10 9.13 13.92 13.45 14.37 14.12
Table 5.1: Radial position and corresponding temperature of the νx neutrinospheres obtained by Hannah Yasin’s
code using the HR structure factor [51] as well as the OPE, T-matrix, and EM500 tables we provided.
58
5.2 Impact Estimate on Neutrino Emission and the Cooling of the Proto-Neutron Star
Post-processing cannot change the dynamics or thermodynamic conditions of the simulation. However, using the
detailed rates in a full simulation is challenging. In collaboration with Robert Bollig and Thomas Janka from the
Max Planck Institute for Astrophysics in Garching, we calculate and employ an analytical correction factor to the
HR rates. Results have been published in Ref. [164].
5.2.1 Analytical Correction Factor
For a first estimate of the impact the findings described in Chapter 4 will have on proto-neutron-star cooling and
neutrino emission, we calculate an analytical correction factor,
rYe(ρ)≡


λ−1

(ρ, Ye, T (ρ))
〈λ−1〉OPEnn (ρ, T (ρ))
, (5.4)
of the opacity based on the partial-wave-expanded structure factor (4.50) with the T-matrix potential (3.15, 3.16)
relative to the one-pion-exchange neutron-only (OPEnn) results conceptually similar to Hannestad and Raffelt. In
this first step, the correction factor is a function of density ρ only. The temperature T is parametrized according to
Eq. (2.44). The electron fraction Ye is taken as a parameter that only takes fixed values.
The inverse mean-free path is averaged over Boltzmann distributed neutrino and antineutrino spectra. Both the
T-matrix and OPEnn results are calculated using the formalism discussed in Ref. [149], which assumes non-
degenerate conditions. Our results are then fit by a function of the form r(ρ) = a ln(ρ) + 1010/ρb + c, where
ρ is given in g cm−3.
High-density rates are needed in the simulation, but beyond nuclear saturation density, neutrinos are trapped and
therefore reactions are in equilibrium. In addition, our formalism breaks down at high densities. As we do not
expect r to go to 0, beyond 2.8× 1014 g cm−3 (about nuclear saturation density) we extrapolate our results with a
constant, r(ρ ≥ ρ0) = 0.14. While the choice is not well constrained, it is not expected to impact the simulation
due to the equilibrium conditions. We show the fit parameters in Table 5.2 and a visual comparison of our data
points with fits in Figure 5.5. We note that the fit is far less sensitive than the number of digits in Table 5.2 suggests.
Nevertheless, these are the parameters implemented in the simulation.
Figure 5.5: Calculated correction factors r (symbols) and fit results (lines) for Ye = 0.01, 0.05,and 0.1 as a function
of density. Also shown is the constant extrapolation beyond nuclear saturation density.
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Ye a b c used in Ye range
0.01 -0.0649830 1.0446877 2.2954877 ≤ 0.05
0.05 -0.0685806 0.9680116 2.4176686 0.05− 0.1
0.1 -0.0726502 0.9395710 2.5558616 ≥ 0.1
Table 5.2: Fit parameters obtained for the three different Ye values. Shown in the last column is the Ye range for
which a radial zone in the simulation uses the corresponding parameters.
5.2.2 Numerical Setup
The supernova simulations are performed by the Garching group using the PROMETHEUS-VERTEX code [165] in the
one-dimensional version and the set of neutrino reactions as described in Refs. [53, 145, 165]. Proto-neutron star
convection is taken into account by a mixing-length treatment. Two simulations are done for a 27 M⊙ progenitor
(model s27.0; [166]) with the LS 220 equation of state [55], one with the original HR bremsstrahlung rates from
Ref. [51] and one taking into account our correction factor. Depending on the Ye of the radial zone, one of our
three fits is used, see Table 5.2.
The chosen progenitor does not explode in spherical symmetry. Therefore, the explosion was artificially triggered
at 500ms post-bounce by reducing the pre-shock density by a scaling factor. Between 500 and 2500 km radius, a
linearly increasing scaling factor was used, i. e., 1 at 500km, 15 at 1500 and 30 at 2500km. Beyond 2 500 km the
factor was kept constant at 30. This lowers the mass-accretion rate, thus facilitating the explosion.
In addition, a 9.6 M⊙ progenitor with the SFHo equation of state [167] was simulated, showing effects similar to
the 27 M⊙ simulation. In this thesis, we will only discuss the 27 M⊙ progenitor. Additional details can be found in
Refs. [53,164].
As multi-dimensional effects are known to have a strong influence on the explosion dynamics, a one-dimensional
simulation is not sufficient to evaluate the impact of our correction factor on the explosion mechanism. We will
therefore concentrate our discussion on differences occuring during the cooling phase of the proto-neutron star.
5.2.3 Post-Processing Opacities
Before discussing the impact of the correction factor on the cooling of the proto-neutron star and on neutrino
emission, we can evaluate the quality of our approximation by post-processing the radial profiles obtained in the
simulation and comparing the corrected HR results with the full T-matrix results. We use the reference simulation
with the unmodified HR rate.
We show the density along these profiles in Figure 5.7 and the comparison of inverse mean-free paths for a neutrino
with E = 〈Eνx 〉 against pair absorption in Figure 5.6, assuming a Fermi-Dirac distribution for the antineutrino.
Here, 〈Eνx 〉 is the local mean neutrino energy of muon/tau neutrinos and is part of the profile exported from
the simulation. The plot range is determined by the radius where the density drops below 1010 g cm−3. The νx
neutrinosphere position (for the sum of absorption, inelastic scattering and pair absorption processes) is indicated
by the green vertical line and we define it by the radius where the optical depth of a neutrino with local mean
energy becomes smaller than one.
Ideally, the blue lines showing the approximated and full T-matrix result should lie on top of each other. Looking
at the earlier profiles up to 1 s, we find good agreement between the two lines over a wide density range and
especially around the neutrinosphere where the rates are most relevant.
We do find deviations, however, at small and large radii. The former can be attributed to degeneracy effects,
which are neither included in our non-degenerate T-matrix formalism nor in the OPEnn calculations used to fit
the correction factor, but they are taken into account by the HR rate. The black solid lines show the ratio of the
temperature over the Fermi temperature, T/TF, as an indicator of the degeneracy. Deviations appear where this
value is significantly below 1. No formalism has been derived yet to calculate bremsstrahlung rates in mixtures of
protons and neutrons at degenerate conditions using modern potentials. Nevertheless, we can use the formalism
developed in Refs. [47,148] to calculate T-matrix opacities in pure neutron matter under degenerate conditions (in
the region where T/TF < 1/π). This can explain some of the discrepancy, but the original HR result still lies closer
to the T-matrix opacities than the corrected one. This is partly a result of the HR issues discussed in Section 4.4.
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Figure 5.6: Inverse mean-free path against pair absorption for a νx with local mean energy as a function of ra-
dius along profiles at 50ms, 200ms, 1s, 4s, and 15s. Shown is the opacity used in the simulation
(HR · correction factor, blue solid line) along with the HR (red dash-dotted line) and T-matrix (blue
dashed line) opacities. For comparison, we also show degenerate T-matrix results calculated in pure
neutron matter (green dash-dot-dotted line). The black solid line shows the degeneracy T/TF, the
black dashed line shows T/TSN (cf. Eq. (2.44)). The green vertical line indicates the position of the
νx neutrinosphere.
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Figure 5.7: Density profiles of the timesteps shown in Fig. 5.6, i. e., at 50ms (red solid line), 200ms (blue dashed
line), 1s (green dash-dotted line), 4s (orange dash-dot-dotted line), and 15s (black dash-dash-dotted
line) after bounce. The colored triangles indicate the position of the νx neutrinosphere at the corre-
sponding time.
The deviations found at small densities in the outer regions can be attributed to temperature effects. Our fit factor
is a one-dimensional function of density, assuming temperature to be parametrized by TSN(ρ) given by Eq. (2.44).
We plot T/TSN along the profiles in Figure 5.6 and see significant deviations from unity especially in the core and
at large radius. This contributes to the large deviations found at small radii.
At later times, the proto-neutron star has cooled and become highly degenerate. In the outer regions, our approxi-
mation still works fine, while in the center, degeneracy effects lead to huge deviations between our non-degenerate
T-matrix results and the corrected HR opacities. As expected, this is significantly reduced when using the degenerate
T-matrix rate instead. However, the discrepancies remain sizable.
Since neutrinos are in equilibrium in the high-density regions of the proto-neutron star interior and free-streaming
in the low-density outer regions, the intermediate region around the neutrinosphere is most important for both the
cooling of the proto-neutron star and the neutrino signal. In this region our approximation works reasonably well,
except for very late times when the neutrinospheres lie inside the degenerate proto-neutron star. Furthermore, our
corrected HR result tends to overestimate the effects and hence can be considered an upper bound on the effect
size for this first sensitivity test.
5.2.4 Simulation Results
Above densities of ρ ≈ 1011 g cm−3, the correction factor is smaller than one (see Fig. 5.5), so both the absorp-
tion opacity for pair annihilation and the production rate of neutrino-antineutrino pairs by the bremsstrahlung
process are reduced. This mainly affects heavy-lepton neutrinos, as electron neutrinos also interact via charged-
current reactions. There is no significant effect on the diffusion time scale of the neutrinos, because the total
opacity is dominated by neutral-current neutrino-nucleon reactions and pair absorption only plays a negligible
role (cf. Fig. 5.3).
The reduced emission of νx due to our effective T-matrix rates (i. e., the HR rates multiplied by the correction factor
of Eq. (5.4)) reduces the cooling rate, increasing the temperature both in the interior of the neutron star and at the
radius where ρ = 1011 g cm−3 (Figure 5.8). The cooling time is slightly increased by about 0.5− 1 s.
The reduction in the muon and tau neutrino luminosity compared to the unaltered HR rates is visible in Figure 5.9,
where we show the luminosities for the different neutrino species as they appear to an observer at infinity and
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evaluated at 500km radius. Electron-neutrino and antineutrino luminosities are slightly higher with our modified
rate (up to 4%) and seem to transport some of the energy that muon and tau neutrinos carry in the unmodified
case. This is not caused directly by the bremsstrahlung modification as νe ,νe emission is dominated by charged-
current processes. Instead, it is a consequence of the increased temperatures. The total luminosity is slightly
reduced.
In addition, the modified rate affects neutrino energies. In Figure 5.9 we also show the mean neutrino energy for
an observer at infinity evaluated at 500km as a function of time. All mean energies are increased with the modified
rate. For heavy-lepton neutrinos, this is consistent with a reduced opacity, moving the energy sphere to smaller
radii and consequently higher temperatures. For electron-type neutrinos, the effect is again mostly indirect, caused
by the increased temperature. The energy differences grow with time and are largest for the electron antineutrino,
with ∆


Eνe

= 0.7MeV at t = 4 s after bounce. This in turn slightly reduces the electron fraction (∆Ye < 0.01).
The gradual growth of differences in the neutrino emission with time is mostly caused by the thermal evolution of
the proto-neutron star, which diverges more and more between the two simulations as the time-integrated effects
of the two bremsstrahlung rates accumulate.
The reduction of the bremsstrahlung rates by a factor of 2− 5 in the density region where the νx neutrinospheres
are located during most of the cooling evolution of the proto-neutron star (between 1012 and 1014 g cm−3) only
affects νx luminosities at the 5% level. The increased temperatures power higher νxνx production through e
±
and νeνe pair annihilation that compensate the effects. The local differences are much larger, but they only lead
to small global changes due to these feedback mechanisms. The effects we find occur too late to likely have a
significant impact on the explosion dynamics.
Our approximation provides a first estimate on the impact that bremsstrahlung models with modern nuclear po-
tentials have on the cooling evolution of the proto-neutron star and the neutrino emission. We find small changes
compared to the description by Hannestad and Raffelt, thus providing support for all simulations being done based
on their formalism. All effects are attributed to the high-density differences. In this density region, T-matrix and
chiral EFT based opacities agree (see Fig. 4.7), thus similar findings are expected for an impact estimate based on
chiral potentials.
To improve on our approximation, temperature needs to be taken into account explicitly. A simple correction factor
is then probably not as straight-forward to obtain. For a more detailed study, tabulated structure factors similar to
Figure 5.8: Temperature at a radius of 4 km (solid lines) and at ρ = 1011 g cm−3 (dashed lines) as a function of time
after bounce for the simulations using the unmodified HR rate (black lines) and the effective T-matrix
rate (red lines). The temperature at ρ = 1011 g cm−3 has been multiplied by a factor of ten to fit on the
same scale.
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Figure 5.9: Neutrino signal as a function of time after bounce for the simulations with the unmodified HR rate
(black lines) and the effective T-matrix rate (red lines). Shown is the luminosity (first and third row) and
mean energy, both evaluated at 500km radius and for an observer in the lab frame at infinity. The top
(bottom) two rows show electron-type (heavy-lepton) neutrinos, where neutrinos are represented by
solid and antineutrinos by dashed lines. Plot provided by Robert Bollig.
Section 5.1 should be used. In addition, an interpolation is required between our degenerate and non-degenerate
formalism, which also necessitates a degenerate structure-factor formalism in mixtures of protons and neutrons.
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6 Neutrino Scattering on Interacting Nucleons
Unlike scattering on free nucleons, scattering reactions on interacting nucleons (N + N + ν→ N + N + ν) are not
included in current supernova simulations. Without nuclear interactions, energy transfer is limited to recoil, which
is small due to the large nucleon mass. In this chapter, we derive an approximate expression for the structure factor
that includes both recoil/momentum transfer and nuclear interactions and show results for the inverse mean-free
path and the energy transfer per collision. We compare our results to recoil-only calculations in collaboration with
Maria Voskresenskaya.
The results discussed in this chapter will be published in Ref. [168].
6.1 Scattering Formalism
The root-mean-square energy transfer per scattering collision is given by [148]
∆E =
√√ 〈(Eν − Eν′)2〉
〈(Eν − Eν′)0〉
, (6.1)
where 〈(Eν − Eν′)l〉 are the energy-exchange moments defined as the integral over neutrino energies weighted by
the scattering rate Γ (ω,q) [169]:
〈(Eν − Eν′)l〉=
∫
d3p′ν
(2π)3
(Eν − Eν′)l Γ (ω,q) . (6.2)
Here, Eν and Eν
′ are the energies of the incoming and outgoing neutrino respectively, q = qν−qν′ is the momentum
transfer and ω = Eν − Eν′ is the energy transfer. The axial part of the scattering rate is given by
Γ (ω,q) = 2πn G2F (3− cosθ )SA(ω,q) (6.3)
and we neglect the vector part as we did in Chapter 4.
If SA depends only on the magnitude of q , the integral in Eq. (6.2) can be performed in terms of ω and q = |q |
using the following relation obtained from kinematics:
d3p′ν = 2πq
Eν
′
Eν
dωdq . (6.4)
Since Eν
′ ranges from 0 to∞, the limits of ω are −∞ and Eν. The limits of q are obtained by inserting cosθ = ±1
in Eq. (2.28), hence |ω|< q < 2Eν −ω. The same relation can be used to express cosθ in terms of Eν ,ω, and q.
Hence, the energy-exchange moments can be written as
〈(Eν − Eν′)l〉=
G2F n
2π
Eν∫
−∞
dω
Eν −ω
Eν
ωl
2Eν−ω∫
|ω|
dq q (3− cosθ )SA(ω, q) . (6.5)
The energy-dependent inverse mean-free path against scattering is equal to the zeroth energy-exchange moment,
λ−1(Eν) = 〈(Eν − Eν′)0〉 , (6.6)
where we assume that final-state Pauli blocking for the neutrinos can be neglected.
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We can compare our results for interacting nucleons to free nucleon recoil using the recoil structure factor SR
A
from
Ref. [48]:
SR
A
(ω, q) =
C2
A
m2 T
2π2 n q
1
1− e−ω/T

ω
T
+ ln
1+ exp[(ε− −µ)/T]
1+ exp[(ε− +ω−µ)/T]

(6.7)
non-deg≈
C2
A
m2T
2π2 n q
exp
hµ− ε−
T
i
, (6.8)
with temperature T , nucleon mass m, nucleon chemical potential µ, and
ε− =
p2−
2m
=
m
2q2

ω− q
2
2m
2
(6.9)
is the minimum energy a nucleon needs to have to accept momentum q and energy ω [27]. Equation (6.7) is the
general expression. In the non-degenerate limit, µ/T ≪−1 and a leading-order expansion of the logarithm yields
the expression in Eq. (6.8).
Inside the neutrinosphere, neutrinos are in thermal equilibrium with matter and their energy is distributed around
a typical value of Eν ≈ 3 T . In this chapter we will also look at lower-energy neutrinos, which are less common
and thus less important for the supernova dynamics. This allows us to study how different parts of the neutrino
spectrum are sensitive to recoil and collision effects.
6.2 Structure-Factor Formalism Beyond the Long-Wavelength Limit
The same structure factor governs bremsstrahlung, pair absorption and scattering reactions. However, the structure
factor in Section 4.1 is derived in the long-wavelength limit (q → 0), i. e., momentum transfer between the neutrino
and the nucleons it scatters off is neglected. Therefore, in order to include recoil in νNN scattering reactions, the
q -dependent structure factor has to be derived. In pure neutron matter it is given by [47]
SA(ω,q) = C
n 2
A
Sσ(ω,q) = C
n 2
A
1
πn
1
1− e−ω/T Im
Xσ
1+ g0 Xσ
, (6.10)
with
Xσ = 2
∫
d3p
(2π)3
v p · q − i/τσ
ω+ i/τσ − v p · q
∂ n(εp)
∂ εp
. (6.11)
Here, τσ is the spin relaxation time, which is identical to τA in the formalism discussed in the previous chapter.
The partial-wave-expanded expression is given in Ref. [57]. Further, Xσ is the response function in the absence
of mean-field effects, g0 is the Landau parameter for the spin-dependent part of the interaction introducing such
mean-field effects, and ∂ n(εp)/∂ εp is the partial derivative of the Fermi distribution function with respect to the
kinetic energy εp = p
2/(2m∗).
In the degenerate limit, Xσ can be written as [47]
X Dσ = N(0)

1− ω
2vFq
ln

ω+ i/τσ + vFq
ω+ i/τσ − vFq

, (6.12)
where N(0) = m∗kF/π
2 is the density of states at the Fermi surface, vF = kF/m
∗ is the Fermi velocity and kF
the Fermi momentum. The limit of vanishing interactions (τσ →∞) of this expression matches the degenerate
structure factor for recoil in Refs. [48,168].
To generalize Equation (6.12) to non-degenerate conditions, we start with Equation (6.11). We then approximate
the velocity v p by the thermal velocity vth =
p
3T/m and assume a Boltzmann distribution function for n(εp).
Equation (6.11) then becomes
X N Dσ = 2
∫
d3p
(2π)3
vthq cosθ − i/τσ
ω+ i/τσ − vthq cosθ

−exp(
−ε−µ
T )
T

(6.13)
=

1− ω
2vthq
ln

ω+ i/τσ + vthq
ω+ i/τσ − vthq

1
T
1
π2
∫
dp p2 exp
−ε−µ
T

︸ ︷︷ ︸
=n
. (6.14)
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Figure 6.1: Quality of our approximation, i. e., ratio of the energy transfer calculated with the NN structure factor in
the collisionless limit (6.20) and the non-degenerate nucleon-recoil structure factor (6.8) for several con-
ditions discussed in this chapter. The colored vertical lines indicate the point where Eν/T = (T/30 MeV)
2
(see text).
Our result for Xσ in the non-degenerate limit has the same form as in Eq. (6.12), but with the Fermi velocity vF
replaced by the thermal velocity vth and N(0) replaced by the density of states according to the Curie law, χ
0 = n/T .
In this formalism, mean-field effects are controlled by g0. We neglect them in our exploratory study, hence g0 is set
to 0. The structure factor for non-degenerate conditions is then given by
Sσ(ω,q) =−
ω
2πvthqT
1
1− e−ω/T Im

ln

ω+ i/τσ + vthq
ω+ i/τσ − vthq

. (6.15)
To calculate the limit of vanishing interactions, we use
ln z = ln |z|+ i arg z ⇒ Im(ln z) = arg z (6.16)
and find
Re z =
ω2 + 1/τσ
2 − (vthq)2
(ω− vthq)2 + 1/τσ2
≈ ω
2 − (vthq)2
(ω− vthq)2
+O
 
1/τσ
2

, (6.17)
Im z = − 2vthq
1/τσ
(ω− vthq)2 + 1/τσ2
≈ − 2vthq
τσ(ω− vthq)2
+O
 
1/τσ
2

. (6.18)
Furthermore, since Im z < 0,
arg z =
¨
arctan
 
Im z
Re z

if Re z > 0⇔|ω|> vthq ,
arctan
 
Im z
Re z

−π otherwise , (6.19)
and arctan
 
Im z
Re z

→ 0 for τ−1σ → 0. Thus the structure factor is only non-zero for |ω|< vthq and we can express the
structure factor in terms of the Heaviside function Θ(x) as
Sσ(ω,q) =
τσ→∞
ω
2vthqT
1
1− e−ω/T Θ

1− |ω|
vthq

. (6.20)
Inserting Eq. (6.20) into Eq. (6.5), expressing θ in terms of Eν ,ω and q, and combining the Heaviside function
with the integration limits, we obtain the following expression for the collisionless limit of the energy-exchange
moments:
〈(Eν − Eν′)l〉coll.less =
G2FC
n 2
A
4π
n
vthT
2Eν
1+1/vth∫
2Eν
1−1/vth
dω
Eν −ω
Eν
ωl+1
1
1− e−ω/T
×

3−
E2ν + (Eν −ω)2
2Eν(Eν −ω)

2Eν −ω−
|ω|
vth

+
1
6Eν(Eν −ω)

(2Eν −ω)3 −
|ω|3
vth3

. (6.21)
67
Comparing this result to a literature recoil structure factor, we can estimate the quality of our approximation (see
Figure 6.1). We define a measure of the approximation quality Q as the ratio between the energy transfer in the
collisionless limit of the interacting case given by Eq. (6.21) and using the non-degenerate recoil structure factor
in Eq. (6.8).
The approximation works better at higher neutrino energies and has a strong dependence on temperature. Since
in deriving Eq. (6.15) we approximate the velocity distribution by a single velocity, it seems reasonable that this
approximation gets worse with increasing temperature. However, our approximation works reasonably well for a
wide range of thermodynamic conditions, including those most relevant for supernova simulations, thus allowing
for a systematic discussion. Especially from the third panel in Figure 6.1, we can see that our approximation
works well above a certain Eν/T threshold and that this threshold will depend on temperature. One possible
parametrization is Eν/T > (T/30MeV)
2, which we also indicate in the figure. Along the supernova conditions of
Eq. (2.44), this corresponds to Eν > 3MeV (ρ/10
13 g cm−3). All conditions fulfilling this inequality show deviations
below 25 % . In addition, the enhancements of the energy transfer due to NN interactions compared to recoil-only
discussed in Section 6.4 are larger than the uncertainties suggested by Fig. 6.1.
6.3 Mean-Free Path
In Fig. 6.2 we present our results for the energy dependence of the inverse mean-free path (as defined in Eq. (6.6))
at different densities and temperatures. The temperatures chosen lie close to the line defined by Eq. (2.44). For
Figure 6.2: Inverse mean-free path of neutrinos against scattering on electrons (dotted black line), non-interacting
(dash-dotted green line) and interacting (blue band) nucleons as a function of neutrino energies for
various densities and corresponding temperatures. In addition to the chiral EFT results for interacting
nucleons, we show results conceptually similar to the approach by Hannestad and Raffelt (OPE lw, see
text; red dashed line).
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comparison, we also include electrons in this section, assuming an electron fraction of Ye = 0.3. Our electron
results are based on the formalism in Ref. [170].
While the inverse mean-free path for neutrinos scattering on non-interacting nucleons is proportional to E2ν, the
exponent for neutrino-electron scattering is smaller. Hence electrons dominate the absorption process compared to
free nucleons at low neutrino energies.
Figure 6.2 shows a striking energy dependence of the effect of interactions at large densities: While interactions
reduce the inverse mean-free path slightly for high-energy incoming neutrinos, they enhance it for 1 MeV neutrinos
by two orders of magnitude. For non-interacting nucleons, the inverse mean-free path is set by the E2ν dependence
of the rates. Interactions lead to a broadening of the peak, with the width set by τA, which does not have a strong
energy dependence. In particular, for non-interacting nucleons the outgoing neutrino has an energy distributed
Figure 6.3: Energy transfer as a function of density for different neutrino energies showing non-degenerate nu-
cleon recoil (green dash-dotted line) as well as T-matrix (violet dash-dash-dotted line) and chiral EFT
(blue band) results for interacting nucleons. We also show results conceptually similar to the approxi-
mations by Hannestad and Raffelt, i. e., using OPE and the long-wavelength limit (red dashed line). The
temperature is assumed to be density dependent as defined in Eq. (2.44).
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around the incoming neutrino energy, while interactions allow outgoing neutrino energies significantly larger than
the incoming energy. This effect is much more important at low incoming energies.
We also show calculations conceptually similar to the approach by Hannestad and Raffelt [51], i. e., using the
one-pion-exchange approximation and only considering the long-wavelength limit of the structure factor SA(ω) =
SA(ω,q → 0). They already noted in their paper that this treatment neglects recoil effects. In order to compare our
results with estimates one would get based on their approach, we calculate the inverse mean-free path and energy
transfer using the long-wavelength expressions for the structure factor in Ref. [57] (identical to the structure factor
derived in Section 4.1 for Ye = 0) rather than Eq. (6.15) and using OPE matrix elements. We stress again that these
results differ from the values one would obtain using the analytical expressions for the structure factor provided in
the HR paper, see Section 4.4.
In contrast to the energy transfer (see next section), the long-wavelength limit works fine for the mean-free path,
as is evident from the OPE long-wavelength (lw) lines in Figure 6.2.
6.4 Energy Transfer
We calculate the energy transfer as defined in Eq. (6.1) in combination with Eq. (6.2). For nucleon recoil we use
the non-degenerate limit of the structure factor given in Eq. (6.8). The structure factor for interacting nucleons is
given in Eq. (6.15).
In Figure 6.3 we show the density dependence of the energy transfer assuming that temperature grows with
density as parametrized by Eq. (2.44). Comparing nucleon recoil (green) and our full NN results (blue/purple),
it is evident that interactions between nucleons are important for neutrino scattering, adding about 12–18% to
the energy transfer at 1014 g cm−3 for the typical neutrino energy Eν = 3T of a thermalized neutrino distribution,
and increasing the energy transfer very significantly at lower neutrino energies. It also becomes evident that for
these low-energy neutrinos interactions already play an important role at relatively low densities of a few times
Figure 6.4: Energy transfer as a function of density at fixed temperature T = 10MeV and for Eν = 5,15, 30MeV.
The lines are the same as in Fig. 6.4.
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Figure 6.5: Energy transfer as a function of neutrino energy at fixed density and corresponding temperature for
different points along Eq. (2.44). The lines are the same as in Fig. 6.4.
1012 g cm−3, i. e., at typical neutrinosphere densities. Furthermore, since our NN results include recoil, the energy
transfer is always at least as large as the recoil-only value, as one would expect.
Keeping the temperature fixed at T = 10MeV (Figure 6.4) and again varying the density eliminates the density-
dependence of the recoil-only results, allowing for a discussion of interaction effects alone. One can clearly identify
regions where the full calculation is dominated by recoil while others are dominated by interactions (use the
red line as a proxy as the long-wavelength results do not include recoil). At low densities, our full NN results
reproduce the recoil-only results up to a small difference caused by the approximations we employ (see Section 6.2
and Figure 6.1). This agreement is expected as interactions do not play a major role at these densities, where
internucleon distances are large. Then, as density increases and interactions become important, the full energy
transfer grows significantly, with a stronger effect for smaller neutrino energies, in agreement with Fig. 6.5.
At high densities, where interactions are more important than recoil, the long-wavelength approximation gives
results comparable to our full calculation, with the OPE long-wavelength energy transfer usually larger than our
chiral or T-matrix results. This is in agreement with earlier work in the long-wavelength limit [148], showing a
smaller energy transfer with chiral interactions than with a one-pion-exchange potential. As Hannestad and Raffelt
neglect recoil, the energy transfer goes to zero rather than the recoil-only value for decreasing density, which is
why it was deemed less important at densities around the neutrinosphere. Our full treatment including recoil and
nuclear interactions for the first time enables a consistent treatment of recoil and interaction effects that can be
employed at all relevant densities.
From our discussion so far, it is evident that the energy of the incoming neutrino plays an important role especially
for the ratio between full and recoil-only energy transfer. In Figure 6.5 we vary the energy of the incoming neutrino
at three different densities and temperatures close to those defined by Eq. (2.44). While recoil dominates the energy
transfer at high Eν/T , interactions allow low-energy neutrinos scattering to high-energy states, thus allowing for
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Figure 6.6: Energy transfer as a function of temperature at fixed density ρ = 1013 gcm−3 and for various neutrino
energies.
very large energy transfers. This finding is valid for the whole density range, but the interaction-dominated energy
range increases with temperature.
Finally, we investigate the temperature dependence of the energy transfer by setting the density to 1013 g cm−3
and varying the temperature relative to the 14MeV roughly corresponding to Eq. (2.44). As can be seen again in
Figure 6.6, at high neutrino energies the full NN energy transfer is dominated by recoil, while at lower neutrino
energies interactions dominate. There is a strong temperature dependence at low neutrino energies, meaning that
the importance of interactions grows significantly if conditions are hotter than suggested by Eq. (2.44). Even for
densities as low as 1012 g cm−3, the effect of nuclear interactions can be substantial if temperatures are relatively
high and neutrino energies sufficiently low, see Figure 6.7.
From the comparison of the energy transfers we see that for conditions relevant in supernovae it is important to
account for interacting nucleons. The effect of nuclear interactions becomes larger with increasing density and
temperature and is most important at low neutrino energies. The fraction of neutrinos at low energies might be
too small to have a significant effect on explosion dynamics, but we do expect an effect of our findings on the
low-energy part of the neutrino spectrum. This should be investigated in simulations.
While relaxation rates can be calculated in mixtures of protons and neutrons (see Chapter 4), the structure factor
formalism in mixtures is only available in the long-wavelength limit. The approximation employed in Section 6.2
is based on a single species.
Figure 6.7: Energy transfer as a function of temperature at fixed density ρ = 1012 g cm−3 and for Eν = 5 MeV.
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In all plots shown in this chapter, the T-matrix results are at the lower border or slightly below the chiral N3LO
band, compatible with previous findings in pure neutron matter [47,57]. The large deviations between chiral and
T-matrix results discussed in Chapter 4 were found to be largest at small densities and temperatures, but in this
regime the energy transfers and opacities are dominated by free nucleons anyway. Therefore, we do not expect
effects of the same order as in Chapter 4 when generalizing our scattering calculations to mixtures of protons
and neutrons. This has been checked in a crude approximation using the τA calculated in mixtures (combining
Eqs. (4.5) and (4.50)) in the neutron-only finite-q structure factor of Eq. (6.15).
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7 Charged-Current Interaction Rates
In this section, we focus on charged-current reactions involving multiple nucleons, namely N +n↔ N + p+ e−+νe
and N + p ↔ N + n+ e+ + νe. We build on earlier work by Friman and Maxwell [50] who considered this process
in the context of neutron star cooling for degenerate conditions.
7.1 Structure Factor and Kinematics
The axial structure factor in terms of the spin-summed squared matrix elements is given by [50,51]
SA =
(2π)3
12 n
1
s
∫ 4∏
i=1
d3pi
(2π)3
δ+ε δp n1n2(1− n3)(1− n4)
∑
|M2|
G2Fω1ω2
. (7.1)
This agrees with expressions in Refs. [47,57]. Here, again, n is the number density of nucleons, δ+ε ≡ δ(ω+ ε1 +
ε2 − ε3 − ε4) and δp ≡ δ(3)(p1 + p2 − p3 − p4) are the energy and momentum conserving delta functions, and s is
a symmetry factor compensating initial-/final-state double counting, with s = 2 for the processes discussed in this
chapter.
The kinematics are more complicated in the charged-current case compared to neutral-current reactions as we
have to take into account that particle species change in the process. The electron gas is highly degenerate, hence
the electron Pauli blocking factor cannot be ignored and neutrino capture on neutrons is suppressed for neutrino
energies comparable or smaller than the electron Fermi energy. On the other hand, antineutrino capture on protons
is hindered by the proton-neutron energy difference.
The energy of a nucleon of species i in an interacting system is given by [48]
Ei(p) = mi +
p2
2mi
+Σi(p)≡ mi + εi(p) , (7.2)
with momentum p, mass m, and self-energy Σ. The single-particle energy ε is typically approximated in terms of
an effective mass m∗ and an energy shift U:
εi(p)≃
p2
2m∗
i
+ Ui . (7.3)
The parameters U and m∗ can be fit to Eq. (7.2) with the self-energy calculated from nuclear matrix elements, e. g.,
at the first-order (Hartree-Fock) level:
Σi(p) =
1
2π
∫
dp′p′ 2
∫
d cosθ ni
p′
∑
lSJ
(2J + 1) 〈k |Vl lSJ | k〉
 
1− (−1)l+S+1

+
1
4π
∫
dp′p′ 2
∫
d cosθ n j
p′
∑
lSJ
(2J + 1) 〈k |Vl lSJ | k〉
 
1− (−1)l+S+1

+
1
4π
∫
dp′p′ 2
∫
d cosθ n j
p′
∑
lSJ
(2J + 1) 〈k |Vl lSJ | k〉
 
1− (−1)l+S

. (7.4)
Here, k = |p − p′|/2 and j 6= i. Contributions from interactions with the same species are given in the first line,
while the other two describe interactions with the other species in the T = 1 and T = 0 channel, respectively. For
pure neutron matter, this formula reproduces the equation given in Ref. [140].
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These energy shifts enter all single-particle energies in Eq. (7.1), namely in the energy-conserving delta function,
the distribution functions, and the nucleon propagator in the matrix element (cf. the 1ω terms in Section 7.2). In
neutral-current interactions, the energy shifts in the initial and final state are identical and thus cancel.
The energy shift and the structure factor (as well as the equation of state) should be calculated consistently. At the
Born level, the same matrix elements are used for both calculations. At the phase-shift level (corresponding to our
T-matrix formalism for collisions), a pseudo-potential given byD
k
V pseudol lSJ  kE= −δlSJ (k)km (7.5)
is used for the self-energies. The bound-state contribution of the deuteron has to be treated explicitly. Possible
ansatzes include modifying the 3S1 phase shift by hand [30] or matching to the virial expansion [171].
At the conditions relevant in supernovae, both proton and neutron energies are shifted downwards (Ui < 0).
Because of the neutron-rich conditions, the shift is considerably larger for protons, hence ∆U = Un − Up > 0 .
Kinematics are discussed in detail for the single-nucleon charged-current reactions in Ref. [30]. For conditions
relevant in supernovae, and using the pseudo-potential above, the νe + p → e+ + n rate was found to be strongly
suppressed and comparable to neutral-current reactions like pair absorption.
A careful derivation of expressions for astrophysical quantities like opacities as well as their evaluation is left to
future projects. In this thesis, we focus on the nuclear physics of the collision rate based on modern nuclear forces
and compare the rates to the OPE approximation.
7.2 Calculation of Matrix Elements
The charged-current Lagrangian is very similar to the neutral-current Lagrangian discussed in Section 2.2.1. It is
non-relativistically given by (see, e. g., Ref. [48])
L
non-rel
cc
=
p
2GFCψeγµ(1− γ5)ψνφ†p(CVδµ0 − CAδµiσi)φn . (7.6)
Here, C = cosθc ≈ 1 is the Cabibbo factor.
We start with the process n+n→ n+p+e−+νe, following Ref. [50], and use CnA = −gA/2 and C = 1. The diagrams
are shown in Fig. 7.1 and the corresponding matrix elements are given by
M (A)
nn→np =
GFp
2
 
δµ0 − gAδµiσi2

lµ
1
ω


1n2n
T 3n4n , (7.7)
M (B)
nn→np = −
GFp
2
1
ω


1n2p
T 3n4p  δµ0 − gAδµiσi2 lµ , and (7.8)
M (C)
nn→np = −
GFp
2
1
ω


1p2n
T 3n4p  δµ0 − gAδµiσi1 lµ , (7.9)
where lµ is again the leptonic weak current.
While it is straightforward for bremsstrahlung processes (see Section 2.2.1) to combine the individual contributions
and show that the vector part cancels, this is not the case here as each diagram involves a different nuclear matrix
element. If isospin symmetry holds, we can split the matrix elements into one part independent of isospin and
another part proportional to τ1 ·τ2:
T = T
1
+ Tτ τ1 ·τ2 (7.10)
and hence
〈nn |T |nn〉= TT=1 = T1 + Tτ , (7.11)
〈np |T |np〉= 1
2
(TT=1 + TT=0) = T1 − Tτ , and (7.12)
〈pn |T |np〉= 1
2
(TT=1 − TT=0) = 2Tτ . (7.13)
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(A) (B) (C)
Figure 7.1: Diagrams for the nn Urca process, following Ref. [50].
Inserting this into Eqs. (7.7) through (7.9), the total Mnn→np can be written as
Mnn→np =
GFp
2
gA
1
ω
li
 
T
1
,σi
2

−

Tτ,σ
i
2
	
+ 2Tτσ
i
1

(7.14)
=
GFp
2
gA
1
ω
li

(T
1
− Tτ)σi2 −σi2(T1 + Tτ) + 2Tτσi1

. (7.15)
Using the lepton trace in Eq. (2.38) and following the same steps as in Section 2.2.1, we perform the spin sum over
the squared matrix element to obtain
∑
spins
|Mnn→np|2 = Trσ1σ2 |Mnn→np|2 (7.16)
= 8
G2F
2
g2
A
ω1ω2
ω2
∑
ms1
ms2


ms1 ms2
 σi
2
(T
†
1
− T †τ )− (T †1 + T †τ )σi2 + 2σi1T †τ
 ∑
ms3
ms4
ms3 ms4 
ms3 ms4
!
×

(T
1
− Tτ)σi2 −σi2(T1 + Tτ) + 2Tτσi1
 ms1 ms2 (7.17)
= 8
G2F
2
g2
A
ω1ω2
ω2
3
∑
{msi }

T
†
1
(2ms2 − 2ms4) + T †τ (4ms1 − 2ms2 − 2ms4)

×

T
1
(2ms2 − 2ms4) + Tτ(4ms1 − 2ms2 − 2ms4)

(7.18)
= 8 · 12
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∑
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
. (7.19)
To expand this expression into partial waves, we first couple the spins, leading to
∑
spins
|Mnn→np|2 = 8 · 12
G2F
2
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SS′S˜S˜′
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S
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S
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S
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where we used S′ = S and S˜′ = S˜ (because the potential conserves spin) as well as M˜
S
= M
S
and M˜ ′
S
= M ′
S
from
the Clebsch-Gordan coefficients.
We then follow the derivation in Section 4.1.1 to obtain∑
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Here,
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For one-pion exchange, Eq. (7.24) has been numerically checked against Eq. (71) of Friman and Maxwell [50]
using the partial-wave-expanded matrix elements from Nogga et al. [172] (cf. Appendix B).
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(A) (B) (C)
Figure 7.2: Diagrams for the np Urca process.
We next look at the np Urca process, p+ n→ p+ p+ e−+νe. This process is closely related to the one discussed so
far. However, the diagrams (Fig. 7.2) are different as the weak current cannot interact with incoming particle 1.
The matrix elements are given by
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Assuming isospin symmetry again, these can be combined to
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Following the same steps as in the previous section, we obain
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Coupling the spins leads to the same expression as in the previous section except MS and M
′
S
are interchanged in
the prefactors, hence
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(7.32)
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Using the symmetries of the two Clebsch-Gordan coefficients, we can rewrite them as [156]
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Inserting this into Eq. (7.33) and relabelling MS ↔ M ′S , this expression becomes identical to the nn result in
Eq. (7.24).
Finally, we consider the two processes converting protons to neutrons, p + p → p + n + e+ + νe and n + p →
n+ n+ e+ + νe. The corresponding diagrams are the same as in Figures 7.1 and 7.2 with the substitutions n↔ p,
e → e+ and νe → νe. The only change is then a sign going from CnA = −gA/2 to C
p
A = gA/2 in the charge-current
Lagrangian, which does not matter when calculating the squared matrix element. Hence these two processes are
described by the spin-summed matrix element in Eq. (7.24) as well.
All four processes being described by the same spin-summed matrix element is a consequence of time reversal
(e. g., nn → np and np → nn) and isospin symmetry (e. g., nn → np and pp → pn) – the changes in the leptonic
part of the interaction do not impact the matrix elements.
7.3 Spin Relaxation Rate
The spin relaxation rate 1/τccσ can be derived in analogy to the steps taken in Section 4.1, but with some additional
considerations as one nucleon changes its species between the initial and final state. For the derivation, we will
consider the process N + n→ N + p+ e− + νe , where N is either a neutron or a proton.
The energy-conserving delta function can be written as
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From there, we can identify
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m∗N p
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+ 2m∗N p(ω+∆U) . (7.39)
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The equivalent of Eq. (4.10) is
n3n4(1− n1)(1− n2)
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Similarly,
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and the hyperbolic cosines in the non-degenerate limit (cf. Eq. (4.26)) are given by
4∏
i=1
1
2 cosh[(εi −µi)/(2T )]
= e
−[P2/(2(m∗
N
+m∗n))+P
2/(2(m∗
N
+m∗p))+p
2/(2m∗
Nn
)+
p2/(2m∗
Nn
)+ω+∆U︷ ︸︸ ︷
p′2/(2m∗
N p
)]/(2T )
e−(UN+Un+UN+Up)/(2T ) e(µN+µn+µN+µp)/(2T ) (7.42)
≈ e−[P2/(2(m∗N+m∗n))+p2/(2m∗Nn)]/T e−(UN+Un+UN+Un)/(2T ) e(µN+µn+µN+µn)/(2T ) e−ω/(2T ) e(µp−µn)/(2T ) . (7.43)
After performing the integrals over P and p, this is proportional to nN nne
−(ω+µn−µp)/(2T ). Here, we assume m∗
n
≈ m∗
p
to allow for the combination of the total momenta and the subsequent identification of the densities.
The appropriate m∗
i j
indices can be identified from the derivation in Section 4.1. The factor 1ω originates in the
matrix elements and picks up an additional ∆U as a neutron is changed into a proton. Furthermore, we need to
add a factor of 2 to account for the change in symmetry factors. Putting it all together, we obtain
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Here, χ cc
0
is again the static susceptibility in the absence of interactions.
The expression for the two processes converting protons into neutrons is equivalent, but with the indices n and p
interchanged and, consequently, ∆U →−∆U .
We can identify
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1
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where the spin-summed squared matrix elements were calculated in Section 7.2. The cosθ integration can again
be performed analytically using Eq. (4.48). Hence, the partial-wave-expanded expression of Eq. (7.44) is given by
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For a first calculation based on this formalism, we again neglect effective mass effects, set m∗
n
= m∗
p
= mN , and take
∆U = 0. In symmetric nuclear matter, we can use µn = µp and simplify Eq. (7.46) to read
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Furthermore, we employ the on-shell approximation for the nuclear matrix elements (see Section 4.1.1).
Figure 7.3 shows χ cc
0
/τccσ under these conditions and assumptions. We show results based on Friman and Maxwell
as well as OPE results based on the partial-wave expansion. The two agree extremely well, thus providing a
successful check of the expansion. Similar to our neutron-matter results (see Section 4.2), we find a rather good
agreement between OPE and N3LO results at lower densities and a reduction by a factor of 2−3 at 1014 g cm−3 when
taking into account the higher-order chiral interactions. The T-matrix result again shows the strong enhancement
at low densities indicating the breakdown of the Born approximation.
We abstain from speculating about the astrophysical impact of our findings as astrophysical quantities will again
sample the structure factor at different ω, which might lead to sizable changes as seen in Section 4.3 for the
neutral-current case. Therefore, expressions for astrophysically relevant quantities like emissivities or mean-free
paths should be derived. In addition, including finite∆U and chemical potential differences might alter our findings
significantly.
Figure 7.3: Charged-current spin relaxation rate (or rather, χ cc
0
/τccσ ) atω = 0 in symmetric nuclear matter as a func-
tion of density, setting ∆U = 0. The temperature is again parametrized by Eq. (2.44). The orange solid
line shows the results obtained by combining
∑
|M |2 from Friman and Maxwell [50] with Eqs. (7.44)
and (7.45). The green dashed line corresponds to using the partial-wave-expanded matrix elements in
Eq. (7.47), while the red line (blue band) is obtained by using the T-matrix (chiral N3LO) interactions in
the same equation.
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8 Summary and Outlook
While neutrinos play a key role in the explosion mechanism of core-collapse supernovae, neutrino reaction rates
with interacting nucleons included in supernova simulations are based on several simplifications, the one-pion-
exchange (OPE) approximation for example. The goal of this thesis was to improve these rates taking into account
the effect in mixtures of protons and neutrons and using modern two- and three-nucleon interactions, to include
finite momentum transfer, and to apply these rates in supernova simulations.
The neutral-current processes of neutrino pair absorption, bremsstrahlung, and inelastic scattering on nucleons
are described by the same structure factor containing the information about the nuclear interactions. Building
on former work and working in the limit of non-degenerate conditions relevant for supernova simulations, we
derived an expression for the axial structure factor for mixtures of protons and neutrons. We expanded the result
into partial waves, allowing us to use any nucleon-nucleon interaction available in partial waves to calculate
rates. Furthermore, an analytical expression was derived in the case of one-pion-exchange and leading-order chiral
interactions.
From this structure factor, we calculated spin relaxation rates and found only a small dependence of the OPE
and higher-density chiral effective field theory (EFT) results on the electron fraction Ye . In pure neutron matter
(PNM), central terms of the interaction do not contribute. This is not the case in mixtures, creating a stronger Ye
dependence of the chiral potentials at lower densities. Going beyond the Born approximation by using a T-matrix
based on phase shifts, we found a strong enhancement of the relaxation rate at low densities that we were able to
connect to the large scattering lengths in the two-nucleon sector and the fact that supernova matter behaves like a
resonant Fermi gas at subnuclear densities.
Using the energy-averaged mean-free path against pair absorption as a representative quantity to estimate the
astrophysical impact, we found this enhancement of the T-matrix results reduced compared to the relaxation rates
at energy transfer ω = 0, but still sizable. At higher densities, T-matrix and chiral N3LO results agree and show a
reduction of a factor of two to three compared to OPE results. While these OPE results were used as a proxy for the
rates by Hannestad and Raffelt (HR, [51]) currently used in supernova simulations, they differ significantly. We
found some likely unphysical behavior in the HR rates at high densities and relatively small temperatures.
In collaboration with astrophysicists, we then investigated the impact of these improved rates on supernovae. We
calculated neutrino opacities along radial profiles taken from supernova simulations by generating and employing
a big table of the structure factor (or rather ImχA) from which mean-free paths can be calculated through interpo-
lation and integration. The enhancement in going from HR to T-matrix rates happens at densities too low to really
impact the explosion dynamics. Only a small shift in neutrinosphere radii was found.
Such a table could also be used directly in a simulation. As this increases the computational cost, we instead used
an analytical correction factor for a first estimate of the impact on supernova dynamics. We found our approach to
work considerably well around the neutrinosphere. Using a modified instead of the HR interaction rate had only a
small impact on the neutrino emission with a ~5% shift of luminosities from heavy-lepton to electron neutrinos,
somewhat harder neutrino spectra, and slightly delayed cooling of the proto-neutron star.
Three-body forces were shown to give 10−30 % effects in pure neutron matter at saturation density (and somewhat
less at N3LO), but much smaller effects in mixtures. We were able to trace this to an approximate cancellation
between two-pion-exchange contributions in mixtures. As the c4 term only contributes in mixtures, this cancellation
does not occur in PNM.
In non-degenerate PNM, we derived a structure factor that includes momentum transfer and can thus be used to
calculate the combined effect of nuclear recoil and nucleon-nucleon interactions in neutrino-nucleon scattering.
The long-wavelength limit (which does not include these finite-q effects) was found to work well when calculating
mean-free paths, but not energy transfers. We find a large impact of interactions compared to nucleon recoil
especially at high densities and temperatures and at low incoming neutrino energies.
Finally, we studied charged-current reactions, discussed the kinematics, and provided a structure factor expression
including partial-wave-expanded expressions for the spin-summed squared matrix elements and the spin relaxation
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rate. The trends observed in the relaxation rate results are similar to our findings in the neutral-current case, i. e.,
a reduction of chiral and T-matrix rates at high densities and a resonant enhancement of the T-matrix rate at low
densities compared to OPE. However, so far we neither included the effects of chemical potential differences in
asymmetric nuclear matter nor differences in the single-particle energy shifts.
Our neutral-current results are based on several approximations in the nucleon-nucleon interaction, conditions,
one-body effects, kinematics, and electroweak effects. In order to improve our calculations, we need to go beyond
these approximations.
The two most severe approximations in the nucleon-nucleon interaction are the on-shell and Born approximations.
Our T-matrix results indicate the need to go beyond the latter also for chiral EFT calculations by including higher-
order particle-particle effects. This is important because the T-matrix based on phase shifts is only defined for
the on-shell case. One should also further study particle-hole contributions in the degenerate case, which were
explored in Ref. [47].
With respect to conditions, the most relevant approximation is that of non-degenerate conditions. However, the
basic formalism in Section 4.1 is valid for arbitrary degeneracy. Without assuming degenerate or non-degenerate
conditions, the integrals cannot be simplified and calculations are cumbersome, so it might be more promising to
interpolate between degenerate and non-degenerate conditions. For the finite-q formalism, mixtures of protons
and neutrons should be taken into account.
One-body effects not included in our results are effective masses and the energy shifts ∆U in the charged-current
calculations. While they are included in our formalism and straight-forward to implement, these should be cal-
culated consistently with the nucleon-nucleon part of the neutrino-nucleon interactions and the equation of state.
Hence, their inclusion will be more elaborate.
In terms of kinematics, our most severe approximation is only used in the finite-q structure factor, where we used
a fixed velocity vth instead of a velocity distribution, introducing significant uncertainties at large T . Other kine-
matic approximations employed are to neglect neutrino momenta in the momentum-conserving delta functions,
assume non-relativistic nucleons and neglect momentum transfer for bremsstrahlung processes. We do expect these
approximations to work well for low-energy neutrinos.
Furthermore, we neglect certain electroweak effects, most prominently, strangeness contributions to and in-
medium modifications of the weak axial coupling gA . The latter have been discussed in the context of chiral
two-body currents in Ref. [67].
The same structure factor that governs neutral-current neutrino reactions could also be used to calculate emissions
of axions, hypothetical particles whose emission would be another source of energy-loss for the supernova. Hence,
supernova observations can be used to constrain axion properties [46,173].
With the partial-wave-expanded charged-current matrix elements and spin relaxation rate we have laid the ground-
work to calculate charged-current neutrino interaction rates involving interacting nucleons, including the modified
Urca process, based on modern nuclear interactions. The impact of differences in the proton and neutron chemical
potentials and energy shifts should be studied in detail. Furthermore, it will be interesting to see the effect of chiral
and T-matrix interactions on astrophysical quantities and in supernova simulations.
In a broader scope, supernova simulations will improve. 2D and 3D simulations will become more common, pro-
genitor models will become more advanced. Methods used by different groups will converge and code comparisons
will provide insight into discrepancies currently observed between the groups. Limited resolution will remain a
problem while the inclusion of advanced nuclear/neutrino physics in the form of huge structure factor tables is a
challenge considered much easier to solve [174].
Eventually, neutrinos, light, and gravitational waves from the next galactic supernova will reach our detectors,
providing a bulk of data and hopefully many insights into supernova dynamics and neutrino interactions.
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A Implementation Details
All numerical results in this thesis not attributed to somebody other than the author have been obtained using a
python implementation of the formalism discussed so far. We use python2.7 and scipy0.13.
Interpolations use the scipy.interpolate.interp1d function, integrations are done either by a simple implemen-
tation of a trapezoidal integration or using scipy.integrate.quad. For the trapezoidal integration, a list of x , y
pairs is generated (typically, but not necessarily evenly spaced in x) that is then summed over using the trapezoidal
rule. For details on the convergence behavior, see Section A.1.
The trapezoidal integration also allows for a straight-forward parallelization using the python package joblib,
which sends the points in the list to multiple cores of the system so they can be computed simultaneously. Since
the calculation at one point does not require input from another, no more advanced parallelization method is
necessary. joblib’s parallelization is also used when evaluating a lot of data points, e. g., along a profile as shown
in Chapter 5.
The partial-wave expansion has to be truncated at a given jmax. We found jmax = 6 to be sufficiently converged at
the≪ 1 % level.
Wigner 3 j and 6 j symbols are evaluated with code based on work by Ulrich Krohn and David Terr [175] and
modified to save calculated Wigner symbols during run-time so they only have to be evaluated once per script run.
Clebsch-Gordan coefficients are calculated in terms of Wigner 3 j symbols according to [156]
C
jm
j1m1 j2m2
= (−1) j1− j2+m
p
2 j + 1

j1 j2 j
m1 m2 −m

. (A.1)
The partial-wave-expanded matrix elements are stored in tables. For each set of potentials, a routine is available
that reads in the appropriate values, interpolates the result, corrects for convention differences if necessary, and
provides the result to the rest of the program. The OPE matrix elements from Nogga et al. (see Appendix B) require
a factor g2
A
/(2Fπ)
2 from the OPE potential (3.13) as well as a −3 for T = 0. In addition, the factor (4π)2i l−l′ in
Eq. (4.35) is not included in their partial wave expansion but in the partial waves themselves, hence we need to
divide their results by this factor [155]. The T-matrix expressions in Eqs. (3.15) and (3.16) need to be divided by
4π, the chiral two-body potentials require a factor ħh2/m = 41.44MeVfm2 and the three-body potentials need a
symmetry factor of 1/3.
The chiral EFT matrix elements are based on the available NN codes. The T-matrix elements were calculated
using phase shifts downloaded from Ref. [131]. In the case of one-pion exchange, an analytical partial-wave-
expanded expression is available (Appendix B). However, this expression requires additional sums and integrals to
constant value
nucleon mass mN 939.565MeV
pion mass mπ 134.98MeV
pion decay constant Fπ 92.4MeV
weak coupling constant gA 1.26
neutron axial charge Cn
A
−gA/2
proton axial charge C pA gA/2
Fermi’s constant GF 1.1664× 1011 MeV−2
ħhc 197.327MeVfm
Table A.1: Constants used in the python implementation.
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be performed. Hence, a table was generated based on the analytical expression that could then be interpolated just
like the other matrix elements.
For one-pion exchange and leading-order chiral EFT, the spin traces appearing in the derivation of the spin relax-
ation rate can be calculated analytically. The code based on this approach is typically used for the OPE results in
this thesis as no partial-wave expansion is required and therefore the code is much faster.
When evaluating the partial-wave-expanded expression in Eq. (4.50), all calculations except those with three-body
potentials (Section 4.5) used MT = 0 for all matrix elements in order to combine nn, np and pp contributions and
hence skip two out of three integrations over p, significantly improving the performance of the calculation. For the
EM500 potential, this introduces an error of less than 6%, and less at the most relevant conditions (cf. Figure 4.13).
Constants used in the code are summarized in Table A.1. As matter is neutron-rich, we use mN = mn as well as
the mass of the neutral pion mπ = mπ0 . We neglect strangeness contributions and in-medium modifications to the
axial charges. Furthermore, when calculating leading-order chiral EFT results, we use the LECs from the EM500
potential, CS = −3.90 fm2 and CT = 0.22 fm2.
The python code suite is available from the author upon request 1.
Some analytical calculations have been performed using Wolfram Mathematica. The main ones are the msi sums
in the partial-wave expansion (Sections 4.1, 7.2), the analytical approximations to the T-matrix rate (Section 4.2.2)
and the recoil and collisionless-limit energy transfer expressions (Sections 6.1, 6.2).
A.1 Mean-Free Path Convergence Checks and Quick Integral
Figure A.1: Convergence of the trapezoidal integral as a function of the upper limit at constant stepsize (left) and as
a function of the number of steps at constant upper limit (right). We show the relative deviation from
the quadpack results (see text). We use two different potentials and two thermodynamic conditions,
P1 = (ρ = 1010 g cm−3, T = 3.16 MeV, Ye = 0.1) and P2 = (ρ = 10
14 g cm−3, T = 20 MeV, Ye = 0.01).
Shown are results for the EM500 potential at P1 (orange solid line) and P2 (blue dashed line), as well
as the T-matrix potential at P1 (red dash-dotted line) and P2 (green dotted line).
Since mean-free-path calculations add another one or two integrals compared to the calculation of relaxation rates,
we use a simple trapezoidal integration method instead of scipy’s integrate.quad() routine based on Fortran
library QUADPACK.
Since we are integrating overω from 0 to∞, we need to find the upper limit and maximum step size such that the
integral is sufficiently converged. To this end, we plot in Figure A.1 the deviation between the trapezoidal integral
1 alex@alexanderbartl.de
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and the “exact” quadpack result as a function of the upper limit (left panel) and the number of steps (right panel).
With a fixed step size, there is no further improvement beyond (ωT )max = 15. For this upper limit, the results are
already reasonably well converged at a step size ∆(ωT ) = 1. Deviations are on the sub-percent level for 20 steps
except for the T-matrix P1 line, which lies at 1.5%.
Deviations are at or below the 0.1% level for 50 steps, but this would mean increasing calculation times by a factor
of about 2.5 compared to 20 steps. Since there are several approximations in our formalism which are expected to
be of size of a few percent, an upper limit of (ωT )max = 15 and 20 steps are chosen as a good compromise between
calculation time and convergence.
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B Simplification of the OPE PWA Matrix Element
An analytical expression of the partial-wave-expanded one-pion-exchange matrix element, or rather the OPE spin-
momentum structure, is given in Ref. [172]. This expression involves Wigner 9 j symbols and other terms that can
be analytically simplified as follows:
®
p(lS) Jm
J
k ·σ1k ·σ2k2 +m2π
 p′(l ′S′) J ′m′J
¸
=
∑
f
3 fˆp
4π


1 1 f
1 1 f
0 0 0

C f 01010C JmJJ ′m′J 00 Jˆ ′


J J ′ 0
l l ′ f
S S′ f
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 lˆ Sˆ
∑
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√√ 4π(2 f + 1)!
(2λ1 + 1)! (2λ2 + 1)!
× pλ1(−p′)λ2
∑
h
g
f
h
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(B.3)
Here we again use the short-hand notation aˆ ≡ p2a+ 1 and several properties of the Clebsch-Gordan and Wigner
symbols [156]. The function g f
h
(p, p′) is given by
g
f
h
(p, p′) =
hˆ
2
(−1)h4π
∫ 1
−1
d cosθ Ph(cosθ )
k2
k2 +m2π
1
k f
, (B.4)
where k2 = p2+ p′2−2 pp′ cosθ . Equation (B.3) is used in this thesis wherever partial-wave-expanded OPE matrix
elements are required.
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