In this paper, we consider using total variation minimization to recover signals whose gradients have a sparse support, from a small number of measurements. We establish the proof for the performance guarantee of total variation (TV) minimization in recovering one-dimensional signal with sparse gradient support. This partially answers the open problem of proving the fidelity of total variation minimization in such a setting [1]. We also extend our results to TV minimization for multidimensional signals. Recoverable sparsity thresholds of TV minimization are explicitly computed for 1-dimensional signal by using the Grassmann angle framework. In particular, we have shown that the recoverable gradient sparsity can grow linearly with the signal dimension when TV minimization is used. Stability of recovering signal itself using 1-D TV minimization has also been established through a property called "almost Euclidean property for 1-dimensional TV norm".
I. INTRODUCTION
Compressed sensing has recently gained a lot of attention in many applications including medical imaging, because it enables acquiring sparse signals from a much smaller number of samples than the ambient dimension of signal. Compressed sensing takes advantage of the fact that most signals of interest in practice are sparse: there are only a few nonzero or big elements when the signals are represented over a certain dictionary such as wavelet basis. For these types of sparse or compressible signals, compressed sensing theory [2] , [3] has established that a small number of nonadaptive measurements are often sufficient to efficiently recover them under methods such as ℓ 1 minimization [2]- [5] .
Without loss of generality, let us assume that x ∈ R N is a one-dimensional (compared with 2-dimensional images and 3-dimensional videos) signal vector of N elements, and has no more than K (K ≪ N ) nonzero elements. In compressed sensing, we sample x using M (M < N ) linear projections
where A is an M ×N measurement matrix and y is an M ×1 measurement result vector. Knowing A and the measurement result y, ℓ 1 minimization is often used to recover the sparse x: min x x 1 subject to y = Ax.
It has been shown that under suitable conditions on the measurement matrix A, it is guaranteed that the original
x is the unique solution to ℓ 1 minimization (1) . In fact, if A satisfies the so-called restricted isometry property (RIP), then the solution of (1) matches exactly with the original signal [2] , [6] , [7] . Various results concerning the perfect reconstruction of the original signal by solving (1) have been established in [2] , [3] , [7] - [14] .
The results above hold true only for sparse signals, and they can be extended to signals that are synthesized by a linear combination of few atoms in a (redundant) dictionary with incoherent atoms [15] . However, there are numerous practical examples in which a signal of interest does not fall into the category where the aforementioned theories work. One such an example is signal that has a sparse gradient (i.e., the signal is piecewise constant), which arises frequently from imaging. Images with little detail are usually modelled as piecewise constant functions. For simplicity, we assume that x ∈ R N is a vector generated from 1-dimensional piecewise constant signal. Let Dx be its finite difference defined by [Dx] i = x i+1 − x i for i = 1, 2, . . . , N − 1. Since x is piecewise constant, we must have that Dx is sparse. Assume that Dx has only K (K ≪ N ) nonzero entries. Let y = Ax ∈ R M be M linear samples of x. Then, to recover x, one usually solves
The regularization term Dx 1 is called the total variation (TV) of x. When x ∈ R N d is generated from d-dimensional signals, we only need to replace D by the concatenation of directional finite differences, and Dx 1 is the anisotropic TV of x.
TV regularization has been used extensively in the literature for decades in imaging sciences [16] - [19] and other related fields [20] , [21] . The minimization problem (2) has the same form as the minimization in the analysis-based compressed sensing in [22] . However, the stable reconstruction result in [22] - [24] can not be applied to (2) , as D is ill-conditioned. Despite the great importance of the TV minimization in applications, rigorous proofs of conditions of successfully recovering signal by using the TV minimization have only recently been established [1] , [25] . To establish such conditions, [1] , [25] first transformed d-dimensional (d ≥ 2) signals with sparse gradients into signals compressible over the Haar orthogonal wavelet basis. Then a modified restricted isometry condition, which takes into account the Haar orthogonal wavelet transformation, was established for the matrix A such that (2) offers a stable recovery of x. However, it is noted in [1] , [25] that establishing conditions for successfully and stably recovering 1-dimensional (namely d=1) signal vectors was an open problem. This is partially due to the fact that small TV of a 1-dimensional signal does not necessarily imply fast decay of its Haar wavelet coefficients.
In this paper, we establish the proof for performance guarantees of TV minimization in recovering 1-dimensional signal with sparse gradient support. This partially answers the open problem of proving the fidelity of total variation minimization in such a setting [1] . Compared with [1] , [25] , our results do not use the restricted isometry condition, but instead directly work on the null space condition of the measurement matrix A. To establish the null space condition of interest, we use "Escape through the Mesh" theorem [26] - [28] to estimate the Gaussian width [26] , [27] of a cone specified by the null space condition. We then use the Grassmann angle framework to calculate the thresholds on gradient sparsity such that TV minimization (2) can recover with high probability. We further extend our results to TV minimization for higher dimensional signals. For d ≥ 2, we have obtained performance bounds for TV minimization comparable to results in [1] , [25] . In particular, we have shown that the recoverable gradient sparsity can grow linearly with the signal dimension when TV minimization is used. Stability of recovering signal itself using 1-D TV minimization has also been established through a property called "almost Euclidean property for 1-dimensional TV norm". To the best of our knowledge, these results are the first to show the stability of TV minimization in recovering 1-dimensional signal vectors.
The rest of this paper is organized as follows. In Section II, we establish the performance guarantee of TV minimization for 1-dimensional signal vector. Our proof is based on a null space condition introduced in Section II-A, and two different arguments are presented respectively in Section II-B using the "escape through the mesh theorem" and in Section II-C via Grassman angle framework. In Section II-D, we establish that the recoverable gradient sparsity can grow linearly with the problem dimension; and in Section II-E, we establish the stability of TV minimization in recovering 1-dimensional signal vectors. In Section III, we extend our results to TV minimization for multidimensional signals. Section IV concludes our paper and discusses future directions.
II. ONE-DIMENSIONAL SIGNALS
In this section, we establish the main result of this paper on the performance guarantee of TV minimization in recovering one-dimensional signal with sparse gradient support.
Throughout this section, we will assume that x ∈ R N is generated from a one-dimensional signal and Dx contains at most K nonzeros. We assume that the entries of A ∈ R M×N are randomly drawn from i.i.d. Gaussian distribution. We give two different arguments on the proofs, namely, the one using "Escape through the Mesh" theorem [26] - [28] in Section II-B and the Grassmann angle framework in Section II-C. These two arguments will lead to two different recovery threshold bounds for minimal M . Both the arguments are based on a null space property of the matrix A, which are presented in Section II-A.
A. The Null Space Condition for Successful Recovery via the TV Minimization
In this subsection, we give a condition on the null space of the linear projection matrix A, such that TV minimization successfully recovers one-dimensional signals with sparse gradients. We remark that this condition is not new, and it has appeared in the proofs in [1] , [25] .
Theorem 2.1: Assume A ∈ R M×N and y = Ax. Then x is the unique solution to (2) for all x whose gradients Dx have no more than K nonzero elements (no matter what the support K of Dx is) if and only if the following condition holds: for every nonzero vector z in the null space of A (namely Az = 0, z = 0),
We omit the detailed proof of this theorem, since it is very similar to the proof of null space conditions for ℓ 1 minimization; see, for example, [14] , [28] .
B. Recovery Thresholds via "Escape through the Mesh" Theorem
In this subsection, we prove that a measurement matrix A whose elements are i.i.d. Gaussian random variables satisfies the null space condition in Theorem 2.1 with high probability, as long as
where C > 0 is a constant. Our proof builds on the following "Escape through the Mesh" theorem. Theorem 2.2 (Escape through the mesh [26] ): Let S be a subset of the unit Euclidean sphere 
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If the elements of the measurement matrix A are i.i.d. Gaussian random variables, then the null space of A is a random (N −M )-dimensional subspace distributed uniformly in the Grassmanian with respect to the Haar measure (see [28] ). To prove the null space condition in Theorem 2.1 holds with high probability, we show that the Gaussian width w(S) is in the order of √ M for the set
For any x ∈ S and a set K that satisfy
This implies Dx 1 ≤ 4 √ K and therefore
In the following, we estimate the Gaussian width of S. We only consider the case that N = 2 L , and the proof the other cases are essentially the same and does not change the order the the Gaussian width.
For any x ∈ S, we decompose x according to (a nonstandard) Haar wavelet transform as At level ℓ, we have x =ẑ (1) + . . . +ẑ (ℓ) +ŷ (ℓ) , wherê z (1) , . . . ,ẑ (ℓ) are the same as that in (4) . We then decomposê
Here ↓ 2 is the downsampling by 2 (i.e., taking odd indexed entries of a vector) and ⊛ is the filtering process. Note that (4) is different from the standard Haar decomposition, since the filter is not normalized. The decomposition (4) has several properties. First of all, components in decomposition (4) are orthogonal to each others. Consequently,
Secondly, sinceŷ (ℓ+1) is a smoothed version ofŷ (ℓ) , it can be proven that Dŷ (ℓ) 1 ≤ Dŷ (ℓ−1) 1 , which implies that
Now we are ready to estimate the Gaussian width of S. Let g be a vector whose entries are i.i.d. Gaussian random variables with mean 0 and variance 1. Since (5) implies z (ℓ) 2 ≤ 1 √ 2 ℓ , we have, by Cauchy-Schwartz
). Since components in g (ℓ) are i.i.d. random variables that follow N (0, 2 ℓ ), an argument similar to [27, Lemma 4.4] 
Moreover, (5) implies
π . This together with (7) leads to
Now we estimate the term
Therefore, if N > 1 and K > 1, then, by defining α = 2 ln ( √ eN ), we
Finally, we get E sup x∈S x, g = (4 √ 2 + 4)(N K) 1/4 2 ln ( √ eN ).
Since the Gaussian width in Theorem 2.2 is of the order √ M , we have M ∼ (N K) 1/2 ln N.
C. Recovery Thresholds via the Grassmann Angle Framework
In previous subsections, we have used the "Escape through the Mesh" theorem to establish performance guarantees of TV minimization for signal recovery. In this subsection, we explore the Grassmann angle framework [13] to characterize performance guarantees of TV minimization for 1-dimensional signal vectors. The upshot here is that the Grassmann angle framework gives explicitly computable thresholds on recoverable sparsity level K, when the number of measurements is proportionally growing with the signal dimension N .
Let us use K to denote the set of indices i's such that |x i+1 − x i | is one of the K terms on the left side of the inequality 2.1. Let us denote the set of indices (i's and (i + 1)'s ) involved in these K terms as DK. We note that the cardinality |DK| of DK is at most 2K.
Then there exist at least (N − 1 − 3K) terms in the form of |x i+1 − x i | that do not involve any index in DK. Among these (N − 1 − 3K) terms, we can at least choose N −1−3K 2 terms such that each of them involves different indices from DK, and from each other. Let us use KB to denote the set of indices i's such that |x i+1 − x i | is one of these N −1−3K 2 terms. By the triangle inequality,
holds for every vector x in the null space of the projection A. We call this condition RelaxedN U LL condition.
Since we are taking the projection A uniformly over all the m-dimensional subspaces in R n , the probability that RelaxedN U LL condition holds, is equivalent to the probability that 2 i∈{1,2,...,|DK|}
. This is because the null space of a uniform M -dimensional subspaces in R n can be represented as {x : x = Hz, z ∈ R N −M }, where H is an N × (N − M ) matrix whose elements are i.i.d. Gaussian random variables N (0, 1). With H l denoting the l-th row of H, H i+1 − H i is just a row vector with elements being i.i.d Gaussian random variables N (0, 2). Fig. 1 : Recoverable thresholds on sparsity of gradient support for TV minimization from the Grassmann angle framework [13] of K, with high probability the RelaxedN U LL condition (9) holds simultaneously for every gradient support set K (which determines DK and KB). This falls exactly into the Grassmann angle framework [7] , [8] , [13] which can compute such K using the Grassmann angle tools from high dimensional convex polytope theory. For details, the reader can refer to [13] , with the corresponding parameter C in [13] set as √ 2. Figure 1 plots the recoverable threshold K M as a function of the compression ration M N as N → ∞.
D. Gradient Sparsity K Growing Linearly with Signal Dimension N
In this part, we consider the regime of interest where the sparsity of the signal gradient grows linearly with the problem dimension. The main result is summarized in the following theorem, showing that TV minimization can allow the gradient sparsity K to grow proportionally with signal dimension N . Theorem 2.3: Suppose that the measurement matrix A is an M × N matrix having i.i.d. standard zero mean Gaussian elements. For any constant 0 < α < 1, there exists a constant δ > 0 such that the following statement holds true, with overwhelming probability as M → ∞, N → ∞, and M N → α.
For all subsets K ⊆ {1, 2, ..., N −1} with cardinality |K| ≤ δN , and for every nonzero vector x in the null space of A (namely Ax = 0, x = 0),
where K c = {1, 2, ..., N − 1} \ K.
To prove Theorem 2.3, we first give a uniform lower bound for the TV norm in the following subsection, and then utilize the lower bound to arrive at the conclusion. Due to space limitations, we omit the full proof of Theorem 2.3 and Theorem 2.4.
1) Uniform Lower Bound for Total Variation Norm:
We consider the (N − M )-dimensional null space of the measurement matrix A. Recall that A has i.i.d. standard zero mean Gaussian elements. Equivalently, a basis for the null space of A can be represented by an N × (N − M ) matrix H with i.i.d. standard zero mean Gaussian elements. Then the following statement holds true for those vectors Hz, where z ∈ R N −M with z 2 = 1.
Theorem 2.4: With high probability as N → ∞, uniformly for every x = Hz with z ∈ R N −M and z 2 = 1,
where γ > 0 is a sufficiently small positive constant.
E. Stability of Total Variation Minimization in Signal Recovery
Our results also show that TV minimization provides stable signal recovery when the signal does not have exactly Ksparse gradient and there are noise contained in the measurements. In particular, we assume that the noise level is Ax − y 2 ≤ ǫ. Then, we solve
Our results show that (12) provides robust signal recovery. The robustness result is summarized in the following theorem. Theorem 2.5: Suppose that the measurement matrix A is an M × N matrix having i.i.d. standard zero mean Gaussian elements. For any constant 0 < α < 1 and any constant 0 < C < 1, there exists a constant δ > 0 and a constant β > 0 such that the following statement holds true, with overwhelming probability as M → ∞, N → ∞, and M N → α.
For all x ∈ R N and Ax − y 2 ≤ ǫ, the solutionx to (12) satisfies,
Note that we do not normalize the sensing matrix A. Therefore, it is not surprising that the error is of order ǫ/ √ N , since ǫ grows with N if the relative error Ax− y 2 / Ax 2 is fixed. Due to space limitations, we omit the proof in this paper. However, we state two theorems: "Balanced Condition for TV Norm" Theorem 2.6, and the "Almost Euclidean Property "theorem, both of which play important roles in establishing Theorem 2.5 For all subsets K ⊆ {1, 2, ..., N −1} with cardinality |K| ≤ δN , and for every nonzero vector x in the null space of A (namely Ax = 0, x = 0),
where K c = {1, 2, ..., N − 1} \ K;
Note that if we we take C = 1, we get Theorem 2.3, We also have the following almost Euclidean property for the TV norm.
Theorem 2.7 (Almost Euclidean Property for TV Norm): Suppose that the measurement matrix A is an M × N matrix having i.i.d. standard zero mean Gaussian elements. For any constant 0 < α < 1, there exists a constant β > 0 such that the following statement holds true, with overwhelming probability as M → ∞, N → ∞, and M N → α. For every nonzero vector x in the null space of A (namely Ax = 0, x = 0),
III. EXTENSION TO MULTIDIMENSIONAL SIGNALS
In this section, we extend our results to d-dimensional (d ≥ 2, for example d = 2 for images and d = 3 for videos) signal vectors. We get results that are comparable to those in [1] , [25] . In particular, let X ∈ R N d be a multi-indexed vector that is from a d-dimensional signal. Let A ∈ R M×N d be a measurement matrix whose elements are i.i.d. Gaussian random variables, and Y = AX be its corresponding measurements of X. Define DX be the discrete gradient of X. Assume that DX contains at most K nonzero entries. In order to recover X, similar to (2), we solve the following minimization
In the remaining of this section, we prove that the unique solution of (16) is exactly the original X with high probability, as long as
where C 1 > 0 and C 2 > 0 are two constants depending on d. Note that DX 1 in (16) is the anisotropic TV. Our proof can be generalized to isotropic TV without too much difficulty. Similar to Theorem 2.1, a sufficient condition for the original X being the unique solution of (16) is the null space condition (3). Different from 1-dimensional case, this null space condition is only a sufficient condition for higher dimensional signals. Then, using the escape through the mesh theorem, this null space condition holds true with high probability if the Gaussian width satisfies w(S d ) < Given any vector X ∈ S d , we have
We have used the fact that DX 2 ≤ 2 √ d X 2 . Therefore,
In the following, we estimate the Gaussian width of S d . In fact, we can show that (proof omitted)
As the Gaussian width should be less than √ M − 1 2 √ M , we obtain (17) .
IV. CONCLUSION
In this paper,we establish the proof for the performance guarantee of total variation (TV) minimization in recovering one-dimensional signal with sparse gradient support. The almost Euclidean property of subspaces [11] , [14] , [29] is used to extend our results to proving the stability of TV minimization for signals with approximately sparse gradients or under noisy measurements. This partially answers the open problem of proving the fidelity of total variation minimization in such a setting [1] . We also extend our results to TV minimization for multidimensional signals. Recoverable sparsity thresholds of TV minimization are explicitly computed for 1dimensional signal by using the Grassmann angle framework. Stability of TV minimization has also been established for 1-dimensional signal vectors.
