A method for managing agile sensors to optimize detection and classification based on discrimination gain is presented. Expected discrimination gain is used to determine threshold settings and search order for a collection of discrete detection cells. This is applied in a low signal-tonoise environment where target-containing cells must be sampled many times before a target can be detected or classified with high confidence. Bayes rule is used to cornpute the expected discrimination gain for each sample region using estimated probability that it contains a target. This gain is used to select the optimal cell for the next sample. The effectiveness of this approach was assessed in a simple test case by comparing the result of discrimination optimized search with direct search. For a single 0 dB Gaussian target, the error rate for discrimination optimized search was similar to the direct search result against a 6 dB target.
Introduction
The problem of sensor management is to determine how to select sensors, sensor modes and sensor search patterns to maximize their collective effectiveness. One of the problems facing designers of sensor management systems is that there is little consensus on what mathematical quantities should be optimized [Popoli,Musick}. Much of the previous work in this area has focused on problems where the data are primarily kinematic [Nash,Blackman,Schmaedeke}, with detection/classification element of the probelm. In these kinematic applications, a Kalman filter is used to predict how target state estimates will evolve in time based on estimated target dynamics, range, and signal/noise ratio. A typical application then solves for the update rate required to maintain the target position variance at some desired value, say, based on the trace of the position components of the covariance estimate. As target dynamics increase, then the required update rate also increases. A threshold in the dynamics can be used to switch the radar to a different mode such as a higher energy waveform when it is appropriate. This type of adaptive approach yields substantial improvement over non-adaptive sensor methods. However, it does not easily generalize to situations where detection, tracking and classification are being performed by the same set of sensors and must be simultaneously optimized.
It is often desirable to coordinate the collection of kinematic data with attribute information that can be used to identify a target. In order to simultaneously optimize conificting objectives such as detection, tracking and classification, several authors have proposed the use of measures motivated by information theory [Hintz, Llinas}. This shifts the emphasis from optimizing parameter estimates for individual targets to globally optimizing the probability density estimates constructed by data fusion systems. This is advantageous because it can accommodate tradeoffs between sensors that measure different aspects of a scene.
In the next section, use of discrimination gain for sensor management is motivated by interpreting it as a measure of the likelihood for different target probability densities to occur. Section 3 develops the expressions used to compute discrimination gain for the case of static targets confined to discrete detection cells. This is applied to the probelm of detecting a Gaussian target in a uniform background in Section 4.
The Discrimination Function
Consider the problem of classifying objects that exist in S mutually exclusive and exhaustive discrete classes. Let P[s] and Q[s] be two probabilities for objects labeled by S = 1, . . . , S. Then the discrimination of P with respect to Q is defined to be [Blahut] 
To understand the role of discrimination in sensor management, consider the problem of target detection/classification for a single detection cell. The true state ofthe cell, denoted , is one ofS states where I = 1 denotes no target, and = 2, . . . , S denotes one of the possible target types. There is at most one target in the cell and based on prior information, the probability that a cell is in state S iS given by the prior distribution Q(s). Let P(s) denote the estimated probability that the cell is in state s based on some measurements. Minimum information is given by the prior distribution, P = Q. Perfect information is represented by the probability P(s) = { ee.
( 2) and the discrimination of P with respect to Q will be large. The feature of discrimination that makes it useful in this context is the following. Suppose n objects are drawn at random from an infinite set of objects 0 labeled by a finite set of indices s = 1,.. . , S. On any draw, the probability of selecting an object labeled by s is given by the prior probability Q[s] = q, (Q may be uniform, q9 = uS). The probability of drawing n8 occurances of object s is given by the multinomial distribution Pr{ni,...,ns}= 1qiq2qg where , n, = n. Defining P[sJ = ne/n, for fixed P[sJ, it can be shown [Blahut] using Stirling's approximation that the probability of obtaining {n1,. .. , ns} obeys Pr{ni, . . . ,ns} eD('Q)+0() where D is the discrimination and o(n) is a function that grows sublinearly with n.
An interpretation of Eq. (4) is that if the distribution P is very unlikely, then D(P; Q) is large, and it has large information content relative to the a priori information. This is a plausible measure of the amount of information contained in P. In the detection/classification problem, cells whose estimates are far from the prior contain a great deal of information. while cells that are close to the prior contain little information. For the sensor manager, there is relatively little additional information to be derived from these well-characterized cells. For each sample, the expected discrimination gain is highest for the cells that currently have low discrimination values.
Discrimination can also be viewed informally as a distance measure between P and Q. Interpreting it in this loose sense as a distance. maximizing discrimination serves to maximize the distance of the estimated distribution (1) from the prior. Heuristically, this is a useful strategy, assuming that the process of estimating P converges to correct distribution. P.
Discrimination Prediction
To understand how to compute expected information gain, consider the problem of detecting targets confined to discrete cells indexed by c = u, . . . , C. There is at most one target in each cell and the targets do not move. There are S -u target types. The state of each cell is one of S = u , . . . , s values where s = I denotes no target in the cell and s = 2, . . . , S label the target types. The system is observed by a senr that can be directed towards any single cell without pointing error. Only one cell is observed at a time. After one cell observation, the sensor can sampie the same cell or any different cell. When the sensor is directed towards a cell it produces a measurement z which can be a discrete or continuous vector or set. The observation outcomes are independent and identically distributed (i.i.d.) random events. The conditional probabilities to obtain z given that cell c is in state s, P[zIs] are known. Also, a priori probabilities for c to be in state s, P[s] are known.
In this context, the detection/classification problem is to determine the State of each cell from a set of observations. The outcome of the k-th observation of cell c (3) is k (suppressing the c-index on the measurement). Let ZK = (z1. . . ., zj). After K observations, the posterior probability PC[SIZKI that c is in state s conditioned on the observations is computed. For each cell c, the minimumprobability-of-error detector is obtained by choosing $ to maximize PC[SIZKI [Blahut] . (4) Then sensor management problem is now to determine the optimal sensor parameters such as the threshold and the optimal order for searching the cells c. For each cell the probability that it is in state s, conditioned on K observations is computed using Bayes Rule as follows. (Since the expressions are the same for each cell, we suppress the cell subscript c here and in the sequel.) The total probability to observe ZK is P{ZKJ = EPZKISPS. and the cell state probabilities are estimated using fl'=i P[zs]
a function of the cell c and its observation set ZK -1 The expected discrimination gain for cell c is then
where the c-dependence of ..D has been made explicit. The discrimination-based sensor management strategy is to select the cell c that maximizes D [ZK, c] (12). Here K is the current number of observations for the cell, which will in general be different for different cells. The algorithm can be made quite efficient if a list of the detection cells using D [ZK, c] as the sort key is maintained as a binary search tree {CormanJ. The list is maintained so that its (5) right-most cell always maximizes the discrimination gain. After initialization, the algorithm can be written as:
1) Remove the node for the maximum gain cell c from the tree and observe the cell with the sensor. (6) 2) Update PC*[SIZKI with the new observation and evaluate ED[ZK,C*J.
( 7) where in the denominator summation, t indexes cell states.
After K observations, the discrimination of the estimated probability density with respect to the prior P [s] is computed using the current values of P[SIZK] as
Observe that D depends on the observation set ZK only through P[S1ZK}. Therefore, if P[SIZK] can be computed recursively, then so can D. P[SIZK] is obtained from Eq. (7) To predict discrimination gain, note that after K -1 observations in a cell, the probability density for the K-th observation can be computed as There are now two subproblems that the sensor manager must solve for each cell sample: which cell should be sampled; and what should the threshold r be? r can be selected to maximize the expected discrimination gain zD for each sample. The optimal threshold for each cell depends on the estimated probability pt that it contains a target. The largest expected gain occurs at Pt = 1/2 and the optimal threshold there is r = A/2. This is intuitively sensible since Pt = 1/2 represents the maximum uncertainty about the the state of the cell. Away from Pt = 1/2, the optimal threshold differs from A/2. This could be used to optimize the threshold for each cell, as a function of Pt. However, as Pt moves away from 1/2, the r-dependence of the gain decreases and there is relatively little penalty incurred by using a fixed threshold of r = r. This is the procedure followed here since it facilitates comparison with the direct search case which uses a fixed threshold. For So/No = 1, r = So/No yields Pd = .76
and P/a = .24 (Eqs. 15, 16) .
To compare results between direct search and discrimination-directed search, let c0 denote the cell containing the target and p1(c, T) denote the estimated probability that the cell c contains a target based on data collected up to and including the time T. Then define an error probability pe(T) Pr{argmax pt(c,T) co} (17) Figure 1 shows results obtained for Pc versus the average number of samples per cell for dicrimination dircected search at 0 dB and direct search at 0 dB, 3 dB and 6 dB (Se/No = 1, 2, 4). Note that Pc falls much more quickly with the average number of samples using discriminationoptimized search than direct search. Its performance at 0 dB is similar to the 6 dB direct-search case.
Discussion
The results presented in this paper suggest that optimization of discrimination gain is a useful criterion for managing sensors for detectior and classification. The performance increase represented by Figure 1 , obtained using discrimination-optimized search for this model system, could be quite significant ifsimilar increases hold for realistic systems. For typical active sensors the detection range for fixed signal/noise varies inversely as the 4-th power of the range. Therefore, a 6 dB gain in performance yields a 40% increase in detection range. For passive sensors, a 6 dB gain doubles the detection range. In operational scenarios, reducing time-to-decision is often the important issue. From Figure 1 , if a system is operating at the 20% error rate against the 0 dB target, then discriminationoptimized search achieves the decision point in only 3 sampies/cell (300 total cell samples) while direct search requires 10 samples/cell (1000 total cell samples).
The method developed here for evaluating the expected gain is analogous to the covariance prediction step in a Kalman filter, with Eq. (10) used to compute the probabiity density for alternative measurement outcomes. The similarity in these computational processes suggests that discrimination gain can be used as a basis to manage sensors in situations that require simultaneous optimization of kinematics and attributes. In the Gaussian detection example studied here, a fixed threshold was used, independent of the value of the estimated target probability Pt in the cells. The potential performance gain from including the pt-dependence of the threshold remains to be examined. Although the examples studied here are for thresholded data, thresholding is not required for using discrimination gain. It can also be be applied to non-thresholded data such as integrated acoustic energy or collections of attribute probabilities derived from electro-optical sensors. 
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