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Abstract—Deep Convolutional Neural Networks (DCNNs) have
recently shown outstanding performance in semantic image
segmentation. However, state-of-the-art DCNN-based semantic
segmentation methods usually suffer from high computational
complexity due to the use of complex network architectures.
This greatly limits their applications in the real-world scenarios
that require real-time processing. In this paper, we propose
a real-time high-performance DCNN-based method for robust
semantic segmentation of urban street scenes, which achieves
a good trade-off between accuracy and speed. Specifically, a
Lightweight Baseline Network with Atrous convolution and
Attention (LBN-AA) is firstly used as our baseline network to
efficiently obtain dense feature maps. Then, the Distinctive Atrous
Spatial Pyramid Pooling (DASPP), which exploits the different
sizes of pooling operations to encode the rich and distinctive
semantic information, is developed to detect objects at multiple
scales. Meanwhile, a Spatial detail-Preserving Network (SPN)
with shallow convolutional layers is designed to generate high-
resolution feature maps preserving the detailed spatial informa-
tion. Finally, a simple but practical Feature Fusion Network
(FFN) is used to effectively combine both shallow and deep
features from the semantic branch (DASPP) and the spatial
branch (SPN), respectively. Extensive experimental results show
that the proposed method respectively achieves the accuracy of
73.6% and 68.0% mean Intersection over Union (mIoU) with
the inference speed of 51.0 fps and 39.3 fps on the challenging
Cityscapes and CamVid test datasets (by only using a single
NVIDIA TITAN X card). This demonstrates that the proposed
method offers excellent performance at the real-time speed for
semantic segmentation of urban street scenes.
Index Terms—Intelligent vehicles, street scene understanding,
deep learning, real-time semantic image segmentation, light-
weight convolutional neural networks.
I. INTRODUCTION
SEMANTIC image segmentation is a fundamental butchallenging task in computer vision. It aims to provide
detailed pixel-level image classification, which amounts to
assign semantic labels to each pixel. It is a critical step
to achieve deep understanding of different kinds of objects
(such as road, human and car) in urban street scenes, and
has been widely used in a variety of intelligent transportation
systems, such as automotive driving, vehicle safety and video
surveillance [1], [2], [3], [4] These systems usually exhibit
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Fig. 1. The accuracy (mIoU) and inference speed (fps) obtained by several
state-of-the-art methods on the Cityscapes test dataset.
a strong demand for real-time inference speed and efficient
interaction.
Early methods for semantic segmentation generally rely on
handcrafted features, such as [5]. However, the performance of
these methods is far from being satisfactory. During the past
few years, with the significant development of deep learning
[6], [7], Deep Convolutional Neural Networks (DCNNs) [8]
have been successfully applied to semantic segmentation.
Since the first prominent work of Fully Convolutional Net-
work (FCN) [9], semantic segmentation has made remarkable
progress with DCNNs [10], [11], [12]. In particular, benefiting
from the emergence of a variety of excellent DCNN frame-
works, several DCNN-based methods have shown promising
results on public benchmark datasets. For example, the current
state-of-the-art DeepLabv3+ [13] (based on the Xception [14]
model) and PSPNet [11] (based on ResNet [15]) respectively
achieve about 82% and 81% mean Intersection over Union
(mIoU) on the Cityscapes dataset [16].
It is common belief that the increase of accuracy almost
implies more computational operations and higher memory
consumption, specifically for pixel-level classification tasks,
such as semantic segmentation. To illustrate this dilemma,
Fig. 1 gives the accuracy (mIoU) and inference speed (frames
per second (fps)) obtained by several state-of-the-art meth-
ods, including FCN-8s [9], CRF-RNN [17], DeepLab [10],
DeepLabv2 [12], DeepLabv3+ [13], ResNet-38 [18], PSPNet
[11], DUC [19], RefineNet [20], LRR [21], DPN [22], FRRN
[23], TwoColumn [24], SegNet [25], SQNet [26], ENet [27],
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ERFNet [28], ICNet [29], SwiftNetRN [30], LEDNet [31],
BiSeNet1 [32], BiSeNet2 [32], DFANet [33] and our proposed
method, on the Cityscapes test dataset. Clearly, how to achieve
a good tradeoff between accuracy and speed is still a challeng-
ing problem.
In general, most of the current state-of-the-art semantic
segmentation methods are based on complicated baseline net-
works (such as VGG [34] or ResNet [15]), which are originally
designed for multi-class classification. These methods usually
have thousands of channels and up to hundreds of layers,
which are very large in both width and depth. Therefore,
although these methods can achieve superior accuracy, the
computational complexity is significantly high due to the
use of sophisticated DCNN models. For example, the high-
accuracy semantic segmentation methods (e.g., PSPNet [11])
take more than one second to predict a high-resolution image
(1024×2048) on a high-end GPU card (e.g., NVIDIA TITAN
X). The high computational cost of these methods seriously
limits their applications for understanding urban street scenes
in intelligent transportation systems (which have a strong
demand for inference speed to achieve fast interaction and
response).
Compared with the rapid development of high-accuracy
semantic segmentation, it is still left far behind to perform
fast (e.g., real-time) semantic segmentation without sacrificing
too much segmentation accuracy. Although several methods
[35], [36], [37] have been developed to improve the com-
putational efficiency of DCNNs, these methods mainly focus
on image classification or object detection. Recently, due to
the increasing demand for real-time inference, fast semantic
segmentation begins to attract much attention. Among these
fast semantic segmentation methods, SegNet [25], SQNet [26]
and ENet [27] are the representative ones. These methods are
able to deal with the full resolution images at the real-time
speed. However, the segmentation accuracy of these methods
is significantly lower than that of the state-of-the-art high-
accuracy methods (the mIoUs obtained by these methods
are lower than 60%). Therefore, it is critical to maintain a
reasonable balance between accuracy and speed.
In this paper, we propose an efficient and effective method
designed for fast inference and high accuracy for semantic seg-
mentation. Unlike previous methods that only consider accu-
racy or speed, we make a comprehensive tradeoff on these two
seemingly contradictory aspects. In particular, instead of rely-
ing on the complex DCNN models, we adopt a Lightweight
Baseline Network (i.e., the modified MobileNetV2 [38]) with
Atrous convolution [39] and Attention [40] (LBN-AA), which
requires little memory and a small amount of parameters to
achieve fast inference and comparable accuracy. To effectively
deal with the multi-scale problem of semantic segmentation,
we develop the Distinctive Atrous Spatial Pyramid Pooling
(DASPP) to capture objects and context at multiple scales.
Meanwhile, a Spatial detail-Preserving Network (SPN) with
shallow convolutional layers is designed to preserve affluent
spatial details. Finally, a simple but practical Feature Fusion
Network (FFN) is used to effectively combine both shallow
and deep features so as to obtain the final segmentation results.
Our main contributions are summarized as follows:
• LBN-AA is adopted as our baseline network, which is
able to not only provide sufficient receptive fields, but
also obtain dense feature maps in a low computational
cost. Moreover, DASPP is proposed to robustly segment
objects at multiple scales. Compared with ASPP [41],
the features obtained by DASPP are richer and more
distinctive by taking advantage of the different sizes of
pooling operations and neighboring information of each
pixel.
• SPN and FFN are respectively adopted to further improve
the accuracy of our method without much loss of speed.
SPN is able to accurately preserve the rich spatial in-
formation to remedy the loss of spatial details in deep
layers, while FFN effectively combines both shallow and
deep features from the semantic branch (DASPP) and the
spatial branch (SPN), respectively.
• The above components (i.e., LBN-AA, DASPP, SPN and
FFN) are tightly combined and jointly optimized in an in-
tegrated network to effectively improve the accuracy and
speed of semantic segmentation. The proposed method
respectively obtains the accuracy of 73.6% and 68.0%
mIoU at the inference speed of 51.0 fps and 39.3 fps
on the challenging Cityscapes and CamVid [42] test
datasets by only using a single NVIDIA TITAN X card.
Therefore, the proposed method provides a good balance
between accuracy and speed for semantic segmentation
of urban street scenes.
The remainder of this paper is organized as follows. In
Section II, we review the related work. In Section III, we
give some preliminary knowledge of the proposed method.
In Section IV, we explain the proposed method in detail. In
Section V, we present and discuss the experimental results. In
Section VI, we draw the conclusions.
II. RELATED WORK
Traditional semantic segmentation methods (such as Boost-
ing [43] or Random Forests [5]) mainly rely on hand-crafted
features to learn the robust representation. However, the results
obtained by these methods are still far from being satisfactory.
In recent years, the DCNN features based semantic segmen-
tation methods have made great progress. In the following,
we will introduce the high-performance semantic segmenta-
tion methods and real-time semantic segmentation methods,
respectively. In addition, we also introduce several lightweight
DCNN methods related to our proposed method.
A. High-performance Semantic Segmentation Methods
Long et al. [9] propose the Fully Convolutional Network
(FCN) method, which is a pioneer work to apply DCNN to
the semantic segmentation task. FCN replaces the last fully
connected layers of DCNN with the convolution layers so as to
take inputs of arbitrary size. Currently, most high-performance
semantic segmentation methods follow the principle of FCN.
DeepLab [10] introduces the atrous convolution into seman-
tic segmentation, which can effectively expand the receptive
fields of the networks. Compared with the standard convolu-
tion, atrous convolution [39] can obtain denser feature maps
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without increasing the overall number of parameters and the
amount of calculation. To segment objects at multiple scales,
DeepLabv2 [12] further proposes the Atrous Spatial Pyramid
Pooling (ASPP). ASPP utilizes multiple parallel atrous convo-
lution layers with filters at different sampling rates to capture
objects as well as context at multiple scales.
The encoder-decoder structure is widely used in semantic
segmentation methods, such as U-Net [44] and DeepLabv3+
[13]. In this structure, the decoder is able to restore the
high-resolution feature maps from the low layers by taking
advantage of skip connections. Similar to image pyramid
[45], some methods (such as [46], [11]) also use multi-
scale feature aggregation to capture different levels of context
information [47]. Zhao et al. [11] append multi-scale pooling
layers to improve the information flow between local and
global contexts. In [20], a novel multi-path refinement network
is proposed to combine multi-scale feature maps in a cascade
manner. To refine the outputs, most methods (e.g., [10], [17])
also utilize probabilistic graphical models, such as Conditional
Random Fields (CRF) or Markov Random Fields (MRF) [48],
[49], as the post-processing steps to improve the localization
of object boundaries.
Most of the above methods can achieve high accuracy on
a few benchmark datasets. However, these methods usually
suffer from high computational complexity (requiring either
a large number of parameters or large-scale floating point
calculations, or both).
B. Real-time Semantic Segmentation Methods
Real-time semantic segmentation methods aim to generate
high-quality segmentation results in real-time. In fact, speed
is one important factor for analyzing urban street scenes in
intelligent transportation systems.
In recent years, real-time semantic segmentation has drawn
increasing attention. Paszke et al. [27] propose the Efficient
Neural Network (ENet), which uses a compact encoder-
decoder architecture to achieve real-time semantic segmenta-
tion. Due to the efficiency of ENet, it can be used for the tasks
requiring low latency operations. Efficient Spatial Pyramid
Network (ESPNet) [50] and Efficient Residual Factorized
Network (ERFNet) [28] are another two efficient real-time
semantic segmentation methods, which are faster and more
accurate than ENet using the similar number of parameters. In
particular, ESPNet makes use of the Efficient Spatial Pyramid
module (ESP), which follows the convolution factorization
principle that decomposes a standard convolution into a point-
wise convolution and a spatial pyramid of atrous convolutions.
ERFNet proposes an efficient convolutional block, which takes
advantage of residual connections and factorized convolutions
to balance the trade-off between accuracy and efficiency.
Segmentation Network (SegNet) [25] adopts a small encoder-
decoder network architecture and memorizes the max-pooling
indices to achieve fast inference speed. Although these meth-
ods are able to generate the segmentation results in real-time,
their accuracy is still not satisfactory.
Recently, Image Cascade Network (ICNet) [29] utilizes a
simplified version of Pyramid Scene Parsing Network (PSP-
Net) [11] and a cascade framework with three branches to
efficiently process the high-resolution images. ICNet obtains
fast inference speed and good accuracy for high-resolution
inputs. However, it is not competivie for lower-resolution
input images [51]. Lightweight Encoder-Decoder Network
(LEDNet) [31] employs an asymmetric encoder-decoder ar-
chitecture for real-time semantic segmentation. The encoder
adopts two new operations (i.e., channel split and shuffle) in
each residual block to significantly reduce the computational
cost, while the decoder uses an attention pyramid network to
further reduce the network complexity. Bilateral Segmentation
Network (BiSeNet) [32] designs the spatial path and the
semantic path to respectively preserve the spatial information
and obtain the sufficient receptive field for improving the
accuracy and speed of semantic segmentation. Based on the
two paths, a new Feature Fusion Module (FFM) is developed
to combine the features efficiently. Although these methods
make a better tradeoff between accuracy and speed, there is
still a big room for further improvement.
C. Lightweight Classification Networks
In real-world applications, it is usually required that the
semantic segmentation methods can obtain the best accuracy
with only a low computational cost under some specific
platforms (e.g., mobile platform) and application scenarios
(e.g., autonomous driving). This motivates the research to-
wards an optimal balance between accuracy and efficiency.
For the past several years, tuning the deep neural architectures
to lightweight networks has been an active research area.
Representative lightweight networks include ShuffleNet [52],
MobileNetV1 [35] and MobileNetV2 [38].
ShuffleNet utilizes the novel pointwise group convolutions
and channel shuffle operations to effectively reduce the com-
putational cost while maintaining the good accuracy. The
shuffle operation facilitates the flow of cross-group informa-
tion between multiple group convolution layers. MobileNetV1
is specifically designed for mobile devices and embedded
applications, and it is mainly composed of group convolutions
[53]. It utilizes the depthwise separable convolutions [54],
which are the core building blocks of many efficient networks,
to structure the lightweight network. MobileNetV2, which
is based on MobileNetV1, is a more efficient and effective
lightweight network. In addition to depthwise separable con-
volutions, the novel inverted residual with linear bottleneck
is proposed. MobileNetV2 achieves the state-of-the-art speed-
accuracy tradeoff among many lightweight networks. In this
paper, we develop a real-time high-performance semantic
segmentation method based on MobileNetV2.
III. PRELIMINARY KNOWLEDGE
In this section, we mainly present the preliminary knowl-
edge of atrous convolution and atrous spatial pyramid pooling,
which constitute the important basis of our method.
Atrous convolution has a long history in the filed of signal
processing. It is initially created for efficient computation of
undecimated wavelet transform in the “algorithme a` trous”
scheme [39]. Atrous convolution is a term that was firstly used
in [55] and introduced into semantic segmentation in DeepLab
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Kernel size: 3×3
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Fig. 2. Illustration of atrous convolution in 2D with different atrous rates (1,
2 and 3), where kernel size = 3× 3.
(a) Image (b) Ground Truth
Fig. 3. Illustration of the challenging multi-scale variations on the Cityscapes
dataset. From the images, the same category of objects (such as humans or
cars) varies largely in scale.
[10]. The same operation was later called dilated convolution
(motivated by the fact that such an operation corresponds to
the standard convolution with a dilated filter) in [56].
The idea of atrous convolution is to convolve the input
image with the upsampling filter produced by inserting zeros
(or holes) between each pair of consecutive non-zero filter
values. Compared with the standard convolution, atrous con-
volution can effectively increase the size of receptive fields and
generate denser feature maps without increasing the amount
of computation and the number of parameters.
Mathematically, let X[i, j] and Pk,d(X)[i, j] respectively
denote the input and output signals of atrous convolution at
location (i, j), where k× k and d respectively denote the size
of the convolution kernel and the atrous rate (indicating the
number of zeros to be inserted). An atrous convolution (2D)
can be written as follows:
Pk,d(X)[i, j] =
k∑
m=1
k∑
n=1
X[i+ d ·m, j + d · n] ·W[m,n] (1)
where W denotes a convolution kernel with the size of k× k.
In particular, if the atrous rate is 1 (i.e., d = 1), the atrous
convolution becomes the standard convolution. See Fig. 2 for
an illustration.
One of the challenges for DCNN-based semantic segmen-
tation is caused by the existence of objects at multiple scales.
The sizes of objects are usually different and frequently
change (even for the same category of objects), specifically
for the segmentation of urban street scenes (see Fig. 3 for an
illustration). The same category of objects (such as humans
Atrous Spatial Pyramid Pooling
1×1 Conv
3×3 Conv (rate = 6)
3×3 Conv (rate = 12)
3×3 Conv (rate = 18)
Concat
Fig. 4. Illustration of Atrous Spatial Pyramid Pooling. ASPP utilizes multiple
parallel branches with different atrous rates to capture multi-scale contexts.
or cars) in a scene shows different sizes due to their different
distances to the camera. Hence, how to correctly extract and
encode the multi-scale information is a great challenge.
There are two common approaches to deal with the multi-
scale problem. A standard approach is to feed the different
sizes of an image into a network and then aggregate the feature
maps or score maps together [46]. This is helpful to handle
the multi-scale objects and improve the segmentation accuracy.
However, it usually requires a large amount of computation.
Another approach is to take advantage of computationally
efficient Atrous Spatial Pyramid Pooling (ASPP), which is
based on spatial pyramid pooling [57]. ASPP uses parallel
atrous convolution branches with different atrous rates (cor-
responding to different sizes of receptive fields) to generate
the feature maps covering multiple scales of receptive fields.
Therefore, ASPP is able to effectively encode the multi-scale
information and thus boost the final segmentation perfor-
mance.
An example of ASPP, which consists of one 1×1 convolu-
tion, and three 3×3 convolutions with atrous rates being equal
to (6, 12, 18), is given in Fig. 4. The four different atrous
convolution branches (corresponding to 4 different atrous
rates) have the same input and their outputs are combined.
The final output can be viewed as the sampling of all feature
maps from the four branches with different scales of receptive
fields. Therefore, ASPP is able to robustly segment objects at
multiple scales effectively.
Similarly, let Pk,d(X) represent the atrous convolution layer
of each branch, where k × k and d denote the size of each
atrous convolution kernel and the corresponding atrous rate,
respectively. Therefore, ASPP can be written as follows:
Y = P1,1(X) P3,6(X) P3,12(X) P3,18(X) (2)
where X and Y are the input and output of ASPP, respectively.
Note that ‘’ represents the concatenation operation of feature
maps generated by atrous convolution with different arous
rates.
IV. THE PROPOSED METHOD
In this section, we introduce the proposed real-time high-
performance semantic segmentation method in detail. An
overview of the proposed method is introduced in Section
IV-A. Each component of the proposed method is described
from Section IV-B to Section IV-E.
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Fig. 5. The overall framework of the proposed real-time high-performance semantic segmentation method. (a) is the proposed Lightweight Baseline Network
with Atrous Convolution and Attention (LBN-AA). (b) is the improved Distinctive Atrous Spatial Pyramid Pooling (DASPP). (c) is the Spatial detail-Preserving
Network (SPN). (d) is the Feature Fusion Network (FFN).
A. Overview
The proposed real-time high-performance semantic seg-
mentation method consists of four main components: the
Lightweight Baseline Network with Atrous Convolution and
Attention (LBN-AA), the Distinctive ASPP (DASPP), the
Spatial detail-Preserving Network (SPN) and the Feature Fu-
sion Network (FFN). An overview of the whole network is
illustrated in Fig. 5.
Firstly, the input images are fed into LBN-AA. Note that
many real-time semantic segmentation methods (e.g., [25],
[29]) downsample the feature maps to 1/32 or 1/16 of the
original input image size, which leads to poor accuracy. In
contrast, LBN-AA is able to generate the larger size of feature
maps which are 1/8 of the original input image size due to
the usage of atrous convolution. Thus, LBN-AA will not lose
too much information. Secondly, the feature maps extracted
from LBN-AA are directly fed into DASPP to segment the
objects at multiple scales and extract the high-level semantic
information. Meanwhile, the input images are also fed into
SPN to further extract sufficient spatial information. The
semantic path (LBN-AA+DASPP) and the spatial path (SPN)
are simultaneously computed, which considerably improves
the efficiency. Thirdly, the outputs from the two paths are
effectively combined by FFN to obtain the predicted results.
Finally, we utilize the simple bilinear interpolation [12], [22]
to upsample the predicted results to the original image size.
In the following, we will introduce the four components of
the proposed method in detail.
B. Lightweight Baseline Network with Atrous Convolution and
Attention (LBN-AA)
Our proposed LBN-AA (shown in Fig. 5(a)) is based on
MobileNetV2 [38] pretrained on the ImageNet dataset [58].
MobileNetV2 is the latest lightweight image classification
network, with the characteristics of fast speed, little com-
putational time and small memory consumption. Note that
MobileNetV2 is mainly developed for object classification,
which substantially reduces the resolution of the input (the size
of the output in the last bottleneck layer is only 1/32 of the
original input image size and the final output is a probability
vector). However, for semantic segmentation, we need to
ensure that the size of output feature maps is moderately large
(otherwise the spatial details will significantly lose). Hence, we
appropriately modify the original structure of MobileNetV2 to
serve as our baseline network.
Generally, we remove all the convolution and pooling layers
after the last bottleneck layer of MobileNetV2 and then obtain
a simplified version of MobileNetV2, which contains the initial
convolution layer with 32 channels and 19 residual bottle-
necks followed. The output feature maps of this simplified
MobileNetV2 are only 1/32 of the original input image size. In
other words, a significant amount of spatial details will lose.
It is intuitive to reduce the depth of the network to obtain
large feature maps. However, the discriminability of feature
maps may substantially reduce, since the size of receptive
fields becomes small. Therefore, we propose to effectively
combine the simplified MobileNetV2 with atrous convolution.
Atrous convolution can be used to obtain the larger size
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of receptive fields and denser feature maps than standard
convolution. Although the introduction of atrous convolution
increases the computational time, combining the simplified
MobileNetV2 and atrous convolution can still achieve a great
balance between accuracy and speed (since the simplified
MobileNetV2 is an extremely lightweight network).
In addition, the importance of each channel of a feature map
is often different. As a matter of fact, the convolutional filter
in DCNN plays the role of pattern detector, and each channel
of a feature map can be viewed as a response activation of
the corresponding filter. Some channels encode more spatial
and context information than other channels for semantic
segmentation. In particular, some irrelevant information (such
as background clutter or noise) in some channels might be
improperly learned when training the deep neural network. The
irrelevant information can greatly affect the extraction of im-
portant semantic information, thus leading to the performance
decrease of semantic segmentation. This problem becomes
more serious for lightweight networks, such as MobileNetV2.
To solve the above problem, inspired by the Squeeze-
and-Excitation (SE) block [59], we further append several
Convolutional Attention Modules (CAM) in the modified
MobileNetV2 to select the informative channels. Thus, we
take advantage of the weights generated by CAM to guide
the network learning and thus the weighted feature maps can
be obtained. Such an approach is beneficial for emphasizing
the important information and suppressing the irrelevant infor-
mation.
The detailed network configuration of LBN-AA is given
in Table I. More specifically, we modify the simplified
MobileNetV2 as follows. Firstly, the frontal layers of Mo-
bileNetV2 (i.e., block0 to block3 in Table I) remain unchanged
until the resolution of feature maps drops to 1/8 of the
original input image size. Secondly, from block4 to block7,
we add atrous convolution to the first bottleneck layer of each
subsequent block and set the stride to 1 so that the resolution of
feature maps keeps unchanged. Motivated by the DeepLabv2
method [12], which employs the different hierarchies of atrous
convolutions, we adopt different atrous rates (i.e., 2, 4, 8 and
16 for block4 to block7, respectively) [60] in LBN-AA. The
proposed CAMs are fed into the block4, block5, block6 and
block7 in sequence to select the important information for
segmentation. The network architecture of CAM is shown
in Fig. 6. CAM firstly employs the global average pooling
and 1× 1 convolution followed by Batch Normalization (BN)
[61] and LeakyReLU [62] to encode the importance of output
features into a vector. Note that the number of input channels
is reduced by the 1 × 1 convolution operation, which effec-
tively improves the efficiency of CAM. Then, CAM utilizes
the linear operation (i.e., the fully-connected layer) and the
Sigmoid function to obtain the attention vector. Finally, the
different channels of the feature maps are weighted according
to the attention vector.
From Table I, we can see that the sizes of the output feature
maps from block3 to block7 are 1/8 of the original input image
size. Therefore, we further employ the dense skip connections
by concatenating the feature maps together (from block4 to
block7) instead of using element-wise addition as the outputs
TABLE I
THE DETAILED NETWORK CONFIGURATION OF OUR LBN-AA. EACH
OPERATION IS REPEATED n TIMES. t DENOTES THE EXPANSION FACTOR
OF BOTTLENECK. THE STRIDES OF THE FIRST LAYER AND ALL OTHERS
ARE SET TO s AND 1, RESPECTIVELY. THE PARAMETER d DENOTES THE
ATROUS RATE OF THE FIRST LAYER FOR EACH BLOCK. NOTE THAT THE
STRIDE s IS SET TO 1 WHEN THE ATROUS RATE IS NOT EQUAL TO 1.
Block Input Operation t c n s d
block0 448× 896× 3 conv2d - 32 1 2 1
block1 224× 448× 32 bottleneck 1 16 1 1 1
block2 224× 448× 16 bottleneck 6 24 2 2 1
block3 112× 224× 24 bottleneck 6 32 3 2 1
block4 56× 112× 32 bottleneck 6 64 4 1 2
block5 56× 112× 64 bottleneck 6 96 3 1 4
block6 56× 112× 96 bottleneck 6 160 3 1 8
block7 56× 112× 160 bottleneck 6 320 1 1 16
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Fig. 6. Network architecture of CAM.
of LBN-AA. There are two benefits of using the dense skip
connections. On one hand, more information can be utilized
for training the network, since we concatenate information
from multiple layers. Therefore, the segmentation accuracy can
be greatly improved without increasing much computational
burden. On the other hand, the gridding issue caused by the
atrous convolution operations [19], [50] can be alleviated to
some extent (see Fig. 7 for an illustration). According to the
preliminary knowledge mentioned above, zeros are padded
between two consecutive non-zero values in an atrous filter.
Because only the locations of non-zero values are sampled, the
receptive fields cover an area with the checkerboard pattern,
which leads to the loss of some neighboring information (see
the gray grids in Fig. 7). Note that the blocks from block4
to block7 have different atrous rates. Therefore, LBN-AA is
able to generate a dense sampling by concatenating the feature
maps from these blocks, where the neighboring information
from different blocks can complement each other [19].
It is worth noting that BiSeNet [32] also employs an
attention module called Attention Refinement Module (ARM)
for semantic segmentation. However, CAM and ARM are
significantly different. Firstly, the motivations of CAM and
ARM are different. In this paper, we combine CAM and the
convolution block in the lightweight network to effectively
guide the network learning. In contrast, ARM is mainly
used to refine the features from the outputs of the context
path. Secondly, the network architectures of CAM and ARM
are different. LBN-AA is based on the lightweight network
(MobileNetV2), where the information flow in the network
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Fig. 7. Stacking the atrous convolution layers with different atrous rates
generates a denser sampling to alleviate the gridding issue.
is restricted. The use of LeakyReLU and linear operation in
CAM is beneficial for back-propagating information during the
network training (note that LeakyReLU allows for a small,
non-zero gradient even when the unit is saturated and not
active [62]), and extracting informative features. In contrast,
BiSeNet is based on the Xception model (which is more
complex than MobileNetV2) and the use of ReLU in ARM
is sufficient for network training.
C. Distinctive Atrous Spatial Pyramid Pooling (DASPP)
According to the theory of Receptive Fields (RFs) in human
visual systems [63], [64], the diverse inputs are beneficial to
extract distinctive features. However, from Fig. 4, each branch
of ASPP employs the same input feature maps (the same input
is used for each branch). Therefore, the output feature maps
tend to be less distinctive, thus leading to confusion between
objects and context. Moreover, for each pixel in the output
feature maps, only 9 distant pixels (if a 3× 3 kernel is used)
in an input are used during each atrous convolution operation.
Therefore, the pixels of an input feature map are not fully and
effectively exploited.
In view of the shortcomings of previous ASPP, we propose
the distinctive ASPP (DASPP), see Fig. 5(b). More specifi-
cally, we add the average pooling layers with different sizes
before the atrous convolution operation of each branch. In
this paper, we adopt the pooling sizes of 3 × 3, 5 × 5 and
7× 7 in the parallel atrous convolution branches, respectively.
The corresponding atrous rates of 3 × 3 atrous convolution
operation in the three branches are 12, 24 and 36, respectively.
Moreover, we change the original 1×1 convolution branch in
ASPP to 1× 1 convolution and 3× 3 convolution operations,
which effectively improve the capacity of feature extraction.
The image-level pooling layer [65] for capturing the global
context information is still adopted.
It is worth pointing out that the atrous rate in atrous convo-
lution should be properly chosen to ensure the performance of
semantic segmentation. In particular, the atrous rate in atrous
convolution cannot be set to a large value if the size of input
images is small. This is mainly because that some pixels in the
input image are not exploited if a large value of atrous rate is
used (note that the atrous convolution is sparse convolution).
Moreover, the spatial information is lost since the receptive
field is increased. In this paper, the atrous rates of atrous
convolution in the three branches are set to be the same as
those used in DeepLabv2 [12].
+
+
3×3 Pooling
5×5 Pooling
3×3 Conv
Rate=3
3×3 Conv
Rate=5
3×3 Conv
Rate=3
3×3 Conv
Rate=5
(a) ASPP (b) DASPP
Fig. 8. Comparison between (a) ASPP and (b) DASPP. Here, we only use a
simple example to illustrate the principle.
Mathematically, DASPP can be formulated as follows:
Z =Ipooling(X) P3,12(Hpooling,3(X)) P3,24(Hpooling,5(X))
 P3,36(Hpooling,7(X)) P3,1(P1,1(X))
(3)
where Z represents the output of DASPP. Ipooling(X) denotes
the image-level average pooling. Hpooling,k(X) represents the
average pooling operation with the pooling size of k×k. Note
that we employ one 1 × 1 filter with 128 channels to reduce
the input dimension before DASPP. After the concatenation
of the feature maps from all the branches, these feature maps
are passed through one 1 × 1 filter to reduce the amount of
channels to 128 for efficient computation.
Compared with ASPP, the proposed DASPP takes advantage
of the different sizes of pooling operations to extract more
distinctive features and exploit the neighboring information
of each pixel, as shown in Fig. 8. In this way, the inputs
for each atrous convolution operation in the parallel branches
are different, while the neighboring pixels of an input are
fully used (see Fig. 8(b)). Therefore, DASPP can obtain more
distinctive and informative feature maps than ASPP.
Each branch in the proposed DASPP only includes 128
channels, where BN is also used for each branch to accelerate
the network training. Moreover, considering the merits of
shortcut [15], we also apply the shortcut to reuse the input
feature maps of DASPP and facilitate the information flow.
Since the padding operations are used, the output resolution
of each branch is equal to the input one. All the feature maps
are finally fused by using the simple element-wise addition.
Recently, Xie et al. [66] propose the vortex pooling, which
also adds the average pooling layers before the parallel atrous
convolution layers for semantic segmentation. The vortex pool-
ing bears some similarities to the proposed DASPP. However,
DASPP and the vortex pooling are different in the following
aspects.
Firstly, the motivations of vortex pooling and DASPP are
different. The proposed DASPP is motivated by the observa-
tion that the diverse inputs play an important role in extracting
distinctive features [63]. Hence, DASPP takes advantage of the
different sizes of pooling operations to generate the diverse
inputs. In contrast, the vortex pooling is motivated by the
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assumption that the descriptors near and far from the target
pixel respectively contain the related semantic information
and provide the contextual information. Therefore, it uses
the average pooling with different kernels to get fine and
coarse representations. Secondly, the specific network details,
configuration and hyper-parameters are also different. For
example, the atrous rates and pooling sizes used in DASPP
are different from those used in the vortex pooling, and
the standard convolution branch is also different. DASPP
concatenates the outputs from the four atrous convolution
branches, and then calculates the element-wise addition of the
shortcut connection and the concatenated outputs. In contrast,
the vortex pooling directly performs the element-wise addition
of the outputs from different atrous convolution branches.
Finally, DASPP (the semantic branch) is tightly combined with
SPN (the spatial branch) by using FFN (the fusion network)
to obtain the excellent semantic segmentation performance.
Unlike DASPP, the vortex pooling is combined with the global
average pooling to obtain the context features in [66].
D. Spatial detail-Preserving Network (SPN)
A high-performance semantic segmentation network re-
quires both sufficient semantic information with sizeable re-
ceptive fields and rich spatial information with fine details.
Generally speaking, the deeper a network is, the larger the
receptive fields are, and the more semantic information is
extracted. However, with the increase of network depth, the
spatial information is seriously lost. Many modern methods
usually compromise the spatial information to obtain larger
receptive fields. In other words, they ignore that the spatial
information is also important for predicting a fine result for
the semantic segmentation task.
In our proposed method, the outputs of DASPP mainly
encode the rich semantic information while the spatial in-
formation is only partially preserved. Therefore, we design
a Spatial detail-Preserving Network (SPN), which is able
to preserve rich spatial details and generate high-resolution
feature maps to refine the output results of DASPP. The
structure of SPN is shown in Fig. 5(c).
To avoid excessive computation, SPN is designed to be a
shallow neural network. Specifically, we advocate a compact
version of ResNet-18 (which is pretrained on the ImageNet
dataset) and adopt the first two layers (i.e., layer0 and layer1)
of ResNet-18 as SPN (see Table II for more detail). In addition,
we also concatenate the outputs from layer1 and the block2 in
LBN-AA as the final output of SPN. The final output feature
maps of SPN are 1/4 of the original input image size and
include 88 channels. Although the resolution of feature maps
obtained by SPN is relatively large, the computational cost is
small (since only shallow convolution layers are used from the
compact version of ResNet-18).
Note that some methods [32] propose to use several simple
convolution layers with a small number of filters to preserve
spatial information. For example, the spatial path of BiSeNet
[32] contains three convolution layers, followed by BN and
ReLU. However, previous works [63] have shown that training
the network from the scratch is not a trivial task. In this
TABLE II
NETWORK ARCHITECTURE OF SPN.
Layer Input size Operation Kernel Channel Stride
layer0
448× 896 conv2d 7× 7 64 2
224× 448 max pool 3× 3 - 2
layer1
112× 224 conv2d 3× 3 64 1
112× 224 conv2d 3× 3 64 1
112× 224 conv2d 3× 3 64 1
112× 224 conv2d 3× 3 64 1
paper, the proposed SPN leverages the strategy of combining
the pretrained backbones and fine-tuning, which is beneficial
for improving the final performance. Since the initial weights
of SPN (pretrained from the large dataset) are useful for
extracting the low-level features, the training process can be
easily converged. Furthermore, the trained SPN model can
obtain the improved accuracy.
E. Feature Fusion Network (FFN)
The feature maps generated from two branches (LBN-
AA+DASPP and SPN) effectively encode different types of
information. That is, the feature maps (deep features) gener-
ated from LBN-AA and DASPP mainly encode sufficient high-
level semantic information, while the spatial details (shallow
features) captured by SPN mainly provide rich low-level spa-
tial information. Thus, we need to fuse the deep and shallow
features. Since the features from the two branches belong to
different levels of feature representation, using simple fusion
techniques (such as element-wise addition or concatenation
along the channels) may decrease the accuracy. Therefore, we
propose a simple but practical Feature Fusion Network (FFN)
to effectively fuse these features, as shown in Fig. 5(d).
Specifically, we firstly concatenate the feature maps from
the two branches along the channels. Then, we apply the Batch
Normalization operation to shorten the feature distances and
balance the feature scales. Note that the pixels at the same
position of two feature maps are not necessarily similar and
they may be similar to the adjacent pixels at the position.
Therefore, we apply an atrous convolution with the size of 3×3
and the arous rate d = 2 to fuse the features. This operation
is able to effectively combine the feature information from
adjacent pixels around the target pixel instead of depending
on just one position. After that, a projection convolution with
the size of 1 × 1 is used to reduce the number of output
channels to the number of semantic categories (from 216 to
19). A BN layer is also used between the atrous convolution
and projection convolution. Finally, we utilize the simple
and efficient bilinear interpolation, which only requires a few
parameters and can achieve similar accuracy as the transposed
convolution [67], to directly upsample the fused results to the
original input image size.
We should point out that ICNet [29] employs the Cascade
Feature Fusion (CFF) module to combine the cascade features
from the different resolution inputs. CFF respectively performs
the atrous convolution with BN and the projection convolution
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with BN for two inputs and then concatenates the outputs
from the two convolutions. In contrast, FFN concatenates the
inputs from different branches, and then performs the atrous
convolution and projection convolution in a cascaded way.
This is mainly because that the number of channels for two
inputs from the semantic branch and the spatial branch is
different. Therefore, we cannot directly use the CFF module
in FFN.
V. EXPERIMENTAL EVALUATION
In this section, we conduct extensive experiments to evaluate
the effectiveness and efficiency of our proposed method. We
firstly introduce the benchmark datasets and evaluation metrics
used in Section V-A . Then, we describe the training protocol
for our experiments in detail in Section V-B. After that,
we perform ablation study to evaluate each component of
our proposed method in Section V-C. Finally, we compare
the proposed method with several state-of-the-art semantic
segmentation methods on the Cityscapes and CamVid datasets
in Section V-D and Section V-E, respectively.
A. Datasets and Evaluation Metrics
In this paper, the Cityscapes and CamVid datasets are used
for performance evaluation.
The Cityscapes dataset is one of the most challenging
semantic segmentation benchmarks. This dataset is large with
fine pixel-wise semantic annotations, and it focuses on the
understanding of urban street scenes. It contains 5000 high-
resolution images with the size of 1024 × 2048 across 50
cities, different seasons and varying background from a car
perspective, which is a formidable challenge for the real-time
semantic segmentation task.
The Cityscapes dataset is splited into three parts: training,
validation and test datasets, with 2975, 500 and 1525 images,
respectively. According to the content of scenes, the dataset
is usually annotated into 30 semantic categories. However,
like state-of-the-art methods [29], [28], 19 common semantic
categories (such as road, car and person) are only used for
training and evaluation in our experiments. Besides the 5000
finely annotated images, the Cityscapes dataset also provides
additional 20000 images with coarse annotations. These im-
ages can be used to pretrain the models. For the test images,
the Cityscapes dataset does not provide the corresponding
ground-truth images to the users, but they are stored in the
official server and can be used for evaluation online, for fair
comparison.
The CamVid dataset is another popular dataset for urban
street scene understanding. CamVid contains 701 densely
annotated images extracted from five video sequences with the
resolution of 720×960. For the fair comparison with state-of-
the-art methods, all images are divided into 367 for training,
101 for validation and 233 for testing. The proposed method
is trained based on the training and validation datasets, and
evaluates the segmentation results on 11 common semantic
categories (such as road, car and building) on the training and
testing process.
Following other real-time semantic segmentation methods
[29], [32], we adopt the mean Intersection over Union (mIoU)
and frames per second (fps) for single forward propagation
as our evaluation metrics, which are used to evaluate the
accuracy and speed of all the competing methods. Moreover,
the number of parameters (Params) and float-point operations
(FLOPs) are also used to evaluate the memory consumption
and computational complexity, respectively.
B. Training Protocol
Image resolution is one of the critical factors that affect the
inference speed. Although the larger resolution of the input
images leads to improved accuracy, the computational time
of the semantic segmentation methods increase proportionally
[29]. Therefore, limiting the image resolution can reduce the
complexity of our network and improve the inference speed.
In this paper, we downsample the input images to a moderate
size. We resize the input images from 1024× 2048 to 512×
1024 for training and 448× 896 for testing on the Cityscapes
dataset. All the images are kept unchanged on the CamVid
dataset.
For all the images, we use the commonly-used data augmen-
tation strategies, including horizontal flipping, random scaling
(ranging from 0.5 to 0.8) and random cropping, to enlarge
the dataset in our training process. Any other sophisticated
data augmentation strategies are not used, since we find that
they might not be beneficial for our training. For example,
the random rotating significantly decreases the accuracy of
our method. The reason may be that the lightweight network
does not suffer from serious over-fitting problem. Therefore,
it is not necessary to use too aggressive data augmentation
strategies.
Instead of training from scratch, we use MobileNetV2
pretrained on the ImageNet dataset to initialize the baseline
network, and then fine-tune it. Through our experiments, we
use the online bootstrapping strategy to alleviate the issue of
class imbalance [68]. We adopt stochastic gradient descent
(SGD) [69] with an initial learning rate of 0.006 and a
weight decay of 0.0005 for training. We set the momentum
to 0.9. The batch size is set to 16. Similar to other semantic
segmentation methods, we adopt the popular ’poly’ learning
rate strategy [65] (the initial learning rate is multiplied by
(1− itermax iter )
power
for each iteration with power = 0.9,
where iter and max iter denote the current number of
iterations and the maximum number of iterations, respectively)
instead of the ’step’ strategy (the initial learning rate is
decreased at the fixed steps).
All of our models are trained for 200 epochs. The imple-
mentations are built on PyTorch. We train and evaluate these
models using only a single NVIDIA TITAN X card under
CUDA 9 and CUDNN 6. And note that we use some tips and
compression in the experiments.
C. Ablation Study
Since the proposed method is composed of four compo-
nents (LBN-AA, DASPP, SPN and FFN), we investigate and
describe the effectiveness of each component step by step in
this subsection.
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(a) Image (b) Ground Truth (c) FCN-8s+VGG16 (d) FCN-8s+MobileNetV2 (e) LBN-AA
Fig. 9. Example results obtained by LBN-AA, VGG16 and MobileNetV2 based on FCN-8s on the Cityscapes validation dataset. Our LBN-AA obtains more
detailed information than other baseline networks.
TABLE III
THE ACCURACY AND SPEED ANALYSIS OF DIFFERENT BASELINE
NETWORKS: VGG16, MOBILENETV2 AND LBN-AA ON THE
CITYSCAPES VALIDATION DATASET.
Baseline Network mIoU (%) Speed (fps)
FCN-8s+VGG16 65.5 20.4
FCN-8s+MobileNetV2 64.7 65.8
LBN-A 67.5 66.8
LBN-ASE 68.9 64.3
LBN-AA 69.7 64.5
1) Ablation For LBN-AA: We use the modified Mo-
bileNetV2 with atrous convolution and attention (LBN-AA)
as our feature extraction baseline network. To evaluate the
effectiveness and efficiency of LBN-AA, we compare it with
the following two different baseline networks, including the
original MobileNetV2 and VGG16, where atrous convolu-
tion and attention are not used. We also compare LBN-
AA with LBN-A (denotes the modified MobileNetV2 with
only atrous convolution) and LBN-ASE (denotes the modified
MobileNetV2 with atrous convolution and the SE block). The
only difference between LBN-AA and LBN-A is that CAM is
adopted or not. LBN-ASE is used to compare the performance
difference between the SE block and the proposed CAM. All
the baseline networks are pretrained on the ImageNet dataset
and adopt the structure similar to FCN-8s [9]. The input
images are firstly downsampled to a uniform size (448×896).
Then, we feed the images into above three baseline networks
and upsample the final output feature maps to the size of
original input images. For MobileNetV2 and VGG16, we
directly combine the feature maps which are 1/8, 1/16 and
1/32 of the original input image size by skip connections. Here,
bilinear interpolation is used to ensure the same size (1/8) of
all feature maps. We evaluate these baseline networks on the
Cityscapes validation dataset and report the results in Table
III. Besides, Fig. 9 presents some visual examples obtained
by these different baseline networks.
From Table III, we can see that the accuracy obtained by
LBN-AA is improved by about 4% mIoU, while the speed
is about 3 times faster than FCN-8s+VGG16. Compared with
FCN-8s+MobileNetV2, LBN-AA also achieves higher accu-
racy and competitive speed. Therefore, the proposed LBN-
AA not only greatly improves the performance in accuracy,
but also achieves an astonishing speed in the inference time.
In contrast to LBN-A, the accuracy of LBN-AA is improved
by about 2% mIoU, which shows the importance of our
proposed CAM. Compared with LBN-ASE, LBN-AA achieves
better segmentation accuracy. The SE block can improve the
representational power of the network by modelling channel-
wise relationships. However, the ReLU and linear operation
used in the SE block might not optimal for our LBN, since
the information flow in the lightweight network is restricted. In
contrast, the proposed CAM introduces Leaky ReLU and 1×1
Convolution to respectively extract more informative features
and increase the nonlinearity. Such a manner is important for
the lightweight network. From Fig. 9, we can see that LBN-
AA obtains more detailed information (e.g., some trucks, roads
or humans) than other baseline networks. This demonstrates
the effectiveness of our proposed LBN-AA. In the following
experiments, we use LBN-AA as our baseline network.
2) Ablation For DASPP: To demonstrate the effectiveness
of DASPP, we compare the performance obtained by ASPP
[41] and our proposed DASPP based on the above LBN-AA.
The experimental comparison is shown in Table IV. LBN-
AA+ASPP denotes that we combine LBN-AA and ASPP in
cascade, while LBN-AA+DASPP denotes that we combine
LBN-AA and DASPP. Here, two different types of pooling op-
erations, including the max pooling (LBN-AA+DASPP Max-
pooling) and the average pooling (LBN-AA+DASPP Avg-
pooling) used in the pooling layers, are respectively evaluated
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(a) Image (b) Ground Truth (d) LBN-AA+DASPP(c) LBN-AA+ASPP
Fig. 10. Qualitative segmentation results obtained by LBN-AA+ASPP and LBN-AA+DASPP (average pooling is used) on the Cityscapes validation dataset.
TABLE IV
THE PERFORMANCE COMPARISON BETWEEN ASPP AND DASPP ON THE
CITYSCAPES VALIDATION DATASET.
Method mIoU (%) Speed (fps)
LBN-AA+ASPP 70.8 58.3
LBN-AA+DASPP Max-pooling 71.3 56.0
LBN-AA+DASPP Avg-pooling 72.2 56.6
LBN-AA+DASPP (sum) 71.2 56.6
LBN-AA+Vortex Pooling 71.5 51.3
for comparison. We also evaluate the performance of DASPP
with the connection mode that directly performs the element-
wise addition of the shortcut connection and the outputs from
the four convolution branches (denoted as LBN-AA+DASPP
(sum)). In addition, we evaluate the performance of LBN-
AA+Vortex Pooling, which denotes that we combine LBN-AA
and the vortex pooling [66]. Fig. 10 presents some qualitative
segmentation examples obtained by these different models on
the Cityscapes validation dataset.
From Table IV, we can observe that DASPP boosts the
mIoU from 70.8% (obtained by ASPP) to 71.3% (max pool-
ing) and 72.2% (average pooling). The proposed DASPP
brings an improvement in accuracy, while slightly decreas-
ing the computational speed compared with ASPP. The dis-
advantages of ASPP are that each parallel branch directly
adopts the same feature maps from the former layer, which
leads to the problem that the obtained features are less
distinctive, and each atrous convolution only exploits the
information of feature maps at non-zero positions of fil-
ters. Compared with LBN-AA+DASPP Max-pooling, LBN-
AA+DASPP Avg-pooling achieves higher mIoU. This is
mainly because the average pooling makes use of the infor-
mation from all the pixels to obtain the feature maps for each
atrous convolution branch. In contrast, the max pooling only
considers one pixel, which might not be beneficial for semantic
segmentation (e.g., the pixels from the boundary may disturb
TABLE V
THE ACCURACY AND SPEED COMPARISON BETWEEN LBN-AA+DASPP
AND LBN-AA+DASPP+SPN ON THE CITYSCAPES VALIDATION
DATASET.
Method mIoU (%) Speed (fps)
LBN-AA+DASPP 72.2 56.6
LBN-AA+DASPP+SPN 73.6 53.5
the classification). In the following, we use the average pooling
in DASPP.
LBN-AA+DASPP Avg-pooling obtains about 1% mIoU
higher than LBN-AA+DASPP (sum) while achieving the same
inference speed. This validates the effectiveness of the connec-
tion mode used in DASPP, where the outputs from the four
atrous convolution branches are concatenated, and then the
element-wise addition of the shortcut connection and the con-
catenated outputs is calculated. Furthermore, compared with
LBN-AA+Vortex Pooling, LBN-AA+DASPP achieves better
accuracy and faster speed, which demonstrates the superiority
of the network architecture of DASPP. The vortex pooling per-
forms the element-wise addition of the outputs from different
atrous convolution branches. However, the simple addition op-
eration may lose some critical information in some branches.
In contrast, DASPP concatenates the outputs from different
branches, and then performs the element-wise addition of the
shortcut connection and the concatenated outputs. In this way,
DASPP is able to more effectively exploit the discriminative
information from different branches in comparison with the
vortex pooling.
3) Ablation For SPN: In this subsection, we evaluate the
importance of our SPN for semantic segmentation. The results
are listed in Table V. LBN-AA+DASPP+SPN denotes that
we combine LBN-AA+DASPP and SPN in parallel, which
effectively encodes the semantic and spatial information, re-
spectively. Note that the commonly-used element-wise addi-
tion strategy is used to fuse the feature maps from LBN-
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TABLE VI
THE ACCURACY AND SPEED COMPARISON OF DIFFERENT FUSION
STRATEGIES ON THE CITYSCAPES VALIDATION DATASET.
Method Fusion Strategy mIoU (%) Speed (fps)
LBN-AA+DASPP+SPN Ele-wise Add 73.6 53.5
Ours FFN 74.4 51.0
AA+DASPP and SPN.
From Table V, we can see that the accuracy obtained by
LBN-AA+DASPP+SPN is improved by 1.4% mIoU while
only slightly decreasing the speed. LBN-AA+DASPP employs
the deep network to improve the capacity of feature extraction
and provide large receptive fields. However, it inevitably
suffers from the serious challenge of losing much spatial infor-
mation. In contrast, SPN effectively preserves the rich spatial
detail information, such as small traffic signs or objects in the
distance. In other words, it provides the spatial information
complementary to the semantic information given by LBN-
AA+DASPP. This demonstrates the importance of SPN.
4) Ablation For FFN: In this subsection, we evaluate the
effectiveness of our proposed FFN for feature fusion. As
we mention above, LBN-AA+DASPP and SPN respectively
encode the semantic and spatial information. Therefore, we
compare different fusion strategies, including the commonly-
used element-wise addition (abbreviated as Ele-wise Add) and
the proposed FFN. The results are reported in Table VI.
Although the element-wise addition of the features is more
efficient than our proposed method (using FFN), the perfor-
mance is lower than ours (the accuracy of the proposed method
is improved by 0.8% mIoU). This is mainly because that FFN
can effectively fuse the deep (semantic) and shallow (spatial)
features from the different levels. Note that our proposed
method can still achieve the real-time inference speed using
FFN.
D. Comparison with State-of-the-art Methods
We firstly evaluate several representative real-time semantic
segmentation methods, including the simplified PSPNet [11],
ICNet [29] and our proposed method on the Cityscapes vali-
dation dataset. The simplified PSPNet is compressed with the
kernel keeping rate of 0.5. ICNet is the recent promosing real-
time semantic segmentation method. The comparison results
are reported in Table VII.
We can see that the proposed method obtains much better
performance than ICNet and the simplified PSPNet in both
accuracy and speed. Specifically, the mIoU obtained by the
proposed method is about 6.5% higher and the speed is faster
than ICNet. The proposed method achieves an impressive re-
sult, which demonstrates the effectiveness and efficiency of our
real-time high-performance semantic segmentation method.
Finally, we compare the proposed method with several state-
of-the-art methods. In Table VIII, we report the accuracy
results (mIoU), the corresponding inference speed, running
time as well as the status of Params and FLOPs obtained
by all the competing methods on the Cityscapes test dataset.
The performance-oriented PSPNet and DeepLabv2 are also
TABLE VII
THE ACCURACY AND SPEED COMPARISON BETWEEN THE PROPOSED
METHOD AND PSPNET, FAST ICNET ON THE CITYSCAPES VALIDATION
DATASET.
Item PSPNet ICNet Ours
mIoU (%) 67.9 67.7 74.4
Time (ms) 170 33 20
Speed (fps) 5.9 30.3 51.0
Image size 713× 713 1024× 2048 448× 896
used for comparison. Note that all the competing methods are
evaluated by using a single NVIDIA TITAN X card.
From Table VIII, we can observe that our proposed method
achieves significant progress on both speed and accuracy.
Specifically, the proposed method obtains the performance of
73.6% mIoU at the speed of 51.0 fps, and requires only 49.5G
FLOPs, 6.2M Params.
The proposed method is faster and more accurate than
most of the state-of-the-art methods, such as ERFNet, ICNet,
BiSeNet1. The proposed method is about 16% mIoU higher
than the fast-speed ENet. Although ENet, a representative
real-time segmentation method, is more efficient (in terms
of FLOPs, Params and speed) than the proposed method,
it obtains much worse segmentation accuracy. The proposed
method is even better than some accuracy-oriented methods,
such as DeepLabv2 (i.e., it is about 200 times faster and
10% mIoU higher compared with the DeepLabv2). Although
the proposed method is slightly slower than LEDNet and
DFANet, it is also real-time and is much more accurate.
LEDNet and DFANet show poor segmentation accuracy (they
obtain more than 2% mIoU drop than the proposed method).
Compared with BiSeNet2 and SwiftNetRN, the proposed
method is faster and provides a competitive accuracy, while
it requires less computational complexity and memory con-
sumption. BiSeNet2 adopts the two-path framework, where
the memory consumption is relatively high (e.g., about 49M
Params). In this paper, we also use the two-path framework,
where two simple modules (i.e., SPN and FFN) are developed.
The components used in our method are totally different from
the modules used in BiSeNet2. As a result, the proposed
method requires only 6.2M Params (about 8 times smaller
than BiSeNet2). Therefore, the proposed method achieves an
excellent tradeoff between the accuracy and speed among all
the competing methods.
In Table IX, we present the detailed per-class, class and cat-
egory IoU results on the Cityscapes test dataset. The proposed
method achieves the best accuracy by significant margins on
most of the classes, while keeping a faster speed than the other
competing methods. This demonstrates the effectiveness and
efficiency of the proposed method.
We also provide the qualitative visual results including
the successful and failing predictions, as shown in Fig. 11.
Generally speaking, our proposed method can correctly assign
the labels to different objects (see the first four rows in Fig. 11)
in the complex urban street scenes (suffering from multi-scale
variations, illumination changes, occlusions, etc.). However,
it might sometimes over-segment the area inside the objects
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TABLE VIII
COMPARISONS BETWEEN THE PROPOSED METHOD AND OTHER STATE-OF-THE-ART METHODS ON THE CITYSCAPES TEST DATASET. OUR FINAL
RESULTS ARE IN BOLDFACE. “-” INDICATES THAT THE CORRESPONDING RESULT IS NOT PROVIDED BY THE METHODS.
Method Input Size FLOPs (G) Params (M) Time (ms) Speed (fps) mIoU (%)
DeepLabv2 [12] 512× 1024 457.8 262.1 4000 0.25 63.1
PSPNet [11] 713× 713 412.2 250.8 1288 0.78 81.2
SegNet [25] 640× 360 286 29.5 60 16.7 57
ENet [27] 640× 360 3.8 0.4 7 135.4 57
SQNet [26] 1024× 2048 270 - 60 16.7 59.8
CRF-RNN [17] 512× 1024 - - 700 1.4 62.5
FCN-8S [9] 512× 1024 136.2 - 500 2.0 63.1
FRRN [23] 512× 1024 235 - 469 2.1 71.8
ERFNet [28] 512× 1024 27.7 2.1 24 41.7 69.7
ICNet [29] 1024× 2048 28.3 26.5 33 30.3 70.6
TwoColumn [24] 512× 1024 57.2 - 68 14.7 72.9
SwiftNetRN [30] 1024× 2048 114.0 12.9 56 18.0 75.1
LEDNet [31] 512× 1024 - 0.94 25 40 70.6
BiSeNet1 [32] 768× 1536 14.8 5.8 14 72.3 68.4
BiSeNet2 [32] 768× 1536 55.3 49 22 45.7 74.7
DFANet [33] 1024× 1024 3.4 7.8 10 100.0 71.3
Ours 448× 896 49.5 6.2 20 51.0 73.6
TABLE IX
THE PER-CLASS, CLASS AND CATEGORY IOU EVALUATION RESULTS ON THE CITYSCAPES TEST DATASET. LIST OF CLASSES (FROM LEFT TO RIGHT):
ROAD, SIDE-WALK, BUILDING, WALL, FENCE, POLE, TRAFFIC LIGHT, TRAFFIC SIGN, VEGETATION, TERRAIN, SKY, PEDESTRIAN, RIDER, CAR,
TRUCK, BUS, TRAIN, MOTORBIKE AND BICYCLE. “CLA” DENOTES MIOU (19 CLASSES), “CAT” DENOTES MIOU (7 CATEGORIES). OUR FINAL
RESULTS ARE IN BOLDFACE.
Method Roa Sid Bui Wal Fen Pol TLi TSi Veg Ter Sky Per Rid Car Tru Bus Tra Mot Bic Cla Cat
ENet [27] 96.3 74.2 85.0 32.2 33.2 43.5 34.1 44.0 88.6 61.4 90.6 65.5 38.4 90.6 36.9 50.5 48.1 38.8 55.4 58.3 80.4
FCN-8S [9] 97.4 78.4 89.2 34.9 44.2 47.4 60.1 65.0 91.4 69.3 93.9 77.1 51.4 92.6 35.3 48.6 46.5 51.6 66.8 65.3 85.7
ERFNet [28] 97.9 82.1 90.7 45.2 50.4 59.0 62.6 68.4 91.9 69.4 94.2 78.5 59.8 93.4 52.3 60.8 53.7 49.9 64.2 69.7 87.3
LEDNet [31] 98.1 79.5 91.6 47.7 49.9 62.8 61.3 72.8 92.6 61.2 94.9 76.2 53.7 90.9 64.4 64.0 52.7 44.4 71.6 70.6 87.1
Ours 98.2 84.0 91.6 50.7 49.5 60.9 69.0 73.6 92.6 70.3 94.4 83.0 65.7 94.9 62.0 70.9 53.3 62.5 71.8 73.6 88.8
or under-segment between the objects (e.g., the truck in the
last row of Fig. 11). The main reason might be that the
appearance inside the objects is significantly different, thus
leading to the over-segmenting problem. Under-segmenting
is the opposite. Note that this problem also exists for other
semantic segmentation methods, such as ICNet.
E. Comparison on the CamVid Dataset
To illustrate the generality and effectiveness of our proposed
method, we also evaluate our method on the CamVid dataset,
which contains images extracted from the video sequences
with resolution up to 720 × 960. The evaluation results are
reported in Table X. It can be seen that our proposed method
is comparable to the state-of-the-art BiSeNet in accuracy.
Although the speed of our proposed method is slightly slower
than DFANet, our method achieves much better segmenta-
tion accuracy. In addition, to further show the strength and
limitations of our proposed method, we give the detailed
statistic accuracy results in Table XI. We can see that the
proposed method is able to more accurately segment small
objects (such as sign, pole) compared with other methods.
This is mainly because the effectiveness of the proposed
semantic branch (LBN+AA and DASPP) and the spatial
branch (SPN), which respectively encode distinctive semantic
TABLE X
THE ACCURACY AND SPEED COMPARISONS OF THE PROPOSED METHOD
AGAINST OTHER METHODS ON THE CAMVID TEST DATASET. OUR FINAL
RESULTS ARE IN BOLDFACE.
Method Time (ms) Speed (fps) mIoU (%)
SegNet [25] 217 46 46.4
DPN [22] 830 1.2 60.1
DeepLabv2 [12] 203 4.9 61.6
ENet [27] - - 51.3
ICNet [29] 36 27.8 67.1
BiSeNet1 [32] - - 65.6
BiSeNet2 [32] - - 68.7
DFANet [33] 8 120 64.7
Ours 25 39.3 68.0
information and detailed spatial information. However, the
proposed method achieves worse segmentation accuracy than
other competing methods for the class of tree. The reason is
that the appearance inside the tree can be significantly different
and is very similar to the background. As a result, the proposed
method over-segments the area inside the tree. In a word, the
proposed method again achieves the outstanding performance
in both accuracy and speed.
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(a) Image (b) Ground Truth (c) Prediction
Fig. 11. Visualization results on the Cityscapes validation dataset. From left to right respectively input images, ground-truth images and our predicted results.
The last two rows show some failure cases.
TABLE XI
THE DETAILED STATISTIC ACCURACY RESULTS ON THE CAMVID TEST DATASET. LIST OF CLASSES (FROM LEFT TO RIGHT): BUILDING, TREE, SKY,
CAR, SIGN, ROAD, PEDESTRAIN, FENCE, POLE, SIDEWALK AND BICYCLIST. “CLA” DENOTES MIOU (11 CLASSES). OUR FINAL RESULTS ARE IN
BOLDFACE.
Method Bui Tre Sky Car Sig Roa Ped Fen Pol Sid Bic Cla
SegNet [25] 88.8 87.3 92.4 82.1 20.5 97.2 57.1 49.3 27.5 84.4 30.7 55.6
ENet [27] 74.7 77.8 95.1 82.4 51.0 95.1 67.2 51.7 35.4 86.7 34.1 51.3
BiSeNet1 [32] 82.2 74.4 91.9 80.8 42.8 93.3 53.8 49.7 25.4 77.3 50.0 65.6
BiSeNet2 [32] 83.0 75.8 92.0 83.7 46.5 94.6 58.8 53.6 31.9 81.4 54.0 68.7
Ours 83.2 70.5 92.5 81.7 51.6 93.0 55.6 53.2 36.3 82.1 47.9 68.0
VI. CONCLUSION
In this paper, we propose a novel real-time high-
performance semantic segmentation method to achieve a great
tradeoff between accuracy and speed. The proposed method
consists of four main components: LBN-AA, DASPP, SPN
and FFN. LBN-AA utilizes the lightweight network, atrous
convolution, convolutional attention module to efficiently ex-
tract features and obtain dense feature maps. DASPP increases
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the diversity of the input features and takes advantage of
rich contextual information to effectively deal with the multi-
scale problem of semantic segmentation. SPN is designed
to preserve the abundant spatial information and remedy the
loss of details. FFN is responsible for fusing the high-level
and low-level features. These components are tightly coupled
and jointly optimized to ensure the performance of semantic
segmentation. Both qualitative and quantitative results on the
Cityscapes and CamVid datasets demonstrate the effectiveness
and efficiency of our proposed method. Besides, we believe
that some modules in the proposed method can not only be
used for real-time semantic segmentation, but also be used for
accuracy-oriented semantic segmentation.
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