Abstract. The problem considered in this paper is: given an integer k > 0 and a set P of n points in the plane each with a corresponding non-negative weight, find a step function f with k steps that minimize the maximum weighted vertical distance between f and all the points in P . We present a randomized algorithm to solve the problem in O(n log n) expected running time. The bound is obviously optimal for the unsorted input. The previously best known algorithm runs in O(n log 2 n) worstcase time. Another merit of the algorithm is its simplicity. The algorithm is just a randomized implementation of Frederickson and Johnson's matrix searching technique, and it only exploits a simple data structure.
Introduction
In this paper, we consider the problem of approximating a planar point set by a step function under the weighted measure. Precisely, we are given an integer k > 0 and a set P of n planar points each with a corresponding non-negative weight, our objective is to find a step function f with k steps that minimize the maximum weighted vertical distance between f and all the points in P .
This problem belongs to the large class of (min-ε) approximation problems for a point set or a polygonal curve (e.g. [2], [9] ). Even if the geometric problem may have application context in geometry-related areas, it is mainly motivated in the database community for histogram construction, where the step function we seek will be used as a concise representation of a large dataset [10, 11] . Here, the reason why the weighted measure has received attention is that the data may hold non-uniform significance.
If all the weights are equal to 1, the special version of the problem has been extensively researched [4, 10, 13, 15] , and finally, was solved optimally by Fournier and Vigneron [6] , in O(n log n) time for the unsorted case and O(n) time for the sorted case. If the weights are allowed to be any non-negative values, several upper bounds has also been achieved in recent years. Table 1 summarizes the previous results and the result of this paper. Among all the previous results, the best bound depending only on n is O(n log 2 n), which was recently obtained by The present paper O(n log n) (expected)
In this paper, We present a simple randomized algorithm with O(n log n) expected running time. The bound is obviously optimal if we assume the input point set is unsorted. The simplicity of the algorithm consists in the fact that it is obtained by randomizing Frederickson and Johnson's matrix searching technique [8] (which is simpler than Frederickson's technique for path partitioning [7] ), and only a very simple data structure is exploited.
Preliminaries
In this section, we present some necessary notations and assumptions for the problem, and reformulate the problem as a min-max optimization problem to make it more intelligible. We also present some observations on the problem, which are important to our algorithms.
Notations, Assumptions, and Formulations
Let P = {p 1 , p 2 , . . . , p n } be the input point set, with p i = (x i , y i ), and let w i ≥ 0 be the weight corresponding to p i . To simplify the exposition, we assume that no two points in P has the same x-coordinate. We also assume that the points in P are given in the order of increasing x-coordinates. The sorted input assumption does not affect the generality of our algorithm since adding a sorting process does not affect the time bound of our algorithm. With this assumption, we look at P = {p 1 , p 2 , . . . , p n } as a sequence of points, and then, the problem of this paper is just a special version of the general MIN-MAX PARTITION problem [6, 2] .
