Introduction
The European Union (EU) has experienced one of the most complete integration processes in the world since its creation in 1957. After its fourth enlargement in 1995, the EU was comprised of …fteen countries (EU15). The …fth enlargement in 2004 added ten new member countries (henceforth the EU10). 1 In principle, trade liberalization is expected to reinforce the intensity of trade ‡ows among EU members. In this context, we aim to investigate the evolution of trade integration among EU members since the …fth enlargement in 2004, namely, between the new and old member countries.
Strong former ties between the EU10 and communist countries made the Eastern enlargement one of the most challenging from an economic viewpoint. A few EU10 members (Estonia, Latvia, and Lithuania) were part of the Union of Soviet Socialist Republics (USSR), and others (Bulgaria, the former Czechoslovakia, Hungary, Poland, and Romania), with the USSR, founded the Council for Mutual Economic Assistance (CMEA or COMECON) in 1949. As a result, these countries shared a remarkable interdependence until 1991, when the USSR collapsed.
Nevertheless, during the 1990s, the EU10 and some post-Soviet states continued their strong commercial relationships (Bussière et al., 2008) . In this respect, we also investigate how the …fth EU enlargement a¤ected the nature of trade ‡ows between the EU10 and countries of the former Soviet Union (henceforth the FSU).
The instrument selected to develop the empirical analysis is the gravity model. This model has been successful in explaining the intensity and direction of trade ‡ows between countries (Feenstra, 2004; Baier and Bergstrand, 2007; Combes et al., 2008) . To perform our empirical exercise, we construct a panel of data at reporter-partner-sector level from 1999 to 2011 using three data sources. The 180 potential EU10 commercial partners are divided into four groups: EU15, EU10, FSU, and the rest of the world (ROW), which is used as the reference. From the standard gravity model, we include a select group of dummy variables (DVs) that capture the variation of the intensity of trade ‡ows between the EU10 and the four commercial partners groups over time. These DVs were designed based on the di¤erence-in-di¤erences (DID) strategy, which is usually used to evaluate the causal e¤ect of implementing a speci…c program or policy in a target group, the EU10 in this case.
We investigate how the …fth EU enlargement favored a true trade integration between the EU10 and EU15 and how it a¤ected commercial relations between the EU10 and countries of the FSU. To achieve our objective, we examine variations in the intensity and direction of the EU10's export and import ‡ows. The advantages of referring to both exports and imports are related to the possibility of detecting the factors that could explain the change in the nature of the EU10's trade ‡ows. While the determinants of export ‡ows are associated with the degree of competition among the local producers, the determinants of import ‡ows rely more on the preferences and demand of the destination countries.
Two di¤erent (but complementary) estimation exercises are proposed to analyze the potential e¤ects of the EU10's trade ‡ows over time. These exercises di¤er in how the temporal dimension is managed. In the …rst exercise, we distinguish two periods: one prior to 2004 (that is, from 1999 to 2003) and one 2004 and later (that is, from 2004 to 2011) . The goal is to identify, for each commercial partner group, whether or not the variation of intensity of the EU10's trade ‡ows between the two periods was relatively higher than, equal to, or lower than those for the other groups. We then propose a complementary exercise to check whether or not the results are sensitive to the time period used as the reference. The second exercise analyzes the trend of the intensity of the EU10's trade ‡ows with each commercial partner group during the period 1999-2011, using 1999 as the reference year. This technique emphasizes the speci…c moment when the …fth EU enlargement a¤ected the intensity of the EU10's trade ‡ows.
We …nd some remarkable results. We discover that the EU10's export ‡ows to the EU15 and EU10 increased more than to the ROW after 2004, while the exports were redirected from the FSU to the ROW during the years prior to the …fth enlargement. At the sectoral level, we …nd an interesting heterogeneity in the behavior of the EU10's export ‡ows to the EU15.
After 2004, the EU10's export ‡ows to the EU15 increased more than to the ROW in some sectors (chemicals, food and beverages, and manufactured goods classi…ed by material) but less in others (machinery and vehicles, other manufactured articles, and raw materials and energy).
This may have been the result partly because of competitiveness issues. That is, in some sectors the EU10 products were not su¢ ciently competitive for the EU15 markets, and markets outside the EU15 had to be sought. Among imports, we …nd trade redirection from the ROW to the EU15, EU10, and FSU after 2004. Interestingly, the impact was higher among the EU10; their import ‡ows from the EU10 were greater than from the other groups in nearly all sectors. This result could be explained by a strong bias in the demands of EU10 consumers toward EU10 products.
Finally, we implement two extensions to prove the robustness of the main results. In the former extension, we deal with the missing values problem. Instead of excluding missing values from the sample, they are replaced by zeroes (see, for instance, Gleditsch, 2002) . Then, an alternative method, the …xed-e¤ects (FE) Poisson maximum-likelihood (ML) estimator, is implemented in order to handle with a sample where the dependent variable has a large proportion of zero values. The latter extension is associated with the strong relationship between trade ‡ows and foreign direct investment (FDI) discussed in the economic literature (Markusen, 2002 is the main reference). We determine whether, after controlling for bilateral FDI, the coe¢ cients of interest change their magnitude and statistical signi…cance. Both extensions con…rm that our results are robust. This paper is organized as follows. Section 2 is a review of the relevant literature. Section 3 is an overview of the international relationships between the EU and other countries, especially those of the FSU. Section 4 focuses on the empirical strategy and at description of the data while Section 5 presents and discusses the results obtained from the two estimation exercises. Section 6 presents the two extensions, proving the robustness of the main results. Finally, Section 7 concludes and addresses policy recommendations.
Literature review
The Eastern enlargement was not an unpredictable event; since the beginning of the 1990s, some Central and Eastern European countries (CEECs) 2 expressed interest in joining the EU. For this reason, a relevant part of the literature discusses the degree of trade integration among Western and Eastern Europe during the 1990s. Many studies con…rm that there was an important trade integration process among these European areas during the 1990s (Gros and Steinherr, 1995; Brenton and Gros, 1997; Abraham and Konings, 1999; Fontagné et al., 1999; Bussière et al., 2008) . Others argue, however, that this integration was far from complete (Faucompret et al. 1999; Paas, 2003) .
In particular, Gros and Steinherr (1995) explain that during the 1980s, the trade activity of Central and Eastern Europe (CEE) occurred mostly within the COMECON bloc and that trade among socialist economies accounted for approximately 60 to 70 percent of all CEE trade.
From 1989 to 1992, however, CEE trade was redirected toward developed countries, which by 1992 accounted for two thirds of all CEE trade. Brenton and Gros (1997) study the transition processes of the CEECs and post-Soviet states after the dissolution of the USSR by analyzing trade in the intra-Organization for Economic Co-operation and Development (OECD). They 2 Bulgaria, the former Czechoslovakia, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, and Slovenia. conclude that, in terms of geographical composition, the trade of some CEECs (the Czech Republic, Hungary, and Poland) was indistinguishable from a few EU15 members (Austria and Spain). They thus con…rm that in some CEECs there was trade reorientation from the former COMECON partners toward the Western countries, particularly the ones belonging to the EU. Bussière et al. (2008) show that Russia and Ukraine remained important trading partners for CEECs at the end of the 1990s. Conversely, Faucompret et al. (1999) consider that the trade reorientation during the 1990s was incomplete because the EU followed overly restrictive measures for goods imported from non-EU countries. In fact, the EU shifted from being a net importer to a net exporter between 1990 and 1996, meaning that the intensity of the EU's export ‡ows to the CEECs experienced a sharp increase.
Similarly, other studies focus on the e¤ects of European trade agreements on the intensity and direction of trade ‡ows among European countries. Herderschee and Qiao (2007) con…rm that the Europe Agreements (EAs) contributed signi…cantly to bilateral trade ‡ows between the EU and some CEECs. Some years later, Egger and Larch (2011) con…rm that the EAs fostered trade between the EU and CEECs and reduced trade ‡ows between CEECs and other commercial partners, namely the post-Soviet states and former Yugoslavia. They also …nd negative intra-group e¤ects; that is, the intensity of trade ‡ows within the EU and within the CEECs decreased.
Despite the abundance of studies on the e¤ects of the trade liberalization process during the 1990s, those that focus on the potential e¤ects on the intensity and direction of the EU10's trade ‡ows after 2004 are limited (Hornok, 2010 and Antimiani and Costantini, 2013 are two of them). In light of the previous discussion, the main contribution of this paper is to provide empirical evidence of the potential e¤ects of the …fth EU enlargement on the EU10's trade ‡ows.
From a technical perspective, this article acknowledges the gravity framework. In the standard gravity model (Tinbergen, 1962) , bilateral trade ‡ows are positively correlated with the size of each partner and negatively a¤ected by trade cost. The size of the countries is often measured by the gross domestic product (GDP), while trade cost is measured by the distance between countries. This model has been characterized by the quality of its empirical results.
It has been used to estimate the impact of common borders (McCallum, 1995; Nitsch, 2000; Chen, 2004) , preferential trading blocs (Carrère, 2004; Baier and Bergstrand, 2007) , and currency union (Rose and van Wincoop, 2001; Glick and Rose, 2002) , among other things, on the intensity and direction of trade ‡ows. Over time, theoretical underpinnings have been developed to overcome the most important weakness in the gravity model: the absence of any theoretical foundation. One of the most complete frameworks providing a theoretical rationale for the gravity model was proposed by Anderson and van Wincoop (2003) . Their model predicts that trade ‡ows between two regions depend not only on the trade costs between these two regions but also on the trade costs between these two regions and the ROW, which became known as the multilateral resistance term. They also prove that the standard gravity model, which considers only bilateral trade costs, produces biased results and therefore yields misleading interpretations.
Implementing a gravity framework to study the dynamics resulting from preferential trade agreements (PTAs) is not new. Some studies (for example, Frankel, 1997, chapter 5) introduce two DVs to the standard model equation to capture information about both trade creation and trade diversion. Soloaga and Winters (2001) , Carrère (2004) , and Westerlund and Wilhelmsson (2011) introduce a third DV to account for the diversion of exports. Unlike these studies, our sample does not allow us to identify the e¤ects of trade creation or trade diversion because our reporter countries are limited to those belonging to the EU10. 3 Taking into account this limitation, we devise an econometric strategy that exploits the existence of several EU10's commercial partner groups (EU15, EU10, FSU, and ROW) and, at temporal dimension, recognizes the date of their acceptance into the EU (2004). Then, implementing a technique of policy evaluation, the DID strategy, we are able to identify if, after inclusion, they experienced an important variation in the intensity and direction of trade ‡ows.
On the technical side, economists have attempted to improve the speci…cations of the empirical gravity model to …t theoretical advances. According to Baltagi (2008) , the characteristics of the panel econometric framework reduce the probability of obtaining biased results. The …rst gravitational studies using longitudinal data appeared in the 1990s. Mátyás (1997) , for example, estimates the volume of exports in eleven countries of the Asia-Paci…c Economic Cooperation (APEC) from 1982 to 1994. He selects two models, one that does not account for …xed effects and one that includes exporter, importer, and year …xed e¤ects. The proposed exercise allows us to detect important di¤erences in the magnitude of the estimated coe¢ cients of the explanatory variables (GDP, population, foreign currency reserves, and real exchange rates) in the two models. Some years later, Egger and Pfa¤ermayr (2003) exploits Mátyás' data and gravity equation to prove that the correct speci…cation of the gravity model should also include bilateral interaction e¤ects, or exporter-importer …xed e¤ects. Though this type of …xed e¤ects does not allow users to evaluate time-invariant variables such as distance, border, and language, it does capture all unobservable heterogeneity. Baltagi et al. (2003) also include country-time DVs to control for trends speci…c to each country. Baldwin and Taglioni (2006) discuss that both the country-pair and the time-country DVs can eliminate what they call 'gold medal'bias (the omitted variable bias or the multilateral resistance term). Nevertheless, they also remark that the inclusion of all these …xed e¤ects generate many DVs and, consequently, an important loss in degrees of freedom. In this study, we introduce di¤erent types of …xed e¤ects in our econometric speci…cation. The sectoral dimension of the database (ten sections of the Standard International Trade Classi…cation (SITC)) will be relevant in describing and interpreting parts of our results.
Finally, another important concern in the empirical trade literature is the presence of zero values, which occur frequently when considering bilateral trade ‡ows in a sample with a large number of countries. Santos Silva and Tenreyro (2006) demonstrate that the standard loglinearized gravity equation estimated by ordinary least squares (OLS) produces biased results because of the heteroskedasticity problem and truncation of the data (the log-linearization model drops the zero values). They propose a Poisson pseudo-ML estimation technique to solve both issues. Similarly, Westerlund and Wilhelmsson (2011) show that the standard gravity model estimated by OLS produces biased and ine¢ cient results in the presence of heteroskedasticity and zero trade ‡ow values. They propose a FE Poisson ML estimator using a panel of countries to analyze the e¤ects of the adhesion of Austria, Finland, and Sweden to the EU in 1995 via the intensity of import ‡ows. In light of these results, we perform a robustness exercise, adhering to these methods, to control for the truncation problem in our database.
International context: An overview
In this section, we provide a synthetic overview of the historical background in Europe, starting with the dissolution of the USSR (1991) and ending in the early 2000s. We …rst discuss relations between the EU and some CEECs and then describe relations between the EU and countries of the FSU, especially the Russian Federation, the leading member of the USSR.
The CEECs were accustomed to having strong political and economic ties with the USSR. In 1949 the USSR, Bulgaria, Czechoslovakia, Hungary, Poland, and Romania founded the COME-CON, with the primary goal of establishing strong economic relationships between socialist countries. Among the EU10, only the Baltic countries (Estonia, Latvia, and Lithuania) were part of the USSR, and they became independent states in 1991. Ten countries in the CEECs applied for EU membership in the early 1990s. As a step toward complete integration, the EU decided to sign Europe Agreements (EAs) with them to progressively establish bilateral free trade for manufactured products and ultimately remove all trade barriers between the EU and these CEECs by the end of the 1990s. 4 In addition, the EAs also aimed to shift national economies from planned to market economies. Nevertheless, according to Baldwin and Wyplosz (2012) , these free trade agreements were incomplete because the EU maintained tari¤s and trade restrictions on some industrial products. 5 Importantly, in June 1993, the European Council advanced the integration process by deciding that countries signing the EAs could become o¢ cial members once they ful…lled the Copenhagen criteria. In May 2004, the …fth EU enlargement occurred and ten new countries received membership.
Since the end of the 1990s, the EU concluded similar partnership and cooperation agreements (PCAs) with Russia and nine Newly Independent States. 6 These agreements aimed to promote trade and investment among both EU and FSU countries. Baltic countries also reacted against these talks: Estonia complained of Russian cyber attacks upon its government, news media, and banking websites; Lithuania faced a Russian oil blockage;
and Latvia opposed Russia's Baltic pipeline plan on environmental grounds (Rettman, 2007) . 4 The EU signed EAs in 1991 (Poland and Hungary), 1993 (Bulgaria, the Czech Republic, Romania, and Slovakia), 1995 (Estonia, Latvia, and Lithuania), and 1996 (Slovenia). The agreements came into force approximately two or three years afterward (EC, 2001) . 5 A group of 'sensitive' products (textiles, coal and steel products, and agricultural products) continued to receive strong protection. 6 The Republic of Armenia, the Republic of Azerbaijan, Georgia, the Republic of Kazakhstan, the Kyrgyz Republic, the Republic of Moldova, Ukraine, the Republic of Uzbekistan, and Tajikistan.
7 Source: http://europa.eu/legislation_summaries/external_relations/index_en.htm.
Empirical strategy
In this section we present the empirical strategy implemented to assess the potential e¤ects of the …fth EU enlargement on the EU10's trade ‡ows. We present the empirical strategy in three parts. First, we brie ‡y explain the application of the standard gravity model in international trade. Second, we describe the data and discuss empirical evidence of the evolution of the intensity of the EU10's trade ‡ows with respect to the four commercial partner groups. Finally, we present the econometric speci…cation that will be the reference in developing the two di¤erent (but complementary) estimation exercises.
The gravity model
We choose to develop our empirical analysis based on the gravity model because of the results obtained in the empirical literature, in which this model turns out to be successful in describing the intensity and direction of trade ‡ows between countries (Feenstra, 2004; Baier and Bergstrand, 2007; Combes et al., 2008) . In the standard gravity model, bilateral trade ‡ows are positively correlated with the size of each partner (usually measured by GDP) and negatively a¤ected by trade cost (usually measured by the distance between partners and other factors that create trade resistance). Denoting the GDP of country i as GDP i , the GDP of country j as GDP j , the trade ‡ow from country i to country j as T ij , and the distance separating them as dist ij , the standard gravity model can be written as follows:
where A is a constant and 1 ; 2 ; and 3 are unknown parameters. Equation (1) is usually log-linearized and estimated by OLS:
From this standard gravity model, we introduce a select group of DVs to capture the intensity and direction of the EU10's trade ‡ows after 2004. Our objective is twofold. First, we aim to determine whether or not there was a trade redirection from the ROW in favor of the EU15, EU10, and FSU. Second, we aim to establish whether or not this trade redirection was more important in one group versus the others.
Data
To implement our empirical strategy we use trade ‡ow data (exports and imports) between the EU10 countries and 180 countries (25 EU countries and 155 non-EU countries) 8 during the period 1999-2011. For each country-pair entry we distinguish between the reporter and the partner. The reporter is one of the ten countries composing the EU10 (reporting the total value of exports and imports), and the partner is any of the 180 potential commercial partners.
The database has been built using three sources of data. Information on trade ‡ows is extracted from Eurostat's database EU trade since 1988 by SITC. 9 The SITC divides exports and imports into ten broad sections, numbered 0 through 9. Following the sectoral classi…cation implemented in Eurostat (2012) , the sections are aggregated into six groups: chemicals, food and beverages (F&B), machinery and vehicles, manufactured goods classi…ed by materials, other manufactured articles, and raw materials and energy. 10 Nominal GDP data are taken from the
World Economic Outlook database published by the International Monetary Fund (IMF). 11
To analyze trade data and GDP in the same nominal currency (current euro), we use the bilateral exchange rate (EUR/USD) reported by Eurostat. 12 Finally, geographical variables for the gravity model (distance and the dummy variable indicating contiguity) are extracted from the CEPII database's GeoDist (Mayer and Zignago, 2011) . Using this information, we construct a panel of data at the reporter-partner-sector level for the period 1999-2011. 13 The panel structure of the database allows us to better control for heterogeneity because the trade ‡ow intensity between any given two countries in any speci…c economic activity could be followed through time. The full sample includes 139,620 potential observations. After dropping missing values as in Harris et al., the sample is reduced to 87; 125 entries in the case of the exports and 79; 848 entries in the case of the imports. 14 Some empirical evidence of the evolution of the intensity of the EU10's trade ‡ows is presented in Figure 1 (exports in left panels and imports in right panels). Panel 1a is a plot of the 8 The list of countries appears in Appendix A (Tables A.1 and A.2). 9 This database distinguishes between zeroes and missing values. When a country-pair trade ‡ow is equal to zero, this means 'less than half the …nal digit shown and greater than real zero;' that is, higher than 0 and less than 0.5 euros. But when a value is missing, this means that the information is unavailable. The database is available at epp.eurostat.ec.europa.eu/portal/page/portal/international_trade/data/database. 1 0 Aggregation is as follows: SITC sections 0 and 1 comprise F&B, 2 and 3 comprise raw materials and energy, 5 comprises chemicals, 6 comprises manufactured goods classi…ed by materials, 7 comprises machinery and vehicles, and 8 comprises other manufactured articles.
1 1 Available at http://www.imf.org/external/ns/cs.aspx?id=28. 1 2 Available at epp.eurostat.ec.europa.eu/portal/page/portal/exchange_rates/data/database. 1 3 This period was selected for two reasons. First, Eurostat provides information about the EU10's trade ‡ows only since 1999. Second, the EU10 countries went through a transition process during the 1990s. Our objective is to study the impact of becoming a member of the EU rather than the transition process. 
Econometric speci…cation
In this subsection we describe in detail the two estimation strategies implemented to study the potential e¤ects of the …fth EU enlargement on the intensity and direction of the EU10's trade ‡ows. The standard gravity model (Equation 2) is augmented by including a set of …xed e¤ects:
:::; 10, j = 1; :::180 (i 6 = j), s = 1; :::; 6, t = 1999; :::2011 ,
where i is the reporter country, j is the partner country, s is the sector, and t is the year. The dependent variable (ln T ijst ) is the logarithm of the annual exports (X ijst ) or imports (M ijst )
in sector s and year t (in current euro). 16 This dependent variable is expected to be a¤ected by a constant ( 0 ), 17 the logarithm of the reporter's GDP in year t (ln GDP it ), the logarithm of the partner's GDP in year t (ln GDP jt ), the logarithm of the distance between the reporter and the partner (ln dist ij ), a dummy variable that indicates if the reporter and partner share a common border (border ij ), and the error term (" ijst ). These explanatory variables are part of the standard gravity model and control for the countries'sizes and for the trade costs between any two commercial partners. The signs of the coe¢ cients 1 , 2 , and 4 are expected to be positive, indicating that the intensity of trade ‡ows between two commercial partners increases with the size of their economies as well as their cultural links (measured by the border dummy variable), while 3 is expected to be negative, indicating that the intensity of trade ‡ows between two commercial partners decreases with their geographical distance. Moreover, in this econometric speci…cation, we control for unobserved individual characteristics, namely …xed e¤ects of the reporter ( i ), partner ( j ), sector ( t ), and time ( t ). 18 We refer to Equation (3) as the baseline speci…cation for our two econometric exercises. 19 With the objective of determining the impact of the …fth EU enlargement on the intensity and direction of the EU10's trade ‡ows, we introduce in the baseline speci…cation (3) a select group of DVs based on the DID strategy. This strategy is typically used to measure the causal e¤ect of implementing a speci…c program or policy in a target group. In our case, the …fth EU enlargement represented a larger single market, completing a set of twenty-…ve countries that exchange goods and services without tari¤s or quantitative controls. Our target group is those countries comprising the EU10, and we are interested in measuring the e¤ectiveness of the EU enlargement for this speci…c group. One canonical feature of the DID strategy is the choice of a temporal break, usually related to the time the policy is implemented. We thus de…ne two complementary exercises. In the former, the temporal break corresponds to the year of the …fth EU enlargement (2004), and on the latter we do not make such a choice.
Our …rst empirical exercise proposes a pure DID strategy with the objective of determining whether or not the new EU member (the EU10) experienced a change in intensity of their trade ‡ows after becoming part of the existing single market. After de…ning our temporal periods and four partner groups we created several DVs: af 04 equals one when the year is 2004 or later; eu15 equals one when the partner belongs to the EU15; eu10 equals one when the partner belongs to the EU10; and f su equals one when the partner belongs to the FSU. We interact the temporal DV with the three partner DVs to generate commercial partner DVs after 2004, namely, eu15 af 04 , eu10 af 04 , and f su af 04 . 20 These DVs are added to the baseline speci…cation (3) to get the following expression:
i = 1; :::; 10, j = 1; :::180 (i 6 = j), s = 1; :::; 6, t = 1999; :::2011 .
The countries belonging to the ROW and the period 1999-2003 are the references (or control groups) used to interpret the econometric results. Therefore, the coe¢ cient
eu10, or fsu) in Equation (4) can be expressed as follows:
where T f su is expected to be negative. In other words, we expect trade redirection from the ROW to the EU countries (EU15 and EU10) because they are part of the same economic community, and we expect no such e¤ect to the FSU.
Because trade ‡ow data is reported annually, 2004 (the year of the …fth EU enlargement) has to be included in either the treatment or control group. In the …rst exercise, it is included in the treatment group. 22 To test whether this decision could determine the results, we propose a second exercise where each commercial partner DV (eu15, eu10, and fsu) interacts with the temporal DVs, now de…ned for each year. Using 1999 as the time reference, we can study the tendency of each group throughout the entire period, year by year. 23 To do this, we introduce in the baseline speci…cation (3) a new set of DVs, and the equation becomes:
f su f su t + ijs + t + " ijst i = 1; :::; 10, j = 1; :::180 (i 6 = j), s = 1; :::; 6, t = 1999; :::2011 ,
where eu15 t , eu10 t , and f su t are the commercial partner DVs in year t and ijst is the threedimensioned …xed e¤ects (at the reporter-partner-sector level). 24 2 1 It is important to take into account that this coe¢ cient must be interpreted as di¤erences and not as levels. If af 04 g > 0, we cannot claim that the level of exports to group g was higher than the level of exports to the ROW, yet we can claim that the increase in export ‡ows to group g was higher than the increase in export ‡ows to the ROW. (2004) and Head et al. (2010) propose a similar exercise to study the e¤ects of regional trade agreements and former colonies, respectively, on the intensity of trade ‡ows along a period of time.
2 4 Because we consider reporter-partner-sector …xed e¤ects, we indirectly consider the e¤ect of each commercial partner group for the entire period. Therefore, we were forced to use eu15 1999 , eu10 1999 , and f su 1999 as control groups.
This technique allows us to compare the changes in the intensity of trade ‡ows between the EU10 and each commercial partner group g against the changes in the intensity of trade ‡ows between the EU10 and the ROW for any period of time. For example, the coe¢ cient of the partner group g multiplied by the year dummy year03 is equal to:
where T represents the annual average level of trade ‡ows (exports or imports). The coe¢ cient This technique is more ‡exible than the usual DID strategy in the way it manages the temporal dimension. In addition, it emphasizes the precise moment at which the trade variation took place, using 1999 as the reference. Henceforth, we refer to the …rst econometric speci…cation as the DID strategy de…ned by Equation (4), and the second as the trend of the commercial partner groups over time de…ned by Equation (6).
Results
To present the results clearly, this section is divided into two parts. The …rst focuses on the standard DID strategy and the second on the trend analysis. For the …rst time, we study the e¤ects of the EU accession on both the EU10's export and import ‡ows. Changes in export ‡ows usually rely on competitiveness factors (Antimiani and Costantini, 2013) , while changes in import ‡ows are associated with trade creation and trade diversion mechanisms created by the existence of a regional trade agreement (Carrère, 2004) . We compute, in each exercise, the e¤ects based on all the sectors jointly and again with each sector individually. The latter exercise allows us to identify the existence of sector-speci…c e¤ects that could be hidden if the analysis were done only on all sectors jointly.
Di¤erence-in-di¤erences strategy
The objective of this estimation exercise is to assess whether or not there was variation in the intensity of the EU10's trade ‡ows after 2004. To this end, we split the time period into two parts and compare the level of the EU10's trade ‡ows between the two periods for each of the four commercial partner groups, as described by Equation (4).
Focusing on export ‡ows and taking all sectors jointly, the results in Table 1 are presented according to the way heterogeneity has been controlled, by including various …xed e¤ects and interactions. In column 1, the estimation is run by OLS and all individual …xed e¤ects are considered (that is, reporter ( i ), partner ( i ), sector ( i ), and year ( t )). Column 2 includes the reporter-partner …xed e¤ects ( ij ). Because these …xed e¤ects capture all the time invariant characteristics, some variables (ln dist ijt and border ijt ) are dropped. 25 Finally, column 3 includes the reporter-partner-sector …xed e¤ects ( ijs ). The model is run using the …xed-e¤ects (FE) or within transformation estimator. In all cases, the standard errors (SEs) are clustered at the reporter-partner level, then some dependence among country-pairs is allowed.
We discuss only the results in column 3, which is our preferred speci…cation. The coe¢ cients of the GDP were positive and statistically signi…cant. If the exporting country's GDP increased by one percent, the export ‡ows increased by 0:87 percent; if the importing country's GDP increased by one percent, the export ‡ows increased by 0:68 percent. As expected, the coe¢ cients eu15 were positive and statistically signi…cant, meaning that after 2004 the variation of the intensity of the EU10's export ‡ows to the EU15 and EU10 increased more than that to the ROW. Speci…cally, the EU10's export ‡ows to the EU15 and EU10 increased by 14:85 percent and 23:93 percent, respectively, versus the reference group. 26 If we compare these two coe¢ cients we cannot reject the null hypothesis that their di¤erence is equal to zero. Therefore, we can conclude that after 2004 there was a trade integration process toward the EU, meaning that the EU10 found EU markets attractive for selling their products. Furthermore, the coe¢ cient b af 04 f su was not statistically di¤erent from zero, meaning that after 2004, the variation of the EU10's export ‡ows to the FSU was not di¤erent from that to the ROW.
From an econometric viewpoint two comments must be made. First, the introduction of …xed e¤ects that account for more than one dimension a¤ected the magnitude and signi…cance of the coe¢ cients of interest, namely b f su . The last of these was positive and statistically signi…cant in the …rst two speci…cations but not in the last. Second, column 3 reports a constant, but its interpretation is not very intuitive. The within transformation model considers more than 9; 000 unobserved individual e¤ects, one for each reporter-partnersector combination (there are 9; 369 groups), and an intercept is estimated for each reporter-2 5 To run this regression we employed the program reg2hdfe in Stata, implementing the algorithm developed by Guimarães and Portugal (2010) . This program allows us to control for high-dimensional …xed e¤ects (in our case reporter-partner) without incurring in storage problems. But it does not report a constant. (Wooldridge, 2006) , but also captures the average values of the quantitative regressors (lnGDP it and lnGDP jt ) and the e¤ects of the control groups of the DVs (namely, row, year99, and year04).
Another interesting exercise is to assess whether or not the e¤ects of the …fth EU enlargement on the intensity and direction of the EU10's export ‡ows were homogeneous across all sectors. Table 2 reports the results for the FE model by sector. In the chemicals and F&B sectors, we see trade redirection from the ROW to the other partner groups. The greatest impact in the F&B exports was to the EU15. 27 The machinery and vehicles sector (Machinery) is one of the most heterogeneous sectors in the sense that it is composed of several types of products of di¤erent qualities. The estimation referring to this sector emphasizes that after 2004, the EU10 experienced export redirection from the EU15 to the ROW, meaning that the intensity of the EU10's export ‡ows to the ROW increased more than that to the EU15. An explanation could be related to competitiveness: the quality of the products from the EU10 might not …t well with the preferences of the EU15, causing the EU10 to search for new markets. This argument is supported by the evidence discussed in Head and Mayer (2004) , where trade is found to be more attractive between countries with similar GDPs because citizens'preferences are more comparable. Exports of manufactured goods classi…ed by material (Manufbymat) were redirected from the ROW to the other groups. Exports of other manufactured articles (Othermanuf ) were redirected from the EU15 and FSU to the ROW. The argument put forth for the machinery and vehicle sector holds for this sector as well, which includes goods of high technological worth. 28 Finally, exports of raw materials and energy (Rawmat) were redirected from the EU15 and FSU to the ROW. This is not surprising because Russia, the largest country of the FSU, is a major exporter of gas, and the EU is a major importer of Russian natural gas (Noël, 2008) .
Hence, our results suggest that the e¤ects of the …fth EU enlargement on the EU10's export ‡ows to the EU15 were not homogeneous across all sectors. We …nd that after 2004, the EU10's export ‡ows to the EU15 increased more than those to the ROW in some sectors (chemicals, F&B, and manufactured goods by material), but increased less in others (machinery and vehicles, f su ) at the one percent level. According to the EU o¢ cial web page (http://europa.eu/index_en.htm), the Czech Republic produces a world-famous beer (namely, Pilsner) and wine. The Hungarian wines (for example, Tokaji) are also known worldwide.
2 8 For example, Division 87 of the SITC comprises professional, scienti…c and controlling instruments and apparatus, n.e.s., while Division 88 comprises photographic apparatus, equipment and supplies and optical goods, n.e.s.; watches and clocks (UN, 2006 Standard errors clustered by reporter-partner are in parenthesis.
* p < 0:10, ** p < 0:05, *** p < 0:01 Speci…cation (1) includes the DVs eu15, eu10, f su, and af 04.
Speci…cations (2) and (3) include the DV af 04. Standard errors clustered by reporter-partner are in parenthesis.
* p < 0:10, ** p < 0:05, *** p < 0:01
Fixed-e¤ects dimension: reporter-partner ( ij ). All regressions include time DVs (af 04 and t).
other manufactured articles, and raw materials and energy).
To complete our …rst estimation exercise, we apply the same empirical analysis to the EU10's imports. First, all sectors are analyzed jointly (Table 3) . Again, we focus on the results in the third column, containing the FE model. The coe¢ cients of the GDP were positive and statistically signi…cant. If the importing country's GDP increased by one percent, the import ‡ows increased by 0:62 percent; if the exporting country's GDP increased by one percent, the import ‡ows increased by 0:24 percent. We observe that the increase in the intensities of the EU10's import ‡ows from the EU15, EU10, and FSU were higher than those from the ROW. Nevertheless, the most important change occurred from the EU10 (b af 04 eu10 = 1:22). 29 Therefore, trade liberalization had an important impact on internal EU10 trade ‡ows, which could be related to time-variant bias in EU10 consumer preferences; the EU10's buyers might have perceived EU10 products ipso facto to be di¤erent from non-EU10 products. Hence, buyers preferred to import commodities from EU10 countries instead of from EU15 countries, which illustrates a group-biased demand e¤ect. 30 Unlike that seen among exports, the incorporation of …xed e¤ects that captures more than one dimension did not a¤ect the magnitude of the coe¢ cients of interest as much.
To assess whether or not the variation of the intensity of the EU10's import ‡ows was common among all sectors, we propose sectoral analysis (Table 4) . It is important to remark that the capacity of prediction of the model for changes in the EU10's import ‡ows (by sector) is more limited than the one for exports. We …nd that the EU10 increased its import ‡ows more from the FSU than from the ROW in chemicals, F&B, and other manufactured articles sector, while the EU10 increased its import ‡ows more from the EU15 and EU10 than from the ROW in all sectors. In addition, except for the F&B, the highest variation was within the EU10, meaning that group-biased demand was a generalized e¤ect that extended to almost all sectors. f su ) at the one percent level.
3 0 Head and Mayer (2000) use the home-biased demand assumption to explain EU market fragmentation in the mid-1980s. Standard errors clustered by reporter-partner are in parenthesis.
Fixed-e¤ects dimension: reporter-partner ( ij ). All regressions include time DVs (af 04 and t). In this case, the …xed e¤ects were at reporter-partner level ( ij ).
The trend of the commercial partner groups over time
We analyze the EU10's export ‡ows to each commercial partner group separately ( Figure   2 ). We …nd that from 2004 to 2010 there were di¤erences between exports ‡ows to the EU15 and those to the ROW (control group), evidenced by the positive and statistically signi…cant coe¢ cient t eu15 . The coe¢ cient did not follow any speci…c trend; thus we can assume that the redirection of the EU10's export ‡ows was an isolated event that occurred in the year of the …fth EU enlargement (2004) . 32 We can highlight several interesting …ndings resulting from this second empirical exercise.
For one, we can con…rm that the redirection of the EU10's exports from the ROW to the EU15 was an isolated event occurring in a few sectors in 2004. We also …nd a negative change of the intensity of exports to the FSU immediately prior to the o¢ cial entry of the EU10 into the EU.
Additionally, we …nd a huge variation of the intensity of the EU10's import ‡ows from the EU10 from 2003 to 2004 in all sectors. 34 Unlike the DID strategy, this technique shows the trend of each commercial partner group during the entire period, using 1999 as the reference. In general, the e¤ects on the EU10's imports were stronger than those on their exports. 
Extensions
In this section, we implement two additional exercises to check the consistency of the results discussed in Section 5. In the former exercise, we deal with the missing values problem in a di¤erent way. Now, missing values are not excluded from the sample and they are replaced by zeroes. Then, an alternative estimator method is implemented in order to deal with the large number of zero values. In the latter exercise, an additional explanatory variable is included in the baseline econometric speci…cation (3).
Although one of the most important concerns of the trade ‡ow literature is how to deal with missing values and zeroes, there is not a consensus about how to handle this important issue. In some studies, missing values are treated as zeroes (Gleditsch, 2002; Brun et al., 2005; Felbermayr and Kohler, 2006; and Coe et al., 2007) , while others insists that these values are conceptually di¤erent (Harris et al., 2012) . In Sections 4 and 5 we addressed the zero values problem by adding one unit to the trade ‡ow data before taking logarithms (Chen, 2004) , while missing values were excluded from the sample. Nevertheless, excluding the missing observations is not riskless. Gleditsch (2002) discusses and demonstrates that the removal of missing values could lead to non-random samples that produces misleading inferences and results. King et al. (2001) con…rm that the consequences from the missing values can be worse than those from the omitted variable bias problem. Gleditsch (2002) proposes several procedures to solve the problem, one among others to replace the missing values by zeroes. He argues that when a trade ‡ow data reported by two commercial partners are missing, it means that the intensity of trade ‡ows among these countries is expected to be small or negligible. Following this reasoning, as a …rst robustness check, we assume the most extreme working hypothesis and we consider that a missing value is equal to a zero value. In this way, it is possible to test whether or not excluding missing values created a biased sample.
When equalizing missing values to zero values, we need to face the necessity of …nding a robust estimator for a sample where the dependent variable has a high proportion of zeroes. This model allows us to correct not only for the zero values (or missing values) but also for the heteroskedaticity inherent in log-linearized models (Santos Silva and Tenreyro, 2006) .
Because the coe¢ cients reported by the FE Poisson ML model are not directly comparable with those obtained from the FE model (Tables 1-4) , we focus primarily on the signi…cance of the coe¢ cients of interest without making cross comparisons. Table 5 shows the results for all sectors jointly; column 1 for the exports and column 2 for the imports. Among exports, the coe¢ cients b af 04 eu15 and b af 04 eu10 were not statistically di¤erent from zero while they were in the FE model (Table 1 , column 3). Among imports, these coe¢ cients were statistically signi…cant at the one percent level as they were in the FE model (Table 3, We use the sectoral analysis to check the validity of our results at a more disaggregated level (see Table 6 for exports and Table 7 for the imports by sector). Among exports, some of the results were consistent with those found in the FE model (Table 2 ). For instance, the coe¢ cient b af 04 eu15 was positive in two of the sectors sectors and negative in three. Among imports (Table 7) , the coe¢ cients b af 04 eu15 and b af 04 eu10 were positive and statistically signi…cant for four and …ve sectors, respectively. 35 Then, we can declare that our main results are robust to the implementation of another estimator method that handles the problem of the missing and zero values. Table 7 does not report results for the machinery and vehicles sector because the FE Poisson ML estimator did not converge. We attempt to …x this technical problem by following the suggestions of Santos Silva and Tenreyro (2011) , but unfortunately they did not apply to our case because we have a panel of data. One of the possible sources of the problem is the existence of perfect collinearity between regressors in the sample where the dependent variable (the imports) is positive. SEs clustered by reporter-partner-sector are in parenthesis.
Fixed-e¤ects dimension: reporter-partner-sector ( ijs).
All regressions include time DVs (af 04 and t). Standard errors clustered by reporter-partner are in parenthesis.
Fixed-e¤ects dimension: reporter-partner ( ij ). All regressions include time DVs (af 04 and t). Standard errors clustered by reporter-partner are in parenthesis.
Fixed-e¤ects dimension: reporter-partner ( ij ).
All regressions include time DVs (af 04 and t).
The estimator does not converge for machinery and vehicle sector.
Finally, we propose another extension to study the e¤ects on the coe¢ cients of interest when we include other relevant explanatory variables, such as FDI, in the baseline speci…cation (3).
According to the economic literature, FDIs are considered complementary or substitutes for exports (Pantulu and Poon, 2003; Markusen, 2002 Lipsey (2006) , the CEECs became one of the major locations for FDI from Europe, particularly from Germany, starting in 1990. The results are presented as follows: Table 9 considers all sectors jointly, column 1 for exports and column 2 for imports; Table 10 reports the exports by sector; and Table 11 reports the imports by sector. In all cases, the coe¢ cient b 3 was not statistically di¤erent from zero.
Though F DI d ijt is a time-variant variable, its variability seems to be captured by the country-pair …xed e¤ects. We can also see that after the inclusion of this new regressor, the signi…cance of our variables of interest did not change; in only a few of cases the magnitudes of the coe¢ cients slightly decreased. Hence, we can declare that our results are robust to the inclusion of bilateral FDI data. Standard errors clustered by reporter-partner are in parenthesis.
Fixed-e¤ects dimension: reporter-partner ( ij ). All regressions include time DVs (af 04 and t).
Conclusions
The Eastern enlargement represented an important challenge for the EU. We propose an em- and other manufactured articles), the variation of intensity of the EU10's export ‡ows to the EU15 decreased with respect to the reference group, the ROW. This result could suggest that the quality of the production of the EU10 members either does not always meet the preferences of the EU15 buyers or that the EU10 producers cannot compete with those of the EU15, causing the EU10 to search for new markets. Second, there was export redirection from the FSU to the ROW between 2001 and 2004, meaning that the past strong commercial connections between the EU10 and the FSU deteriorated before the o¢ cial entry of the EU10 into the EU. Finally, we …nd that EU10 consumer demand was strongly biased toward EU10 products, and this pattern was a generalized e¤ect that extended to almost all the sectors.
Therefore, we detect two reasons that could explain the lack of a complete trade integration between the EU10 and EU15 countries, one related to competitiveness and the other to preferences. It would be interesting to further investigate the reasons behind the previous arguments to design and implement public policies more suitable for achieving a deeper economic integration within the EU as a whole. It would also be reasonable to think of more suitable industrial policies to be implemented in the EU10 countries to foster their competitiveness in a few technologically-sensitive sectors jointly with a clear strategy to favor the di¤usion of EU10 products into the rest of Europe, by promoting, for instance, trade facilities that reduce trade cost.
A Appendix Figure A .1: Sectoral analysis: EU10's export ‡ows (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) .
Source: Own elaboration based on data from Eurostat. 
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