ABSTRACT Smart campus builds on characteristic learning and feedback evaluation of diverse students and aims to enable intelligent, accurate, and customized education. Mining social media data, especially topic modeling, from students, provides a non-intrusive method to know the instantaneous thoughts and willings of them. However, it is challenging to deal with multi-modal data (i.e., text, images, and videos contained in the social media data) as well as the modality dependence and missing modality. In this paper, we present a novel deep topical correlation analysis (DTCA) approach, which achieves robust and accurate topic detection for microblogs and simultaneously handles the two challenges aforementioned. In particular, bidirectional recurrent neural networks and convolutional neural networks are used to learn deep textual and visual features, respectively. Then, a canonical correlation analysis-based fusion scheme is proposed, which has two innovations to deal with both modality independence and modality missing, i.e., a filter gate to capture the modality dependency and a matrix-projection based component to handle the missing modality. DTCA is trained in an end-to-end manner, in which the parameters of visual, textual, and crossmodal prediction parts are trained jointly. We further release a large-scale cross-modal twitter dataset for topic detection, denoted as TM-Twitter. On this dataset, extensive and quantitative evaluations are conducted with comparisons to several state-of-the-art and alternative approaches. Significant performance gains are reported to demonstrate the merits of the proposed DTCA.
I. INTRODUCTION
Topic modeling on social media data from students can measure the instantaneous thoughts and willings, and has been touted as a non-intrusive method for smart campus development. Smart campus aims to enable intelligent, accurate, and customized education models for diverse students in the context of knowledge explosion. The cornerstone is to continuously monitor and analyse the status and activities of various students, which is subtle due to privacy protection [1] - [3] . Fortunately, social media services, a prevalent way for information dissemination and sharing among students, provide a ideal method to gather data from students and mine their real thoughts (i.e., topic modeling).
More recently, an increasing proportion of microblogs are composed of multi-modal data including short texts, images, videos and emotions, which poses new challenges to the multi-modal topic modeling. On the one hand, differing from cross-modality analysis like multi-view learning, co-training and multi-modal classification [4] - [6] , it is not guaranteed that the information from different modalities is dependent, as validated in the recent work of [7] . Taking Fig.1 for instance, the visual and textual modalities have exhibited a strong independence. On the other hand, due to the various types of information, e.g. images, videos and emotions, tweets with respect to individual modalities are rare, and the modality missing is not uncommon. Both issues have signifi-FIGURE 1. A comparison between a typical tweet from Twitter (left) and a example of LabelME (right). It is noticeable that the textual content and visual content of the LabelMe image have a strong correlation, while the ones of the tweet can not be directly related without external knowledge.
cantly challenged the existing multi-modal topic prediction approaches, most of which have a key assumption that all modalities are completed and they are highly correlated in low semantic level. [8] . Therefore, it has become an emerging task to design new schemes towards cross-modal topic detection for data from social media platform like Twitter and Weibo.
In this paper, we present a novel Deep Topical Correlation Analysis (DTCA) approach towards robust and accurate topic detection for multi-modal microblogs, which particularly addresses the problems on modality independence and modality missing. Concretely, the Gated Recurrent Unite (GRU) [9] based recurrent neural networks is proposed to extract deep textual features, which can handle well on the sparse and short texts for microblogs. The visual features are extracted by using a standard convolutional neural networks. Then, serving as the main innovation, a joint inference and prediction model was designed, which is modified from the traditional canonical correlation analysis (CCA) scheme to tackle the issue of modality independence and modality missing. Notably, we introduced a novel filter-gate design inspired by [10] to model the modality independence. And a semantic matrix learning is further presented, which produces virtual feature to compensate the missing modalities. Both steps serve as gate-based controllers, which capture the intrinsic dependency among modalities, filter out the noisy modality information, while compensating missing modality features. The proposed model is learned in an end-to-end manner, which jointly optimizes the parameters in feature extractions and modality fusion.
Overall, the contributions of this paper can be summarized as follows: First, we address the two key challenges of multimodal topic modeling on social networks which are modality independence and modality missing. Second, we propose a novel topic detection scheme, termed DTCA, with two innovative designs, namely, the filter gate component and the matrix-projection based component. Third, a large-scale multi-modal dataset is proposed for topic detection on social media data.
II. RELATED WORK
The modeling and detection of topics in document corpus have been extensively studied over the past decades. In the literature, there exist several classic topic modeling models such as Probabilistic Latent Semantic Indexing (pLSI) [11] and Latent Dirichlet Allocation (LDA) [12] as well as their variants.
To model multi-modal topics, several pioneering works have been proposed, including but not limited to Correspondence LDA (Corr-LDA) [13] , Multi-modal LDA [14] and supervised LDA (sLDA) [6] . For instance, Corr-LDA aims to discover the relationship between images and annotations, which assumes one-to-one correspondence between visual and textual topics. For another instance, Multi-modal LDA expands Corr-LDA by learning a regression module, which connects topics detected from different modalities. Golugula et al. [15] further presented a Multi-modal Document Random Field Model (MDRF), which learns cross-modal similarities from a document corpus containing multi-modal data. As another representative work, the model Replicated Softmax [16] was originated from Restricted Boltzmann Machines (RBMs) [17] with shared parameters. It can perform an exact and efficient inference of topic representation, while its training was intractable and requires welldesigned hyperparameters. To overcome such a difficulty, Over-Replicated Softmax was proposed [18] , which is a twolayer Deep Boltzmann Machine (DBM). This model merits in fast approximation inference, while retaining a certain flexibility manipulating the prior. More recently, work proposed in [4] combines the merits of two DBMs for robust topic modeling. Another noticeable work is the Neural Autogressive Distribution Estimator (NADE) [19] , which is also derived from the Replicated Softmax but relies on autoregressive neural network. Finally the DocNADE [20] and SupDoc-NADE [5] can be considered as enhanced versions of NADE, and they both introduce a word binary tree to reduce the computational complexity.
However, to the best of our knowledge, the existing work on cross-modal topic detection still retains on a straightforward assumption, as discussed in Sec.I and demonstrated in Sec.III. Therefore, such scheme is not applicable to topic detection for cross-modal microblog data.
III. QUANTITATIVE ANALYSES ON THE MODALITY INDEPENDENCE AND MISSING
Quantitative study was conducted to validate the modality independence and modality missing in preliminary. To that effect, we randomly collect 4,000 tweets from Twitter with topic keywords of ''sport'', ''film'', ''music'', ''health'' and ''politics'' as similar to those used to build our benchmark dataset in Sec.V To quantify the degree of modality missing, three cases are measured, i.e., the text-missing, image-missing and textimage missing. The last case denotes the missing of both visual and textual modalities, which typically only retains location tags or emotions. The result is shown in the Fig.2  (a) , from which it is clear that over 50% of sampled tweets have the problem of modality missing. We further measure whether the modalities are dependent to each other by using the following rule: if a figurative concept is presented in both visual and textual channel, modalities in this tweet depend on each other, otherwise they are independent of each other. A figurative concept can be any object or scene. As shown in Fig.2 , it is not surprising that the independent ratio is very high, reaching a ratio of 81.6% in the test set.
Conclusively, both modality independence and modality missing do exist in Twitter-like microblogs. Due to the page limit, we skip the same quantitative validation in Sina Weibo, where the same conclusion still holds.
IV. DEEP TOPICAL CORRELATION ANALYSIS
To deal with both issues mentioned above, we present a novel Deep Topical Correlation Analysis (DTCA) scheme in this section. As depicted in Fig.3 , our work consists of two main steps. Take visual and textual modalities for instance, which can be easily extended to the case of multiple modalities. In the preprocessing step, images are rescaled to fit the input scale (224 × 224 × 3) of VGG [21] based convolutional neural network. Besides, words of all tweets are converted to vectors by using Skip-Gram based word embedding [22] . In the topic modeling step, data of two modalities are fed into the corresponding channels respectively, and then joint representations are learned via a standard canonical correlation analysis (CCA) scheme with two specific designs to tackle modality missing. The missing modality is fed with virtual features generated via retrieval-based or matrix-transformbased approaches. Eventually, a Softmax layer is used for topic classification.
In the following parts, we firstly address the two key issues of this paper, modality dependency and modality missing, in Sec.IV-A and Sec.IV-B. Sec.IV-A introduces a novel gate component designed to capture the dependency between modalities, while Sec.IV-B provides two approaches to deal with the modality missing. Then we illustrate a CCA-based topic modeling scheme in Sec.IV-C. Lastly, the implementations of the visual and textual channels are described in Sec.IV-D.
A. THE FILTER GATE COMPONENT
As the key design of the proposed scheme, the filter gates are implemented in the deep visual and textual channels, which targets at identifying and evaluating the modality dependency.
The proposed gate component is inspired by the recent progress in deep neural networks [9] , [23] , [24] . It serves as a denoising function over the features of different modalities. In other words, the designed gate will dynamically determine what information and how much of such information is fed to the next step. Concretely, the filter gate operation is defined as below:
where f can be a high-level semantic feature extracted from the visual or the textual channels. W g and b g are the weight and the bias of the gate. Values of elements in g range from 0 to 1. The filtered features f can be represented as:
where denotes the element-wise multiplication.
In addition, the filter gate can be converted to a binary version, which plays a similar role as the denoising layer in [24] . As shown in Fig.4 , by setting a threshold to this filter gate, elements below this threshold will be set to 0, otherwise set to 1. Consequently, irrelevant dimensions of the feature f will be blocked and a new feature vector f is generated after going through the filter gate. Such a dynamic mechanism improves the robustness of the model in addition to the functionality of denoising.
B. HANDLING THE MODALITY MISSING
To handle the issue of modality missing, we first present a most straightforward solution. Taking the case of textual modality missing for instance, we use the visual features generated by CNN to retrieve the most similar image in the dataset, and then use its corresponding textual feature. In addition, we apply the proposed filter gate in Sec.IV-A to denoise the textual information and maximize the correlation between both modalities. Then the adjusted textual feature can be regarded as a supplement of the missing textual modality. The same operations can be used for dealing with the visual modality missing.
We further propose a more sophisticated solution based on matrix projections. The target of this approach is to train a projection weight matrix that can transform the available modality to the missing modality. Take the case of textual modality missing for instance again. Firstly, we uses the pretrained visual and textual channels to extract features of fullpaired examples. Here, we denote a visual feature vector as f I ∈ R d , and the corresponding textual feature vector as f T ∈ R m . Considering f T is missing, we make a transformation of f I : firstly multiply the f I by the projection matrix W pI ∈ R m×d . Then after adding a bias term b I ∈ R m , we apply an element-wise activation function σ = ReLU (·). Next, we minimize the Euclidean distance between the transformed f I and the existing textual feature f T . The objective function of this non-linear projection can be expressed as: When this non-linear mapping layer is fully trained, we can produce a fake text featuref T as a supplement for CCA-based fusion. We denoted the fake text feature asf T instead off I to prevent confusion.
C. CORRELATION ANALYSIS AND TOPIC MODELING
Towards learning the joint representation over multiple modalities, directly combining different types of feature vectors is infeasible due to the different scales, resolutions and dimensions. In addition, the direct aggregation of different types of feature vectors can lead to the classification boundary to be biased towards the modality with higher feature dimensions. Thereby, correlation analysis is necessary in topic modeling, which can effectively integrate the deep features of different modalities by maximizing their relevance at a higher semantic level.
We extended the traditional Canonical Correlation Analysis to our deep multi-modal networks. Concretely, given an image feature matrix F I ∈ R n×q and a text feature matrix F T ∈ R n×p , where n is the number of examples, q and p are the dimensions of visual and textual features respectively, we first covert both matrices into the same feature dimension where σ can be any activation function. W MI ∈ R q×k , W MT ∈ R p×k and b I ∈ R k , b T ∈ R k are weights and biases of the transformations:
Then, we aim to find a pair of canonical variates u = F I · a and v = F T · b, where a, b ∈ R k×1 are canonical vector that are used to change the direction of F I and F T in the semantic space. The correlation between two types of features can be modeled as:
The corresponding optimization problem can be formulated as:
When the topic correlation of two modalities are maximized, F I or F T can be used as the joint representation. In this paper, we concatenate two types of features into the overall joint representation f J . In terms of topic classification, we use the cross entropy as the cost function:
Then the objective function of the overall framework is:
Notably, our DTCA can be easily extend to scenarios, where more types of modalities are involved, e.g. audio and videos.
D. DEEP FEATURE LEARNING IN RESPECTIVE MODALITIES
The visual representations are extracted by a deep convolutional neural network, while the textual representations are extracted by a bi-directional recurrent network.
1) VISUAL FEATURE CHANNEL
The implementation of visual feature channel can be constructed based on any form of convolutional neural networks. Considering the trade-off between the discriminability and the efficiency, we use the structure of VGG-19 [21] in this paper. We follow the standard setting of VGG with 19 layers, while removing the last Softmax layer.
Images with a size of 224×224×3 are fed into the first convolution layer and filtered by 64 kernels of size 11×11×3 with a stride of 4 pixels. The output of the last convolutional layer are features maps with a size of 14×14×512. Then the feature maps are straightened into a convolutional feature vector, and fed into the following fully-connected layer. The output of the last fully-connected layer with 4,096-dimension is used as our visual representations. Given an image I, we denote the extracted feature f I as:
The output of the last fully-connected layer contains more advanced semantic information than the convolutional features that are frequently used in other cross-modal tasks [25] [26] . We leveraged features in this layer to better capture the semantic information for topic modeling.
2) TEXTUAL FEATURE CHANNEL
To learn the deep textual feature, we apply a bi-directional recurrent neural networks (Bi-RNNs) based on Gated Recurrent Units. As illustrated in Fig.3 , words in tweets are firstly converted to embedding vectors, which are then fed into Bi-RNNs one by one. In such a way, word information is propagated in two directions. Compared to the traditional single-direction RNN, Bi-RNNs can obtain information not only from the previous words, but also from the following words. which therefore can capture the inter-word associations [26] - [28] .
The forward RNN (denoted as −−→ RNN ) reads the inputs sequence from left to right, while the backward RNN ( denoted as ←−− RNN ) reads the sequence in the reverse order. Then the text representation f T is the concatenation of both final outputs of the forward and backward RNNs, denoted as:
where
are the word embeddings of a tweet, and || represents the vector concatenation.
In our Bi-RNNs, the processing cell 1 used is Gated Recurrent Unit(GRU) [9] . GRU can be considered as a simplified version of Long Short Term Memory (LSTM)ï¡ [23] which is 1 Typically, a recurrent neural network is a generic term for a network that uses a recurrent structure. The data processing units represented as RNN cells used by different RNNs. shown in Fig.5(a) . It deletes some components of LSTM such as the forget gate f and the memory cell c. This simplification reduces the training complexity, while largely retaining the discriminability of the LSTM [9] .
As illustrated in Fig.5(b) , a GRU consists of four elements: a reset gate r, an update gate z, the new state h and the output state h. The reset gate is to decide how much of previous information will be used, and the update gate is to decide what information will be used to update the current state. For a better illustration, we describe how the output of the j-th word is generated in the forward −−→ RNN . Given the j-th word d j ∈ D, the reset gate r j is computed by Eq.11 where σ is the logistic sigmoid function, and h j−1 is the previous hidden state. W r and U r are the weight matrices. And the update gate z j is computed in a similar way:
The current state h j is computed by Eq.13 where the represents the element-wise product. Then the output and the next state h j is updated based on information of the previous and current state through Eq.14:
The procedure of data processing in the backward RNN ← − f is the same as that of forward RNN as shown from Eq.11 to Eq.14. We then collect and concatenate the final outputs of the forward and backward RNNs as the final textual representation of a given tweet, as shown in Eq.10. Such representation contains semantic information of both individual words and the entire tweet.
It is noted that some new mechanisms, such as attention mechanism [25] , [28] , are left unexploited to make our model more compact. The main purpose of this paper is to demonstrate our capability in handling both modality independence and modality missing by designing a novel cross-modal correlation analysis module, while other cutting-edge components in respective modalities can be further integrated.
V. EXPERIMENT
In this section, we test the performance of our model on the topic classification task for social multimedia data. Two datasets are used in our experiments. The first one is released in this paper, of which data is collected from Twitter using the public Twitter API. Here we term it as Topic Modeling Twitter, TM-Twitter. The other is Multimedia Information Retrieval (MIR) Flickr [29] , which is a conventional benchmark for multi-modal assignments. Based on these two datasets, we compare our model with state-ofthe-arts, and the experiment results validate merits of our approach.
A. TM-TWITTER 1) DATASET DESCRIPTION
Our dataset consists of five categories that are ''Sports'', ''Music'', ''Film'', ''Health'' and ''Politics''. We take samples containing both texts and images from public news accounts, such as ''BBCSport'' and ''CNNPolitics'', and tag them based on their account categories. Each account only publishes the content of a particular topic, not multiple topics. In addition, we manually check the collected data and filter out inappropriate data, for example, the image contains only characters. Finally, we have 30,000 examples and 6,000 examples for each class. For each class, we have 4000 training examples, 1000 verification examples, and 1000 test cases.
2) COMPARED METHODS
The state-of-the-arts used in our experiment are as follows:
• Document Neural Autoregressive Distribution Estimator (DocNADE) [20] • Supervised Document Neural Autoregressive Distribution Estimator (SupDocNADE) [5] • Multimodal Deep Boltzmann Machines (M-DBM) [4] • Supervised LDA (S-LDA) [6] In order to comprehensively evaluate the merits of our model, we also propose several combinatorial approaches:
• VGG19-ONLY: Only the visual channel is used.
• Bi-RNN-ONLY: Only textual channel is used.
• SG-ONLY: Use the Skip-gram algorithm with only text data.
• VGG19+Bi-RNN: Both visual and textual channels are used, and the outputs of two channels are concatenated as the model output. Concretely, VGG19-ONLY and Bi-RNN-ONLY are used to evaluate the abilities of two corresponding channels, and SG-ONLY is to check whether the textual channel can learn the representation of a tweet well or not. VGG19+Bi-RNN is to validate the efficiency of the CCA based fusion scheme in DTCA. Except SG-ONLY, the rest of combinatorial approaches are trained from end to end. 
3) EXPERIMENT SETUP a: DTCA
In the preprocessing step, images are resized to 224 × 224 × 3. Punctuations, numbers and prepositions in all tweets are removed, and then embedding vectors of words left are created using the Skip-Gram model. The dimension of word embeddings is 200. In terms of the visual channel setting, we initialize all layers in VGG19 with weights pre-trained on ImageNet, and then the weights of all convolutional layers are fixed. Additional dropout layers are added after each forward layers, the value of keepprobability is 0.8 during training and 1.0 during validations and testing. In the textual channel, the dimension of two direction channels is 256, and the one of the final output is 512. An additional dropout layer is also added after the final output, and it's setting is also the same with the one in visual channel. In the setting of the CCA based scheme, the dimension of the final joint representation is 1000, and a dropout layer is also added before the Softmax layer. The learning rate of DTCA is 10 −4 , and the number of training epoch is 100. The value of α and β in Eq.8 are selected via cross-validations.
b: COMPARED METHODS
For S-LDA, DocNADE and SupDocNADE, we follow the implementation of [5] . The dense SIFT features from the training set were quantized into 240 clusters to construct our visual word vocabulary, using K-means. The preprocess of text data is the same with the one in DTCA. Top 2000 frequent words are selected as the text word vocabulary. In terms of M-DBM, we follow the setup in [4] . The input of the visual channel is a 3857-dimension vector consisted of Pyramid Histogram of Words (PHOW) features, gist features and MPEG-7. For VGG19-ONLY, Bi-RNN-ONLY, SG-ONLY and VGG19+CNN, the default setting is the same with the one in DTCA. Hyper-parameters in all compared methods are chosen via cross-validations. The metric we used to evaluate our model is classification accuracy.
4) QUANTITATIVE ANALYSIS
The experimental results are shown in Table. 2. Our proposed DTCA achieves the best performance among all approaches. Compared with state-of-the-arts, these results proof that the feature extraction strategy of DTCA will be more applicable to multi-modality data in social media. Surprisingly, M-DBM does not perform as well as expect, which might be due to the generative problem and feature extraction limits of its two channels. Most of alternative approaches proposed in this paper also outperform state-of-the-arts, which implies the important role of deep network based structure towards the feature extraction of high-semantic information. Results of combinatorial approaches also confirmed our assumption mentioned in previous section and give some interesting findings. Bi-RNN-ONLY greatly outperforms SG-ONLY, which indicates that the bidirectional RNN used in our work is capable of learning the high-semantic feature of a tweets' text well. Notably, the performance of VGG19-ONLY is better than that of Bi-RNN-ONLY, which subverts the common assumption that the text content is more discriminative than the visual content. This result may be due to the informal and short format of tweets and the limit number of training data. The result of VGG19+Bi-RNN validates merits of the CCA based fusion scheme applied in our model. Conclusively, deep network based channels play key roles towards highlevel semantic information extraction, and the CCA-based fusion scheme in our work is efficient. Fig.6 (left) reflects the relation between the accuracy and correlation rate. From the figure we can see that as the correlation increases, the accuracy increases and reaches the top with a correlation value between 0.7 and 0.8. After that, it starts to decrease. This result indicates that maximizing the correlation can help the learning of joint representations, while the difference between two modalities should be also maintained in some cases. Fig.6 (right) reflects the relation between the accuracy and the dimensions of the joint representations. As shown in this figure, joint representations with too small dimension size are unable to capture information of two modalities well. When the dimension is too large, the joint representation contain more noises and results in a decreased classification performance.
Examples of correct and incorrect classification results are shown in Fig.7 . From the correct results, we can find that DTCA has been able to learn high-level semantic features between two modalities. The incorrect examples imply the ambiguity problem of Twitter data. Take the incorrect instance of ''Film'' column as an example, the visual content is very like a screen-shot of a film and the textual content did not present an obvious tendency. Hence, the labelling of such kind of examples heavily depends on individual recognitions and personal knowledge backgrounds. Nevertheless, it is noticeable to find that DTCA is capable to detect inaccurately labelling examples, for instance, the incorrect example of ''Politics'' column which are labelled as ''Music'' topic for it is from the 'RollingStone' account.
B. MIR-FLICKR 1) DATASET DESCRIPTION
MIR-Flickr is a large scale social multimedia dataset which contains one million images collected from the social photography site Flickr. In our experiments, its sub-dataset Flickr-25000 is used as the benchmark. Flickr-25000 contains 25,000 images labeled into 38 classes, such as bird, sky and indoor and so on, and each image can have multiple labels. Among those images, 22,489 images have social tags made by users on Flickr, and those tags will be used as text information in our experiments. Following [4] , we create five random splits of the 25,000 examples into train, validation and test sets. In each split, we use 10,000 images for training, 5,000 images for validation and 10,000 for testing. We perform multi-label classification task on this dataset, and use Mean Average Precision (MAP) as the performance metrics. The experiment results are averaged on the five splits.
2) EXPERIMENT SETUP
In this experiment, we first replace the last Softmax layer with a sigmoid output layer. Since the experiment task is the multilabel classification, the sigmoid output layer will compute the probability that an example belongs to a specific class, which is denoted as:
where f J is the joint representation learned by DTCA, I and D indicate the image and text tags respectively. Then the cost function in Eq.7. can be replaced with:
where C is the number of class. Since Flickr-25000 dataset still has 2,511 examples with image only, to handle the missing text features, we apply the non-linear matrix projection approach mentioned in Sec.IV-B. Specifically, DTCA is first trained using training examples with both the image and tags, then it extracts the visual and textual features of these examples. Using these features, we optimize the objective function of Eq.14 and get the parameter matrix W p . During testing, given the visual feature f I , we use the matrix projection to generate missing text feature f T . Then these two features go through the CCA-based scheme, and the final joint representation f J is obtained and used for classification. In the data preprocessing, all images are also resized to fit the visual channel, all tags are vectorized using the Skip-Gram model. Here, we treat all tags in an example as a sentence, and their orders are kept. We also remove tags that appears less than three times in all examples. Then the tag files are used as training corpus for the word embedding creation. The network setting is similar with the one in experiments of TM-Twitter. Here we set the maximum step of the RNN network as 20, which means we only use the top 20 tags in an example as text information. In terms of parameter settings, the learning rate is 0.01, and the number of training epoch is 100. To compare with our performance, we directly use the results presented in [30] .
3) RESULTS AND ANALYSIS
The mAP results of all compared methods are listed in Table. 3. Those methods are all strong state-of-the-arts proposed in recent years. SupDeepDocNADE [31] is an improved version of SupDocNADE. Compared with SupDocNADE, It introduces a multi-layer perception for hidden feature extractions. The structure of MDRNN [32] is very similar with that of Multimodal-DBM [33] for they all use stacked RBM in each channel. The difference is that MDRNN use the variation of information as the objective function instead of the maximum likelihood. TagProp [34] is a weighted nearest neighbor model that predicts the term relevance of images by taking a weighted sum of the annotations of the visually most similar images in an annotated training set [35] . The TF-IDF is a very simple baseline applied in [30] , which use textual and visual bag of words to perform multi-label classifications. All of those methods use hand-craft features as visual inputs, such as SIFT, Gist and MPEG-7 descriptors.
From Table. 3, it can be seen that DTCA outperforms all compared methods with a great margin, which is within our expectations. It is worth noting that other neural networkbased models, such as M-DBM [4] , do not improve the performance significantly compared to TagProp [34] and multikernel SVMs which are base on traditional machine learning approaches. The reason can be twofold. First, all these compared methods use hand-craft features as visual and textual inputs, and those features might be valid for simple object recognition tasks but less capable of capturing high-level semantics which is essential in social topic modeling. Second, shallow neural models are still inefficient under noisy and complex social data. In Flickr, those user-generated examples indeed contain noisier and more complex information compared with traditional recognition tasks, not matter in terms of images or tags. The experiment results proof the shortage of these methods. Conclusively, these experiments once again confirm the validity of our motivation and prove the effectiveness and efficiency of our model.
VI. CONCLUSION
In this paper, we proposed a deep topical correlation analysis approach towards topic modeling in microblog-based social media, with the objective to track students' thoughts and serve the development of smart campus. What makes it different from conventional works are twofold: The topical feature extractions among modalities are separated, and only highlevel features will be used for data fusion; Applying the CCA based fusion scheme alone with a novel gate design makes DTCA achieve a better performance in joint representation learning. In addition, DTCA is also capable of tackling with the modality missing by using either retrieval methods or the non-linear matrix projection. Our experiments confirm that DTCA is a competitive approach for multi-modal data learning on social media data. In our future works, we will reduce noises of our dataset and extend it. Meanwhile, we will also test our model on other tasks, such as the tweets annotation and the tweets retrieval. 
