This paper studies the problem of distributed computation over a wireless network of resource constrained sensor nodes. In particular, we focus our attention on sensor networks used for structural health monitoring. Within this context, the heaviest computation is to determine the singular value decomposition (SVD) to extract mode shapes (eigenvectors) of a structure. Compared to collecting raw vibration data and performing SVD at a central location, computing SVD within the network can result in a significantly smaller energy consumption and delay. Recent results have proposed methods to decompose SVD into components that can be carried out in a distributed way. The focus of this paper is to determine a near-optimal communication structure that enables the distribution of this computation and the reassembly of the final results, with the objective of minimizing energy consumption subject to a computational delay constraint. We show that this reduces to a generalized clustering problem; a cluster forms a unit on which a component of the overall computation is performed. We establish that this problem is NP-hard. By relaxing the delay constraint, we derive a lower bound to this problem. We also show that the optimal solution to the unconstrained problem has a simple structure that reveals insights into the solution of the original constrained problem. We then propose an integer linear program (ILP) to solve the constrained problem exactly as well as an approximate algorithm with a proven approximation ratio. We also present a distributed version of the approximate algorithm. Numerical results are presented.
INTRODUCTION
Over the past decade, the research community has made tremendous progress in understanding and using wireless sensor networks (WSNs). Of particular relevance to this paper are extensive studies on in-network processing, e.g., finding efficient routing strategies when data compression and aggregation are involved. However, many emerging applications, e.g., body sensor networks, structural health monitoring sensor network, and various other cyber-physical systems, require far more sophisticated data processing beyond data compression and collection, in order to enable real-time diagnosis and control.
This motivates the following question: how do we perform arbitrary (and likely complex) computational tasks using a distributed network of wireless sensors, whose inputs originate from this network of sensors, while each sensor individually has limited resources both in energy and in processing capability? This question poses the following two challenges. The first is the decomposition of complex computational tasks into smaller operations, each with its own input and output and collectively related through a certain data-flow or dependency graph. The second challenge is to distribute or place these operations among individual sensor nodes so as to incur minimal energy consumption and delay.
In this paper we will focus on the latter challenge within the context of using WSNs for structure health monitoring (SHM). This is an area of growing interest due to the growing need to provide low-cost and more timely monitoring and inspection of deteriorating infrastructure, but also as an appealing application of wireless sensor technologies.
The most common approach in SHM to detect damage is to collect vibration data using a set of wireless sensors in response to white/free input to the structure, and then use the singular value decomposition (SVD) to determine the set of modes. [1] [2] [3] A mode is a combination of a frequency and a shape, which is the expected curvature (or displacement) of a surface vibrating at a mode frequency.
In this study, we will use SVD as a primary example to illustrate an approach to determine how to perform such a complex computational task over a network of resource-constrained sensors. Compared to collecting raw vibration data (or the FFT of raw data) and performing the SVD computation at a central location, directly computing SVD within the network can result in a significant reduction in both energy consumption and computational delay. Conceptually, this reduction occurs because the output of SVD, a set of eigenvectors, is much smaller in size than its input, FFTs from individual sensor data streams, and evaluating multiple, smaller SVDs in parallel is much faster than evaluating the SVD on the input from all sensors.
How to decompose the SVD computation, which a well-defined classical centralized operation, into components that can be carried out in a distributed way was studied by Zimmerman et al. 4 In this paper, we focus on the next step which is to determine a near-optimal communication structure that enables the distribution of this computation and the reassembly of the final results. We define an optimization framework that seeks the best computation and communication structure with the objective being to minimize energy consumption subject to a computational delay constraint. We show that this reduces to a generalized clustering problem; a cluster forms a unit on which a component of the overall computation is performed.
Previous results on establishing the communication structure for in-network computation either consider only very simple functions like max/min/average/median 5-8 that do not fully represent the complex computational requirements demanded by practical engineering applications like SVD computation, or study scaling laws which do not yield algorithms to determine the optimal communication structure. 9 Finally, note that SVD computation is an essential ingredient in a broad class of signal processing applications, including classification, identification and detection. 4, [10] [11] [12] We first formally define the above problem and establish that it is NP-hard in Section 2.5. By relaxing the delay constraint, in Section 3 we derive a lower bound to this problem, and show that the optimal solution to the unconstrained problem has a simple structure that reveals insights into the original problem. We then propose an integer linear program (ILP) to solve the constrained problem exactly as well as an approximate algorithm with a proven approximation ratio in Section 4. We also present a distributed version of the approximate algorithm. Numerical results are presented in Section 5 to demonstrate the effectiveness of the approximate and distributed algorithms, and finally, Section 6 concludes the paper.
Before we end this introduction, we present a simple example to illustrate that the optimal communication structure can differ depending on the computational objective, and hence, prior work on deriving the routing structure for data aggregation cannot be applied here. We will compare the optimal routing structure for data compression and that of computing the SVD. Assume that data compression converts 2 input streams of size R bits each to an output stream of R + r where r < R . 13 The SVD operator, as discussed in detail in Section 4, converts k input streams of size R bits each, to k eigenvectors of size r bits each with r < R. Now consider the simple 4-node topology of Figure 1 and the two possible communication structures, with node 0 being the base station (or data collector/processor) and assuming all links are of unit length/cost. As derived in, 13 data compression requires an exchange (or incurs a cost) of 3R + 3r (using successive encoding) and 4R + r bits respectively for the communication structures (a) and (b). Hence, if R > 2r, the one on the left is better. On the other hand, in the case of SVD if we do not perform in-network computation, then sending all raw data to node 0 results in a cost of 6R and 5R over the two structures, respectively. If we perform in-network computation, then as detailed in Section 4, the resulting costs are 3R + 6r and 3R + 3r for the two structures, respectively. Hence, the second communication structure is always better for the SVD computation.
PROBLEM FORMULATION
In this section, we first introduce the relevant background on structural health monitoring, then present the network model and formally introduce the problem. 
Background on Structural Health Monitoring
During the past two decades, the SHM community has become increasingly focussed on the use of the structural vibration data for identifying degradation or damage within structural systems. The first step in determining if the vibration data collected by a set of sensors represents a healthy or an unhealthy structure is to obtain an estimate of the output power spectral density (PSD) matrix. Early studies in this field focussed on identifying changes in modal frequencies or the eigenvalues of the PSD matrix using the peak picking method 14 to detect damage in large structural systems. 15 More recent studies have observed that viewing changes in modal frequencies in combination with changes in mode shape information (eigenvector of the PSD matrix) makes it increasingly possible to both detect and locate damage within a variety of structural types and configurations. [1] [2] [3] One of the most widely used method for mode shape estimation is the frequency domain decomposition (FDD) method which was proposed by Brincker et al. 16 This method involves computing the SVD of the PSD matrix to extract the eigenvectors/mode shapes.
The most common implementation of the FDD method over a wireless sensor network is to have each sensor send its vibration data to a central sensor node which computes the SVD of the PSD matrix and then distributes the mode shapes back to each sensor. This method requires significant computational power and memory at the central sensor node as well as a significant energy consumption in the network to communicate all this data to the sensor node. For example, if there are 100 sensor nodes in the network, this implementation requires the central sensor node to compute the SVD of a 100 × 100 PSD matrix as well as having each of the 100 sensor nodes send all their vibration data to one central node.
Within a wireless sensing network, where processing power, energy and memory at each node is limited, Zimmerman et al. 4 proposed an alternative implementation by decomposing the computation of SVD using in-network computation (graphically represented in Figure 2 ). Each sensor node is assumed to be aware of the eigenvalues of the PSD matrix (which have already been determined using the peak-picking method * ) and the FFT of its own sensed data stream. Now, if a sensor has the FFT of N ⊂ V, |N | > 1 sensors and all the eigenvalues, then it can compute the SVD of the PSD matrix using |N | sets of FFT results and determine |N | eigenvectors. Let another sensor node be in possession of the FFT of N ⊂ V, |N | > 1 sensors. It can do a similar computation to determine |N | eigenvectors. To be able to combine results from these two computations to construct the |N ∪ N | eigenvectors, one needs to be able to determine the appropriate scaling factors. We call two computations combinable if one can determine the appropriate scaling factors to combine them. A computation on N nodes and another computation on N nodes is combinable if and only if either N ∩ N = φ (that is, there is at least one common sensor in N and N ), or there exists another computation on N nodes which is combinable with both N and N . If R denotes the size in bits required to represent the FFT of a sensor stream and r denotes the size in bits to represent a eigenvector, each SVD computation which combines the FFT of k sensor streams reduces the number of bits in the network from kR to kr. Note that the size of the output stream does not depend on R.
Network Model
A network of sensor nodes is represented with an undirected, unweighted graph G(V, E). Each node in V acts as both a sensor and a relay. If two nodes can successfully exchange messages with each other, there exists an edge e ∈ E between them. Let there be a weight w e ≥ 0 associated with each edge which denotes the energy expended in sending a packet across this edge and depends on the number of transmissions required to send a packet across that edge. Without loss of generality, we assume node 0 to be the central sensor node or the base station. We also assume that all sensors (including the base station) are identical in their processor and radio (and hence computational time and energy consumption per bit). This is done to keep the presentation simple and can be easily relaxed.
Each node has a local input vibration stream. The objective of the network is to evaluate the SVD of the PSD matrix formed by the input vibration streams of all the sensors. A sensing cycle is defined to be the time duration in which each sensor performs the sensing task to generate a vibration stream, the SVD is computed and the mode shapes are made known at the base station. The sensing rate depends inversely on the duration of one sensing cycle. Our objective, as will be more precisely discussed in Section 2.4, is to determine the optimal communication structure to minimize the energy consumption in a sensing cycle under a constraint on the maximum duration of a sensing cycle.
Metrics of Interest
Energy Consumption is defined to be the total communication energy consumed in the network in one sensing cycle. Let E T x and E Rx denote the energy consumption to transmit and receive a bit of data. Then we assume that the energy consumed in transmitting a packet of B bits over an edge e is w e
Computational Delay is defined to be the maximum computational delay at a sensor node. As observed in, 4, 19 the computational time is the chief contributor to delay as packet sizes in sensor systems tend to be very small. Thus, the duration of a sensing cycle depends chiefly on the maximum computational delay amongst all sensor nodes. In other words, the computational delay constraint imposes a constraint on the maximum duration of a sensing cycle. † Our algorithms and the corresponding approximation factors do not depend on the exact model used for energy consumption provided the energy consumed remains a function of the number of bits transmitted over a network. Thus, nothing changes if a more complex model for energy consumption which incorporates energy consumed in overhearing is used.
Formal Definition
We now formally introduce the problem. Determining the optimal communication structure implies finding the set S of sensor nodes on which the SVD computation will take place, and for each s ∈ S, finding the corresponding set of sensors N s whose FFT will be made available at s. The computational delay constraint imposes a constraint on the maximum number of FFT's which can be combined at a sensor node. Let C(|N s |) be the time it takes to compute the SVD of the FFT from |N s | sensors,
Definition 2.1. P1. Find the set S and their corresponding N s , ∀s ∈ S, and the routing structure to minimize the total energy consumed such that |N s | ≤ d, ∀s ∈ S and the computations on all pairs s 1 , s 2 ∈ S are combinable.
Note that it is easy to modify our algorithms to minimize the maximum computational delay with a constraint on the energy consumption.
NP-completeness
A decision version of P1 can be shown to be NP-hard through a reduction from set cover. We skip the proof due to space limitations. Please refer to 20 for details.
There is no polynomial time algorithm that solves P1, unless P = N P .
A LOWER BOUND
We first derive a lower bound on the optimal value. This lower bound is obtained by studying P1 without the computational delay constraint. This study also provides valuable intuition into the development of an approximation algorithm for P1.
To simplify the presentation, in this section, we assume that the weight of all edges is equal. Note that this not a stringent assumption as all the bounds derived in this section can be easily modified to incorporate different weights for each edge. With this assumption, the energy consumed to send data from node i to node j will merely depend on the number of hops on the shortest path between these two nodes.
Definition 3.1. [Data Collection Tree]
A data collection tree for G(V, E) is the spanning tree such that the path from each node v ∈ V to the base station has the minimum weight.
Note that since all edges have the same weight, a path of minimum weight is equivalent to the path with the minimum hop count. Let T denote the data collection tree for G(V, E), and let d T (v) denote the hop count of node v ∈ V in T .
The following lemma derives a lower bound on the optimal energy consumption. Thus, at least |V |−1 message exchanges of size R will occur. Also, the computed eigenvectors will go through d T (v) hops for all nodes v ∈ S. Thus, messages of size r will go through at least v∈S d T (v). Thus, the optimal We now construct the optimal solution to P1 without the computational delay constraint under the assumption that R > r/2. (Note that the condition that R > 2r is satisfied by the SVD computation for structural health monitoring.) Consider a data collection tree with the following property. All the children of a non-leaf node v ∈ V in the tree cannot be moved to other nodes of height ≤ d T (v). Thus, this tree has the minimum number of non-leaf nodes. Label this tree T M . (Figure 3 gives an example to clarify the difference between T M and another data collection tree.) Theorem 3.3. The following solution to P1 is optimal without the computational delay constraint. S consists of all non-leaf nodes in the data collection tree T M , N s , s ∈ S consists of all the immediate children of s and the data collection tree T M is the routing structure.
Proof. Each sensor node sends its FFT to its parent (which incurs an energy cost of (E T x + E Rx ) R). Since, the base station has no parent, this step incurs an energy cost of (E T x + E Rx ) (|V | − 1) R. Each non-leaf node computes the SVD from the FFT of its children's stream and its own stream, and then sends the eigenvectors to the base station. It incurs an energy cost of v∈V (d T (v) − 1) r + |S|r. The extra energy cost over the lower bound of Lemma 3.2 is equal to |S|r. Thus, a larger S will only increase the energy consumption. We next show that a smaller S does not decrease the energy consumption either. We prove this by contradiction. Let S denote a set which solves P1 without the computational delay constraint, results in a smaller energy consumption than S and |S | < |S|. Using S instead of S reduces the energy consumption by no more than (|S| − |S |) r. Consider node s ∈ S but not in S . By definition of T M and since R > 2r, none of its children are being evaluated at a node s ∈ S such that d T (s ) < d T (s) and at least one of its children is being evaluated at a node s ∈ S which is at height greater than d T (s). Thus, the increase in energy consumption for any s ∈ S but not in S is equal to r. Since there are at least |S| − |S | such nodes, the increase in energy consumption is at least (|S| − |S |) r. Hence, the energy consumption does not reduce which is a contradiction.
Finally, we prove that each pair of nodes s 1 , s 2 ∈ S are combinable. Note that removing the leaf nodes and the edges connecting the leaf nodes to the non-leaf nodes yields G S (S, E S ). Since, there exists a path between each pair of non-leaf nodes in T M (and this path obviously does not go through a leaf node), every pair of nodes s 1 , s 2 ∈ S are combinable.
To summarize, constructing a data collection tree with the minimum number of non-leaf nodes yields the optimal solution for P1 without the computational delay constraint. Also, note that any other data collection tree T D will yield a solution which has an additive extra energy cost of (N L(T D ) − N L(T M )) r where N L(T ) represents the number of non-leaf nodes in the data collection tree T .
ALGORITHMS
In this section, we propose an exact ILP as well as a Θ (log (|V |)) approximation algorithm for P1.
ILP
In this section, we propose an ILP to solve P1. We first define some extra variables for notational convenience.
x ij will be set to 1 if the FFT of sensor node i is sent to node j (i.e. i ∈ N j ), otherwise it will be set to 0. x ii will be set to 1 only if i ∈ S. Thus, x ij is the variable which defines both the set S as well as N s . p ijk is a variable which will be set to 1 if the FFT of the sensor node k is evaluated at both nodes i and j. Finally, we define c ijn as,
Thus, c ij(|V |−1) will be equal to 1 if pairs i, j ∈ S are combinable.
Let H i→j denote the sum of the weights of the edges lying on the shortest path from node i to node j. Following is the ILP to solve P1 exactly.
We now explain in detail how the objective is set up as well as the implication of each constraint. We first look at the objective (Equation (2)). If the FFT from sensor node i is sent to node j, it consumes RH i→j (E T x + E Rx ). Node j evaluates the SVD and sends the eigenvector to the base station for putting all the eigenvectors together. Since, the FFT from sensor i will generate a unique eigenvector of size r, an additional rH j→0 (E T x + E Rx ) amount of energy is consumed in sending the eigenvector to the base station.
The first constraint (Equation (3)) sets the value of x ii to be equal to 1 if N i = φ, else it is set to 0. (Note that if N i = φ, 1 ≤ j∈V,j =i x ji ≤ |V |). The second constraint (Equation (4)) ensures that the FFT of every sensor node is sent to at least one node. The third constraint (Equation (5)) ensures that p ijk is equal to 1 if the FFT from node k is sent to both nodes i and j.
The next five constraints set the value of c ijn . Recall that the purpose of introducing c ijn is to ensure that all pairs i, j ∈ S are combinable. The fourth constraint (Equation (6)) ensures that the value of c ij0 is 1 if there is at least one node whose FFT is being sent to both i and j. The fifth constraint (Equation (7)) states that if both i, j ∈ S, the computations at i and j should be combinable. The next two constraints (Equation (8) and (9)) populate the value of c ijn . Note that t ijkn is a temporary variable introduced to express the quadratic condition in Equation (1) as a linear function. Equation (10) sets the value of c iin to zero for every i ∈ V, 0 ≤ n < |V |. This prohibits a corner case where c ijn is set to 1 by setting c ii(n−1) to 1 without ensuring that the computation at i and j are combinable.
Finally, Equation (11) imposes the computational delay constraint at each sensor node.
An Approximation Algorithm
In this section, we propose a Θ (log (|V |)) approximation algorithm. To simplify the presentation, we again assume that the weight of all edges is equal. Note that all the algorithms proposed in this section can be easily modified without changing their approximation factors to incorporate different weights for each edge.
Degree-Constrained Data Collection Tree
Using a data collection tree to build the solution to P1 will violate the computation delay constraint if the number of immediate children a node has is greater than d − 1. (Note that a node in S will include the FFT of its own data stream in its computation, hence, having more than d − 1 immediate children will violate the computational delay constraint.) A data collection tree with the additional constraint that no sensor node in the tree has more than d − 1 immediate children will satisfy the computational delay constraint, but may no longer be optimal even if it has the fewest non-leaf nodes.
Definition 4.1. P2. Find the data collection tree for G(V, E) such that no sensor node has more than d − 1 immediate children.
P2 is also NP-hard. Its APX-hard even when weights on edges satisfy the triangle inequality. 21 Results for P2 are known only for complete graphs whose weights satisfy the triangle inequality, 21, 22 and our work is the first to propose approximation algorithms and analytically derive their approximation factors for P2 in graphs induced by a communication network.
We will first propose an ILP to solve P2. The advantage of this new ILP over the ILP presented in Section 4.1 for P1 is that it has much fewer variables and constraints, and hence takes less time to solve. We then propose a new approximation algorithm for P2 based on relaxing the ILP and then appropriately rounding the fractional values. This algorithm is also an approximation algorithm for P1. We derive the approximation factor for this algorithm (with respect to the original problem) in Theorem 4.3. Finally, based on the intuition derived while analyzing the approximation algorithm, we present a simpler, distributed approximation algorithm with the same asymptotic approximation factor.
The ILP
We first present an ILP to solve P2. We define the following variables for notational convenience. For a given G(V, E), define a graphḠ(V,Ē) with directed edges. Each undirected edge in E is replaced by two directed edges, one in each direction to constructĒ. For each edge e ∈Ē between nodes i ∈ V and j ∈ V , the complementary edgeê ∈Ē is defined to be the edge between nodes j and i. Let O v , v ∈ V denote the set of outgoing edges from node v inĒ. Similarly, let I v , v ∈ V denote the set of incoming edges into node v inĒ.
We next define the variables used in the ILP. x e , e ∈Ē is set to 1 if the edge e is part of the data collection tree, else it is set to 0. f e , e ∈Ē denotes the flow value traveling through the edge e. If an edge is not a part of the data collection tree, the flow through it should be constrained to be equal to 0.
The following set of equations define the ILP which will solve P2 exactly.
x e ∈ {0, 1}, ∀e ∈Ē (20) f e ∈ {0, 1, . . . , |V | − 1}, ∀e ∈Ē
We now explain in detail how the objective is set up as well as the implication of each constraint. Minimizing the total flow forces each node to send its data to the base station through the shortest path. The first two NV = {0}, NE = φ, h = 0, assign hv = −1, ∀v ∈ V \{0} and h0 = 0 while (NV ! = V ) do h = h + 1 Solve the ILP for P2 with fractional variables and the additional constraint that xe = 1, ∀e ∈ NE For ∀v ∈ NV and hv = h − 1 If the value of xe for more than (d − 1) incoming edges at v is greater than 0 Set the largest (d − 1) xe values amongst the incoming edges at v to 1 (ties are broken arbitrarily) Otherwise
Set the xe value of all incoming edges at v to 1 Add the edges for which xe was set to 1 in the previous step to NE For all edges added to NE in the previous step, add the node v from which the edge emanates to NV and assign hv = h (14) and (15)) ensure that each node sends a unit flow towards the base station. The third constraint (Equation (16)) forces f e to be 0 if x e is 0, otherwise, it is redundant. The fourth constraint (Equation (17)) ensures that the output is a tree with exactly |V | − 1 edges. The fifth and the sixth constraint (Equations (18) and (19) ) ensure that there is no more than one outgoing edge per vertex (other than the base station) and no more than d − 1 incoming edges per vertex. This ensures that no sensor node has more than d − 1 immediate children.
constraints (Equations

Algorithm A1: The LP Rounding Approximation Algorithm
We next present a polynomial-time approximation algorithm which relaxes the ILP presented in Section 4.2.2 and then appropriately rounds the fractional values. The ILP is relaxed by allowing x e and f e to be fractional, and adding the constraints 0 ≤ x e ≤ 1 and f e ≥ 0 , ∀e ∈Ē. The fractional values obtained by solving the linear program are rounded through the algorithm presented in Figure 4 .
The Approximation Factor
Even though the approximation algorithm is general and makes no assumption on the network, the derivation of the approximation factor makes the following assumptions. (i) d ≥ 3, (ii) The height of the unconstrained data collection tree derived from the algorithm presented in Theorem 3.3 is O (log(|V |)), and (iii) We assume that nodes can transmit to each other if the distance between them is less than the transmission range.
We will show that the approximation factor of the proposed algorithm with respect to P1 is Θ (log(|V |)). Due to space limitations, we omit the proof as well as a discussion on the implications of these assumptions. Please refer to 20 for details. The derivation of the approximation factor is based on the following observation. The approximation factor is equal to the ratio of the height of the data collection tree constructed using the approximation algorithm and the height of the data collection tree constructed in Theorem 3.3.
We first state the height of the tree constructed by the approximation algorithm of Figure 4 . Figure 4 is Θ (log(|V |)).
We next state the approximation factor of the proposed algorithm. 
Algorithm A2: A Distributed Approximation Algorithm
The approximation algorithm presented in the previous section is a centralized algorithm as it requires solving a global linear program. We now present a simpler, distributed algorithm which has the same asymptotic approximation factor.
The following property of algorithm A1 yields the approximation factor of Θ (log(|V |)). At a height h, if there exists a node with more than d − 1 neighbors which are not yet a part of the tree, the algorithm will add d − 1 children to it. Otherwise, all its neighbors not yet a part of the tree will be added as its children.
Using this intuition, we propose a modified version of Dijkstra's shortest path algorithm in Figure 5 . This algorithm satisfies the property stated in the previous paragraph, and, hence has the same approximation factor of Θ (log(|V |)) as the algorithm proposed in Figure 4 . This algorithm can be easily distributed in a manner similar to any shortest path routing algorithm. 23 The tree is build top down from the root with each node choosing its d − 1 children arbitrarily. Hence, like any shortest path algorithm, it can be built by message exchanges only between neighboring nodes. 
NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed approximation algorithms using simulations, and compare them to the performance of the optimal communication structure. We use CPLEX 25 to solve the ILPs. All our simulations are done on topologies generated by randomly distributing nodes in an area of 50 × 50m 2 and assuming the transmission range to be 30m.
We will compare the energy consumed by the communication structures derived using the algorithms proposed in Section 4 for different values of d. For the SVD computation, R = 8192 bytes and r = 32 bytes. 4 Figures 6(a) and 6(b) compare the lower bound on the number of bytes transmitted on the network (Lemma 3.2) to the number of bytes transmitted in the optimal communication structure derived by solving the ILP for P1 (Section 4.1), and the number of bytes transmitted in the communication structure derived using the ILP for P2 (Section 4.2.2), algorithm A1 ( Figure 4 ) and algorithm A2 ( Figure 5 ) for different values of d, with |V | = 4 and |V | = 6 respectively. We observe that the approximation algorithms perform very close to the optimal.
It takes more than one hour of computation to solve the ILP for P1 for |V | > 6 on a 2.99 GHz machine with 4 GB of RAM. Hence, for larger values of |V |, we only compare the three approximation algorithms against the lower bound in Figures 6(c) and 6(d). We make the following two observations, (i) all approximation algorithms are within 3% of the optimal, and (ii) the algorithm A2 outperforms the algorithm A1. This simulation also demonstrates the advantage of using the ILP for P2 over the ILP for P1. Since the former has fewer variables and constraints, it runs much faster, and on the same machine, converges within an hour till |V | ≤ 40.
For even larger values of |V |, we compare the performance of the algorithm A2 (as it consistently outperforms algorithm A1) against the lower bound in Figures 6(e) and 6(f). And we observe that it is always within 3% of the optimal. These results also demonstrate the advantage of in-network computation as the number of bytes transmitted over the network are reduced by more than half. Finally, note that Figures 6(e) and 6(f) demonstrate the trade-off between communication energy and computation delay. The more the computation delay allowed per node (larger the value of d), the smaller the energy consumed in the network.
CONCLUSION
This paper presents centralized, optimal ILPs and polynomial, distributed approximation algorithms to derive the communication structure with networked computing for the SVD computation. The approximation factor for each approximation algorithm we propose is derived analytically, and simulations are used to evaluate their performance for the structural health monitoring application. We observe that the proposed approximation algorithms are always within 3% of the optimal. Our results also demonstrate the advantage of in-network computation as it can reduce the number of bytes transmitted over the network by more than half.
