This paper develops multivariate Bayesian function estimation where the domain is taken to be a compact Riemannian manifold. The approach is to combine Bayesian methods along with aspects of spectral geometry associated with the Laplace-Beltrami operator on Riemannian manifolds. Although frequentist nonparametric function estimation in Euclidean space abound, to date, no attempt has been made with respect to Bayesian function estimation on a Riemannian manifold. The Bayesian approach to function estimation is very natural for manifolds because one can elicit very specific prior information on the possible symmetries in question. One can then establish Bayes estimators that possess built in symmetries. Alternatively, one can diffuse away some of the prior information in which case a connection with smoothing splines on manifolds is obtained. A detailed example for the 2-sphere is provided.
Introduction
This paper develops multivariate Bayesian function estimation. The approach is to combine Bayesian methods along with aspects of spectral geometry associated with the Laplace-Beltrami operator on compact Riemannian manifolds.
Although frequentist nonparametric estimation in Euclidean space abound (cf., Efromovich, 1999 plus the references therein), there have been some attempts at Bayesian methods as well in the Euclidean framework (cf., Kimeldorf and Wahba, 1971 , Wahba, 1990 , Angers and Delampady, 1992 , 1997 and Zhao, 2000 . As for function estimation on manifolds, for example on the circle, the sphere and rotation groups, the literature seems to be mainly in frequentist estimation (cf., Beran, 1979 , Lo and Eshelman, 1977 , 1979 , Hendriks, 1990 , Rooij and Ruymgaart, 1991 , Healy and Kim, 1996 , Healy, Hendriks and Kim, 1998 , Kim, 1998 and Kim and Koo, 2000 , 2002 . Frequentist function estimation on the sphere and manifolds in general are available (cf., Wahba, 1981 Wahba, , 1990 , Taijeron, Gibson and Chandler, 1994, Lee and Ruymgaart, 1996 , Luo, 1998 and Mardia and Jupp, 2000 . Some general comments with regard to this matter is discussed in chapter 5 of Diaconis (1988) . To date, as far as we can ascertain, no attempt has been made with respect to Bayesian function estimation on a general compact Riemannian manifold.
It is felt that Bayesian function estimation on manifolds is very natural in that it allows one to exploit any invariance or symmetry in the data. Consequently, one can elicit very specific prior information on the possible symmetries in question. One can then establish a hierarchial structure to obtain Bayes estimators possessing built in symmetries. In this way it is natural to examine function fitting on manifolds from a Bayesian viewpoint. We can also diffuse away some of the prior information in which case a connection with smoothing splines on manifolds is obtained. In case of the latter, such is well known in the Euclidean case (cf., Kimeldorf and Wahba, 1971 and Wahba, 1990) . We develop smoothing splines on manifolds and regard them as limits of Bayes estimators in the Riemannian setting.
We now provide a summary of the paper. In section 2, we briefly review some notation and geometric preliminaries. The Riemannian structure allows the construction of the Laplace-Beltrami operator. The eigenfunctions of the latter form a complete orthonormal basis for L 2 (M), the space of square integrable functions on the manifold M. Indeed, a great part of geometry is the study of symmetries. If data is Riemannian, then it may be possible that certain symmetries exist. A frequentist approach could initially test for it, (cf., Giné, 1975 , and Jupp and Spurr, 1983) however, the Bayesian approach allows one to specifically incorporate the possible symmetries by eliciting any prior beliefs about the symmetries.
In section 3, we initiate a frequentist examination of function estimation from the point of view of the white noise model. We derive the penalized solution and establish the minimax rate of L 2 −convergence. This sets up the regression model and defines the minimization problem which inherently is along the lines of the reproducing kernel Hilbert space methodology, cf., Wahba (1990) . We show that a unique solution defines what may be termed as a spline on a manifold which in turn confirms a conjecture raised by Wahba (1981) . It is shown that the spline solution obtains the minimax rate of convergence of the white noise model. As a precursor to the next section, we generalize a result which shows that the spline solution has Bayesian connections when diffuse priors are used.
In section 4, we formally embark upon the task at hand by incorporating initial prior information into the model. We treat the model as a mixture of a symmetric and non-symmetric part, assume normality throughout the first stage and treat the infinite part of the model as a nuisance parameter. We can then control how much symmetry to allow in the model by controlling the variance terms. In section 4.4, we employ hyper-priors to deal with the prior parameters. Through the use of some well known multivariate Bayesian techniques found in Lindley and Smith (1972) , we are able to solve the problem and obtain a hierarchial Bayesian function estimator with built in symmetries. We then employ Bayes factors to determine the truncation level.
As for dealing with the nuisance parameters, as mentioned above, we can diffuse some of them away. In so doing, one can obtain as limits, the smoothing spline solutions on manifolds which is discussed in section 5. This suggests that the hierarchial Bayes estimator and spline estimator, although approached from two completely different ways, will not be too far apart in terms of minimax rates of convergence as well as any numerical calculations. We also show in this section that the hierarchial Bayes estimator is a shrinkage estimator of the least squares estimator.
Up to this point, the paper is quite abstract and so in section 6 we make things more concrete by examining a specific example. Indeed, the basic example of a compact manifold is the 2-dimensional unit sphere S 2 . We go through a detailed analysis for the 2-sphere as well as present some numerical work on long period cometary orbits, a well know directional data set. It is here that we see the benefits of incorporating prior symmetries into the model. Section 7 contains the proofs.
Notation
Let M be a compact connected orientable Riemannian manifold. Consider the Riemannian structure {g p (·, ·) : p ∈ M} and let dx be the normalized volume element of M associated with this structure. For each fixed p ∈ M, we can associate with g p a matrix (g p,ij ) called the (Riemannian) metric tensors. We will in addition assume that the manifold is without boundary, that is ∂M = ∅, although one could generalize the following arguments to certain boundary conditions. Let C ∞ (M) be the space of real valued infinitely differentiable continuous functions on M. Denote by
the Laplace-Beltrami operator on M, where ∂ j denotes the partial derivative with respect to the j th component, (g p,ij ) is the inverse of (g p,ij ) the Riemannian metric tensor and g is the determinant of the matrix (g p,ij ). It is understood that ∆ is an elliptic self-adjoint second order differential operator on C ∞ (M) for which the eigenfunctions of ∆ are a complete orthonormal basis for L 2 (M). Let λ be an eigenvalue of ∆. The collection of all eigenvalues for a given M is countably infinite, hence letting N 0 = {0, 1, 2, . . .}, we can enumerate the eigenvalues by λ k ≥ 0, k ∈ N 0 with no upper bound. Furthermore, we will use the convention that λ 0 = 0 and that λ k ≤ λ k+1 for k ∈ N 0 . A famous formula due to Hermann Weyl states
where volM, dimM and C(dimM) denotes the volume of M, the dimension of M and a constant depending only on M, respectively (cf., Helgason, 1978) . Let E k ⊂ L 2 (M), denote the eigenspace associated with the eigenvalue λ k , k ∈ N 0 . The dimension of E k will be denoted by dim E k < ∞ and ·, · k will denote an inner product, with · k the induced norm,
, where each component of φ k is an eigenfunction with eigenvalue λ k , k ∈ N 0 , corresponding to the Laplace-Beltrami operator ∆.
For h ∈ L 2 (M), the eigenfunction expansion will be defined by
for k ∈ N 0 , where integration over M is defined piecewise using the usual partition of unity argument. We can consider subspaces of L 2 (M) in the following way. First, on the space C ∞ (M) of infinitely continuous differentiable functions on M, consider the so-called Sobolev norm · Hs of order s defined accordingly. For any function h = k ĥ k , φ k k , let
). This will be called the Sobolev space of order s > dim(M)/2. In addition, we will also consider Sobolev ellipsoids defined by
for J > 0 and s > dimM/2. The notation used for asymptotic calculations will be of the following sort. Let {a n } and {b n } denote two real sequences of numbers. We write a n b n to mean a n ≤ Cb n for some C > 0, as n → ∞. Furthermore, a n b n whenever a n b n and b n a n .
White noise model penalized estimation and splines on manifolds
Consider the following white noise model
where x ∈ M, f ∈ H s (M) and dW (x) is Gaussian white noise in M, where the latter can be defined similar to the case when M is a sphere, cf., Klemelä (1999) . By the equivalence established by Brown and Low (1996) , (3.1) is equivalent to the following multivariate location model:
where y k is a dimE k −dimensional vector of observations,f k , is defined according to (2.2) and ε k is distributed according to a dimE k −dimensional standard multivariate normal vector, for k ∈ N 0 .
Penalized estimation
A standard way of constructing a penalized estimator is to consider a quadratic penalty term
Thus a penalized estimator off k , for k = 0, 1, . . ., is the minimizer of
This can be achieved byf
for k = 0, 1, 2, . . ., and therefore,
We have the following result.
Theorem 3.1 The penalized estimator (3.6) has the property
as n → ∞, where f ∈ H s (M, J) for some J > 0 and s > dim M/2 .
The regression model
Let f ∈ L 2 (M). Its eigenfunction expansion, as defined in (2.2), is
for x ∈ M and where
for k = 0, 1, . . . . If we observe (3.7) at the points x 1 , . . . , x n ∈ M, then our observations would be
where ε = (ε 1 , . . . , ε n ) ∼ N (0, σ 2 I), σ 2 is known and we would be interested in estimating f , a real-valued function on M. We note that the Fourier coefficients in (3.7) and (3.8) are denoted by γ k and notf k , k ∈ N 0 , as was done in sections 2 and 3. The purpose for this departure is due to the fact that the Bayesian framework will later by treating the coefficients as random quantities. For any fixed value of K > 0, called the truncation level, (3.7) can be written as
where
Then we can write the regression problem (3.9) as, 12) where
Splines on manifolds
We will need the following notation. Let x 1 , . . . , x n , x ∈ M, and define,
. . , n, ξ ≥ 0 and I n is the n × n identity matrix. Furthermore, define the
, and define the n × 1 vector
The following generalizes earlier spline smoothing methods of Wahba (1981) , and Taijeron, Gibson and Chandler (1994).
Theorem 3.2 Let M be a compact connected orientable Riemannian manifold. Assume x 1 , . . . , x n are distinct points on M, x ∈ M and consider the following smoothing problem,
where ξ > 0, s > dim(M)/2 and y i ∈ R for i = 1, . . . , n. Define
where the n × 1 vector c and the
with y = (y 1 , . . . , y n ) . Then f n ξ (x) for ξ > 0 is the unique solution to the smoothing problem.
The question naturally is the comparison between the spline solution and the penalized estimator solution of theorem 3.1. We have the following.
The practical choice of the smoothing parameter ξ > 0, can be determined by using cross-validation techniques similar to that as outlined for the Euclidean case in for example, Wahba (1990) . In particular, let u 
where u
ξ (x) denotes the estimator given in theorem 5.1 based on all the observations but (x k , y k ). Let ξ opt be the minimizer of (3.15). One could also try more general procedures as outlined in chapter 4 of Wahba (1990) . This way of modeling from the frequentist point of view can also be termed semi-parametric (cf., Gu and Wahba, 1993 ).
Splines as Bayes estimators with diffuse priors
Although smoothing splines are a general computational method for function fitting, there is however a Bayesian interpretation. This Bayesian approach to smoothing splines on the unit interval is discussed in Kimeldorf and Wahba (1971) and Wahba (1990) . In the following, we adapt that approach for M partly to generalize theorem 1.5.3 of Wahba (1990) , but mainly because subsequent hierarchial modeling builds from this earlier work.
Theorem 3.4 Let X(x), be a mean zero stationary real valued Gaussian random quantity defined on M with covariance kernel
and suppose we observe f at the points x 1 , . . . , x n ∈ M. Let our observations be
and suppose f n ξ (x) is the solution to the smoothing problem with ξ = σ 2 /(nτ 2 ). Then for each fixed x ∈ M,
Symmetry and Bayesian modeling
A Riemannian manifold can exhibit symmetries which we want to directly capture in the modeling process. Indeed, as in Jupp and Spurr (1983) , let G 0 , be a subgroup of the isometry group of M. We say that
In terms of the eigenstructure, for any k ∈ N 0 , the eigenspace E k decomposes into two orthogonal subspaces. Denote by E 0 k , the eigenfunctions in E k that are invariant with respect to G 0 , which will be referred to below as having symmetry and E 1 k , its complement in E k , which will be referred to below as having non-symmetry. This allows us to write
and inner products to be written as
Let f ∈ L 2 (M). Thus to exhibit this symmetry, let us rewrite (3.7) as
We would like to remark that the splitting up of the sums in terms of the G 0 −invariant part allows us to later incorporate explicit prior assumptions of symmetry. We note that if one assumes that G 0 is the trivial subgroup, then E 0 k = E k , hence E 1 k = {0} for all k ∈ N 0 . There are two approaches for dealing with the parameters γ k , for k ≥ K + 1. One can engage in eliciting very informative prior information in order to estimate the η i 's, cf., Delampady (1992, 1997) . Alternatively, one can adopt an approach wherein η i are combined with the measurement errors ε i for i = 1, . . . , n, cf., Angers and Delampady (2000) . The latter approach is truly Bayesian, but at the inference stage we can treat these η i as nuisance quantities and eliminate them by integrating out (rather than estimating or diffusing) the corresponding parameters. In this section, we will deal with the latter approach. The former approach will be discussed in section 5 since this method of analysis allows one to make direct comparisons with splines.
Eliciting prior information
Our prior belief in the symmetry of (3.11) under the subgroup G 0 which is explicitly invoked in (4.3), can be captured using a mixture normal model, that is
. ., j = 0, 1, r = 0, 1 and p models our prior belief that the symmetry assumption is true. Because of the parsimony principle, p should also be chosen in order to penalize the nonsymmetric model over the symmetric one because usually, the former has more parameters than the latter.
The symmetry assumption is also taken into account by having smaller variances. Indeed, the components of the variance of γ 1 k will be smaller than that of the components of the variance of γ 0 k . In addition, we would like to have finite variance for the η i 's. All of these properties can be obtained by assuming
. ., j = 0, 1 and s > dim(M)/2, where the λ k 's are the eigenvalues of the Laplace-Beltrami operator ∆ on M defined in section 2.
Once a joint prior distribution is specified for σ 2 and (the hyperparameter) τ 2 , the prior model is complete. Note further, that since later, we assign a second stage prior on the variance factor τ 2 , their marginal prior distribution will no longer be normal, but a heavier tailed distribution ensuring a certain degree of prior robustness to our estimator (cf., Berger, 1985) .
Consider the K × 1 vector γ = (γ j k ) for k = 0, 1, . . . K and j = 0, 1. The prior specified above indicates that
where the K × K covariance matrices
where r = 0, 1 with the direct sums being taken over k = 0, 1, . . . K, and j = 0, 1. For the remainder term, write
, and
. ., j = 0, 1, r = 0, 1, x i 1 , x i 2 ∈ M and i 1 , i 2 = 1, . . . , n . We have the following result. 
The posterior
Consider the n × K design matrix Φ = (φ r k (x i )) , where k = 0, 1, . . . , K, r = 0, 1 and i = 1, . . . , n. Then we obtain the following structure. Given γ, σ 2 and τ 2 , we have the following linear model for the observations y = (y 1 , . . . , y n ) :
n . This follows from the fact that
. >From (4.8) and using standard hierarchical Bayes techniques (cf., Lindley and Smith, 1972 ) and matrix identities (cf., Searle, 1982) , it follows that
where r = 0, 1 and m 0 (y), m 1 (y) denote respectively the normal density with mean vector 0 and covariance matrices σ 2 I n + τ 2 ΦΓ 0 Φ + Q Ω n (p) and σ 2 I n + τ 2 ΦΓ 1 Φ + Q Ω n (p) . At this point (4.10) allows us to produce an estimator of (3.11) once the hyperparameters in A 0 and A 1 are set. Two possible ways of handling this are: first, to use diffuse prior parameters; or, second, treat the current priors as first stage priors and add additional hyperprior assumptions. The first approach produces generalized Bayes estimators. In the following section, we will use the hyperprior approach.
Hierarchial Bayesian modeling
In order to proceed to the second stage calculations, some algebraic simplifications are needed (cf., Angers and Delampady, 1992) 
is the matrix of eigenvalues and H r , the orthogonal matrix of eigenvectors for r = 0, 1. Thus,
where r = 0, 1 and v = σ 2 /τ 2 . Using this spectral decomposition, the marginal density of y given τ 2 and v can be written as
where w r = (w r 1 , . . . , w r n ) = H r y for r = 0, 1.
Second stage prior and estimation
To derive the function estimator, all that is now needed is to eliminate the hyper and nuisance parameters from the first stage posterior distribution, by integrating out these variables with respect to their second stage prior. Since it is well known (cf., Berger, 1985) that the final Bayes estimator does not depend crucially on the second and higher stage hyperpriors, these priors can be chosen to simplify computations. Accordingly, the priors on τ 2 and v can be chosen as π 2,1 (τ 2 ) ∝ (τ 2 ) −c . With this choice of prior on τ 2 , the marginal prior on γ has the form
. This prior density correspond to the limiting case of a multivariate Student's-t density (which has heavier tails than the likelihood function). The prior on v is chosen to be a Fisher density with a and b degrees of freedom satisfying the following conditions:
1. the prior variance of v = Once the second stage priors are specified, using (4.12) and taking the expectation with respect to τ 2 , the Bayesian estimator of γ under symmetry (r = 0) or non-symmetry (r = 1) is given by : 13) and the expectation is taken with respect to
for r = 0, 1. Note that in order for π r 22 (v | y), r = 0, 1 to be proper densities, c should be chosen such that c < b/2. Hence under the mixture prior (4.4) and the squared error loss, the Bayes estimator for γ is given by
Again using (4.12), the posterior expected loss (under squared error loss) of γ can be written as
Being only a one dimensional integral, these expectations can be computed easily using one of the several standard techniques such as: Gauss quadrature, Monte Carlo or Laplace approximation. Finally, the function estimator of f would bẽ 
Bayes factor and choice of K
We now describe how the optimal level of truncation K is to be determined. As indicated above in (3.10), the choice of K provides a model for the observations through the choice of the corresponding regression function. Recall that the maximum truncation level, denoted by K max , should be such that
2). Let M K denote the model, arising from (3.10), (3.11) corresponding to the truncation level K. Our task is to pick the best model for the given data from the set of models:
The well accepted method (cf., Robert, 2001 , section 7.2.2) for deciding between two possible models is to compute their associated Bayes factor. As a basis of comparison, the larger model M Kmax will be used. Hence, we have to compute
where m(y | M K ) denotes the marginal density of y under the model
where we have shown the dependence of Φ, Γ 0 , Γ 1 and Q Ω n on K explicitly with subscripts. It follows then that
where π(σ 2 , τ 2 ) is the joint prior distribution on σ 2 and τ 2 . As in the previous section consider the spectral decomposition of
be the ith diagonal element of D r K and let w r K = H r K y = (w r K,1 , . . . , w r K,n ) for r = 0, 1. Then, using (4.14), the marginal density of y under M K can be expressed as
for r = 0, 1. Consequently, to choose the best model M K , one needs to compute m(y | M K ) for K = 1, . . . , K max . (Note that B Kmax = 1.) Then the best value of K (equivalently, the best model M K ) is the one for which B K is maximum.
An alternative to Bayes factor would be to use the Schwartz's criterion (cf., Schwartz, 1978 and Robert, 2001 , section 7.2.3) which can be viewed as an approximation to the logarithm of the Bayes factor. Since M 1 ⊂ M 2 ⊂ . . . ⊂ M Kmax , the Schwartz's criterion can be written as
where L n denotes the ratio of the likelihood function under M i and M j evaluated at the maximum likelihood estimator of γ under both models, π i (π j ) corresponds to the number of parameters in model
The model M i is preferred to the model M j if S ij > 0.
Frequentist properties of hierarchial Bayes estimator
We may wish to model the nuisance parameter directly as in Delampady (1992, 1997) . One of the advantages of this approach is that it allows one to make a direct comparison with the smoothing spline approach of section 3.3. Although we can approach this by imposing symmetry priors as done previously, in order to ease the notation, we will not impose symmetry conditions, or, as stated at the beginning of section 4, we will assume invariance with respect to the trivial subgroup.
Modeling the nuisance parameter directly
We would begin by re-writing (3.12) as y = Υψ + , (5.1)
where Υ = [Φ, I], ψ = (γ , η ) . Following Angers and Delampady (1992), we assume a multivariate normal prior
where Q Ω n = Q Ω (x i , x j ) for i, j = 1, . . . , n as defined in (4.7) with the r suppressed to save notation. Similar to section 4.3, see also Angers and Delampady (1992) , by imposing second stage prior on ψ 0 , a hierarchial Bayes estimator of ψ can be written as
where H and D are such that ΥΞΥ = HDH , H is an orthogonal matrix and D is a diagonal matrix. Hence, using Corollary 2 of Angers and Delampady (1992), a hierarchial Bayes estimator of f would be
where φ(x), and q(x), are defined in section 3.3, x ∈ M.
Hierarchial Bayes estimation as a shrinkage estimator
Let ψ ls be the least squares estimator, that is, a solution of the normal equation Υ Υψ = Υ y. We have the following which shows that the hierarchial Bayes estimator (5.3) is a shrinkage estimator of the least squares solution.
Lemma 5.1
Substituting lemma 5.1 into (5.4) we have,
Splines as limits of hierarchial Bayes estimators
In this section, let us compare the hierarchial Bayes estimator (5.4) with the spline estimator of theorem 3.2. Let us begin by writing
The comparison with the spline estimator of theorem 3.2 comes from setting v = nξ and diffusing the parameter Γ. We use the notation · op to denote the usual operator norm. We have the following which generalizes Kimeldorf and Wahba (1971)'s result to manifolds stated earlier as theorem 3.4.
Theorem 5.2 Let v = nξ and suppose
as n → ∞, where f ∈ H s (M, J), J > 0 and s > dim M/2 .
Application to long period cometary orbits
Let us illustrate the procedure in the case of the 2-sphere, S 2 . The data considered for this example consist of 658 single-apparition long period cometary orbits found in the catalogue of Marsden and Williams (1993) using standard polar coordinates
where θ ∈ [0, π) is called the co-latitude and φ ∈ [0, 2π) is called the longitude. Of these 658 data points, 315 have their directed normals point to the north of the ecliptic plane, that is θ ∈ [0, π/2), while 343 directed normals point to the south of the ecliptic plane (θ ∈ [π/2, π)). This data is plotted in Figure 1 .
Input Figure 1 about here Both panels are done using the equal-area projection onto a disk of radius √ 2. The top panel of Figure 1 has the center as the north ecliptic pole, while the bottom panel of Figure 1 has the center as the south ecliptic pole. Looking at both panels in Figure 1 , we can see that there is reasonable evidence of longitudinal symmetry but there is some variation with respect to the co-latitude. This is a well know directional data set and has been previously analyzed in various ways by Jupp and Spurr (1983) , Watson (1983) , Fisher, Lewis and Embleton (1993), Wiegert and Tremaine (1999) , and Mardia and Jupp (2000) .
A complete orthogonal basis of L 2 (S 2 ) correspond to the spherical harmonics which are given by 8 ). We will also need the Legendre polynomials P k = P k 0 for k = 0, 1, . . . which can be thought of as the Gram-Schmidt process applied to the monomials {1, x, x 2 , . . .}.
We note that {Y k : −k ≤ ≤ k, k = 0, 1, . . .} are the eigenfunctions of the Laplace-Beltrami operator on S 2 , where for each k ≥ 0, Y k has corresponding eigenvalue λ k = k(k + 1) for all −k ≤ ≤ k.
There are several types of symmetries that can exist in case of S 2 . One example is rotational symmetry around an axis. Indeed, consider the subgroup
This type of symmetry is often observed in directional data (cf., Mardia and Jupp, 2000) .
Fix
Then,
.
The n × (K + 1) 2 design matrix will be enumerated as
Thus all of our parameters are established and therefore we can employ the Bayes estimator (4.15). The hierarchial Bayes function estimator (4.16) is defined with
We also have the corresponding spline estimator f n ξ (x) using
where x i , x ∈ S 2 , i = 1, . . . , n, ξ > 0 and
which are asymptotically equivalent as k → ∞. This allows us to compute Q ι (ω 1 , ω 2 ) in closed form and is the usual way one approaches splines on S 2 , (cf., Wahba, 1981 Wahba, , 1990 and Luo, 1998).
Numerical results
We compute (4.13) for the comet data for several values of p ∈ (0, 1) and K = 1, 2, . . . 8. The Bayes factor along with the Schwartz's criterion are given in Table 1 .
Input Table 1 about here For all models, the best value of p is
. When updating the weight using (4.11), the Bayesian model favor longitudinal symmetry and p * = 1 − 0.005(k + 1) 2 /[k + 1 + (k + 1) 2 ]. From Table 1 , it is clear that the best model corresponds to k = 4.
In Figure 2 , we plot the fitted model using the hierarchial Bayes estimator (k = 4) in the top panel, while the spline estimator is plotted on the bottom panel, where the value of ξ has been chosen by crossvalidation (3.15) . In both set of plots, the domain is taken to be the equal area projection domains of Figure 1 .
Input Figure 2 about here >From Figure 2 , it is obvious that the hierarchial Bayes estimator (4.13) takes the symmetry assumption into account. In fact, since k = 4, p * = 0.9958, we have thatγ ≈γ 0 given by (4.13). We note that the spline method without any adjustment, cannot adapt, as the Bayesian approach does, to account for symmetry.
Proofs
In this section, we provide the proofs to all of the results in this paper.
Proof of theorem 3.1
Now,
To calculate the variance, we need the following spectral calculation which can be derived by using (2.1)
where the summation is over k ∈ N 0 as well within each eigenspace E k , k ∈ N 0 . Using (3.5) and (7.2) we have that the integrated mean squared error has an upper bound of
where setting ξ n −2s/(2s+dimM) , optimizes (7.3).
In terms of a lower bound, we have the following.
Proof of theorem 3.2
The proof to theorem 3.2 essentially follows from exhibiting linear independence. For this we need the following result.
where, x 1 , . . . , x n , x ∈ M are distinct. Then {Q(x i , x) : i = 1, . . . , n} is a linearly independent set in H s (M) for s > dimM.
Proof. We first need to regularize the problem as in Lemma 2.3 in Taijeron 
otherwise, where ρ(·, ·) is the Riemannian metric, cf., Helgason (1978) . Notice that we can shrink the compact support of f ,p around the compact closure of a small open neighbourhood around p ∈ M just as we would do in the Euclidean case. This will enable us to regularize data. Consider x 1 , . . . , x n distinct points in M and choose such that 0 < < min
where u i ∈ C ∞ (M) and u i ∈ L 2 (M) for i = 1, . . . , n and x ∈ M . We note that u i (x j ) = δ ij , where δ ij denotes the Kronecker delta for i, j = 1, . . . , n. Consider the linear combination
for s > dim(M)/2 and K > 0. We note that
for i, j = 1, . . . , n. By applying (7.5) to (7.4), we get
for i = 1, . . . , n. Thus the lemma follows.
Proof of theorem 3.2. We note that the n × n matrix Q λ n = Q λ (x i 1 , x i 2 ) is positive definite and invertible. Thus the n × n matrix Q λ n,ξ , is invertible for all ξ ≥ 0. Now Φ has rank K ≤ n and by Lemma 7.2, for ξ > 0, we can apply theorem 1.3.1 from Wahba (1990) . The result is the solution to the smoothing problem.
The proof of theorem 3.3 follows along the lines of that presented in section 4 of Lin (2000) and hence the details are omitted. The approach is to set up the Fréchet derivative and show that the limiting optimization criteria has a unique solution. This in the limit, the unique spline solution has to have the same rate of L 2 −convergence as the penalized solution.
Proof of theorem 3.4.
The proof is argued along the lines used in Kimeldorf and Wahba (1971) as well as in chapter 1 of Wahba (1990) , hence omitted.
7.5 Proof of lemma 4.1
and ν jr k ≤ λ −s k , = 1, . . . , dim E r k , k = K + 1, . . ., j, r = 0, 1 we have that
where Z(x, s) denotes the zeta function of ∆. It is known that Z(x, s) is a continuous function of x for fixed s > dim(M)/2 (cf., Minakshisundaram and Pleijel, 1949) . Since M is compact, there exist a constant C(M, s) < ∞ depending only on M and s such that sup x∈M Z(x, s) ≤ C(M, s). Hence, (Q α n ) i,j ≤ C(M, s)∀ i, j ∈ 1, 2, . . . , n.
Proof of lemma 5.1
Using a standard matrix identity, (cf., Searle, 1982) and omitting the expectation to ease notation, we can write (5. 
Proof of theorem 5.2
Again, we will omit the expectation to ease notation. Now Consequently, the spline estimator of theorem 3.2 is a limiting case of the hierarchial Bayes estimator (5.4) f hb (x) → f n ξ (x) , (7.6) for x ∈ M, when v = nξ as Γ −1 op → 0. Now we know that
By (7.6), we know that E f hb − f n ξ → 0 as Γ −1 op → 0 for v = nξ. Thus the result follows from applying theorem 3.3 and using lemma 7.1. 
