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Introduction
The problems considered in this paper come as a natural continuation of our program to develop
a free analogue of Sz.-Nagy–Foias¸ theory, for row contractions. An n-tuple (T1, . . . , Tn) of operators
acting on a Hilbert space is called row contraction if
T1T
∗
1 + · · ·+ TnT ∗n ≤ I.
In this study, the role of the unilateral shift is played by the left creation operators on the full Fock
space with n generators, F 2(Hn), and the Hardy algebra H
∞(D) is replaced by the noncommutative
analytic Toeplitz algebra F∞n .
The algebra F∞n and its norm closed version, the noncommutative disc algebra An, were introduced
by the author [47] in connection with a multivariable noncommutative von Neumann inequality. F∞n
is the algebra of left multipliers of F 2(Hn) and can be identified with the weakly closed (or w
∗-closed)
algebra generated by the left creation operators S1, . . . , Sn acting on F
2(Hn), and the identity. The
noncommutative disc algebra An is the norm closed algebra generated by S1, . . . , Sn, and the iden-
tity. When n = 1, F∞1 can be identified with H
∞(D), the algebra of bounded analytic functions
on the open unit disc. The algebra F∞n can be viewed as a multivariable noncommutative ana-
logue of H∞(D). There are many analogies with the invariant subspaces of the unilateral shift on
H2(D), inner-outer factorizations, analytic operators, Toeplitz operators, H∞(D)–functional calculus,
bounded (resp. spectral) interpolation, etc. The noncommutative analytic Toeplitz algebra F∞n has
been studied in several papers [45], [46], [48], [49], [50], [52], [1], and recently in [15], [16], [17], [3],
[54], [18], [40], and [56].
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In [52], [5], [6], [3], [2], [17], [53], [54] and [40], a good case is made that the appropriate multivariable
commutative analogue of H∞(D) is the algebra W∞n := PF 2s (Hn)F
∞
n |F 2s (Hn), the compression of F∞n
to the symmetric Fock space F 2s (Hn) ⊂ F 2(Hn), which was also proved to be the w∗-closed algebra
generated by the operators Bi := PF 2s (Hn)Si|F 2s (Hn), i = 1, . . . , n, and the identity. The multivariable
commutative disc algebraAcn is the norm closed algebra generated by the creation operatorsB1, . . . , Bn
acting on the symmetric Fock space, and the identity. Arveson showed in [5] that the algebra W∞n
can be seen as the multiplier algebra of the reproducing kernel Hilbert space with reproducing kernel
Kn : Bn × Bn → C defined by
Kn(z, w) :=
1
1− 〈z, w〉Cn , z, w ∈ Bn,
where Bn is the open unit ball of C
n.
In recent years, there has been exciting progress in multivariable operator theory, especially in
connection with unitary invariants for n-tuples of operators and interpolation in several variables.
In [45], we defined the characteristic function of a row contraction (a multi-analytic operator acting
on Fock spaces) which, as in the classical case [64], turned out to be a complete unitary invariant
for completely non-coisometric row contractions. In 2000, Arveson [6] introduced and studied the
curvature and Euler characteristic associated with a row contraction with commuting entries. Non-
commutative analogues of these numerical invariants were defined and studied by the author [54] and,
independently, by D. Kribs [36]. Refinements of these unitary invariants were considered in [56].
This paper concerns unitary invariants for n-tuples (T1, . . . , Tn) of (not necessarily commuting)
bounded linear operators acting on a Hilbert space H. First, we introduce a notion of joint numerical
radius for (T1, . . . , Tn) by setting
w(T1, . . . , Tn) := sup
∣∣∣∣∣∣
∑
α∈F+n
n∑
j=1
〈
hα, Tjhgjα
〉∣∣∣∣∣∣ ,
where the supremum is taken over all families of vectors {hα}α∈F+n ⊂ H with
∑
α∈F+n
‖hα‖2 = 1, and F+n
is the free semigroup with generators g1, . . . , gn and neutral element g0. In Section 1, we work out the
basic properties of the joint numerical radius and show that it is a natural multivariable generalization
of the classical numerical radius of a bounded linear operator T , i.e.,
ω(T ) := sup{| 〈Th, h〉 | : h ∈ H, ‖h‖ = 1}.
When n = 1, they coincide. The joint numerical radius turns out to be a norm equivalent to the
operator norm on B(H)(n). Characterizations of the unit balls{
(T1, . . . , Tn) ∈ B(H)(n) : w(T1, . . . , Tn) ≤ 1
}
and {
(T1, . . . , Tn) ∈ B(H)(n) :
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥ ≤ 1
}
in terms of certain completely positive maps on operator systems generated by the left creation
operators S1, . . . , Sn on the full Fock space, lead to a multivariable version of Berger’s dilation theorem
([8]) and an appropriate generalization of Berger-Kato-Stampfli mapping theorem ([9], [35]), to n-
tuples of operators. More precisely, we prove that if w(T1, . . . , Tn) ≤ 1 and f1, . . . , fk are in the
noncommutative disc algebra An, then
w(f1(T1, . . . , Tn), . . . , fk(T1, . . . , Tn)) ≤ ‖[f1, . . . , fk]‖+ 2

 n∑
j=1
|fj(0)|2


1/2
.
Actually, a matrix-valued version of this inequality is obtained. When n = k = 1, we obtain the clas-
sical result [9]. On the other hand, we provide a multivariable operatorial generalization of Schwarz’s
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lemma. In particular, if ‖[T1, . . . , Tn]‖ ≤ 1 and f1, . . . , fk ∈ An with fj(0) = 0, then
r(f1(T1, . . . , Tn), . . . , fk(T1, . . . , Tn)) ≤ r(T1, . . . , Tn)‖[f1, . . . , fk‖,
where r(·) is the joint spectral radius of a tuple of operators. A similar inequality holds true if we
replace r(·) by the operator norm. Moreover, if ‖[T1, . . . , Tn]‖ < 1, then An can be replaced by the
noncommutative analytic Toeplitz algebra F∞n .
We should add that if T1, . . . , Tn are mutually commuting operators, we find commutative versions
for all the results of this section. In this case, the noncommutative disc algebra An (resp. F∞n ) is
replaced by its commutative version Acn (resp. W∞n ).
In Section 2, we present basic properties of the euclidean operator radius of an n-tuple of operators
(T1, . . . , Tn), defined by
we(T1, . . . , Tn) := sup
‖h‖=1
(
n∑
i=1
|〈Tih, h〉|2
)1/2
,
in connection with the joint numerical radius and several other operator radii. In general, when n ≥ 2,
we(T1, . . . , Tn) ≤ w(T1, . . . , Tn). However, the two notions coincide with the classical numerical radius
if n = 1. We show that the euclidean operator radius is a norm equivalent to the operator norm and
the joint numerical radius on B(H)(n), and provide sharp inequalities.
In Section 3, we study the joint (spatial) numerical range of (T1, . . . , Tn), defined by
W (T1, . . . , Tn) := {(〈T1h, h〉 , . . . , 〈Tnh, h〉) : h ∈ H, ‖h‖ = 1} ,
in connection with the right spectrum σr(T1, . . . , Tn), the joint numerical radius w(T1, . . . , Tn), the
euclidean operator radius we(T1, . . . , Tn), and the joint spectral radius r(T1, . . . , Tn). In particular, we
show that
σr(T1, . . . , Tn) ⊆W (T1, . . . , Tn) ⊆ (Cn)we(T1,...,Tn) ⊆ (Cn)w(T1,...,Tn),
where (Cn)r denotes the open unit ball of radius r > 0. If T1, . . . , Tn are commuting operators and
σ(T1, . . . , Tn) is the Harte spectrum of (T1, . . . , Tn) with respect to any commutative closed subalgebra
of B(H) containing T1, . . . , Tn, and the identity, then we deduce that
σ(T1, . . . , Tn) ⊆ (Cn)r(T1,...,Tn) ⊆ (Cn)w(T1,...,Tn).
It is well known that in general the joint numerical range W (T1, . . . , Tn) is not a convex subset
of Cn if n ≥ 2 (see [27]). We prove in Section 3 an analogue of Toeplitz-Hausdorff theorem ([65],
[31]) on the convexity of the spatial numerical range of an operator on a Hilbert space, for the joint
numerical range of operators in the noncommutative analytic Toeplitz algebra F∞n . We show that, if
f1, . . . , fk ∈ F∞n , then
1. W (PPmf1|Pm, . . . , PPmfk|Pm) is a convex compact subset of Ck, where Pm is the set of all
polynomials in F 2(Hn) of degree ≤ m, and PPm is the projection of F 2(Hn) onto Pm;
2. W (f1, . . . , fk) is a convex compact subset of C
k.
If g1, . . . , gk are elements of Arveson’s algebra W
∞
n , we obtain a corona type result which provides a
characterization of the Harte spectrum σ(g1, . . . , gk) relative to W
∞
n . Moreover, we show that
σ(g1, . . . , gk) ⊆W (g1, . . . , gk) ⊆ (Cn)we(g1,...,gk) and
σ(g1, . . . , gk) ⊆ (Cn)r(g1,...,gk) ⊆ (Cn)we(g1,...,gk) ⊆ (Cn)w(g1,...,gk).
In Section 4, we provide an appropriate generalization of the Sz.-Nagy–Foias¸ theory of ρ-contractions
([61], [63], [64]), to our multivariable setting. We say that an n-tuple (T1, . . . , Tn) of operators acting
on a Hilbert space H belongs to the class Cρ, ρ > 0, if there is a Hilbert space K ⊇ H and isometries
Vi ∈ B(K), i = 1, . . . , n, with orthogonal ranges such that
Tα = ρPHVα|H for any α ∈ F+n \{g0},
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where Tα := Ti1Ti2 · · ·Tik if α = gi1gi2 · · · gik , and PH is the orthogonal projection of K on H. If
n = 1, one can easily see that this definition is equivalent to the classical one. The results of this
section can be seen as the unification of the theory of isometric dilations for row contractions [61], [64],
[25], [14], [43], [44], [45] (which corresponds to the case ρ = 1) and Berger type dilations of Section 1
for n-tuples (T1, . . . , Tn) with the joint numerical radius w(T1, . . . , Tn) ≤ 1 (which corresponds to the
case ρ = 2). When T1, . . . , Tn are commuting operators, we prove that (T1, . . . , Tn) ∈ Cρ if and only
if there is a Hilbert space G ⊇ H and a ∗-representation π : C∗(B1, . . . , Bn)→ B(G) such that
Tα = ρPHπ(Bα)|H for any α ∈ F+n \{g0},
where B1, . . . , Bn are the left creation operators on the symmetric Fock space. We obtain in this
section several intrinsic characterizations for n-tuples of operators of class Cρ (noncommutative and
commutative case).
Following the classical case ([32], [67]), we define the operator radius ωρ : B(H)(n) → [0,∞), ρ > 0,
by setting
ωρ(T1, . . . , Tn) := inf
{
t > 0 :
(
1
t
T1, . . . ,
1
t
Tn
)
∈ Cρ
}
and ω∞ := lim
ρ→∞ωρ(T1, . . . , Tn). In particular, ω1(T1, . . . , Tn) coincides with the norm of the row
operator [T1, . . . , Tn], and ω2(T1, . . . , Tn) coincides with the joint numerical radius of (T1, . . . , Tn).
We present in this section basic properties of the joint ρ-operator radius ωρ(·) and extend to our
multivariable setting (noncommutative and commutative) several classical results obtained by Sz.-
Nagy and Foias¸, Halmos, Berger and Stampfli, Holbrook, Paulsen, and others ([8], [9], [10], [29], [30],
[32], [33], [35], [39], [41], [63], and [67]).
In Part II of this paper, we prove von Neumann type inequalities [66] (see also [42] and [39]) for
arbitrary admissible (resp. strongly admissible) operator radii ω : B(H)(k) → [0,∞). We mention
that the joint operator radii considered in Part I of this paper, namely, ‖ · ‖, ‖ · ‖e, w(·), we(·), r(·),
re(·), and ωρ(·) (0 < ρ ≤ 2) are strongly admissible, while ωρ(·) (ρ > 2) is admissible. We show that,
in general, given a row contraction [T1, . . . , Tn], the inequality
ω(f1(T1, . . . , Tn), . . . , fk(T1, . . . , Tn)) ≤ ω(f1(S1, . . . , Sn), . . . , fk(S1, . . . , Sn))
holds if f1(S1, . . . , Sn), . . . , fk(S1, . . . , Sn) belong to operator algebras (resp. operator systems) gen-
erated by the left creation operators S1, . . . , Sn and the identity such as the noncommutative disc
algebra An, the Toeplitz C∗-algebra C∗(S1, . . . , Sn), the noncommutative analytic Toeplitz algebra
F∞n , the noncommutative Douglas type algebra Dn, and the operator system F∞n (F∞n )∗. The opera-
tor fj(T1, . . . , Tn) is defined by an appropriate functional calculus for row contractions. Actually, we
obtain matrix-valued generalizations of the above inequality. An important role in this investigation
is played by the noncommutative Poisson transforms associated with row contractions (see [52], [3],
[53], [54], and [56]).
If [T1, . . . , Tn] is a row contraction satisfying certain constrains, we prove that there is a suitable
invariant subspace E ⊂ F 2(Hn) under each operator S∗1 , . . . , S∗n, such that
ω(f1(T1, . . . , Tn), . . . , fk(T1, . . . , Tn)) ≤ ω(PEf1(S1, . . . , Sn)|E , . . . , PEfk(S1, . . . , Sn)|E).
This type of constrained von Neumann inequalities as well as matrix-valued versions are considered in
Section 6. In particular, we obtain appropriate multivariable generalizations of several von Neumann
type inequalities obtained in [66], [58], [62], [22], [47], [48], [50], [52], [5], [3], and [53], to joint operator
radii. For example, if [T1, . . . , Tn] is a row contraction with commuting entries, then we prove that
ω(f1(T1, . . . , Tn), . . . , fk(T1, . . . , Tn)) ≤ ω(f1(B1, . . . , Bn), . . . , fk(B1, . . . , Bn))
if f1(B1, . . . , Bn), . . . , fk(B1, . . . , Bn) are elements of operator algebras generated by the creation op-
erators B1, . . . , Bn acting on the symmetric Fock space, such as the commutative disc algebra Acn,
the Toeplitz C∗-algebra C∗(B1, . . . , Bn), Arveson’s algebra W∞n , the Douglas type algebra Dcn, and
the operator system W∞n (W
∞
n )
∗. The operator fj(T1, . . . , Tn) is defined by an appropriate functional
calculus for row contractions with commuting entries. Applications of these inequalities are considered
in the next sections.
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In 1992, Haagerup and de la Harpe ([28]) proved that any bounded linear operator of norm 1 on a
Hilbert space H such that Tm = 0, m ≥ 2, satisfies the inequality
ω(T ) ≤ cos π
m+ 1
,
where ω(T ) is the numerical radius of T . In Section 7, we apply the results of the previous sections
to obtain several multivariable generalizations of the Haagerup–de la Harpe inequality. In particular,
we show that if the operators T1, . . . , Tn are such that Tα = 0 for any α ∈ F+n with lenght |α| = m
(m ≥ 2), then
w(Tα : |α| = k) ≤
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥
k/2
cos
π[
m−1
k
]
+ 2
for 1 ≤ k ≤ m − 1, where [x] is the integer part of x. A similar inequality holds for the euclidean
operator radius. Using a result of Boas and Kac ([11]) as generalized by Janssen ([34]), we also obtain
an epsilonized version of the above inequality, when one gives up the condition Tα = 0. This extends
a recent result of Badea and Cassier ([7]), to our setting.
Haagerup and de la Harpe showed in [28] that their inequality is equivalent to Feje´r’s inequality
[24] for positive trigonometric polynomials of the form
f(eiθ) :=
m−1∑
k=−m+1
ake
ikθ, ak ∈ C,
which asserts that
|a1| ≤ a0 cos π
m+ 1
.
In the last section of this paper, we provide multivariable noncommutative (resp. commutative) ana-
logues of classical inequalities (Feje´r [24], Egerva´ry-Sza´zs [23]) for the coefficients of positive trigono-
metric polynomials, and of recent extensions to positive rational functions, obtained by Badea and
Cassier [7].
We obtain the following multivariable operator-valued generalization of the classical inequalities of
Feje´r and Egerva´ry-Sza´zs, to the tensor product C∗(S1, . . . , Sn)⊗B(H). Let m ≥ 2 be a nonnegative
integer and let
{
A(α)
}
|α|≤m−1 be a sequence of operators in B(H) such that the operator∑
1≤k≤m−1
S∗α ⊗A(α) + I ⊗A0 +
∑
1≤k≤m−1
Sα ⊗A∗(α)
is positive. Then,
w(A(α) : |α| = k) ≤ ‖A0‖ cos π[m−1
k
]
+ 2
for 1 ≤ k ≤ m− 1. Similar inequalities are obtained for the reduced group C∗-algebra C∗red(Fn) and
the full group C∗-algebra C∗(Fn). In particular, we deduce that if
f =
∑
1≤|α|≤m−1
aαS
∗
α + a0I +
∑
1≤|α|≤m−1
aαSα
is a positive polynomial in C∗(S1, . . . , Sn), then
∑
|α|=k
|aα|2


1/2
≤ a0 cos π[m−1
k
]
+ 2
for 1 ≤ k ≤ m− 1. Similar results hold for C∗red(Fn) and C∗(Fn).
There is a large literature relating to the classical numerical range and no attempt has been made
to compile a comprehensive list of reference here. For general proprieties, we refer to [29], [12], [13],
and [27]. Finally, we want to acknowledge that we were strongly influenced in writing this paper by
the work of Haagerup and de la Harpe [28], Arveson [4], Paulsen [39], Sz.-Nagy and Foias¸ [64], and
Badea and Cassier [7].
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Part I. Unitary invariants for n-tuples of operators
1. Joint numerical radius
We introduce a notion of joint numerical radius for n-tuples (T1, . . . , Tn) of operators acting on a
Hilbert space H, by setting
(1.1) w(T1, . . . , Tn) := sup
∣∣∣∣∣∣
∑
α∈F+n
n∑
j=1
〈
hα, Tjhgjα
〉∣∣∣∣∣∣ ,
where the supremum is taken over all families of vectors {hα}α∈F+n ⊂ H with
∑
α∈F+n
‖hα‖2 = 1. In this
section, we present basic properties of the joint numerical range, which lead to a multivariable version
of Berger’s dilation theorem ([8]) and an appropriate generalization of Berger-Kato-Stampfli mapping
theorem ([9], [35]), to n-tuples of operators with w(T1, . . . , Tn) ≤ 1. We also obtain a multivariable
operatorial generalization of Schwarz’s lemma. If T1, . . . , Tn are mutually commuting operators, we
find commutative versions for all the results of this section.
First notice that, when n = 1, our numerical radius coincides with the classical numerical radius of
an operator T ∈ B(H) (the algebra of all bounded linear operators on H), i.e.,
ω(T ) := sup{| 〈Th, h〉 | : h ∈ H, ‖h‖ = 1}.
Indeed, if
∞∑
k=0
‖hk‖2 <∞ and fm(θ) :=
m∑
k=0
eikθhk, hk ∈ H, m = 1, 2, . . ., then
∣∣∣∣∣
m∑
k=0
〈hk, Thk+1〉
∣∣∣∣∣ =
∣∣∣∣ 12π
∫ 2π
0
〈fm(θ), T fm(θ)〉 eiθdθ
∣∣∣∣
≤ ω(T ) 1
2π
∫ 2π
0
‖fm(θ)‖2dθ
= ω(T )
m∑
k=0
‖hk‖2.
Taking m → ∞, we obtain w(T ) ≤ ω(T ). On the other hand, let h ∈ H, ‖h‖ = 1, and define
hk := λ
k
√
1− |λ|2h, k = 0, 1, . . ., where λ ∈ D := {z ∈ C : |z| < 1}. It is easy to see that
∞∑
k=0
‖hk‖2 = 1 and ∣∣∣∣∣
∞∑
k=0
〈hk, Thk+1〉
∣∣∣∣∣ = |λ|| 〈Th, h〉 |
for any λ ∈ D. Hence, we deduce the inequality w(T ) ≥ ω(T ), which proves our assertion, i.e.,
w(T ) = ω(T ).
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en, where
n ∈ {1, 2, . . .} or n =∞. We consider the full Fock space of Hn defined by
F 2(Hn) :=
⊕
k≥0
H⊗kn ,
where H⊗0n := C1 and H⊗kn is the (Hilbert) tensor product of k copies of Hn. Define the left creation
operators Si : F
2(Hn)→ F 2(Hn), i = 1, . . . , n, by
Siψ := ei ⊗ ψ, ψ ∈ F 2(Hn).
Let F+n be the unital free semigroup on n generators g1, . . . , gn, and the identity g0. The length
of α ∈ F+n is defined by |α| := k, if α = gi1gi2 · · · gik , and |α| := 0, if α = g0. We also define
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eα := ei1 ⊗ ei2 ⊗ · · · ⊗ eik and eg0 = 1. It is clear that {eα : α ∈ F+n } is an orthonormal basis of
F 2(Hn). We denote by P the set of all polynomials in F 2(Hn), i.e., all the elements of the form
p =
∑
|α|≤m
aαeα, aα ∈ C, m = 0, 1, 2, . . . .
If T1, . . . , Tn ∈ B(H), define Tα := Ti1Ti2 · · ·Tik if α = gi1gi2 · · · gik , and Tg0 := IH. If p is a polynomial
as the one above, we set p(T1, . . . , Tn) :=
∑
|α|≤m aαTα.
The joint spectral radius associated with an n-tuple of operators (T1, . . . , Tn) is given by
r(T1, . . . , Tn) := lim
k→∞
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2k
.
In general, r(T1, . . . , Tn) 6= r(T ∗1 , . . . , T ∗n) if n ≥ 2. Note for example that
r(S1, . . . , Sn) = 1 and r(S
∗
1 , . . . , S
∗
n) =
√
n,
where S1, . . . , Sn are the left creation operators on the full Fock space.
For simplicity, throughout this paper, [T1, . . . , Tn] denotes either the n-tuple (T1, . . . , Tn) or the
operator row matrix [T1 · · · Tn].
In what follows we present basic properties of the joint numerical radius.
Theorem 1.1. The joint numerical radius w : B(H)(n) → [0,∞) for n-tuples of operators satisfies
the following properties:
(i) w(T1, . . . , Tn) = 0 if and only if T1 = · · · = Tn = 0;
(ii) w(λT1, . . . , λTn) = |λ| w(T1, . . . , Tn) for any λ ∈ C;
(iii) w(T1 + T
′
1, . . . , Tn + T
′
n) ≤ w(T1, . . . , Tn) + w(T ′1, . . . , T ′n);
(iv) w(U∗T1U, . . . , U∗TnU) = w(T1, . . . , Tn) for any unitary operator U : K → H;
(v) w(X∗T1X, . . . , X∗TnX) ≤ ‖X‖2w(T1, . . . , Tn) for any operator X : K → H;
(vi) 12
∥∥∥∥ n∑
i=1
TiT
∗
i
∥∥∥∥
1/2
≤ w(T1, . . . , Tn) ≤
∥∥∥∥ n∑
i=1
TiT
∗
i
∥∥∥∥
1/2
;
(vii) r(T1, . . . , Tn) ≤ w(T1, . . . , Tn);
(viii) w(IE ⊗ T1, . . . , IE ⊗ Tn) = w(T1, . . . , Tn) for any separable Hilbert space E;
(ix) w is a continuous map in the norm topology.
Proof. The first three properties follow easily using the definition (1.1), and show that the joint
numerical radius is a norm on B(H)(n). To prove relations (iv) and (v), let {kα}α∈F+n be an arbitrary
sequence of vectors in K such that ∑
α∈F+n
‖kα‖2 = 1. Fix an operator X : K → H and define the vectors
hα :=
1
MXkα, α ∈ F+n , where M :=
( ∑
α∈F+n
‖Xkα‖2
)1/2
. Notice that
∑
α∈F+n
‖hα‖2 = 1 and M ≤ ‖X‖.
On the other hand, we have∣∣∣∣∣∣
∑
α∈F+n
n∑
j=1
〈
kα, X
∗TjXkgjα
〉∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∑
α∈F+n
n∑
j=1
〈
hα, Tjhgjα
〉∣∣∣∣∣∣ ‖X‖2
≤ ‖X‖2w(T1, . . . , Tn).
Taking the supremum over all sequences {kα}α∈F+n ⊂ K with
∑
α∈F+n
‖kα‖2 = 1, we deduce inequality
(v). A closer look reveals that, when X = U is a unitary operator, we have equality in the above
inequality. Therefore, relation (iv) holds true.
Now, let us prove (vi). Any vector x ∈ F 2(Hn) with ‖x‖ = 1 has the form x =
∑
α∈F+n
eα⊗hα, where
the sequence {hα}α∈F+n ⊂ H is such that
∑
α∈F+n
‖hα‖2 = 1. If S1, . . . , Sn are the left creation operators
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on the full Fock space F 2(Hn), note that∣∣∣∣∣∣
〈 n∑
j=1
Sj ⊗ T ∗j

 x, x
〉∣∣∣∣∣∣ =
∣∣∣∣∣∣
〈 ∑
α∈F+n
n∑
j=1
egjα ⊗ T ∗j hα,
∑
β∈F+n
eβ ⊗ hβ
〉∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
α,β∈F+n
n∑
j=1
〈egiα, eβ〉
〈
T ∗j hα, hβ
〉∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
α∈F+n
n∑
j=1
〈hα, Tjhgiα〉
∣∣∣∣∣∣ .
Hence, we infer that
(1.2) w(T1, . . . , Tn) = w(S1 ⊗ T ∗1 + · · ·+ Sn ⊗ T ∗n).
On the other hand, it is well known that the classical numerical radius of an operator X satisfies the
inequalities 12‖X‖ ≤ w(X) ≤ ‖X‖. Using relation (1.2) and taking into account that the left creation
operators have orthogonal ranges, we have
w(T1, . . . , Tn) = w
(
n∑
i=1
Si ⊗ T ∗i
)
≤
∥∥∥∥∥
n∑
i=1
Si ⊗ T ∗i
∥∥∥∥∥
=
∥∥∥∥∥
(
n∑
i=1
S∗i ⊗ Ti
)(
n∑
i=1
Si ⊗ T ∗i
)∥∥∥∥∥
1/2
=
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥
1/2
= ‖[T1, . . . , Tn]‖.
Similarly, one can prove the first inequality in (vi).
To prove (vii), notice that, since S∗i Sj = δijI, i, j = 1, . . . , n, we have
r
(
n∑
i=1
Si ⊗ T ∗i
)
= lim
k→∞
∥∥∥∥∥∥
∑
|α|=k
Sα ⊗ T ∗α˜
∥∥∥∥∥∥
1/k
= lim
k→∞
∥∥∥∥∥∥

∑
|α|=k
S∗α ⊗ Tα˜



∑
|α|=k
Sα ⊗ T ∗α˜


∥∥∥∥∥∥
1/2k
= lim
k→∞
∥∥∥∥∥∥I ⊗
∑
|α|=k
Tα˜T
∗
α˜
∥∥∥∥∥∥
1/2k
= r(T1, . . . , Tn).
Consequently, we deduce that
r(T1, . . . , Tn) = r(S1 ⊗ T ∗1 + · · ·+ Sn ⊗ T ∗n)
≤ w(S1 ⊗ T ∗1 + · · ·+ Sn ⊗ T ∗n)
= w(T1, . . . , Tn)
Therefore, the inequality (vii) is established.
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To prove (viii), we use again relation (1.2) and the classical result w(IE ⊗X) = w(X). Notice that
w(IE ⊗ T1, . . . , IE ⊗ Tn) = w
(
n∑
i=1
Si ⊗ (IE ⊗ T ∗i )
)
= w
(
IE ⊗
(
n∑
i=1
Si ⊗ T ∗i
))
= w(T1, . . . , Tn).
The property (ix) follows imediately from (vi). The proof is complete. 
In general, w(T1, . . . , Tn) 6= w(T ∗1 , . . . , T ∗n) if n ≥ 2. Indeed, we have
w(S∗1 , . . . , S
∗
n) ≥ r(S∗1 , . . . , S∗n) =
√
n
and w(S1, . . . , Sn) = 1.
Corollary 1.2. If (T1, . . . , Tn) ∈ B(H)(n), then
‖[T1, . . . , Tn]‖ = ‖S1 ⊗ T ∗1 + · · ·+ Sn ⊗ T ∗n‖,
r(T1, . . . , Tn) = r(S1 ⊗ T ∗1 + · · ·+ Sn ⊗ T ∗n), and
w(T1, . . . , Tn) = w(S1 ⊗ T ∗1 + · · ·+ Sn ⊗ T ∗n),
where S1, . . . , Sn are the left creation operators on the full Fock space F
2(Hn).
We need to recall from [45], [46], [47], [48], and [49] a few facts concerning multi-analytic (resp.
multi-Toeplitz) operators on Fock spaces. We say that a bounded linear operator M acting from
F 2(Hn)⊗K to F 2(Hn)⊗K′ is multi-analytic if
(1.3) M(Si ⊗ IK) = (Si ⊗ IK′)M for any i = 1, . . . , n.
Notice that M is uniquely determined by the operator θ : K → F 2(Hn) ⊗ K′, which is defined
by θk := M(1 ⊗ k), k ∈ K, and is called the symbol of M . We denote M = Mθ. Moreover, Mθ is
uniquely determined by the “coefficients” θ(α) ∈ B(K,K′), which are given by〈
θ(α˜)k, k
′〉 := 〈θk, eα ⊗ k′〉 = 〈Mθ(1 ⊗ k), eα ⊗ k′〉 , k ∈ K, k′ ∈ K′, α ∈ F+n ,
where α˜ is the reverse of α, i.e., α˜ = gik · · · gi1 if α = gi1 · · · gik . Note that∑
α∈F+n
θ∗(α)θ(α) ≤ ‖Mθ‖2IK.
We can associate with Mθ a unique formal Fourier expansion
(1.4) Mθ ∼
∑
α∈F+n
Rα ⊗ θ(α),
where Ri := U
∗SiU , i = 1, . . . , n, are the right creation operators on F 2(Hn) and U is the (flipping)
unitary operator on F 2(Hn) mapping ei1 ⊗ ei2 ⊗ · · · ⊗ eik into eik ⊗ · · · ⊗ ei2 ⊗ ei1 . Since Mθ acts
like its Fourier representation on “polynomials”, we will identify them for simplicity. Based on the
noncommutative von Neumann inequality ([48], [53]) we proved that
Mθ = SOT− lim
r→1
∞∑
k=0
∑
|α|=k
r|α|Rα ⊗ θ(α),
where, for each r ∈ (0, 1) the series converges in the uniform norm. The set of all multi-analytic
operators in B(F 2(Hn) ⊗ K, F 2(Hn) ⊗ K′) coincides with R∞n ⊗¯B(K,K′), the WOT closed algebra
generated by the spatial tensor product, where R∞n = U
∗F∞n U (see [49] and [55]). We also denote
θ(R1, . . . , Rn) :=Mθ.
An operator T acting on F 2(Hn)⊗ E , where E is a Hilbert space, is called multi-Toeplitz if
(Si ⊗ IE)∗T (Sj ⊗ IE) = δijI for any i, j = 1, . . . , n.
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Basic properties for multi-Toeplitz operators on Fock spaces can be found in [46], [49].
Given α, β ∈ F+n , we say that α > β if α = βω for some ω ∈ F+n \{g0}. We denote ω := α\β. A
kernel K : F+n × F+n → B(H) is called multi-Toeplitz if K(g0, g0) = IH and
K(α, β) =


K(α\β, g0) if α > β
K(g0, β\α) if α < β
0 otherwise.
It is said to be positive definite provided that∑
α,β∈F+n
〈K(α, β)h(β), h(α)〉 ≥ 0
for all finitely supported functions h from F+n into H.
The next result, which will play an important role in this section, provides a characterization for
the n-tuples of operators with the joint numerical radius w(T1, . . . , Tn) ≤ 1.
Theorem 1.3. Let T1, . . . , Tn ∈ B(H) and let S ⊂ C∗(S1, . . . , Sn) be the operator system defined by
(1.5) S := {p(S1, . . . , Sn) + q(S1, . . . , Sn)∗ : p, q ∈ P}.
Then the following statements are equivalent:
(i) w(T1, . . . , Tn) ≤ 1;
(ii) The map Ψ : S → B(H) defined by
Ψ(p(S1, . . . , Sn) + q(S1, . . . , Sn)
∗) := p(T1, . . . , Tn) + q(T1, . . . , Tn)∗ + (p(0) + q(0))I
is completely positive.
Proof. First, we prove that (i) =⇒ (ii). For each q = 0, 1, . . ., define the operator
(1.6) Mq := PPq⊗H

 ∑
1≤|α|≤q
R∗α ⊗ Tα˜ + 2I +
∑
1≤|α|≤q
Rα ⊗ T ∗α˜

 |Pq ⊗H,
where PPq⊗H is the orthogonal projection of F
2(Hn) ⊗ H onto Pq ⊗ H, and Pq is the set of all
polynomials of degree ≤ q in F 2(Hn). Let R be the operator system obtained from S by replacing
the left creation operators S1, . . . , Sn with the right creation operators R1, . . . , Rn. Any element
G ∈ R⊗B(Cm), m = 1, 2 . . ., has the form
G = G(R1, . . . , Rn) :=
∑
|α|≤q
R∗α ⊗B(α) +
∑
|α|≤q
Rα ⊗A(α)
for some operators A(α), B(α) ∈ B(Cm), |α| ≤ q. Note that G is a multi-Toeplitz operator acting on
the Hilbert space F 2(Hn)⊗ Cm, i.e.,
(S∗i ⊗ ICm)G(Sj ⊗ ICm) = δijG, i, j = 1, . . . , n.
Assume that w(T1, . . . , Tn) ≤ 1 and G ≥ 0. Then, according to the Feje´r type factorization theorem
of [46], there exists a multi-analytic operator Θ ∈ B(F 2(Hn)⊗ Cm) such that G = Θ∗Θ and
(S∗α ⊗ ICm)Θ(1⊗ h) = 0
for any h ∈ Cm and |α| > q. Therefore, Θ = ∑
|α|≤q
Rα ⊗Θ(α) for some operators Θ(α) ∈ B(Cm) and
G = Θ∗Θ =
∑
|α|,|β|≤q
R∗αRβ ⊗Θ∗(α)Θ(β).
Since R∗iRj = δij , i, j = 1, . . . , n, we have
(1.7) G =
∑
α>β, |α|,|β|≤q
R∗α\β ⊗Θ∗(α)Θ(β) +
∑
β≥α, |α|,|β|≤q
Rβ\α ⊗Θ∗(α)Θ(β).
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To prove that (i) =⇒ (ii), it is enough to show that the operator G(T1, . . . , Tn) + G(0)I is positive
whenever G ≥ 0. To this end, define the multi-Toeplitz kernel KT,2 : F+n × F+n → B(H) by setting
KT,2(α, β) :=


Tβ\α if β > α
2I if α = β
T ∗α\β if α > β
0 otherwise.
Note that
G(T1, . . . , Tn) +G(0)I =
∑
|α|,|β|≤q
KT,2(α, β) ⊗Θ∗(α)Θ(β).
Hence, for any element
p∑
i=1
hi ⊗ zi ∈ H⊗ Cm, p = 1, 2, . . ., we obtain
〈
[G(T1, . . . , Tn)+G(0)I]
(
p∑
i=1
hi ⊗ zi
)
,
p∑
i=1
hi ⊗ zi
〉
=
p∑
i,j=1
∑
|α|,|β|≤q
〈
KT,2(α, β)hi ⊗Θ∗(α)Θ(β)zi, hj ⊗ zj
〉
=
p∑
i,j=1
∑
|α|,|β|≤q
〈
KT,2(α, β)hi ⊗Θ(β)zi, hj ⊗Θ(α)zj
〉
=
∑
|α|,|β|≤q
〈
(KT,2(α, β) ⊗ ICm)
(
p∑
i=1
hi ⊗Θ(β)zi
)
,
p∑
i=1
hi ⊗Θ(α)zi
〉
.
We need to prove that the operator matrix [KT,2(α, β)]|α|,|β|≤q is positive. Since [KT,2(α, β)]|α|,|β|≤q
is the matrix representation of the operator Mq with respect to the decomposition Pq ⊗H = ⊕Ni=1H,
where N := 1+n+ · · ·+nq, it is enough to prove thatMq ≥ 0. Let the operator Aq : Pq⊗H → Pq⊗H
be defined by
(1.8) Aq := PPq⊗H(R
∗
1 ⊗ T1 + · · ·+R∗n ⊗ Tn)|Pq ⊗H.
Since Aq+1q = 0, we have
Mq =
q∑
k=0
Akq +
q∑
k=0
A∗q
k = (I −Aq)−1 + (I −A∗q)−1.
Let h := (I −Aq)k, k ∈ Pq ⊗H, and note that
〈Mqh, h〉 =
〈
k + (I −A∗q)−1(I −Aq)k, (I −Aq)k
〉
= 〈k, (I −Aq)k〉+ 〈(I −Aq)k, k〉
= 2‖k‖2 − 2Re 〈Aqk, k〉 .
Therefore, Mq ≥ 0 if and only if Re 〈Aqk, k〉 ≤ 1 for all k ∈ Pq ⊗H with ‖k‖ = 1. We prove now the
latter condition is equivalent to ω(Aq) ≤ 1. Since one implication is clear, assume that Re 〈Aqk, k〉 ≤ 1
for all k ∈ Pq ⊗H with ‖k‖ = 1. If ω(Aq) > 1, then there exists x =
∑
|α|≤q
eα⊗ hα ∈ Pq ⊗H such that
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‖x‖ = 1 and | 〈Aqx, x〉 | > 1. A short calculation reveals that
|〈Aqx, x〉| =
∣∣∣∣∣∣
〈
 n∑
j=1
R∗i ⊗ Tj

x, x
〉∣∣∣∣∣∣
=
∣∣∣∣∣∣
〈∑
|β|≤q
eβ ⊗ hβ,
n∑
j=1
∑
|α|≤q
eαgj ⊗ T ∗j hα
〉∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
j=1
∑
|α|,|β|≤q
〈
eβ , eαgj
〉 〈Tjhβ, hα〉
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
j=1
∑
|α|≤q
〈
Tjhαgj , hα
〉∣∣∣∣∣∣ .
Now, let θα ∈ [0, 2π], |α| ≥ 1 , be such that
〈
Tjhgj , hg0
〉
eiθgj ≥ 0 for any j = 1, . . . , n, and〈
Tjhαgj , hα
〉
eiθαgj e−iθα ≥ 0
for any j = 1, . . . , n, and α ∈ F+n with |α| ≤ q − 1. Let h′α := eiθαhα if 0 < |α| ≤ q and h′g0 := hg0 ,
and note that 〈
Tjh
′
αgj , h
′
α
〉
=
〈
Tjhαgj , hα
〉
eiθαgj e−iθα ≥ 0.
Therefore,
∑
|α|≤q
‖h′α‖2 =
∑
|α|≤q
‖hα‖2 = 1 and, if y :=
∑
|α|≤q
eα ⊗ h′α, then we obtain
〈Aqy, y〉 =
n∑
j=1
∑
|α|≤q
eiθαgj e−iθα
〈
Tjhαgj , hα
〉
≥
∣∣∣∣∣∣
n∑
j=1
∑
|α|≤q
〈
Tjhαgj , hα
〉∣∣∣∣∣∣ > 1.
Hence, 1 < Re 〈Aqk′, k′〉, which is a contradiction. This proves that we must have ω(Aq) ≤ 1.
Therefore,
(1.9) Mq ≥ 0 if and only if ω(Aq) ≤ 1.
According to Corollary 1.2, we have
(1.10) w(T1, . . . , Tn) = w(S1 ⊗ T ∗1 + . . .+ Sn ⊗ T ∗n).
Since U∗SiU = Ri, i = 1, . . . , n, and U is unitary, the unitary invariance of the joint numerical radius
and relation (1.10) imply
w(T1, . . . , Tn) = w(R1 ⊗ T ∗1 + . . .+Rn ⊗ T ∗n).
Therefore, if w(T1, . . . , Tn) ≤ 1, then ω(Aq) ≤ w(R1 ⊗ T ∗1 + . . . + Rn ⊗ T ∗n) ≤ 1. Now, relation (1.9)
implies condition (ii) of the theorem.
Conversely, assume that (ii) holds. Define the multi-Toeplitz kernel KS,1 : F
+
n × F+n → B(H) by
setting
KS,1(α, β) :=


Sβ\α if β > α
I if α = β
S∗α\β if α > β
0 othewise.
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Since S∗i Sj = δijI, i, j = 1, . . . , n, we have∑
|α|,|β|≤q
〈KS,1(α, β)hβ , hα〉 =
∑
|α|,|β|≤q
〈S∗αSβhβ , hα〉
=
∥∥∥∥∥∥
∑
|α|≤q
Sαhα
∥∥∥∥∥∥
2
≥ 0
for any {hα}|α|≤q ⊂ H and q = 1, 2, . . . ,. Therefore, the operator matrix [KS,1(α, β)]|α|,|β|≤q is
positive. Since Ψ is a completely positive map and
[Ψ(KS,1(α, β))]|α|,|β|≤q = [KT,2(α, β)]|α|,|β|≤q,
we deduce that Mq ≥ 0. Hence and using (1.9), we get ω(Aq) ≤ 1 for any q = 1, 2, . . . . According to
relations (1.8) and (1.10), we obtain w(T1, . . . , Tn) ≤ 1. The proof is complete.

Lemma 1.4. If (T1, . . . , Tn) is an n-tuple of operators on a Hilbert space H, then
r(T1, . . . , Tn) = r(R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n).
Moreover, if the spectral radius r(T1, . . . , Tn) ≤ 1 and zi ∈ D, for any i = 1, . . . , n, then the operator
I −
n∑
i=1
ziRi ⊗ T ∗i is invertible and
(1.11)
(
I −
n∑
i=1
ziRi ⊗ T ∗i
)−1
= I +
∑
k=1
∑
|α|=k
zαRα ⊗ T ∗α˜,
where the series converges in the operator norm.
Proof. The first part of the theorem follows from Corollary 1.2 and the fact that Ri = U
∗SiU ,
i = 1, . . . , n, where U is the (flipping) unitary operator. Assume now that r(T1, . . . , Tn) ≤ 1 and
zi ∈ D, i = 1, . . . , n. Then we have
r
(
n∑
i=1
ziRi ⊗ T ∗i
)
= r(z¯1T1, . . . , z¯nTn) ≤ γ r(T1, . . . , Tn) ≤ γ,
where γ := max{|z1|, . . . , |zn|} < 1. This proves that the operator I −
∑n
i=1 ziRi ⊗ T ∗i is invertible.
On the other hand, the root test implies the convergence of the series in the operator norm. The
equality in (1.11) is now obvious. 
The following result provides a characterization for row contractions as well as a new proof of the
noncommutative von Neumann inequality obtained in [47].
Theorem 1.5. Let T1, . . . , Tn ∈ B(H) and let S ⊂ C∗(S1, . . . , Sn) be the operator system defined by
(1.5). Then the following statements are equivalent:
(i) T1T
∗
1 + · · ·+ TnT ∗n ≤ 1;
(ii) The map Ψ : S → B(H) defined by
Ψ(p(S1, . . . , Sn) + q(S1, . . . , Sn)
∗) := p(T1, . . . , Tn) + q(T1, . . . , Tn)∗
is completely positive.
(iii) The spectral radius r(T1 . . . , Tn) ≤ 1 and the multi-Toeplitz operator Ar defined by
Ar :=
∞∑
k=1
∑
|α|=k
rkR∗α ⊗ Tα˜ + I +
∞∑
k=1
∑
|α|=k
rkRα ⊗ T ∗α˜
is positive for any 0 < r < 1, where the convergence is in the operator norm.
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Proof. First we prove that (i) =⇒ (ii). For each q = 0, 1, . . ., define the operator
(1.12) Nq := PPq⊗H

 ∑
1≤|α|≤q
R∗α ⊗ Tα˜ + I +
∑
1≤|α|≤q
Rα ⊗ T ∗α˜

 |Pq ⊗H,
where PPq⊗H is the orthogonal projection of F 2(Hn) ⊗ H onto Pq ⊗ H, and Pq is the set of all
polynomials of degree ≤ q in F 2(Hn). The multi-Toeplitz kernel KT,1 : F+n × F+n → B(H) is given by
KT,1(α, β) :=


Tβ\α if β > α
I if α = β
T ∗α\β if α > β
0 otherwise.
As in the proof of Theorem 1.3, the Feje´r type factorization theorem of [49] shows that any positive
operator G ∈ R⊗B(Cm), m = 1, 2, . . ., has the form (1.7), and similar calculations show that
G(T1, . . . , Tn) =
∑
|α|,|β|≤q
KT,1(α, β) ⊗Θ∗(α)Θ(β).
Hence, for any element
p∑
i=1
hi ⊗ zi ∈ H⊗ Cm, p = 1, 2, . . ., one obtains〈
[G(T1, . . . , Tn)]
(
p∑
i=1
hi ⊗ zi
)
,
p∑
i=1
hi ⊗ zi
〉
=
∑
|α|,|β|≤q
〈
(KT,1(α, β)⊗ ICm)
(
p∑
i=1
hi ⊗Θ(β)zi
)
,
p∑
i=1
hi ⊗Θ(α)zi
〉
.
Therefore, to show that G(T1, . . . , Tn) ≥ 0, we need to prove that the matrix [KT,1(α, β)]|α|,|β|≤q is
positive. Since [KT,1(α, β)]|α|,|β|≤q is the matrix representation of the operator Nq with respect to the
decomposition Pq ⊗H = ⊕Ni=1H, where N := 1 + n+ · · ·+ nq, it is enough to prove that Nq ≥ 0. Let
the operator Aq : Pq ⊗H → Pq ⊗H be defined by
Aq := PPq⊗H(R
∗
1 ⊗ T1 + · · ·+R∗n ⊗ Tn)|Pq ⊗H.
Since Aq+1q = 0, we have
Nq =
q∑
k=1
Akq + I +
q∑
k=1
A∗q
k = (I −Aq)−1 + (I −A∗q)−1 − I
= (I −Aq)−1(I −AqA∗q)(I −A∗q)−1.
Since [T1, . . . , Tn] is a row contraction and R
∗
iRj = δijI, i, j = 1, . . . , n, we have
AqA
∗
q =
(
n∑
i=1
R∗i ⊗ Ti
)
PPq⊗H
(
n∑
i=1
Ri ⊗ T ∗i
)
≤
n∑
i,j=1
R∗iRj ⊗ TiT ∗j ≤ I.
Therefore Nq ≥ 0, which shows that G(T1, . . . , Tn) ≥ 0. This proves that (i) =⇒ (ii).
Assume now that (ii) holds. According to Arveson’s extension theorem [4], there exists a completely
positive map Φ : C∗(R1, . . . , Rn) → B(H) extending Ψ. Using Stinespring’s dilation theorem [60],
there exists a ∗-representation π : C∗(R1, . . . , Rn)→ B(K) such that
Φ(x) = PHπ(x)|H, x ∈ C∗(R1, . . . , Rn).
Since R∗iRj = δijI, i, j = 1, . . . , n, it is clear that
‖[T1, . . . , Tn]‖ ≤ ‖[π(R1), . . . , π(Rn)]‖ ≤ 1.
UNITARY INVARIANTS IN MULTIVARIABLE OPERATOR THEORY 15
This completes the proof of (ii) =⇒ (i).
Now we prove the implication (i) =⇒ (iii). Assume that condition (i) holds. Since
r
(
n∑
i=1
Ri ⊗ T ∗i
)
= r(T1, . . . , Tn) ≤ 1,
Lemma 1.4 shows that the operator I −
n∑
i=1
rRi ⊗ T ∗i is invertible and
(
I −
n∑
i=1
rRi ⊗ T ∗i
)−1
=
∞∑
k=0
∑
|α|=k
rkRα ⊗ T ∗α˜.
Moreover, we have
Ar =
(
I −
n∑
i=1
rRi ⊗ T ∗i
)−1 [
I ⊗
(
I − r2
n∑
i=1
TiT
∗
i
)](
I −
n∑
i=1
rR∗i ⊗ Ti
)−1
≥ 0
for any 0 < r < 1.
To prove the implication (iii) =⇒ (i), assume that Ar ≥ 0 for any 0 < r < 1. First we show that
(1.13)
〈
Ar

∑
|β|≤q
eβ ⊗ hβ

 , ∑
|γ|≤q
eγ ⊗ hγ
〉
=
∑
|β|,|γ|≤q
〈KT,1,r(γ, β)hβ , hγ〉 ,
where the multi-Toeplitz kernel KT,1,r : F
+
n × F+n → B(H) is defined by
KT,1,r(α, β) :=


r|β\α|Tβ\α if β > α
I if α = β
r|α\β|(Tα\β)∗ if α > β
0 otherwise.
Since r(T1, . . . , Tn) ≤ 1, the series
∞∑
k=0
∑
|α|=k
rkRα ⊗ T ∗α˜ is convergent in norm for any 0 < r < 1. Note
that if {hβ}|β|≤q ⊂ H, then〈 ∞∑
k=0
∑
|α|=k
rkRα ⊗ T ∗α˜



∑
|β|≤q
eβ ⊗ hβ

 , ∑
|γ|≤q
eγ ⊗ hγ
〉
=
∞∑
k=0
∑
|α|=k
〈∑
|β|≤q
rkRαeβ ⊗ T ∗α˜hβ ,
∑
|γ|≤q
eγ ⊗ hγ
〉
=
∑
α∈F+n
∑
|β|,|γ|≤q
r|α| 〈eβα˜, eγ〉 〈T ∗α˜hβ , hγ〉
=
∑
γ≥β; |β|,|γ|≤q
r|γ\β|
〈
T ∗γ\βhβ, hγ
〉
=
∑
γ≥β; |β|,|γ|≤q
〈KT,1,r(γ, β)hβ , hγ〉 .
Hence, taking into account thatKT,1,r(γ, β) = K
∗
T,1,r(β, γ), relation (1.13) follows. Now, since Ar ≥ 0,
we must have [KT,1,r(α, β)]|α|,|β|≤q ≥ 0 for any 0 < r < 1 and q = 0, 1, . . .. Taking r → 1, we get
[KT,1(α, β)]|α|,|β|≤q ≥ 0 for any q = 0, 1, . . .. Using the Naimark type dilation theorem of [51], we
deduce that [T1, . . . , Tn] is a row contraction. The proof is complete. 
Corollary 1.6. ([47]) If [T1, . . . , Tn] is a row contraction, then
‖p(T1, . . . , Tn)‖ ≤ ‖p(S1, . . . , Sn)‖
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for any polynomial p ∈ P. Moreover the map Ψ of Theorem 1.5 is completely contractive and can be
extended to An +A∗n.
A consequence of the noncommutative von Neumann inequality and the noncommutative com-
mutant lifting theorem [44] is the following multivariable matrix-valued generalization of Schwarz’s
lemma. We denote by Mm the set of all m×m complex matrices.
Theorem 1.7. Let [T1, . . . , Tn] be a row contraction and m, k ≥ 1.
(i) If Fj := Fj(S1, . . . , Sn) ∈Mm ⊗An such that Fj(0) = 0, j = 1, . . . , k, then
ω(F1(T1, . . . , Tn), . . . , Fk(T1, . . . , Tn)) ≤ ω(T1, . . . , Tn)‖[F1, . . . , Fk]‖,
where ω is the norm or the joint spectral radius.
(ii) If An is replaced by F∞n in (i), then the above inequality holds true for any completely non-
coisometric row contraction, in particular if ‖[T1, . . . , Tn]‖ < 1.
(iii) If TiTj = TjTi for any i, j = 1, . . . , n, then (i) and (ii) remain true if we replace An (resp.
F∞n ) by the commutative algebra Acn (resp. W∞n ).
Proof. Let Xq := Xq(S1, . . . , Sn) be the row matrix with entries Fα, α ∈ F+n with |α| = k, and denote
Xq := [Fα : |α| = q]. Note that Xq ∈Mm,mkq⊗An, i.e., a m×mkq matrix with entries in An. Taking
into account the structure of the elements in F∞n , the condition Fj(0) = 0, j = 1, . . . , k, implies
Xq(S1, . . . , Sn) =
∑
|β|=q
(Im ⊗ Sβ)Φβ(S1, . . . , Sn)
for some operator matrices Φβ(S1, . . . , Sn) ∈ Mm,mkq ⊗ An. Since the operators Sβ , |β| = q, are
isometries with orthogonal ranges, we have
Xq(S1, . . . , Sn)
∗Xq(S1, . . . , Sn) =
∑
|β|=q
Φβ(S1, . . . , Sn)
∗Φβ(S1, . . . , Sn).
Now, using the the noncommutative von Neumann inequality, we obtain
‖Xq(T1, . . . , Tn)‖ =
∥∥∥∥∥∥
∑
|β|=q
(Im ⊗ Tα)Φβ(T1, . . . , Tn)
∥∥∥∥∥∥
≤
∥∥∥∥∥∥[Im ⊗ Tβ : |β| = q]

Φβ(T1, . . . , Tn):
|β| = q


∥∥∥∥∥∥
≤ ‖[Im ⊗ Tβ : |β| = q]‖
∥∥∥∥∥∥
n∑
|β|=q
Φβ(S1, . . . , Sn)
∗Φβ(S1, . . . , Sn)
∥∥∥∥∥∥
1/2
= ‖[Tβ : |β| = q]‖‖Xq(S1, . . . , Sn)‖
= ‖[Tβ : |β| = q]‖‖[F1, . . . , Fk]‖q.
Therefore, we have∥∥∥∥∥∥
∑
|β|=q
Fβ(T1, . . . , Tn)Fβ(T1, . . . , Tn)
∗
∥∥∥∥∥∥
1/2q
≤
∥∥∥∥∥∥
∑
|β|=q
TβT
∗
β
∥∥∥∥∥∥
1/2q
‖‖[F1, . . . , Fk]‖.
Taking q = 1 or q →∞, we obtain the inequality (i). Part (ii) follows in a similar manner if one uses
the F∞n -functional calculus for completely non-coisometric row contractions (see [48]).
To prove (iii), let [T1, . . . , Tn] be a completely non-coisometric row contraction with commuting
entries. Let Gj := Gj(B1, . . . , Bn) ∈ Mm ⊗W∞n , j = 1, . . . , k, be such that [G1, . . . , Gk] is a row
contraction with Gj(0) = 0, j = 1, . . . , k. Since G := [G1, . . . , Gk] ∈Mm,mk ⊗W∞n , according to [53],
we have
G (ICmk ⊗Bi) = (ICm ⊗Bi)G
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for any i = 1, . . . , n. Using the noncommutative commutant lifting theorem [44] (see also [3]), we find
F (S1, . . . , Sn) ∈Mm,mk ⊗ F∞n with the properties
PCm⊗F 2s (Hn)F (S1, . . . , Sn)|(Cmk ⊗ F 2s (Hn)) = G(B1, . . . , Bn)
and ‖F (S1, . . . , Sn)‖ = ‖G(B1, . . . , Bn)‖. Since G(0) = 0, we also have F (0) = 0. On the other hand,
the commutativity of the operators T1, . . . , Tn implies F (T1, . . . , Tn) = G(T1, . . . , Tn). Applying now
part (ii) of the theorem to F (S1, . . . , Sn), we obtain
‖G(T1, . . . , Tn)‖ = ‖F (T1, . . . , Tn)‖ ≤ ‖[T1, . . . , Tn]‖.
Assume now that G(B1, . . . , Bn) ∈Mm⊗Acn and let [T1, . . . , Tn] be an arbitrary row contraction with
commuting entries. Note that [rT1, . . . , rTn] is completely non-coisometric for 0 < r < 1. Therefore,
we have
‖G(rT1, . . . , rTn)‖ ≤ ‖[rT1, . . . , rTn]‖.
Since G(rT1, . . . , rTn) converges in norm to G(T1, . . . , Tn) as r → 1, the above inequality implies
‖G(T1, . . . , Tn)‖ ≤ ‖[T1, . . . , Tn]‖. The proof is complete. 
Note that in the particular case when n = m = k = 1, ‖T ‖ < 1, and f ∈ H∞(D) with f(0) = 0
and ‖f‖∞ ≤ 1, we get
‖f(T )‖ ≤ ‖T ‖ and r(f(T )) ≤ r(T ).
Now we can obtain the following multivariable version of Berger’s dilation theorem (see [8]).
Theorem 1.8. Let T1, . . . , Tn ∈ B(H). Then w(T1, . . . , Tn) ≤ 1 if and only if there exists a Hilbert
space K ⊇ H and isometries with orthogonal ranges V1, . . . , Vn ∈ B(K) such that
Tσ = 2PHVσ|H for any σ ∈ F+n \{g0}.
Proof. According to the proof of Theorem 1.3, the multi-Toeplitz kernel 12KT,2 : F
+
n × F+n → B(H)
is positive definite if and only if the numerical radius w(T1, . . . , Tn) ≤ 1. Using the Naimark type
dilation theorem of [51], the result follows. 
Let us point out another proof of Theorem 1.8. According to Arveson’s extension theorem [4],
the map Ψ of Theorem 1.3 has a completely positive extension Ψ˜ : C∗(S1, . . . , Sn) → B(H). By
Stinespring’s theorem [60], there exists a representation π : C∗(S1, . . . , Sn)→ B(K) and an operator
V ∈ B(H,K) such that 12 Ψ˜(x) = V ∗π(x)V for any x ∈ C∗(S1, . . . , Sn). Since Ψ(I) = 2I, we have
V ∗V = I. Identifying H with VH, we get 12 Ψ˜(x) = PHπ(x)|H. In particular, this shows that
Tσ = 2PHπ(Sσ)|H, for any σ ∈ F+n , σ 6= g0. Since Vi := π(Si), i = 1, . . . , n, are isometries with
orthogonal ranges, the result follows.
Corollary 1.9. Let (T1, . . . , Tn) ∈ B(H)(n) be an n-tuple of operators with the numerical radius
w(T1, . . . , Tn) ≤ 1. Then there is a completely bounded map Φ : An +A∗n → B(H) such that
Φ(p(S1, . . . , Sn) + q(S1, . . . , Sn)
∗) = p(T1, . . . , Tn) + q(T1, . . . , Tn)∗
for any polynomials p, q ∈ P, and ‖Φ‖cp ≤ 3. Moreover, the n-tuple (T1, . . . , Tn) is simultaneously
similar to a row contraction.
Proof. Note that Theorem 1.8 implies
p(T1, . . . , Tn) + q(T1, . . . , Tn)
∗ = PH[−(p(0) + q(0))IK + 2(p(V1, . . . , Vn) + p(V1, . . . , Vn)∗)]|H
for any polynomials p and q. Using the noncommutative von Neumann inequality (see Corollary
1.6), we deduce that the map Φ is completely bounded and ‖Φ‖cp ≤ 3. According to Theorem 2.4
of [50] (which uses Paulsen’s similarity result [38]) applied to Φ|An, there exists a row contraction
[A1, . . . , An] and an invertible operator X such that Ti = X
−1AiX , i = 1, . . . , n. This completes the
proof. 
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According to Corollary 1.9, if f(S1, . . . , Sn) ∈ An, then
f(T1, . . . , Tn) := Φ(f(S1, . . . , Sn)) = lim
m→∞ pm(T1, . . . , Tn),
where {pm(S1, . . . , Sn)}∞m=1 is a sequence of polynomials in An which converges to f(S1, . . . , Sn) in
the operator norm. Using Theorem 1.8, we have
(1.14) f(T1, . . . , Tn) + f(0)I = 2PHf(V1, . . . , Vn)|H.
Hence, and using the fact that f(rV1, . . . , rVn) converges to f(V1, . . . , Vn) in norm as r→ 1 (see [52]),
we deduce that
f(T1, . . . , Tn) = lim
r→1
f(rT1, . . . , rTn),
where the limit exists in the norm topology and
f(rT1, . . . , rTn) :=
∞∑
k=0
∑
|α|=k
rkaαTα
for f(S1, . . . , Sn) =
∑∞
k=0
∑
|α|=k aαSα.
The next result is a multivariable generalization of Berger-Kato-Stampfli mapping theorem (see
[9]), to n-tuples of operators.
Theorem 1.10. If (T1, . . . , Tn) ∈ B(H)(n) is an n-tuple of operators with joint numerical radius
w(T1, . . . , Tn) ≤ 1 and F1, . . . , Fk ∈Mm ⊗An, then
w(F1(T1, . . . , Tn), . . . , Fk(T1, . . . , Tn)) ≤ ‖[F1, . . . , Fk]‖+ 2

 n∑
j=1
‖Fj(0)‖2


1/2
.
Proof. First, we prove the result when m = 1, gj ∈ An, ‖[g1, . . . , gk]‖ ≤ 1, and gj(0) = 0 for any
j = 1, . . . , k. Let S ⊂ C∗(S1, . . . , Sn) be the operator system defined by
S := {p(S1, . . . , Sn) + q(S1, . . . , Sn)∗ : p, q ∈ P}.
According to Theorem 1.3, the map Ψ : S → B(H) defined by
Ψ(p(S1, . . . , Sn) + q(S1, . . . , Sn)
∗) := p(T1, . . . , Tn) + q(T1, . . . , Tn)∗ + (p(0) + q(0))I
is completely positive. Let L1, . . . , Lk be the be the left creation operators on the full Fock space
F 2(Hk) and let X ⊂ C∗(L1, . . . , Lk) be the operator system defined by
X := {r(L1, . . . , Lk) + s(L1, . . . , Lk)∗ : r, s are polynomials}.
Given gj = gj(S1, . . . , Sn) ∈ An, j = 1, . . . , k, with ‖[g1, . . . , gk]‖ ≤ 1, define the mapping Φg1,...,gk :
X → C∗(S1, . . . , Sn) by setting
Φg1,...,gk(r(L1, . . . , Lk) + s(L1, . . . , Lk)
∗) := r(g1, . . . , gk) + s(g1, . . . , gk)∗.
Using Theorem 1.5, we conclude that the map Φg1,...,gk is completely positive. Assume for the moment
that gj(S1, . . . , Sn), j = 1, . . . , k, are polynomials in S1, . . . , Sn. Notice that Ψ ◦Φg1,...,gk : X → B(H)
is completely positive and, since gj(0) = 0 for any j = 1, . . . , k, we have
Ψ ◦ Φg1,...,gk(r(L1, . . . , Lk) + s(L1, . . . , Lk)∗)
= r(Y1, . . . , Yk) + s(Y1, . . . , Yk))
∗ + (r(0) + s(0))I,
where Yj := gj(T1, . . . , Tn), j = 1, . . . , k. Since Ψ ◦ Φg1,...,gk is completely positive, we can apply
Theorem 1.3 to deduce that w(Y1, . . . , Yk) ≤ 1. Since the numerical radius is norm continuous, the
conclusion remains true for any gj(S1, . . . , Sn) in the noncommutative disc algebra An.
Now, for each j = 1, . . . , k, define
gj(S1, . . . , Sn) :=
1
K
(fj(S1, . . . , Sn)− fj(0)I) ,
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where K := ‖[f1, . . . , fk]‖ +
(∑n
j=1 |fj(0)|2
)1/2
. Notice that ‖[g1, . . . , gk]‖ ≤ 1 and gj(0) = 0 for any
j = 1, . . . , k. Applying the first part of the proof to the n-tuple (g1, . . . , gk), we obtain
w(f1(T1, . . . , Tn)− f1(0)I, . . . , fk(T1, . . . , Tn)− fk(0)I) ≤ K.
Taking into account that the joint numerical radius is a norm on B(H)(k), the result follows. The
matrix-valued extension of this result follows in a similar manner. The proof is complete. 
Corollary 1.11. If w(T1, . . . , Tn) ≤ 1 and F (S1, . . . , Sn) ∈Mm ⊗An, F (0) = 0, then
w(F (T1, . . . , Tn)) ≤ ‖F (S1, . . . , Sn)‖.
Note that if n = m = 1, we find again the cassical result of Berger-Kato-Stampfli [9], [35]. We
recall that the numerical range of an operator X ∈ B(H) is defined by
W (X) := {〈Xh, h〉 : h ∈ H, ‖h‖ = 1}.
Theorem 1.12. If w(T1, . . . , Tn) ≤ 1 and f ∈ An with Re f ≥ 0, then
ReW (f(T1, . . . , Tn)) ≥ −Re f(0).
Proof. According to the remarks following Corollary 1.9, we have
(1.15) f(T1, . . . , Tn) + f(0)I = 2PHf(V1, . . . , Vn)|H
for some isometries with orthogonal ranges acting on a Hilbert space K ⊇ H. If 0 < r < 1, then
‖[rV1, . . . , rVn]‖ < 1, and according to [44], there is a Hilbert space G such that K can be identified
with a subspace of the Hilbert space G ⊗ F 2(Hn) and
rV ∗i = (IG ⊗ S∗i )|K, i = 1, . . . , n.
Hence,
(1.16) f(rV1, . . . , rVn)
∗ = (IG ⊗ f(S1, . . . , Sn)∗)|K.
Since Re f(S1, . . . , Sn) ≥ 0, relation (1.16) implies
f(rV1, . . . , rVn)
∗ + f(rV1, . . . , rVn) ≥ 0
for 0 < r < 1. Since
lim
r→1
f(rV1, . . . , rVn) = f(V1, . . . , Vn)
in the operator norm, we infer that Re f(V1, . . . , Vn) ≥ 0. Hence and using relation (1.15), we obtain
Re 〈f(T1, . . . , Tn)h, h〉 ≥ −Re 〈f(0)h, h〉 .
for any h ∈ H. The proof is complete. 
Another consequence of Theorem 1.10, is the following multivariable power inequality.
Corollary 1.13. If T1, . . . , Tn ∈ B(H), then
(1.17) w(Tα : |α| = k) ≤ w(T1, . . . , Tn)k
for any k = 1, 2, . . ..
Proof. Since the joint numerical radius is homogeneous, we can assume that w(T1, . . . , Tn) = 1.
Applying Theorem 1.10 to (Sα : |α| = k), we obtain
w(Tα : |α| = k) ≤ ‖[Sα : |α| = k]‖ = 1,
which completes the proof. 
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We remark that if n = 1 we obtain the classical power inequality [8] (originally a conjecture of
Halmos). Notice also that if (A1, . . . , An) and (B1, . . . , Bn) are arbitrary n-tuples of operators then
w(AiBj : i, j = 1, . . . , n) ≤ 4w(A1, . . . , An)w(B1, . . . , Bn).
Indeed, using Theorem 1.1, we deduce that
w(AiBj : i, j = 1, . . . , n) ≤ ‖[AiBj : i, j = 1, . . . , n]‖
≤ ‖[A1, . . . , An]‖‖[B1, . . . , Bn]‖
≤ 2‖[A1, . . . , An]‖w(B1, . . . , Bn)
≤ 4w(A1, . . . , An)w(B1, . . . , Bn).
(1.18)
According to Theorem 1.1, we have
(1.19) r(T1, . . . , Tn) ≤ w(T1, . . . , Tn) ≤ ‖[T1, . . . , Tn]‖.
In what follows we characterize the n-tuples of operators for which equalities in (1.19) occur.
Proposition 1.14. If (T1, . . . , Tn) ∈ B(H)(n), then the following statements are equivalent:
(i) r(T1, . . . , Tn) = ‖[T1, . . . , Tn]‖;
(ii) ‖[Tα : |α| = k]‖ = ‖[T1, . . . , Tn]‖k for any k = 1, 2, . . . ;
(iii) w(T1, . . . , Tn) = ‖[T1, . . . , Tn]‖.
Proof. Using Corollary 1.2, it is easy to deduce that
(1.20) r(T1, . . . , Tn)
k = r(Tα : |α| = k) for k = 1, 2, . . . .
Consequently, if condition (i) holds, then
‖[T1, . . . , Tn]‖k = r(T1, . . . , Tn)k = r(Tα : |α| = k) ≤ ‖[Tα : |α| = k]‖.
Since the reverse inequality is always true, we deduce (ii). The implication (ii) =⇒ (i) follows immedi-
ately using the definition of the joint spectral radius. The inequality (1.19) shows that (i) =⇒ (iii). It
remains to prove that (i) =⇒ (iii). Assume that w(T1, . . . , Tn) = ‖[T1, . . . , Tn]‖ = 1. Using Corollary
1.2, we get
w
(
n∑
i=1
Si ⊗ T ∗i
)
=
∥∥∥∥∥
n∑
i=1
Si ⊗ T ∗i
∥∥∥∥∥ = 1.
Hence, there is a sequence {ym} ⊂ F 2(Hn) ⊗ H such that ‖ym‖ = 1 and 〈(
∑n
i=1 Si ⊗ T ∗i ) ym, ym〉
converges to 1, as m → ∞. A standard argument shows that 1 is in the approximate spectrum of∑n
i=1 Si ⊗ T ∗i . Consequently, r (
∑n
i=1 Si ⊗ T ∗i ) = 1. Using again Corollary 1.2, the result follows. 
Proposition 1.15. If (T1, . . . , Tn) ∈ B(H)(n), then w(T1, . . . , Tn) = r(T1, . . . , Tn) if and only if
w(Tα : |α| = k) = w(T1, . . . , Tn)k for any k = 1, 2, . . . .
Proof. Assume that w(T1, . . . , Tn) = r(T1, . . . , Tn). Using relations (1.20) and (1.19), we have
w(T1, . . . , Tn)
k = r(T1, . . . , Tn)
k = r(Tα : |α| = k) ≤ w(Tα : |α| = k).
Hence and using the power inequality (1.17), we deduce that w(T1, . . . , Tn)
k = w(Tα : |α| = k) for
any k = 1, 2, . . .. Conversely, assume that the latter equality holds. Using again (1.19), we have
w(T1, . . . , Tn) = w(Tα : |α| = k)1/k ≤ ‖[Tα : |α| = k]‖1/k
for any k = 1, 2, . . .. Taking k →∞, we obtain w(T1, . . . , Tn) ≤ r(T1, . . . , Tn). The reverse inequality
is always true (see (1.19)). This completes the proof. 
We consider now the case when the n-tuple (T1, . . . , Tn) has commuting entries.
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Theorem 1.16. Let T1, . . . , Tn ∈ B(H) be commuting operators and let Sc ⊂ C∗(B1, . . . , Bn) be the
operator system defined by
(1.21) Sc := {p(B1, . . . , Bn) + q(B1, . . . , Bn)∗ : p, q ∈ P},
where B1, . . . , Bn are the creation operators on the symmetric Fock space. Then the following state-
ments are equivalent:
(i) w(T1, . . . , Tn) ≤ 1;
(ii) The map Ψc : Sc → B(H) defined by
Ψc(p(B1, . . . , Bn) + q(B1, . . . , Bn)
∗) := p(T1, . . . , Tn) + q(T1, . . . , Tn)∗ + (p(0) + q(0))I
is completely positive.
(iii) There is a Hilbert space G ⊇ H and a ∗-representation π : C∗(B1, . . . , Bn)→ B(G) such that
Tα = 2PHπ(Bα)|H for any α ∈ F+n \{g0}.
Proof. Assume that w(T1, . . . , Tn) ≤ 1. According the the proof of Theorem 1.3, the multi-Toeplitz
kernel 12KT,2 : F
+
n × F+n → B(H) defined by
1
2
KT,2(α, β) :=


1
2Tβ\α if β > α
I if α = β
1
2T
∗
α\β if α > β
0 otherwise.
is positive definite. Since T1, . . . , Tn are commuting operators, according to Theorem 3.3 of [57], there
exists a completely positive linear map Φ : C∗(B, . . . , Bn)→ B(H) such that Φ(I) = I and
Φ(Bσ) =
1
2
Tσ, σ ∈ F+n \{g0}.
According to Stinespring’s theorem (see [60]), there exists a Hilbert space G ⊇ H and a ∗-representation
π : C∗(B1, . . . , Bn)→ B(H) such that (iii) holds.
Assume now (iii) and let Wi := π(Bi), i = 1, . . . , n. Since [W1, . . . ,Wn] is a row contraction, there
exists a Hilbert space K ⊇ G and V1, . . . , Vn ∈ B(K) isometries with orthogonal ranges such that
W ∗α = V
∗
α |K, α ∈ F+n . Since H ⊆ G, (iii) implies Tα = 2PHVα|H, α ∈ F+n . Using Theorem 1.8, we
deduce that w(T1, . . . , Tn) ≤ 1, therefore (iii) =⇒ (i). Now we show that (iii) =⇒ (ii). Notice that
(iii) implies
p(T1, . . . , Tn) + q(T1, . . . , Tn)
∗ + (p(0) + q(0))I
= 2PHπ[p(B1, . . . , Bn) + q(B1, . . . , Bn)∗]|H.
This clearly implies (ii). To prove that (ii) =⇒ (i), note that there is a completely positive linear map
γ : C∗(S1, . . . , Sn)→ C∗(B1, . . . , Bn) such that γ(SαS∗β) = BαB∗β (see [52]). Since the map Ψc ◦ γ is
completely positive and (Ψc◦γ)|S = Ψ, where S and Ψ are defined in Theorem 1.3, the latter theorem
implies w(T1, . . . , Tn) ≤ 1. The proof is complete. 
Remark 1.17. If T1, . . . , Tn are commuting operators, then “commutative” versions of Corollary 1.9,
Theorem 1.10, Corollary 1.11, and Theorem 1.12 hold true, if we replace the noncommutative disc
algebra An with its commutative version Acn. The proofs are exactly the same but one uses Theorem
1.16.
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2. Euclidean operator radius
In this section we present basic properties of the euclidean operator radius of an n-tuple of operators
(T1, . . . , Tn), defined by
we(T1, . . . , Tn) := sup
‖h‖=1
(
n∑
i=1
|〈Tih, h〉|2
)1/2
,
in connection with the joint numerical radius and several other operator radii. We define a new norm
and “spectral radius” on B(H)(n) by setting
(2.1) ‖(T1, . . . , Tn)‖e := sup
(λ1,...,λn)∈Bn
‖λ1T1 + · · ·+ λnTn‖
and
(2.2) re(T1, . . . , Tn) := sup
(λ1,...,λn)∈Bn
r(λ1T1 + · · ·+ λnTn),
where r(X) denotes the usual spectral radius of an operator X ∈ B(H). Notice that ‖ · ‖e is a norm
on B(H)(n),
‖(T1, . . . , Tn)‖e = ‖(T ∗1 , . . . , T ∗n)‖e, and re(T1, . . . , Tn) = re(T ∗1 , . . . , T ∗n).
In what follows we show that ‖ · ‖e is equivalent to the operator norm on B(H)(n).
Theorem 2.1. If (T1, . . . , Tn) ∈ B(H)(n), then
(2.3)
1√
n
‖[T1, . . . , Tn]‖ ≤ ‖(T1, . . . , Tn)‖e ≤ ‖[T1, . . . , Tn]‖,
where the constants 1√
n
and 1 are the best possible, and
(2.4) re(T1, . . . , Tn) ≤ r(T1, . . . , Tn).
Proof. Let σ be the rotation-invariant normalized positive Borel measure on the unit sphere ∂Bn.
Using the relations (see [59])∫
∂Bn
|λi|2dσ(λ) = 1
n
and
∫
∂Bn
λiλjdσ(λ) = 0 if i 6= j, i, j = 1, . . . , n,
we deduce that
‖(T1, . . . , Tn)‖2e = sup
(λ1,...,λn)∈Bn
sup
‖h‖=1
〈(
n∑
i=1
λiTi
)
 n∑
j=1
λjT
∗
j

h, h
〉
≥ sup
‖h‖=1
∫
∂Bn
n∑
i,j=1
λiλj
〈
TiT
∗
j h, h
〉
dσ(λ)
= sup
‖h‖=1
1
n
〈
n∑
i=1
TiT
∗
i h, h
〉
=
1
n
‖[T1, . . . , Tn]‖2,
On the other hand, we have
‖(T1, . . . , Tn)‖e = sup
(λ1,...,λn)∈Bn
‖λ1T1 + · · ·λnTn‖
≤ sup
(λ1,...,λn)∈Bn
(
n∑
i=1
|λi|2
)1/2 ∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥
1/2
= ‖[T1, . . . , Tn]‖.
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Now, notice that if S1, . . . , Sn are the left creation operators, then
1 ≤ 1√
n
‖[S∗1 , . . . , S∗n]‖ ≤ ‖[S∗1 , . . . , S∗n]‖e
= ‖[S1, . . . , Sn]‖e ≤ ‖[S1, . . . , Sn]‖ = 1.
(2.5)
This shows that the inequalities (2.3) are best possible.
To prove inequality (2.4), notice that
re(T1, . . . , Tn) = sup
(λ1,...,λn)∈Bn
inf
m∈N
∥∥∥∥∥
(
n∑
i=1
λiTi
)m∥∥∥∥∥
1/m
≤ inf
m∈N
sup
(λ1,...,λn)∈Bn
∥∥∥∥∥
(
n∑
i=1
λiT
∗
i
)m∥∥∥∥∥
1/m
≤ inf
m∈N
sup
(λ1,...,λn)∈Bn



 ∑
|α|=m
|λα|2


1/2m ∥∥∥∥∥∥
∑
|α|=m
TαT
∗
α
∥∥∥∥∥∥
1/2m


≤ inf
m∈N
∥∥∥∥∥∥
∑
|α|=m
TαT
∗
α
∥∥∥∥∥∥
1/2m
= r(T1, . . . , Tn).
Notice that the inequality (2.4) is strict in general. For example, we have r(S∗1 , . . . , S
∗
n) =
√
n and
re(S
∗
1 , . . . , S
∗
n) = re(S1, . . . , Sn) = 1. Therefore, re(S
∗
1 , . . . , S
∗
n) < r(S
∗
1 , . . . , S
∗
n) if n ≥ 2. On the other
hand, we have equality in (2.4) if Ti = Si, i = 1, . . . , n. Indeed, re(S1, . . . , Sn) = r(S1, . . . , Sn) = 1.
This completes the proof. 
The next result summarizes some of the basic properties of the euclidean operator radius of an
n-tuple of operators.
Theorem 2.2. The euclidean operator radius we : B(H)(n) → [0,∞) for n-tuples of operators satisfies
the following properties:
(i) we(T1, . . . , Tn) = 0 if and only if T1 = · · · = Tn = 0;
(ii) we(λT1, . . . , λTn) = |λ| we(T1, . . . , Tn) for any λ ∈ C;
(iii) we(T1 + T
′
1, . . . , Tn + T
′
n) ≤ we(T1, . . . , Tn) + we(T ′1, . . . , T ′n);
(iv) we(U
∗T1U, . . . , U∗TnU) = we(T1, . . . , Tn) for any unitary operator U : K → H;
(v) we(X
∗T1X, . . . , X∗TnX) ≤ ‖X‖2we(T1, . . . , Tn) for any operator X : K → H;
(vi) 12‖(T1, . . . , Tn)‖e ≤ we(T1, . . . , Tn) ≤ ‖(T1, . . . , Tn)‖e;
(vii) re(T1, . . . , Tn) ≤ we(T1, . . . , Tn);
(viii) we(IE ⊗ T1, . . . , IE ⊗ Tn) = we(T1, . . . , Tn) for any separable Hilbert space E;
(ix) we is a continuous map in the norm topology.
Proof. The first five properties can be easily deduced using the definition of we. Now, notice that
we(T1, . . . , Tn) = sup
‖h‖=1
(
n∑
i=1
| 〈Tih, h〉 |2
)1/2
= sup
‖h‖=1
sup
(λ1,...,λn)∈Bn
∣∣∣∣∣
n∑
i=1
λi 〈Tih, h〉
∣∣∣∣∣
= sup
(λ1,...,λn)∈Bn
sup
‖h‖=1
∣∣∣∣∣
〈
n∑
i=1
λiTih, h
〉∣∣∣∣∣
= sup
(λ1,...,λn)∈Bn
w(λ1T1 + · · ·+ λnTn).
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Consequently, we obtain
(2.6) we(T1, . . . , Tn) = sup
(λ1,...,λn)∈Bn
w(λ1T1 + · · ·+ λnTn).
It is well known that
1
2
‖X‖ ≤ w(X) ≤ ‖X‖ and r(X) ≤ ‖X‖
for any X ∈ B(H). Applying these inequalities to the operator X := λ1T1 + · · · + λnTn for
(λ1, . . . , λn) ∈ Bn, and using relation (2.6), we deduce (vi) and (vii).
To prove (viii), we use relation (2.6) and the fact that the classical numerical radius satisfies the
equation w(IG ⊗X) = w(X). Indeed, we have
we(IE ⊗ T1, . . . , IE ⊗ Tn) = sup
(λ1,...,λn)∈Bn
w
(
IE ⊗
n∑
i=1
λiTi
)
= sup
(λ1,...,λn)∈Bn
w
(
n∑
i=1
λiTi
)
= we(T1, . . . , Tn).
According to (vi) and Theorem 2.1, we obtain
we(T1, . . . , Tn) ≤
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥
1/2
.
Hence, we deduce that we is continuous in the norm topology. The proof is complete. 
Corollary 2.3. If T1, . . . , Tn ∈ B(H)(n), then
we(T1, . . . , Tn) = sup
(λ1,...,λn)∈Bn
w(λ1T1 + · · ·+ λnTn).
The next result shows that the euclidean operator radius is equivalent to the operator norm and
the joint numerical radius on B(H)(n).
Proposition 2.4. If T1, . . . , Tn ∈ B(H)(n), then
(2.7) we(T1, . . . , Tn) ≤ w(T1, . . . , Tn) and
(2.8)
1
2
√
n
‖[T1, . . . , Tn]‖ ≤ we(T1, . . . , Tn) ≤ ‖[T1, . . . , Tn]‖.
Moreover, the inequalities are sharp.
Proof. Given λ := (λ1, . . . λn) ∈ Bn, define the vector zλ ∈ F 2(Hn) by setting
(2.9) zλ :=
1√
1− ‖λ‖2

∑
α∈F+n
λαeα

 .
We remark that S∗i zλ = λizλ for any i = 1, . . . , n, and ‖zλ‖ = 1. For any vector h ∈ H, ‖h‖ = 1, and
λ ∈ Bn, we have 〈
n∑
i=1
(Si ⊗ T ∗i )(zλ ⊗ h), zλ ⊗ h
〉
=
n∑
i=1
〈
zλ ⊗ h, λizλ ⊗ Tih
〉
=
n∑
i=1
λi 〈h, Tih〉 .
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Since ‖zλ ⊗ h‖ = 1 and w(T1, . . . , Tn) = w(S1 ⊗ T ∗1 + · · ·+ Sn ⊗ T ∗n), we infer that
sup
λ∈Bn
∣∣∣∣∣
n∑
i=1
λi 〈h, Tih〉
∣∣∣∣∣ ≤ w(T1, . . . , Tn).
Hence, we deduce that (
n∑
i=1
| 〈Tih, h〉 |2
)1/2
≤ w(T1, . . . , Tn).
Taking now the supremum over all h ∈ H with ‖h‖ = 1, we obtain inequality (2.7). Note that we have
equality in (2.7) if Ti = Si, i = 1, . . . , n. Indeed we(S1, . . . , Sn) = w(S1, . . . , Sn) = 1 (see Theorem
3.4). On the other hand, the inequality (2.7) is strict if Ti = S
∗
i , i = 1, . . . , n. More precisely, we have
√
n = r(S∗1 , . . . , S
∗
n) ≤ w(S∗1 , . . . , S∗n) > we(S∗1 , . . . , S∗n) = we(S1, . . . , Sn) = 1.
Combining inequality (vi) of Theorem 2.2 with inequality (2.3), we obtain (2.8). Notice also that
we(S1, . . . , Sn) = ‖[S1, . . . , Sn]‖ = 1.
On the other hand, here is an example when we have equality in the first inequality of (2.8). Take
Ti :=
1√
n
S(2), i = 1, . . . , n, where S(2) :=
[
0 0
1 0
]
. It is easy to see that ‖S(2)‖ = 1 and w(S(2)) = 12 .
We also have
1
2
√
n
‖[T1, . . . , Tn]‖ = 1
2
‖S(2)‖ = 1
2
.
and
we(T1, . . . , Tn) =
1√
n
we(S
(2), . . . , S(2)) = w(S(2)) =
1
2
.
This completes the proof of the theorem. 
Combining inequalities (2.7), (2.8), and using Theorem 1.1 part (vi), we deduce that the euclidean
operator radius is equivalent to the joint numerical radius. We obtain
1
2
√
n
w(T1, . . . , Tn) ≤ we(T1, . . . , Tn) ≤ w(T1, . . . , Tn).
Now, we can prove the following von Neumann type inequality for the numerical range.
Theorem 2.5. If T1, . . . , Tn ∈ B(H), then
w(p(T1, . . . , Tn)) ≤ ‖p‖2
(
1− w(T1, . . . , Tn)2(m+1)
1− w(T1, . . . , Tn)2
)1/2
for any polynomial p =
∑
|α|≤m aαeα in F
2(Hn).
Proof. According to Proposition 2.4, we have
(2.10) sup
‖h‖=1

∑
|α|=k
|〈Tαh, h〉|2


1/2
= we(Tα : |α| = k) ≤ w(Tα : |α| = k)
for 1 ≤ k ≤ m. On the other hand, the joint numerical radius is a norm (see Theorem 1.1). Con-
sequently, using (2.10), the multivariable power inequality (1.17), and applying Cauchy’s inequality
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twice, we obtain
w (p(T1, . . . , Tn)) ≤
m∑
k=0
w

∑
|α|=k
aαTα


=
m∑
k=0
sup
‖h‖=1
∣∣∣∣∣∣
∑
|α|=k
aα 〈Tαh, h〉
∣∣∣∣∣∣
≤
m∑
k=0



∑
|α|=k
|aα|2


1/2
sup
‖h‖=1

∑
|α|=k
|〈Tαh, h〉|2


1/2


≤
m∑
k=0



∑
|α|=k
|aα|2


1/2
w(Tα : |α| = k)


≤
m∑
k=0



∑
|α|=k
|aα|2


1/2
w(T1, . . . , Tn)
k


≤

 ∑
|α|≤m
|aα|2


1/2(
m∑
k=0
w(T1, . . . , Tn)
2k
)1/2
.
The proof is complete. 
Theorem 2.5 and the An-functional calculus for n-tuples of operators with joint numerical radius
w(T1, . . . , Tn) < 1 (see Section 1) can be used to deduce the following result.
Corollary 2.6. If T1, . . . , Tn ∈ B(H), w(T1, . . . , Tn) < 1, and f(S1, . . . , Sn) ∈ An, then
w(f(T1, . . . , Tn)) ≤ 1√
1− w(T1, . . . , Tn)2
‖f‖2,
where ‖f‖2 := ‖f(S1, . . . , Sn)(1)‖. Moreover, if f(0) = 0, then
w(f(T1, . . . , Tn)) ≤ w(T1, . . . , Tn)√
1− w(T1, . . . , Tn)2
‖f‖2.
Notice that these inequalities are quite different from the multivariable Berger-Kato-Stampfli type
inequality obtained in Section 1 (see Corollary 1.11).
3. Joint numerical range and spectrum
The joint (spatial) numerical range of an n-tuple of operators (T1, . . . , Tn) ∈ B(H)(n) is the subset
of Cn defined by
W (T1, . . . , Tn) := {(〈T1h, h〉, . . . , 〈Tnh, h〉) : h ∈ H, ‖h‖ = 1}.
There is a large literature relating to the classical numerical range (n = 1). For general proprieties,
we refer to [29], [12], [13], and [27]. In this section we study the joint numerical range of an n-tuple of
operators (T1, . . . , Tn) in connection with unitary invariants such as the right spectrum σr(T1, . . . , Tn),
the joint numerical radius w(T1, . . . , Tn), the euclidean operator radius we(T1, . . . , Tn), and the joint
spectral radius r(T1, . . . , Tn). On the other hand, we obtain an analogue of Toeplitz-Hausdorff theorem
([65], [31]) on the convexity of the spatial numerical range of an operator on a Hilbert space, for the
joint numerical range of operators in the noncommutative analytic Toeplitz algebra F∞n .
We recall that the joint right spectrum σr(T1, . . . , Tn) of an n-tuple (T1, . . . , Tn) of operators in
B(H) is the set of all n-tuples (λ1, . . . , λn) of complex numbers such that the right ideal of B(H)
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generated by the operators λ1I−T1, . . . , λnI−Tn does not contain the identity operator. Notice that
the joint left spectrum σl(T
∗
1 , . . . , T
∗
n) is the complex conjugate of σr(T1, . . . , Tn). We should mention
the connection between the joint right spectrum of an n-tuple (T1, . . . , Tn) and the solutions of linear
equations of the form
(3.1) T1x1 + T2x2 + · · ·+ Tnxn = y,
where y ∈ H is a given vector. Notice that if (0, . . . , 0) /∈ σr(T1, . . . , Tn) then the equation (3.1) has
solutions in H.
For each r > 0, define
(Cn)r := {(λ1, . . . , λn) ∈ Cn : |λ1|2 + · · ·+ |λn|2 < r2}
and let Bn := (C
n)1 be the open unit ball of C
n.
Theorem 3.1. If T1, . . . , Tn ∈ B(H), then
(i) σr(T1, . . . , Tn) ⊆W (T1, . . . , Tn) ⊆ (Cn)we(T1,...,Tn) ⊆ (Cn)w(T1,...,Tn) ⊆ (Cn)‖[T1,...,Tn]‖;
(ii) σr(T1, . . . , Tn) ⊆ (Cn)r(T1,...,Tn) ⊆ (Cn)w(T1,...,Tn);
(iii) σr(T1, . . . , Tn) is a compact subset of C
n.
Proof. First we prove that (λ1, . . . , λn) /∈ σr(T1, . . . , Tn) if and only if there exists δ > 0 such that
(3.2)
n∑
i=1
‖(λiI − T ∗i )h‖2 ≥ δ‖h‖2 for any h ∈ H.
Assume that (λ1, . . . , λn) /∈ σr(T1, . . . , Tn). Then there exist some operators Xi ∈ B(H), i = 1, . . . , n,
such that
∑n
i=1Xi(λiI − T ∗i ) = I. Therefore, at least one of the operators Xi is different from zero
and
‖h‖ ≤ ‖[X1, . . . , Xn]‖
(
n∑
i=1
‖(λiI − T ∗i )h‖2
)1/2
,
which proves (3.2). Conversely, assume that inequality (3.2) holds for some δ > 0. Then AA∗ ≥ CC∗,
where A := [λ1I − T1, . . . , λnI − Tn] and C :=
√
δI. Applying Douglas factorization theorem [20], we
find a contraction X : A∗H → H such that XA∗ = C∗. Extend X to an operator X˜ : ⊕ni=1H → H by
setting X˜k = 0 if k ∈ (A∗H)⊥. Since X˜ = [X˜1, . . . , X˜n] for some operators X˜i ∈ B(H), the equation
X˜A∗ = C∗ implies
n∑
i=1
(λiI − Ti)X˜∗i =
√
δI, which shows that (λ1, . . . , λn) /∈ σr(T1, . . . , Tn).
Now let us show that σr(T1, . . . , Tn) ⊆W (T1, . . . , Tn). Notice that if (λ1, . . . , λn) ∈ σr(T1, . . . , Tn),
then (3.2) implies that there exists a sequence of vectors {hm}∞m=1 with ‖hm‖ = 1 and such that
lim
m→∞
n∑
i=1
‖(λiI − T ∗i )hm‖2 = 0.
Hence, we deduce that lim
m→∞
〈
(λiI − T ∗i )hm, hm
〉
= 0 and therefore lim
m→∞ 〈Tihm, hm〉 = λi for any
i = 1, . . . , n. This shows that (λ1, . . . , λn) ∈W (T1, . . . , Tn).
The second inclusion in (i) is is due to the definition of we, and the third (resp. fourth) inclusion
is due to Proposition 2.4 (resp. Theorem 1.1 part (vii)). Now let us prove the inclusions of part
(ii). Let (λ1, . . . , λn) ∈ σr(T1, . . . , Tn). Since the left ideal of B(H) generated by the operators
T ∗1 − λ1I, . . . , T ∗n − λnI does not contain the identity, there is a pure state µ on B(H) such that
µ(X(T ∗i − λiI)) = 0 for any X ∈ B(H) and i = 1, . . . , n. In particular, we have µ(Ti) = λi = µ(T ∗i )
and
µ(TαT
∗
α) = λαµ(Tα) = |λα|2, α ∈ F+n .
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Hence, we infer that(
n∑
i=1
|λi|2
)1/2
=

 ∑
|α|=m
|λα|2


1/2m
=
∣∣∣∣∣∣µ

 ∑
|α|=m
TαT
∗
α


∣∣∣∣∣∣
1/2m
≤
∥∥∥∥∥∥
∑
|α|=m
TαT
∗
α
∥∥∥∥∥∥
1/2m
≤ r(T1, . . . , Tn).
The last inclusion in (ii) is due to Theorem 1.1 part (viii). To prove (iii), it is enough to show
that σr(T1, . . . , Tn) is a closed subset of C
n. Let
{
(λ
(m)
1 , . . . , λ
(m)
n )
}∞
m=1
be a sequence of vectors in
σr(T1, . . . , Tn) such that lim
m→∞λ
(m)
i = λi, λi ∈ C, for each i = 1, . . . , n. Assume that (λ1, . . . , λn) /∈
σr(T1, . . . , Tn) and choose m large enough such that
γ := δ −
(
n∑
i=1
|λ(m)i − λi|2
)1/2
> 0.
Using inequality (3.2), we obtain(
n∑
i=1
∥∥∥(λ(m)i I − T ∗i )h∥∥∥2
)1/2
≥
(
n∑
i=1
‖(λiI − T ∗i )h‖2
)1/2
−
(
n∑
i=1
|λi − λ(m)i |2
)1/2
‖h‖
≥ γ‖h‖
for any h ∈ H. This shows that (λ(m)1 , . . . , λ(m)n ) /∈ σr(T1, . . . , Tn), which is a contradiction. Therefore,
we must have (λ1, . . . , λn) ∈ σr(T1, . . . , Tn). The proof is complete. 
From the proof of Theorem 3.1, we can deduce the following characterization for the right spectrum
of an n-tuple of operators.
Corollary 3.2. If T1, . . . , Tn ∈ B(H), then the following statements are equivalent:
(i) (λ1, . . . , λn) /∈ σr(T1, . . . , Tn);
(ii) there exists δ > 0 such that
n∑
i=1
(λiI − Ti)(λiI − T ∗i ) ≥ δI;
(iii) (λ1I − T1)B(H) + · · ·+ (λnI − Tn)B(H) = B(H).
Another consequence of Theorem 3.1 is the following result.
Corollary 3.3. If (λ1, . . . , λn) ∈ W (T1, . . . , Tn) and
n∑
i=1
|λi|2 =
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥ ,
then (λ1, . . . , λn) ∈ σr(T1, . . . , Tn).
Proof. Since (λ1, . . . , λn) ∈ W (T1, . . . , Tn), there is h ∈ H, ‖h‖ = 1, such that λi = 〈Tih, h〉 for
i = 1, . . . , n. We have ∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥ =
n∑
i=1
|λi|2 =
n∑
i=1
| 〈Tih, h〉 |2
≤
n∑
i=1
‖Tih‖2‖h‖2 ≤
〈
n∑
i=1
TiT
∗
i h, h
〉
≤
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥ .
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Consequently, we must have
| 〈Tih, h〉 | = ‖Tih‖‖h‖, i = 1, . . . , n
which implies T ∗i h = µih for some µi ∈ C, i = 1, . . . , n. On the other hand, we have
λi = 〈T ∗i h, h〉 = 〈µih, h〉 = µi, i = 1, . . . , n.
Therefore, T ∗i h = λih, i = 1, . . . , n. Now, Corollary 3.2 implies (λ1, . . . , λn) ∈ σr(T1, . . . , Tn). The
proof is complete. 
Notice that if the Hilbert space H is finite dimensional and we(T1, . . . , Tn) = ‖
∑
i=1
TiT
∗
i ‖1/2, then
Corollary 3.3 implies σr(T1, . . . , Tn) 6= ∅.
We remark that the spectral inclusion of Theorem 3.1 part (i) enables us to locate the right spectrum
of the sum of two n-tuples of operators. More precisely, we have
σr(T1 + T
′
1, . . . , Tn + T
′
n) ⊆W (T1 + T ′1, . . . , Tn + T ′n)
⊆W (T1, . . . , Tn) +W (T ′1, . . . , T ′n)
⊆ (Cn)we(T1,...,Tn)+we(T ′1,...,T ′n).
Assume now that T1, . . . , Tn ∈ B(H) are mutually commuting operators. Let B be a closed subal-
gebra of B(H) containing T1, . . . , Tn, and the identity. Denote by σ(T1, . . . , Tn) the Harte spectrum,
i.e., (λ1, . . . , λn) ∈ σ(T1, . . . , Tn) if and only if
(λ1I − T1)X1 + · · ·+ (λnI − Tn)Xn 6= I
for all X1, . . . , Xn ∈ B. According to [37], the joint numerical radius has the following property;
r(T1, . . . , Tn) = max{‖(λ1, . . . , λn)‖2 : (λ1, . . . , λn) ∈ σ(T1, . . . , Tn)}.
Hence, and using Theorem 1.1 part (vii), we deduce that
(3.3) σ(T1, . . . , Tn) ⊆ (Cn)r(T1,...,Tn) ⊆ (Cn)w(T1,...,Tn).
In what follows, we calculate the joint right spectrum and joint numerical range for certain classes
of n-tuples of operators.
Theorem 3.4. Let (V1, . . . , Vn) be an n-tuple of operators on a Hilbert space K.
(i) If V1, . . . , Vn are isometries with orthogonal ranges, then V1V
∗
1 + · · ·+VnV ∗n 6= I if and only if
σr(V1, . . . , Vn) =W (V1, . . . , Vn) = Bn.
(ii) If V1V
∗
1 + · · ·+ VnV ∗n = I, then σr(V1, . . . , Vn) ⊆ ∂Bn and w(V1, . . . , Vn) = 1.
In particular, if S1, . . . , Sn are the left creation operators on the Fock space F
2(Hn), then
σr(S1, . . . , Sn) =W (S1, . . . , Sn) = (Cn)we(S1,...,Sn) = (C
n)w(S1,...,Sn) = Bn.
Proof. According to the Wold decomposition for isometries with orthogonal ranges [44], the Hilbert
space K admits an orthogonal decomposition K = Ks ⊕ Kc such that Ks,Kc are are reducing sub-
spaces for each isometry V1, . . . , Vn, the row isometry [V1|Ks, . . . , Vn|Ks] is unitarily equivalent to
[S1 ⊗ IG , . . . , Sn ⊗ IG ] for some Hilbert space G, and [V1|Kc, . . . , Vn|Kc] is a Cuntz row isometry, i.e.,∑n
i=1(Vi|Kc)(Vi|Kc)∗ = IKc . Notice that V1V ∗1 + · · ·+ VnV ∗n 6= I if and only if G 6= {0}.
According to the proof of Theorem 3.1, given λ := (λ1, . . . , λn) ∈ Bn, we have S∗i zλ = λizλ,
i = 1, . . . , n, where zλ is defined by (2.9). Therefore, if h ∈ G, ‖h‖ = 1, then
〈(Si ⊗ IG)(zλ ⊗ h), zλ ⊗ h〉 =
〈
zλ ⊗ h, λizλ ⊗ h
〉
= λi
for any i = 1, . . . , n. This shows that
Bn ⊆W (S1 ⊗ IG , . . . , Sn ⊗ IG) ⊆W (V1, . . . , Vn).
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Since ‖[V1, . . . , Vn]‖ = 1, Theorem 3.1 implies W (V1, . . . , Vn) = Bn. To complete the proof of part (i),
it is enough to prove that Bn ⊆ σr(V1, . . . , Vn). To this end, let (λ1, . . . , λn) ∈ Bn and h ∈ G with
‖h‖ = 1. Using the above-mentioned Wold type decomposition, we have
n∑
i=1
‖(λiIK − V ∗i )(zλ ⊗ h)‖2 = 0.
Due to Corollary 3.2, we deduce that (λ1, . . . , λn) ∈ σr(V1, . . . , Vn).
To prove part (ii), fix λ := (λ1, . . . , λn) ∈ Bn. Since∥∥∥∥∥
n∑
i=1
λiV
∗
i
∥∥∥∥∥ ≤ ‖λ‖2‖[V1, . . . , Vn]‖ = ‖λ‖2,
we have
n∑
i=1
(λiV
∗
i + λiVi) ≤ 2‖λ‖2.
Using this inequality, we obtain
n∑
i=1
(λiIK − Vi)(λiIK − V ∗i ) =
n∑
i=1
|λi|2IK −
n∑
i=1
(λiV
∗
i + λiVi) +
n∑
i=1
ViV
∗
i
≥ (‖λ‖22 − 2‖λ‖2 + 1) IK = (1− ‖λ‖2)2IK.
Since ‖λ‖2 6= 1, Corollary 3.2 implies (λ1, . . . , λn) /∈ σr(V1, . . . , Vn). Using part (i) of Theorem 3.1,
we deduce that σr(V1, . . . , Vn) ⊆ ∂Bn.
To prove that w(V1, . . . , Vn) = 1, notice that the operator Z :=
∑n
i=1 Si ⊗ V ∗i is a nonunitary
isometry. Applying part (ii) of this theorem (in the particular case of a single isometry) to Z, we
deduce that w(V1, . . . , Vn) = w(Z) = 1.
The particular case when S1, . . . , Sn are the left creation operators follows from part (i) of this
theorem and Theorem 3.1 (part (i) and (ii)). The proof is complete. 
We established a strong connection between the algebra F∞n and the function theory on the open
unit ball
Bn := {(λ1, . . . , λn) ∈ Cn : |λ1|2 + · · ·+ |λn|2 < 1},
through the noncommutative von Neumann inequality [47] (see also [48], [50], [52], and [53]). In
particular, we proved that there is a completely contractive homomorphism Φ : F∞n → H∞(Bn)
defined by
[Φ(f(S1, . . . , Sn))](λ1, . . . , λn) = f(λ1, . . . , λn)
for any f(S1, . . . , Sn) ∈ F∞n and (λ1, . . . , λn) ∈ Bn. A characterization of the analytic functions in the
range of the map Φ was obtained in [3], and independently in [17]. Moreover, it was proved that the
quotient F∞n /kerΦ is an operator algebra which can be identified with W
∞
n := PF 2s (Hn)F
∞
n |F 2s (Hn),
the compression of F∞n to the symmetric Fock space F 2s (Hn) ⊂ F 2(Hn).
It is well-known that the joint numerical range of an n-tuple of operators in not convex in general if
n ≥ 2. The only known exceptions are in the commutative case, when T1, . . . , Tn are either bounded
analytic operators or double commuting operators (see [19]). In what follows, we show that there are
important classes of noncommuting operators for which the joint numerical range or its closure are
convex.
If fi ∈ F∞n , i = 1, . . . , k, we denote by σr(f1, . . . , fk) the right joint spectrum with respect to the
noncommutative analytic Toeplitz algebra F∞n .
Theorem 3.5. Let (f1, . . . , fk) be a k-tuple of operators in the noncommutative analytic Toeplitz
algebra F∞n . Then the following properties hold:
(i) W (PPmf1|Pm, . . . , PPmfk|Pm) is a convex compact subset of Ck, where Pm is the set of all
polynomials in F 2(Hn) of degree ≤ m;
(ii) W (f1, . . . , fk) is a convex compact subset of C
k;
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(iii) (λ1, . . . , λn) /∈ σr(f1, . . . , fk) if and only if there is δ > 0 such that
(λ1I − f1)(λ1I − f∗1 ) + · · ·+ (λkI − fk)(λkI − f∗k ) ≥ δ2I;
(iv) σr(f1, . . . , fk) is a compact subset of C
k and
{(f1(λ), . . . , fk(λ)) : λ ∈ Bn}− ⊆ σr(f1, . . . , fk) ⊆W (f1, . . . , fk).
Proof. We recall that the flipping operator U ∈ B(F 2(Hn)) is defined by setting U(1) = 1 and
U(eα) = eα˜, where α˜ := gim · · · gi2gi1 is the reverse of α := gi1gi2 · · · gim . If f =
∑
α∈F+n aαeα is a
vector in F 2(Hn), we denote f˜ :=
∑
α∈F+n aαeα˜. Now, let p, q ∈ Pm such that ‖p‖2 = ‖q‖2 = 1, and
let t ∈ (0, 1). For each j = 1, . . . , k, we have
t 〈fj(S1, . . . , Sn)p, p〉+ (1− t) 〈fj(S1, . . . , Sn)q, q〉 = t
〈
p˜⊗ f˜j , p˜
〉
+ (1− t)
〈
q˜ ⊗ f˜j, q˜
〉
= t
〈
f˜j , p˜(S1, . . . , Sn)
∗p˜(S1, . . . , Sn)(1)
〉
+ (1− t)
〈
f˜j , q˜(S1, . . . , Sn)
∗q˜(S1, . . . , Sn)(1)
〉
=
〈
f˜j , [tp˜(S1, . . . , Sn)
∗p˜(S1, . . . , Sn) + (1− t)q˜(S1, . . . , Sn)∗q˜(S1, . . . , Sn)](1)
〉
.
Define the operator X ∈ B(F 2(Hn) by setting
X := tp˜(S1, . . . , Sn)
∗p˜(S1, . . . , Sn) + (1 − t)q˜(S1, . . . , Sn)∗q˜(S1, . . . , Sn)
and notice that U∗XU is a positive multi-Toeplitz operator. Applying Theorem 1.6 from [49] to
U∗XU , we find a polynomial s ∈ Pm such that
U∗XU = s˜(R1, . . . , Rn)∗s˜(R1, . . . , Rn),
where R1, . . . , Rn are the right creation operators on the full Fock space F
2(Hn). Notice also that
‖s‖22 = 〈s˜(S1, . . . , Sn)∗s˜(S1, . . . , Sn)(1), 1〉
= 〈[tp˜(S1, . . . , Sn)∗p˜(S1, . . . , Sn) + (1− t)q˜(S1, . . . , Sn)∗q˜(S1, . . . , Sn)](1), 1〉
= t‖p‖22 + (1− t)‖q‖22 = 1.
The above calculations reveal that
t 〈fj(S1, . . . , Sn)p, p〉+ (1− t) 〈fj(S1, . . . , Sn)q, q〉
=
〈
f˜j, U
∗s˜(R1, . . . , Rn)∗s˜(R1, . . . , Rn)U(1)
〉
=
〈
f˜j, s˜(S1, . . . , Sn)
∗s˜(S1, . . . , Sn))(1)
〉
=
〈
s˜⊗ f˜j , s˜
〉
= 〈fj ⊗ s, s〉
= 〈fj(S1, . . . , Sn)s, s〉 ,
for any j = 1, . . . , k. This shows that the joint numerical range of the n-tuple
(PPmf1|Pm, . . . , PPmfk|Pm) is convex.
Now, we prove (ii). Let φ, ψ ∈ F 2(Hn) be such that ‖ψ‖2 = ‖ψ‖2 = 1, and define the vectors
φm :=
1
‖PPmφ‖
PPmφ and ψm :=
1
‖PPmψ‖
PPmψ.
Notice that φm, ψm ∈ Pm and ‖φm‖2 = ‖ψm‖2 = 1 for any m = 1, 2, . . .. Moreover, it is clear that
‖φm − φ‖2 → 0 and ‖ψm − ψ‖2 → 0 as m → ∞. According to (i), there exist polynomials sm ∈ Pm
with ‖sm‖2 = 1 such that
t 〈fj(S1, . . . , Sn)φm, φm〉+ (1− t) 〈fj(S1, . . . , Sn)ψm, ψm〉 = 〈fj(S1, . . . , Sn)sm, sm〉
for any j = 1, . . . , k and m = 1, 2 . . .. Taking m→∞, we deduce that
t 〈fj(S1, . . . , Sn)φ, φ〉+ (1 − t) 〈fj(S1, . . . , Sn)ψ, ψ〉 = lim
m→∞ 〈fj(S1, . . . , Sn)sm, sm〉
for any j = 1, . . . , k. Therefore
(3.4) convW (f1, . . . , fk) ⊆W (f1, . . . , fk).
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Now, let λ, µ ∈ W (f1, . . . , fk) and let
{
λ(m)
}∞
m=1
,
{
µ(m)
}∞
m=1
be sequences of vectors inW (f1, . . . , fk)
such that λ(m) → λ and µ(m) → µ as m→∞. Using relation (3.4), we deduce that
tλ(m) + (1− t)µ(m) ∈ W (f1, . . . , fk).
Taking m → ∞, we complete the proof of part (ii). The property (iii) follows from Theorem 3.3 of
[49].
We prove now part (iv). According to Theorem 3.1, σr(f1, . . . , fk) is a compact subset of C
k. Let
(λ1, . . . , λn) ∈ Bn, f(S1, . . . , Sn) ∈ F∞n , and p ∈ P . Using the properties of zλ (see the proof of
Theorem 3.1), we have
〈f(S1, . . . , Sn)∗zλ, p〉 = 〈zλ, f ⊗ p〉 = f(λ1, . . . , λn)p(λ1, . . . , λn)
=
〈
f(λ1, . . . , λn)zλ, p
〉
for any polynomial p ∈ P . Since P is dense in F 2(Hn), we deduce that
f(S1, . . . , Sn)
∗zλ = f(λ1, . . . , λn)zλ.
Denote µj := fj(λ1, . . . , λn), j = 1, . . . , k, and notice that
k∑
j=1
‖(µjI − f(S1, . . . , Sn)∗)zλ‖2 = 0.
Since ‖zλ‖ = 1, we can use again Corollary 3.2 and deduce that (µ1, . . . , µk) ∈ σr(f1, . . . , fk). This
completes the proof of part (iv). 
The next result is a commutative version of Theorem 3.1 from [49]. The proof follows the same
lines. We include it for completeness.
Theorem 3.6. If A ∈ W∞n ⊗¯B(H,H′) and B ∈ W∞n ⊗¯B(H′′,H′), then there exists a contraction
C ∈W∞n ⊗¯B(H,H′′) such that A = BC if and only if AA∗ ≤ BB∗.
Proof. One implication is clear, so assume that AA∗ ≤ BB∗. Therefore, there is a contraction
X : M := B∗(F 2s (Hn)⊗H′) → F 2s (Hn) ⊗ H satisfying XB∗ = A∗. Since B ∈ W∞n ⊗¯B(H′′,H′), we
have
B(Bi ⊗ IH′′ ) = (Bi ⊗ IH′)B, i = 1, . . . , n,
where Bi := PF 2s (Hn)Si|F 2s (Hn), i = 1, . . . , n. Hence, the subspace M ⊆ F 2s (Hn) is invariant under
each operator B∗i ⊗ IH′′ , i = 1, . . . , n. Now, we define the operators Ti := (B∗i ⊗ IH′′)|M, i = 1, . . . , n,
acting from M to M. Since A ∈ W∞n ⊗¯B(H,H′), B ∈ W∞n ⊗¯B(H′′,H′), and XB∗ = A∗, we have
X(B∗i ⊗ IH′′)B∗k = XB∗(B∗i ⊗ IH′)k = A∗(B∗i ⊗ IH′)k
= (B∗i ⊗ IH)A∗k = (B∗i ⊗ IH)XB∗k
for any k ∈ F 2s (Hn)⊗H′. Hence,
(3.5) X(B∗i ⊗ IH′′) = (B∗i ⊗ IH)X, i = 1, . . . , n.
Since F 2s (Hn) is an invariant subspace under each operator S
∗
1 , . . . , S
∗
n, and B
∗
i = S
∗
i |F 2s (Hn) for
i = 1, . . . , n, relation (3.5) implies
[PM(Si ⊗ IH′′)|M]Y ∗ = Y ∗(Si ⊗ IH), i = 1, . . . , n,
where Y : M → F 2(Hn) ⊗ H and Y h = Xh for any h ∈ M. Since [S1 ⊗ IH′′ , . . . , Sn ⊗ IH′′ ] is
an isometric dilation of the row contraction [PM(S1 ⊗ IH′′)|M, . . . , PM(Sn ⊗ IH′′ )|M], we use the
noncommutative commutant lifting theorem [44] (see [64] for the classical case) to find a contraction
C˜ ∈ B(F 2(Hn)⊗H, F 2(Hn)⊗H′′) such that
(Si ⊗ IH′′ )C˜ = C˜(Si ⊗ IH), i = 1, . . . , n,
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and C˜∗k = Y k = Xk for any k ∈ M. Hence, we have X = PF 2s (Hn)⊗HC˜∗|M and, taking into account
that BM⊥ = 0, we obtain
A = BX∗ = BPMC˜|F 2s (Hn)⊗H
= BPMPF 2s (Hn)⊗HC˜
∗|F 2s (Hn)⊗H = BC,
where C := PF 2s (Hn)⊗HC˜
∗|F 2s (Hn) ⊗ H. According to [49], since C˜ is a multi-analytic operator,
we have C˜ ∈ F∞n ⊗B(H,H′′) and therefore C ∈ W∞n ⊗B(H,H′′). This completes the proof of the
theorem. 
Applying Theorem 3.6 to the particular case when H = H′ and A = δIF 2s (Hn)⊗H′ , δ > 0, one can
easily obtain the following consequence.
Corollary 3.7. Let B ∈ W∞n ⊗¯B(H′′,H′). The following statements are equivalent:
(i) There is D ∈ B(F 2s (Hn)⊗H′, F 2s (Hn)⊗H′′) such that BD = I;
(ii) There is δ > 0 such that ‖B∗k‖ ≥ δ‖k‖, for any k ∈ F 2s (Hn)⊗H′;
(iii) There is C ∈ W∞n ⊗¯B(H′,H′′) such that BC = I.
Now, we can obtain as a consequence the following corona type result for the algebra W∞n ⊗¯B(H).
Corollary 3.8. If f1, . . . , fk ∈W∞n ⊗¯B(H), then there exist g1, . . . , gk ∈ W∞n ⊗¯B(H) such that
f1g1 + · · ·+ fkgk = I
if and only if there exists δ > 0 such that
f1f
∗
1 + · · ·+ fkf∗k ≥ δ2I.
Proof. Take B := [f1, . . . , fk] ∈ W∞n ⊗¯B(H(k),H), C :=


g1
...
gk

 ∈ W∞n ⊗¯B(H,H(k)), and apply Corol-
lary 3.7. 
The proof of the following result is straightforward, so we omit it.
Lemma 3.9. Let (T1, . . . , Tn), Ti ∈ B(H), and (V1, . . . , Vn), Vi ∈ B(K), be n-tuples of operators such
that H ⊆ K.
(i) If Ti = PHVi|H, i = 1, . . . , n, then W (T1, . . . , Tn) ⊆W (V1, . . . , Vn)
we(T1, . . . , Tn) ≤ we(V1, . . . , Vn), and w(T1, . . . , Tn) ≤ w(V1, . . . , Vn).
(ii) If T ∗i = V
∗
i |H, i = 1, . . . , n, then
σr(T1, . . . , Tn) ⊆ σr(V1, . . . , Vn) and r(T1, . . . , Tn) ≤ r(V1, . . . , Vn).
We recall that the Harte spectrum of a k-tuple (g1, . . . , gk), gi ∈W∞n , relative to the commutative
algebra algebra W∞n , is defined by
σ(g1, . . . , gk) := {(λ1, . . . , λk) ∈ Cn : (λ1I − g1)W∞n + · · ·+ (λkI − gk)W∞n 6=W∞n } .
Here are some of the properties of the Harte spectrum of (g1, . . . , gk).
Theorem 3.10. If g1, . . . , gk ∈W∞n , then
(i) (λ1, . . . , λk) /∈ σ(g1, . . . , gk) if and only if there is δ > 0 such that
(λ1I − g1)(λ1I − g∗1) + · · ·+ (λkI − gk)(λkI − g∗k) ≥ δ2I.
(ii) The Harte spectrum σ(g1, . . . , gk) is a compact subset of C
k and
{(g1(λ), . . . , gk(λ)) : λ ∈ Bn}− ⊆ σ(g1, . . . , gk).
(iii) σ(g1, . . . , gk) ⊆ (Cn)r(g1,...,gk) ⊆ (Cn)we(g1,...,gk) .
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(iv) The following inclusions hold:
(3.6) σ(g1, . . . , gk) ⊆
⋂
σr(f1, . . . , fk) ⊆
⋂
[W (f1, . . . , fk)]
and
(3.7) σ(g1, . . . , gk) ⊆W (g1, . . . , gk) ⊆
⋂
W (f1, . . . , fk) ⊆ (Ck)q,
where the intersections are taken over all fi ∈ F∞n with PF 2s (Hn)fi|F 2s (Hn) = gi, i = 1, . . . , k,
and
q := inf{we(f1, . . . , fk) : fi ∈ F∞n , PF 2s (Hn)fi|F 2s (Hn) = gi, i = 1, . . . , k}.
Proof. Part (i) follows from Corollary 3.8 if we take fi = λiI − gi, i = 1, . . . , n. To prove part
(ii), we recall that any element of W∞n has the form g(B1, . . . , Bn), where g(S1, . . . , Sn) ∈ F∞n ,
Bi = PF 2s (Hn)Si|F 2s (Hn), i = 1, . . . , n, and g(B1, . . . , Bn) is defined by the F∞n -functional calculus for
row contractions (see [48]). Using the proof of part (iv) of Theorem 3.5, we have
g(S1, . . . , Sn)
∗zλ = g(λ1, . . . , λn)zλ,
where the vector zλ is defined by (2.9). Since zλ ∈ F 2s (Hn) and the symmetric Fock space is an
invariant subspace under each operator S∗1 , . . . , S∗n, and F∞n is the WOT-closure of the polynomials
in S1, . . . , Sn and the identity, we deduce that
(3.8) g(B1, . . . , Bn)
∗zλ = g(λ1, . . . , λn)zλ.
Let g1, . . . , gn ∈ W∞n and denote µj := gj(λ1, . . . , λn). Using relation (3.8), we get
k∑
j=1
‖(µjI − gj(B1, . . . , Bn)∗)zλ‖2 = 0.
Since ‖zλ‖ = 1, part (i) of this theorem shows that (µ1, . . . , µk) ∈ σ(g1, . . . , gk), which completes the
proof of (ii).
Part (iii) follows from Theorem 3.1 and the fact that, in the commutative case (see [37]),
r(g1, . . . , gk) = sup{‖λ‖2 : λ ∈ σ(g1, . . . , gk)}.
To prove (iv), note that if λ /∈ ⋂σr(f1, . . . , fk), then there exist operators f1, . . . , fk ∈ F∞n such that
λ /∈ σr(f1, . . . , fk). According to Theorem 3.5 part (iii), there is δ > 0 such that
(λ1I − f1)(λ1I − f∗1 ) + · · ·+ (λkI − fk)(λkI − f∗k ) ≥ δ2I.
Since F 2s (Hn) is invariant under S
∗
1 , . . . , S
∗
n and taking the compression to the symmetric Fock space,
the latter inequality implies
(3.9) (λ1I − g1)(λ1I − g∗1) + · · ·+ (λkI − gk)(λkI − g∗k) ≥ δ2I.
Using now part (i) of the theorem we deduce that λ /∈ σ(g1, . . . , gk), which proves the first inclusion
in (3.6). The second inclusion is implied by Theorem 3.1 part (i). Now, notice that
(3.10) σ(g1, . . . , gk) ⊆ σr(g1, . . . , gk).
Indeed, if (λ1, . . . , λn) /∈ σr(g1, . . . , gk), then, according to Corollary 3.2, there is δ > 0 such that (3.9)
holds. Using part (i) of the theorem, we obtain (3.10). According to Theorem 3.1 part (i), we get
the first inclusion in (3.7). The second inclusion follows from Lemma 3.9. Once again, if we apply
Theorem 3.1 part (i) to our setting, we deduce the last inclusion in (3.7). The proof is complete. 
Notice that if B1, . . . , Bn are the creation operators acting on the symmetric Fock space, then
Theorem 3.10 implies
σ(B1, . . . , Bn) =W (B1, . . . , Bn) = (Cn)we(B1,...,Bn) = (C
n)w(B1,...,Bn) = Bn.
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4. ρ-operator radius
The results of this section can be seen as the unification of the theory of isometric dilations for
row contractions [61], [64], [25], [14], [43], [44], [45] (which corresponds to the case ρ = 1) and Berger
type dilations of Section 1 for n-tuples (T1, . . . , Tn) with the joint numerical radius w(T1, . . . , Tn) ≤ 1
(which corresponds to the case ρ = 2). We obtain several intrinsic characterizations for n-tuples of
operators of class Cρ, present basic properties of the joint ρ-operator radius ωρ, and extend to our
multivariable setting (noncommutative and commutative) several classical results obtained by Sz.-
Nagy and Foias¸, Halmos, Berger and Stampfli, Holbrook, Paulsen, and others ([8], [9], [10], [29], [30],
[32], [33], [35], [39], [41], [63], and [67]).
An n-tuple of operators (T1, . . . , Tn), Ti ∈ B(H), belongs to the class Cρ, ρ > 0, if there exist a
Hilbert space K ⊇ H and isometries Vi ∈ B(K), i = 1, . . . , n, with orthogonal ranges, such that
(4.1) Tα = ρPHVα|H for any α ∈ F+n \{g0},
where PH is the orthogonal projection of K onto H. We call (V1, . . . , Vn) a ρ-isometric dilation of
the n-tuple (T1, . . . , Tn). Notice that relation (4.1) implies that any n-tuple (T1, . . . , Tn) of class Cρ
is power bounded and r(T1, . . . , Tn) ≤ 1. We recall that an n-tuple of operators (T1, . . . , Tn) is called
power bounded if there exists M > 0 such that∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2
≤M
for any k = 1, 2, . . ..
The first result of this section provides characterizations for n-tuples of operators of class Cρ. We
recall that R1, . . . , Rn denote the right creation operators acting on the full Fock space.
Theorem 4.1. If T1, . . . , Tn ∈ B(H), then the following statements are equivalent:
(i) (T1 . . . , Tn) ∈ Cρ;
(ii) The inequality
(4.2) (ρ− 2)
∥∥∥∥∥
(
I −
n∑
i=1
ziRi ⊗ T ∗i
)
k
∥∥∥∥∥
2
+ 2 Re
〈(
I −
n∑
i=1
ziRi ⊗ T ∗i
)
k, k
〉
≥ 0
holds for any k ∈ F 2(Hn)⊗H and zi ∈ D, i = 1, . . . , n.
(iii) The inequality
(4.3)
(
1− 1
ρ
) n∑
i=1
(ziR
∗
i ⊗ Ti + ziRi ⊗ T ∗i ) +
(
2
ρ
− 1
) n∑
i=1
|zi|2(I ⊗ TiT ∗i ) ≤ I
holds for any zi ∈ D, i = 1, . . . , n.
(iv) The spectral radius r(T1 . . . , Tn) ≤ 1 and the multi-Toeplitz operator
∞∑
k=1
∑
|α|=k
zαR
∗
α ⊗ Tα˜ + ρI +
∞∑
k=1
∑
|α|=k
zαRα ⊗ T ∗α˜
is positive for any zi ∈ D, i = 1, . . . , n, where the convergence is in the operator norm.
(v) The spectral radius r(T1 . . . , Tn) ≤ 1 and the multi-Toeplitz operator Mr(T1, . . . , Tn) defined
by
(4.4) Mr(T1, . . . , Tn) :=
∞∑
k=1
∑
|α|=k
rkR∗α ⊗ Tα˜ + ρI +
∞∑
k=1
∑
|α|=k
rkRα ⊗ T ∗α˜
is positive for any 0 < r < 1, where the convergence is in the operator norm.
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Proof. Assume that (T1, . . . , Tn) ∈ Cρ. Then there exist a Hilbert space K ⊇ H and isometries
Vi ∈ B(K), i = 1, . . . , n, with orthogonal ranges, such that relation (4.1) holds. According to Lemma
1.4, if zi ∈ D, i = 1, . . . , n, then the series
∑
k=1
∑
|α|=k
zαRα⊗V ∗α˜ is convergent in the operator norm and
I + 2
∑
k=1
∑
|α|=k
zαRα ⊗ V ∗α˜ =
(
I +
n∑
i=1
ziRi ⊗ V ∗i
)(
I −
n∑
i=1
ziRi ⊗ V ∗i
)−1
.
Hence, using relation (4.1) and Lemma 1.4, we deduce that(
1− 2
ρ
)
I +
2
ρ
(
I −
n∑
i=1
ziRi ⊗ T ∗i
)−1
= PF 2(Hn)⊗H
(
I +
n∑
i=1
ziRi ⊗ V ∗i
)(
I −
n∑
i=1
ziRi ⊗ V ∗i
)−1
|F 2(Hn)⊗H,
(4.5)
where PF 2(Hn)⊗H is the orthogonal projection of F
2(Hn) ⊗ K onto F 2(Hn) ⊗ H. Setting y :=
(I −∑ni=1 ziRi ⊗ V ∗i )x, where x ∈ F 2(Hn)⊗K, straightforward calculations show that
Re
〈(
I +
n∑
i=1
ziRi ⊗ V ∗i
) (
I −
n∑
i=1
ziRi ⊗ V ∗i
)−1
y, y
〉
= Re
〈(
I +
n∑
i=1
ziRi ⊗ V ∗i
)
x,
(
I −
n∑
i=1
ziRi ⊗ V ∗i
)
x
〉
= ‖x‖2 −
∥∥∥∥∥
n∑
i=1
(ziRi ⊗ V ∗i )x
∥∥∥∥∥
2
=
〈[
I ⊗
(
I −
n∑
i=1
|zi|2ViV ∗i
)]
x, x
〉
≥ 0.
Hence and using relation (4.5), we deduce that
(4.6) Re


〈(1− 2
ρ
)
I +
2
ρ
(
I −
n∑
i=1
ziRi ⊗ T ∗i
)−1 y, y
〉
 ≥ 0
for any y ∈ F 2(Hn) ⊗ H. If k ∈ F 2(Hn) ⊗ H, then y := (I −
∑n
i=1 ziRi ⊗ T ∗i ) k is in F 2(Hn) ⊗ H
and inequality (4.6) implies (4.2) for any zi ∈ D. Now, note that relation (4.2) is equivalent to the
inequality
(4.7)
(
2
ρ
− 1
) n∑
i=1
|zi|2‖(Ri ⊗ T ∗i )k‖2 +
(
2− 2
ρ
)
Re
〈(
n∑
i=1
ziRi ⊗ T ∗i
)
k, k
〉
≤ ‖k‖2
for any k ∈ F 2(Hn) ⊗ H and zi ∈ D, i = 1, . . . , n. Moreover, the latter inequality is equivalent to
(4.3), which proves that (ii) is equivalent to (iii).
Now assume that condition (iii) holds. We show that the spectrum of the operator
∑n
i=1 ziRi⊗T ∗i
is contained in D. Suppose that there exists λ0 ∈ D\{0} such that λ−10 is in the boundary of the
spectrum of
∑n
i=1 ziRi ⊗ T ∗i . Since λ−10 is in the approximative spectrum, there exists a sequence
{km} ⊂ F 2(Hn)⊗H such that ‖km‖ = 1 for any m = 1, 2, . . ., and
lim
m→∞
(
I − λ0
n∑
i=1
ziRi ⊗ T ∗i
)
km = 0.
Hence, we have:
(1) lim
m→∞ 〈λ0 (
∑n
i=1 ziRi ⊗ T ∗i ) km, km〉 = 1;
(2) lim
m→∞ ‖λ0 (
∑n
i=1 ziRi ⊗ T ∗i ) km‖ = 1.
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Let 0 < γ < min
{
1
|λ0||zi| − 1 : i = 1, . . . , n
}
and note that wi := (λ0+γλ0)zi ∈ D for any i = 1, . . . , n.
Since (ii)⇔(iii), we can use inequality (4.2) to obtain
(ρ− 2)
∥∥∥∥∥
(
I −
n∑
i=1
wiRi ⊗ T ∗i
)
km
∥∥∥∥∥
2
+ 2 Re
〈(
I −
n∑
i=1
wiRi ⊗ T ∗i
)
km, km
〉
≥ 0
for any m = 1, 2, . . .. Taking m → ∞ in this inequality and using relations (1) and (2), we get
(ρ− 2)γ − 2 ≥ 2. Letting γ → 0, we get a contradiction. Therefore, the operator I −∑ni=1 ziRi ⊗ T ∗i
is invertible for any zi ∈ D, i = 1, . . . , n. Using Lemma 1.4, we deduce that
r(z1T1, . . . , znTn) = r
(
n∑
i=1
ziRi ⊗ T ∗i
)
< 1
and the equality (1.11) holds. Let y = (I −∑ni=1 ziRi⊗T ∗i )k ∈ F 2(Hn)⊗H, where k ∈ F 2(Hn)⊗H.
The inequality (4.2) implies
(4.8) (ρ− 2)‖y‖2 +Re
〈
y,
(
I −
n∑
i=1
ziRi ⊗ T ∗i
)−1
y
〉
≥ 0
for any y ∈ F 2(Hn)⊗H and zi ∈ D, i = 1, . . . , n. It is clear that the inequality (4.8) and Lemma 1.4
imply (iv). The implication (iv) =⇒ (v) is obvious.
Assume now that condition (v) holds. As in the proof of Theorem 1.5 (the implication (iii) =⇒ (i)),
one can show that〈
1
ρ
Mr

∑
|β|≤q
eβ ⊗ hβ

 , ∑
|γ|≤q
eγ ⊗ hγ
〉
=
∑
|β|,|γ|≤q
〈KT,ρ,r(γ, β)hβ , hγ〉 ,
where the multi-Toeplitz kernel KT,ρ,r : F
+
n × F+n → B(H) is defined by
KT,ρ,r(α, β) :=


1
ρr
|β\α|Tβ\α if β > α
I if α = β
1
ρr
|α\β|(Tα\β)∗ if α > β
0 otherwise.
Now, since Mr ≥ 0, we must have [KT,ρ,r(α, β)]|α|,|β|≤q ≥ 0 for any 0 < r < 1 and q = 0, 1, . . ..
Taking r → 1, we get [KT,ρ(α, β)]|α|,|β|≤q ≥ 0 for any q = 0, 1, . . .. Using the Naimark type dilation
theorem of [51], we find a row isometry [V1, . . . , Vn] such that condition (4.1) holds. This proves the
implication (v) =⇒ (i) and completes the proof of the theorem. 
We remark that if n ≥ 2, then (T1, . . . , Tn) ∈ Cρ does not imply that (T ∗1 , . . . , T ∗n) ∈ Cρ. Given an
arbitrary n-tuple of operators (T1, . . . , Tn) and ρ > 0, it is easy to see that there is t > 0 such that
r
(
1
tT1, . . . ,
1
tTn
) ≤ 1 and
Mr
(
1
t
T1, . . . ,
1
t
Tn
)
≥ ρI − 2
∞∑
k=1
(r
t
)k ∥∥∥∥∥∥
∑
|α|=k
Rα ⊗ T ∗α˜
∥∥∥∥∥∥ I
≥ ρI − 2
∞∑
k=1
(r
t
)k ∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥
k/2
I ≥ 0,
where the operator Mr is defined by (4.4). Consequently, Theorem 4.1 shows that the n-tuple of
operators
(
1
tT1, . . . ,
1
tTn
)
is of class Cρ. Following the classical case (see [32], [67]), we define the map
ωρ : B(H)(n) → [0,∞) for ρ > 0, by setting
(4.9) ωρ(T1, . . . , Tn) := inf
{
t : t > 0,
(
1
t
T1, . . . ,
1
t
Tn
)
∈ Cρ
}
.
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When ρ =∞, we set ω∞ := lim
ρ→∞ωρ(T1, . . . , Tn). We present now some of the basic properties of the
joint ρ-operator radius.
Theorem 4.2. Let (T1, . . . , Tn) be an n-tuple of operators Ti ∈ B(H), i = 1, . . . , n. The ρ-operator
radius has the following properties:
(i) ωρ(zT1, . . . , zTn) = |z| ωρ(T1, . . . , Tn) for any z ∈ C;
(ii) ‖[T1, . . . , Tn]‖ ≤ ρωρ(T1, . . . , Tn);
(iii) ωρ(T1, . . . , Tn) = 0 if and only if T1 = · · · = Tn = 0;
(iv) (T1 . . . , Tn) ∈ Cρ if and only if ωρ(T1, . . . , Tn) ≤ 1;
(v) ω∞(T1, . . . , Tn) = r(T1, . . . , Tn) ≤ ωρ(T1, . . . , Tn);
(vi) If 0 < ρ ≤ ρ′, then Cρ ⊆ Cρ′ and
ωρ′(T1, . . . , Tn) ≤ ωρ(T1, . . . , Tn).
Proof. Part (i) follows imediately from Theorem 4.1 and relation (4.9). If (1tT1, . . . ,
1
tTn) ∈ Cρ, then,
according to (4.1), we have ‖[T1, . . . , Tn]‖ ≤ tρ. Consequently, using the definition (4.9), we obtain
the inequality (ii). Part (iii) follows from (ii), and (iv) is a simple consequence of (4.9). We prove
now (v). If t > 0 and (1tT1, . . . ,
1
tTn) ∈ Cρ, then r(T1, . . . , Tn) ≤ t. Hence, we deduce that
(4.10) r(T1, . . . , Tn) ≤ ωρ(T1, . . . , Tn).
Now, we prove that if r(T1, . . . , Tn) < 1, then there is ρ > 0 such (T1, . . . , Tn) ∈ Cρ. Indeed, since the
spectral radius r(·) is homogeneous, there is t > 1 such that r(tT1, . . . , tTn) < 1. Therefore, there is
M > 0 such that
t2k
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥ ≤M, for any k = 1, 2 . . . .
Hence, we deduce that, for 0 < r < 1,
Mr (T1, . . . , Tn) ≥ ρI − 2
∞∑
k=1
rk
∥∥∥∥∥∥
∑
|α|=k
Rα ⊗ T ∗α˜
∥∥∥∥∥∥ I
≥ ρI − 2
∞∑
k=1
rk
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥
k/2
I
≥ ρI − 2
∞∑
k=1
(r
t
)k√
MI ≥ 0
for sufficiently large ρ > 0. According to Theorem 4.1 part (v), we infer that (T1, . . . , Tn) ∈ Cρ. Now,
if r(T1, . . . , Tn) 6= 0, let γ > 1 and denote
Xi :=
1
γr(T1, . . . , Tn)
Ti, i = 1, . . . , n.
Since r(X1, . . . , Xn) < 1, there is ρ > 0 such that (X1, . . . , Xn) ∈ Cρ, i.e., ωρ(X1, . . . , Xn) ≤ 1.
Hence, ωρ(T1, . . . , Tn) ≤ γr(T1, . . . , Tn), for any γ > 1, which together with (4.10) imply (v). If
r(T1, . . . , Tn) = 0, then r(mT1, . . . ,mTn) = 0 for any m = 1, 2, . . .. Therefore, (mT1, . . . ,mTn) ∈ Cρ
for some ρ > 0, i.e., ωρ(T1, . . . , Tn) ≤ 1m . This implies
lim
ρ→∞ωρ(T1, . . . , Tn) = 0.
Part (vi) follows from the equivalence (i)⇔(ii) of Theorem 4.1. The proof is complete. 
Corollary 4.3.
⋃
ρ>0
Cρ is dense in the set of all power bounded n-tuples of operators in B(H).
Proof. If (T1, . . . , Tn) is power bounded n-tuple of operators, then r(T1, . . . , Tn) ≤ 1 and therefore
r(sT1, . . . , sTn) < 1 for 0 ≤ s < 1. According to the proof of Theorem 4.2 part (v), there is ρ > 0
such that (sT1, . . . , sTn) ∈ Cρ. This proves our assertion. 
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Corollary 4.4. If (A1, . . . , An), (B1, . . . , Bn) ∈ B(H)(n) and ρ ≥ 1, then
ωρ(AiBj : i, j = 1, . . . , n) ≤ ρ2ωρ(A1, . . . , An)ωρ(B1, . . . , Bn).
Proof. Since ρ ≥ 1, we can use Theorem 4.2 part (ii) and (vi), and deduce that
ωρ(AiBj : i, j = 1, . . . , n) ≤ ω1(AiBj : i, j = 1, . . . , n)
≤ ‖[A1, . . . , An]‖‖B1, . . . , Bn]‖
≤ ρ2ωρ(A1, . . . , An)ωρ(B1, . . . , Bn).

More properties of the ρ-operator radius are considered in the following
Theorem 4.5. Let (T1, . . . , Tn) ∈ B(H)(n) be an n-tuple of operators and let ωρ : B(H)(n) → [0,∞)
be the ρ-operator radius. Then
(i) ωρ(U
∗T1U, . . . , U∗TnU) = ωρ(T1, . . . , Tn) for any unitary operator U : K → H;
(ii) ωρ(T1|E , . . . , Tn|E) ≤ ωρ(T1, . . . , Tn) for any subspace E ⊆ H invariant under each operator
T1, . . . , Tn;
(iii) ωρ(IG ⊗ T1, . . . , IG ⊗ Tn) = ωρ(T1, . . . , Tn) for any separable Hilbert space G;
(iv) If 0 < ρ ≤ 2, then ωρ is a norm on B(H)(n) and
(4.11) ωρ(V
∗T1V, . . . , V ∗TnV ) ≤ ωρ(T1, . . . , Tn)
for any isometry V : K → H.
Proof. According to Theorem 4.1, if (T1, . . . , Tn) ∈ Cρ, then the n-tuples (U∗T1U, . . . , U∗TnU),
(T1|E , . . . , Tn|E), and (IG ⊗ T1, . . . , IG ⊗ Tn) are of class Cρ. Fix (T1, . . . , Tn) ∈ B(H) and ǫ > 0.
According to the definition of ωρ, there exists r > 0 such that
r < ωρ(T1, . . . , Tn) + ǫ
and (1rT1, . . . ,
1
rTn) ∈ Cρ. Using the above observation, we have (1rU∗T1U, . . . , 1rU∗TnU) ∈ Cρ. This
shows that
ωρ(U
∗T1U, . . . , U∗TnU) ≤ r < ωρ(T1, . . . , Tn) + ǫ.
Taking ǫ→ 0, we obtain
(4.12) ωρ(U
∗T1U, . . . , U∗TnU) ≤ ωρ(T1, . . . , Tn).
Consequently, replacing (T1, . . . , Tn) with (U
∗T1U, . . . , U∗TnU), we obtain the reverse inequality.
Therefore, the property (i) holds. The properties (ii) and (iii) can be proved in a similar manner.
To show that ωρ is a norm if 0 < ρ ≤ 2, it is enough to prove that Cρ is a convex body in B(H)(n).
Let (A1, . . . , An), (B1, . . . , Bn) be n-tuples of operators in Cρ and let a, b ≥ 0 be such that a+ b = 1.
Applying Theorem 4.1 (see the equivalence (i)⇔(ii)) to each of the n-tuples, and summing up, we get
2Re
〈[
I −
n∑
i=1
ziRi ⊗ (aA∗i + bB∗i )
]
k, k
〉
≥ (2 − ρ)

a
∥∥∥∥∥
(
I −
n∑
i=1
ziRi ⊗A∗i
)
k
∥∥∥∥∥
2
+ b
∥∥∥∥∥
(
I −
n∑
i=1
ziRi ⊗B∗i
)
k
∥∥∥∥∥
2


for any k ∈ F 2(Hn)⊗H. Since
a‖x‖2 + b‖y‖2 ≥ ‖ax+ by‖2, x, y ∈ F 2(Hn)⊗H,
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a+ b = 1, and 2− ρ ≥ 0, the above inequality implies
2Re
〈[
I −
n∑
i=1
ziRi ⊗ (aA∗i + bB∗i )
]
k, k
〉
≥ (2− ρ)
∥∥∥∥∥I −
n∑
i=1
ziRi ⊗ (aAi + bBi)∗k
∥∥∥∥∥
2
for any k ∈ F 2(Hn)⊗H. Using again Theorem 4.1 part (ii), we deduce that
a(A1, . . . , An) + b(B1, . . . , Bn) ∈ Cρ.
To prove the last part of the theorem, note that, according to Theorem 4.1, (T1, . . . , Tn) ∈ Cρ if
and only if the operator
F (T1, . . . , Tn) := I −
(
1− 1
ρ
) n∑
i=1
(ziR
∗
i ⊗ Ti + ziRi ⊗ T ∗i )−
(
2
ρ
− 1
) n∑
i=1
|zi|2(I ⊗ TiT ∗i )
is positive for any zi ∈ D, i = 1, . . . , n. Notice that
F (V ∗T1V, . . . , V ∗TnV ) = (I ⊗ V ∗) [F (T1, . . . , Tn)
+
(
2
ρ
− 1
) n∑
i=1
|zi|2(I ⊗ Ti(I − V V ∗)T ∗i )
]
(I ⊗ V ).
Therefore, if 0 < ρ ≤ 2, then F (V ∗T1V, . . . , V ∗TnV ) ≥ 0 for any zi ∈ D, i = 1, . . . , n. Using again
Theorem 4.1, we infer that (V ∗T1V, . . . , V ∗TnV ) ∈ Cρ. Notice that the inequality (4.11) can be
deduced similarly to (4.12). The proof is complete. 
According to the noncommutative dilation theory for row contractions, it is clear that
ω1(T1, . . . , Tn) =
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥
1/2
= ω1(R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n).
In what follows we obtain a generalization of this fact and more characterizations for the n-tuples
of operators of class Cρ.
Theorem 4.6. Let T1, . . . , Tn ∈ B(H) and let S ⊂ C∗(S1, . . . , Sn) be the operator system defined by
(4.13) S := {p(S1, . . . , Sn) + q(S1, . . . , Sn)∗ : p, q ∈ Pn}.
Then the following statements are equivalent:
(i) (T1, . . . , Tn) ∈ Cρ;
(ii) R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n ∈ Cρ;
(iii) The map Ψ : S → B(H) defined by
Ψ(p(S1, . . . , Sn) + q(S1, . . . , Sn)
∗) := p(T1, . . . , Tn) + q(T1, . . . , Tn)∗ + (ρ− 1)(p(0) + q(0))I
is completely positive;
(iv) The spectral radius r(T1, . . . , Tn) ≤ 1 and
ρI + (1 − ρ)r
n∑
i=1
(R∗i ⊗ Ti +Ri ⊗ T ∗i ) + (ρ− 2)r2
(
I ⊗
n∑
i=1
TiT
∗
i
)
≥ 0
for any 0 < r < 1.
Moreover, for any T1, . . . , Tn ∈ B(H),
ωρ(T1, . . . , Tn) = ωρ(R1 ⊗ T ∗1 + · · ·+ Rn ⊗ T ∗n).
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Proof. Assume that (T1, . . . , Tn) ∈ Cρ. In the particular case when z1 = · · · = zn = z ∈ D and
X := R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n , the inequality (4.2) from Theorem 4.1 implies
(ρ− 2)‖(I − zX)k‖2 + 2Re 〈(I − zX)k, k〉 ≥ 0
for any k ∈ F 2(Hn)⊗H and z ∈ D. According to [64], we deduce that X ∈ Cρ.
Conversely, assume that X ∈ Cρ. Using again [64], we have r(X) ≤ 1 and
∞∑
k=1
rke−ikθX∗k + ρI +
∞∑
k=1
rkeikθXk ≥ 0
for any 0 < r < 1 and θ ∈ [0, 2π]. In particular, when θ = 0, we get the inequality
(4.14)
∞∑
k=1
∑
|α|=k
rkR∗α ⊗ Tα˜ + ρI +
∞∑
k=1
∑
|α|=k
rkRα ⊗ T ∗α˜ ≥ 0
for any 0 < r < 1. On the other hand, Corollary 1.2 shows that r(T1, . . . , Tn) = r(X) ≤ 1. According
to Theorem 4.1, the inequality (4.14) implies (T1, . . . , Tn) ∈ Cρ. Therefore, (i)⇔(ii).
Now, we prove that (i)⇔(iii). Assume that (T1, . . . , Tn) ∈ Cρ. Using Theorem 4.1, we have
r(T1, . . . , Tn) ≤ 1 and the operator
∞∑
k=1
∑
|α|=k
rkR∗α ⊗ Tα˜ + ρI +
∞∑
k=1
∑
|α|=k
rkRα ⊗ T ∗α˜
is positive for any 0 < r < 1, where the convergence is in the operator norm. This shows that, for any
q = 0, 1, . . . , the operator
PPq⊗H

 ∑
1≤|α|≤q
r|α|R∗α ⊗ Tα˜ + ρI +
∑
1≤|α|≤q
r|αRα ⊗ T ∗α˜

 |Pq ⊗H
is positive. Taking r → 1, we infer that
Mρ,q := PPq⊗H

 ∑
1≤|α|≤q
R∗α ⊗ Tα˜ + ρI +
∑
1≤|α|≤q
Rα ⊗ T ∗α˜

 |Pq ⊗H
is positive. Now, the proof is similar to that of the implication (i) =⇒ (ii) of Theorem 1.3, where the
multi-Toeplitz kernel KT,2 is replaced by the kernel
KT,ρ(α, β) :=


Tβ\α if β > α
ρI if α = β
T ∗α\β if α > β
0 otherwise.
We leave the details to the reader. Conversely, assume condition (iii) holds. As in the proof of Theorem
1.3 (implication (ii) =⇒ (i)) one can show that the kernel KT,ρ is positive. Using the Naimark type
dilation theorem of [51], we deduce that [T1, . . . , Tn] ∈ Cρ.
Now, it remains to prove that (iv)⇔(i). Note that the operator Mr of Theorem 4.1 satisfies the
equalities
Mr =
(
I −
n∑
i=1
rR∗i ⊗ Ti
)−1
+ (ρ− 2)I +
(
I −
n∑
i=1
rRi ⊗ T ∗i
)−1
=
(
I −
n∑
i=1
rR∗i ⊗ Ti
)−1
Γρ,r
(
I −
n∑
i=1
rRi ⊗ T ∗i
)−1
,
where
Γρ,r := ρI + (1 − ρ)r
n∑
i=1
(R∗i ⊗ Ti + Si ⊗ T ∗i ) + (ρ− 2)r2
(
I ⊗
n∑
i=1
TiT
∗
i
)
.
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This shows that the condition (v) of Theorem 4.1 is equivalent to r(T1, . . . , Tn) ≤ 1 and Γρ,r ≥ 0 for
any 0 < r < 1. Therefore, (iv)⇔(i). Using the equivalence (i)⇔(ii), we deduce the last part of the
theorem. The proof is complete. 
Corollary 4.7. Let (T1, . . . , Tn) be an n-tuple of operators and let w(T1, . . . , Tn) be the joint numerical
radius. The following statements are equivalent:
(i) T ∈ C2;
(ii) w(T1, . . . , Tn) ≤ 1;
(iii) r(T1, . . . , Tn) ≤ 1 and
n∑
i=1
(R∗i ⊗ Ti +Ri ⊗ T ∗i ) ≤ 2I;
(iv) Re
〈(
I −
n∑
i=1
ziRi ⊗ T ∗i
)
k, k
〉
≥ 0 for any k ∈ F 2(Hn)⊗H and zi ∈ D.
(v)
∑n
i=1 | 〈(Ri ⊗ T ∗i )k, k〉 | ≤ ‖k‖2 for any k ∈ F 2(Hn)⊗H.
Moreover, ω2(T1, . . . , Tn) = w(T1, . . . , Tn).
Proof. Theorem 1.8 shows that (i)⇔(ii). Consequently, using Theorem 4.2 part (iv) 4.6 (in the
particular case ρ = 2) and the homogeneity of ω2 and w, we deduce that
ω2(T1, . . . , Tn) = w(T1, . . . , Tn).
According to Theorem 4.6, (T1, . . . , Tn) ∈ C2 if and only if r(T1, . . . , Tn) ≤ 1 and
t
n∑
i=1
(R∗i ⊗ Ti +Ri ⊗ T ∗i ) ≤ 2I
for any 0 < t < 1. This proves that (i)⇔(iii). The equivalence (i)⇔(iv) is a particular case of Theorem
4.1 ( see (i)⇔(ii)). The equivalence (iv)⇔(v) is obvious. The proof is complete. 
As we have seen in this paper, an important role in multivariable operator theory for n-tuples of
operators T := (T1, . . . , Tn) is played by the multi-analytic operator
R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n .
We can prove that this operator is a complete unitary invariant. More precisely, if T ′ := (T ′1, . . . , T
′
n),
T ′i ∈ B(H′), is another n-tuple of operators, one can prove that T is unitarily equivalent to T ′ if and
only if the multi-analytic operators R1⊗T ∗1 + · · ·+Rn⊗T ∗n and R1⊗T ′∗1 + · · ·+Rn⊗T ′∗n are unitarily
equivalent, i.e., there exists a unitary multi-analytic operator W from F 2(Hn) ⊗H to F 2(Hn) ⊗ H′
such that
W (R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n) = (R1 ⊗ T ′∗1 + · · ·+Rn ⊗ T ′∗n )W.
One implication is clear, so assume that the above equality holds. Since W is a unitary multi-analytic
operator, we must have W = I ⊗U∗ for some unitary U operator from H to H′ (see [45]). Hence, and
using the fact that R1, . . . , Rn are the right creation operators on F
2(Hn), we deduce that UTi = T
′
iU
for any i = 1, . . . , n.
The proof of the following result is similar to that of Corollary 1.9. We shall omit it.
Theorem 4.8. Let (T1, . . . , Tn) be an n-tuple of operators Ti ∈ B(H) with ωρ(T1, . . . , Tn) ≤ 1. Then
there is a completely bounded map Φ : An +A∗n → B(H) such that
Φ(p(S1, . . . , Sn) + q(S1, . . . , Sn)
∗) = p(T1, . . . , Tn) + q(T1, . . . , Tn)
for any p(S1, . . . , Sn), q(S1, . . . , Sn) ∈ P, and ‖Φ‖cp ≤ |1−ρ|+ρ. Consequently, the n-tuple (T1, . . . , Tn)
is simultaneously similar to a row contraction.
Corollary 4.9. If R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n has the spectrum in the open unit disc, then (T1, . . . , Tn)
is simultaneously similar to a row contraction.
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Proof. Since
r(T1, . . . , Tn) = r(R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n) < 1,
the condition (v) of Theorem 4.1 holds for some large ρ > 0. Now, the result follows from Theorem
4.8. 
Now, as in the case of the joint numerical range (ρ = 2), Theorem 4.8 can be used to show that if
(T1, . . . , Tn) ∈ Cρ, then
f(T1, . . . , Tn) = lim
r→1
f(rT1, . . . , rTn),
where f(S1, . . . , Sn) ∈ An and the limit exists in the operator norm. Moreover,
f(T1, . . . , Tn) + (ρ− 1)f(0)I = ρPHf(V1, . . . , Vn)|H,
where V1, . . . Vn are the isometries from (4.1). Our multivariable Berger-Kato-Stampfli type theorem
for the operator radius ωρ is the following. The proof is similar to the proofs of Theorem 1.10 and
Theorem 1.12, but uses Theorem 4.6.
Theorem 4.10. If ωρ(T1, . . . , Tn) ≤ 1 and Fj ∈Mm ⊗An with Fj(0) = 0, j = 1, . . . , k, then
ωρ(F1(T1, . . . , Tn), . . . , Fk(T1, . . . , Tn)) ≤ ‖[F1, . . . , Fk]‖.
Moreover, if ωρ(T1, . . . , Tn) ≤ 1 and f ∈ An with Re f ≥ 0, then
ReW (f(T1, . . . , Tn)) ≥ (1 − ρ)Re f(0).
We can now provide the following power inequality for the ρ-operator radius.
Corollary 4.11. If (T1, . . . , Tn) ∈ B(H)(n) and ρ ∈ (0,∞), then
ωρ(Tα : |α| = k) ≤ ωρ(T1, . . . , Tn)k.
Moreover, ω∞(Tα : |α| = k) = ω∞(T1, . . . , Tn)k.
Proof. Since ωρ is homogeneous, we can assume that ωρ(T1, . . . , Tn) = 1. Hence, (T1, . . . , Tn) ∈ Cρ
and therefore there is a Hilbert space K ⊇ H and V1, . . . , Vn ∈ B(K) isometries with orthogonal ranges
such that Tβ = ρPHVβ |H for any β ∈ F+n . Notice that the operators Vα, |α| = k, are isometries with
orthogonal ranges. Now, the above equation implies that (Tα : |α| = k) ∈ Cρ, which is equivalent to
ωρ(Tα : |α| = k) ≤ 1. According to Theorem 4.2 part (v), we have
ω∞(Tα : |α| = k) = r(Tα : |α| = k)
= r(T1, . . . , Tn)
k = ω∞(T1, . . . , Tn)k.
The proof is complete. 
In the commutative case, we can obtain the following characterization for n-tuples of operators of
class Cρ.
Theorem 4.12. Let T1, . . . , Tn ∈ B(H) be commuting operators and let Sc ⊂ C∗(B1, . . . , Bn) be the
operator system defined by
(4.15) Sc := {p(B1, . . . , Bn) + q(B1, . . . , Bn)∗ : p, q ∈ P},
where B1, . . . , Bn are the creation operators on the symmetric Fock space. Then the following state-
ments are equivalent:
(i) (T1, . . . , Tn) ∈ Cρ;
(ii) The map Ψc : Sc → B(H) defined by
Ψc(p(B1, . . . , Bn) + q(B1, . . . , Bn)
∗) := p(T1, . . . , Tn) + q(T1, . . . , Tn)∗ + (ρ− 1)(p(0) + q(0))I
is completely positive.
(iii) There is a Hilbert space G ⊇ H and a ∗-representation π : C∗(B1, . . . , Bn)→ B(G) such that
Tα = ρPHπ(Bα)|H for any α ∈ F+n \{g0}.
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Proof. Assume that (T1, . . . , Tn) ∈ Cρ. According the the proof of Theorem 4.1, the multi-Toeplitz
kernel KT,ρ : F
+
n × F+n → B(H) defined by
KT,ρ(α, β) :=


1
ρTβ\α if β > α
I if α = β
1
ρT
∗
α\β if α > β
0 otherwise.
is positive definite. Since T1, . . . , Tn are commuting operators, according to Theorem 3.3 of [57], there
exists a completely positive linear map Φ : C∗(B1, . . . , Bn)→ B(H) such that Φ(I) = I and
Φ(Bσ) =
1
ρ
Tσ, σ ∈ F+n \{g0}.
Consequently, using Stinespring’s theorem, there exists a Hilbert space G ⊇ H and a ∗-representation
π : C∗(B1, . . . , Bn)→ B(H) such that (iii) holds.
Assume now that condition (iii) holds and let Wi := π(Bi), i = 1, . . . , n. Since [W1, . . . ,Wn] is a
row contraction, there exists a Hilbert space K ⊇ G and V1, . . . , Vn ∈ B(K) isometries with orthogonal
ranges such that W ∗α = V
∗
α |K, α ∈ F+n . Since H ⊆ G, (iii) implies Tα = ρPHVα|H, α ∈ F+n . Using
Theorem 4.1, we deduce that (T1, . . . , Tn) ∈ Cρ, therefore (iii) =⇒ (i). Now we show that (iii) =⇒ (ii).
It is clear that (iii) implies
p(T1, . . . , Tn) + q(T1, . . . , Tn)
∗ + (ρ− 1)(p(0) + q(0))I
= ρPHπ[p(B1, . . . , Bn) + q(B1, . . . , Bn)∗]|H.
Hence, we deduce (ii). To prove that (ii) =⇒ (i), note that there is a completely positive linear map
γ : C∗(S1, . . . , Sn)→ C∗(B1, . . . , Bn) such that γ(SαS∗β) = BαB∗β (see [52]). Since the map Ψc ◦ γ is
completely positive and (Ψc◦γ)|S = Ψ, where S and Ψ are defined in Theorem 4.6, the latter theorem
implies (T1, . . . , Tn) ∈ Cρ. The proof is complete. 
The next result contains more properties for the ρ-operator radius.
Proposition 4.13. (i) Let 0 < ρ ≤ ρ′ and (T1, . . . , Tn) ∈ B(H)(n). Then
(4.16) ωρ′(T1, . . . , Tn) ≤ ωρ(T1, . . . , Tn) ≤
(
2ρ′
ρ
− 1
)
ωρ′(T1, . . . , Tn).
In particular, the map ρ 7→ ωρ(T1, . . . , Tn) is continuous on (0,∞).
(ii) The operator radius ωρ : B(H)(n) → [0,∞) is continuous in the norm topology of B(H)(n).
(iii) For any ρ > 0,
ωρ(T1, . . . , Tn) ≥ max
{
1,
2
ρ
− 1
}
r(T1, . . . , Tn).
Proof. It is well-known (see [32]) that for any X ∈ B(H),
ωρ′(X) ≤ ωρ(X) ≤
(
2ρ′
ρ
− 1
)
ωρ′(X).
Applying this result to the operator X := R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n and taking into account that
ωρ(T1, . . . , Tn) = ωρ(R1 ⊗ T ∗1 + · · ·+Rn ⊗ T ∗n)
(see Theorem 4.6), we deduce (4.16). The continuity of the map ρ 7→ ωρ(T1, . . . , Tn) is now obvious.
According to (4.16), we have
‖[T1, . . . , Tn]‖ ≤ ωρ(T1, . . . , Tn) ≤
(
2
ρ
− 1
)
‖[T1, . . . , Tn]‖
if 0 < ρ ≤ 1, and
1
2ρ− 1‖[T1, . . . , Tn]‖ ≤ ωρ(T1, . . . , Tn) ≤ ‖[T1, . . . , Tn]‖
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if ρ > 1. Hence, the continuity of ωρ follows. To prove (iii), we recall from [32] the inequality
wρ(X) ≥ max
{
1, 2ρ − 1
}
r(X) for X ∈ B(H). Applying this result to the operator X and using
Theorem 4.6, we deduce the inequality (iii). The proof is complete. 
In what follows we calculate the ρ-operator radius for a class of row contractions.
Example 4.14. Let (T1, . . . , Tn) ∈ B(H)(n) be an n-tuple of operators with ‖[T1, . . . , Tn]‖ = 1 and
Tα = 0 for any α ∈ F+n with |α| = 2. Then
ωρ(T1, . . . , Tn) =
1
ρ
, for ρ ∈ (0,∞),
and ω∞(T1, . . . , Tn) = 0. Indeed, since [T1, . . . , Tn] is a row contraction, there is a Hilbert space K ⊇ H
and V1, . . . , Vn ∈ B(K) isometries with orthogonal ranges such that Tβ = PHVβ |H for any β ∈ F+n .
Set Xi := ρTi, i = 1, . . . , n, and note that the condition Tα = 0 if |α| = 2 implies
Xβ = ρTβ = ρPHVβ |H
for any β ∈ F+n \{g0}. Therefore, (X1, . . . , Xn) ∈ Cρ, i.e., ωρ(X1, . . . , Xn) ≤ 1, which implies
ωρ(T1, . . . , Tn) ≤ 1ρ . The reverse inequality follows from Theorem 4.2 part (ii). Now, it is clear
that
ω∞(T1, . . . , Tn) = lim
ρ→∞ωρ(T1, . . . , Tn) = 0.
Part II. Joint operator radii, inequalities, and applications
5. von Neumann inequalities
In this section, we prove von Neumann type inequalities [66] for arbitrary admissible or strongly
admissible operator radii ω : B(H)(k) → [0,∞). We show that, given a row contraction [T1, . . . , Tn],
an inequality of the form
ω(f1(T1, . . . , Tn), . . . , fk(T1, . . . , Tn)) ≤ ω(f1(S1, . . . , Sn), . . . , fk(S1, . . . , Sn))
holds if f1(S1, . . . , Sn), . . . , fk(S1, . . . , Sn) belong to operator algebras or operator systems generated
by the left creation operators S1, . . . , Sn and the identity such as the noncommutative disc alge-
bra An, the Toeplitz C∗-algebra C∗(S1, . . . , Sn), the noncommutative analytic Toeplitz algebra F∞n ,
the noncommutative Douglas type algebra Dn, and the operator system F∞n (F∞n )∗. The operator
fj(T1, . . . , Tn) is defined by an appropriate functional calculus for row contractions. Actually, we
obtain matrix-valued generalizations of the above inequality.
Let ω := {ωH,n} (H is any separable Hilbert space and n = 1, 2, . . .) be a family of mappings
ωH,n : B(H)(n) → [0,∞). If (T1, . . . , Tn) ∈ B(H)(n) we denote ω(T1, . . . , Tn) := ωH,n(T1, . . . , Tn). We
say that ω is a joint operator radius if, for any (T1, . . . , Tn) ∈ B(H)(n),
(i) ω(T1, . . . , Tn) = ω(Tσ(1), . . . , Tσ(n)) for any permutation σ : {1, . . . , n} → {1, . . . , n};
(ii) ω(T1, . . . , Tn, 0) = ω(T1, . . . , Tn) .
A joint operator radius ω is called admissible if, for any (T1, . . . , Tn) ∈ B(H)(n), it satisfies the following
properties:
(iii) ω(U∗T1U, . . . , U∗TnU) = ω(T1, . . . , Tn) for any unitary operator U : K → H;
(iv) ω(IG ⊗ T1, . . . , IG ⊗ Tn) = ω(T1, . . . , Tn) for any separable Hilbert space G;
(v) ω(T1|M, . . . , Tn|M) ≤ ω(T1, . . . , Tn) for any invariant subspace M⊆ H under each operator
T1, . . . Tn.
A joint operator radius ω is called strongly admissible if it satisfies the properties (iii), (iv), and
(v′) ω(PMT1|M, . . . , PMTn|M) ≤ ω(T1, . . . , Tn) for any (T1, . . . , Tn) ∈ B(H)(n) and any closed
subspace M⊆H.
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We remark that one can easily prove that conditions (iii) and (v′) hold if and only if
ω(V ∗T1V, . . . , V ∗TnV ) ≤ ω(T1, . . . , Tn)
for any (T1, . . . , Tn) ∈ B(H)(n) and any isometry V : K → H. Obviously, any strongly admissible
radius is admissible.
We say that a joint operator radius ω : B(K)(n) → [0,∞) is norm (resp. strongly, ∗-strongly,
weakly) quasi-continuous if, for any b ≥ 0, the ball
Bω,b :=
{
(T1, . . . , Tn) ∈ B(K)(n) : ω(T1, . . . , Tn) ≤ b
}
is closed in the product topology of B(K)(n), where B(K) is endowed with the norm (resp. strong,
∗-strong, weak) operator topology.
Proposition 5.1. (i) The joint operator radii ‖ · ‖, ‖ · ‖e, w(·), we(·), r(·), re(·), and ωρ(·),
0 < ρ ≤ 2, are strongly admissible;
(ii) The joint operator radii ‖ · ‖, ‖ · ‖e, w(·), and we(·) are WOT quasi-continuous;
(iii) The joint operator radius ωρ(·), (ρ > 0), is admissible and ∗-SOT quasi-continuous.
Proof. Part (i) of the theorem concerning w(·), we(·), and ωρ(·), 0 < ρ ≤ 2, follows from Theorem
1.1, Theorem 2.2, and Theorem 4.5, respectively. To prove that ‖ · ‖, ‖ · ‖e, r(·), and re(·) are
strongly admissible is a simple exercise, so we leave it to the reader. Now we prove (ii). For each
i = 1, . . . , n, let {T (α)i }α∈J be a net of operators in B(H) which is WOT convergent to Ti ∈ B(H). If
‖[T (α)1 , . . . , T (α)n ]‖ ≤ 1 for any α ∈ J , then∣∣∣∣∣
〈
n∑
i=1
T
(α)
i hi, k
〉∣∣∣∣∣ ≤ ‖(h1, . . . , hn)‖‖k‖
for any h1, . . . , hn, k ∈ H. This implies that [T1, . . . , Tn] is a contraction, which proves that ‖ · ‖ is
WOT quasi-continuous. Similarly one can prove that ‖ · ‖e is WOT quasi-continuous.
Now, assume that w(T
(α)
1 , . . . , T
(α)
n ) ≤ 1 for any α ∈ J . According to Theorem 1.1 part (vi), we
deduce that ‖T (α)i ‖ ≤ 2. Since the net {T (α)i }α∈J is WOT convergent to Ti, it is also w∗-convergent to
Ti. This is equivalent to the WOT convergence of the net {I ⊗T (α)i }α∈J to I ⊗Ti. Therefore, the net
{Ri⊗ T (α)i
∗}α∈J is WOT convergent to Ri⊗ T ∗i for i = 1, . . . , n. Using Corollary 4.7, we deduce that
w(T1, . . . , Tn) ≤ 1, which proves that the joint numerical range is WOT quasi-continuous. Similarly,
one can prove that the euclidean numerical radius is WOT quasi-continuous.
To prove part (iii), notice first that ωρ(·) is admissible due to Theorem 4.5. Now, assume that the
net {T (α)i
∗}α∈J is SOT convergent to T ∗i for each i = 1, . . . , n, and ωρ(T (α)1 , . . . , T (α)n ) ≤ 1. According
to Theorem 4.2, we have ‖T (α)i ‖ ≤ ρ. Since the map A 7→ I ⊗ A is SOT-continuous on bounded
subsets of B(H), we can use Theorem 4.1 (the equivalence (i)⇔(ii)) to deduce that (T1, . . . , Tn) ∈ Cρ.
Consequently, Theorem 4.2 implies ωρ(T1, . . . , Tn) ≤ 1, which completes the proof. 
We need to recall from [52] a few facts about noncommutative Poisson transforms associated with
row contractions T := [T1, . . . , Tn], Ti ∈ B(H). For each 0 < r ≤ 1, define the defect operator
∆r := (I− r2T1T ∗1 −· · ·− r2TnT ∗n)1/2. The Poisson kernel associated with T is the family of operators
KT,r : H → F 2(Hn)⊗H, 0 < r ≤ 1, defined by
KT,rh :=
∞∑
k=0
∑
|α|=k
eα ⊗ r|α|∆rT ∗αh, h ∈ H.
When r = 1, we denote ∆ := ∆1 and KT := KT,1. The operators KT,r are isometries if 0 < r < 1
and
K∗TKT = I − SOT- lim
k→∞
∑
|α|=k
TαT
∗
α.
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This shows that KT is an isometry if and only if T is a C0-row contraction ([44]), i.e.,
SOT- lim
k→∞
∑
|α|=k
TαT
∗
α = 0.
A key property of the Poisson kernel is that
(5.1) KT,r(r
|α|T ∗α) = (S
∗
α ⊗ I)KT,r
for any 0 < r < 1 and α ∈ F+n . If T is C0-row contraction, then equality (5.1) holds also for r = 1. In
[52], we introduced the Poisson transform associated with T := [T1, . . . , Tn] as the unital completely
contractive linear map ΦT : C
∗(S1, . . . , Sn)→ B(H) defined by
(5.2) ΦT (f) := lim
r→1
K∗T,r(f ⊗ I)KT,r,
where the limit exists in the norm topology of B(H). Moreover, we have
ΦT (SαS
∗
β) = TαT
∗
β , α, β ∈ F+n .
When T is a completely noncoisometric (c.n.c.) row-contraction, i.e., there is no h ∈ H, h 6= 0, such
that ∑
|α|=k
‖T ∗αh‖2 = ‖h‖2, for any k = 1, 2, . . . ,
an F∞n -functional calculus was developed in [48]. More precisely, if f =
∑
α∈F+n
aαSα is in F
∞
n , then
(5.3) ΦT (f) = f(T1, . . . , Tn) := SOT- lim
r→1
∞∑
k=0
∑
|α|=k
r|α|aαTα
exists and ΦT : F
∞
n → B(H) is a WOT-continuous completely contractive homomorphism. More
about noncommutative Poisson transforms on C∗-algebras generated by isometries can be found in
[52], [3], [53], [54], and [56].
I what follows we will see that the Poisson transform ΦT can be extended to the noncommutative
analytic Toeplitz algebra F∞n by the formula (5.2), where f ∈ F∞n and the limit is taken in the SO-
toplogy. Moreover, ΦT |F∞n coincides with the F∞n -functional calculus. Let Fn be the operator system
defined by
Fn := span{fg∗ : f, g ∈ F∞n }.
Assume that T := [T1, . . . , Tn], Ti ∈ B(H), is a C0-row contraction and let ΦT : Fn → B(H) be the
linear map defined by
(5.4) ΦT (fg
∗) := f(T1, . . . , Tn)g(T1, . . . , Tn)∗, f, g ∈ F∞n ,
where f(T1, . . . , Tn) and g(T1, . . . , Tn) are defined by formula (5.3).
Throughout this section, ω : B(K)(k) → [0,∞) is a joint operator radius, where K is a separable
Hilbert space. For each p ∈ N := {1, 2, . . .}, let Mp denote the p × p complex matrices and set
ΦT,p := IMp ⊗ ΦT .
We present now von Neumann type inequalities for arbitrary admissible or strongly admissible joint
operator radii.
Theorem 5.2. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a C0-row contraction and let ω be a joint operator
radius.
(i) If ΦT is the F
∞
n -functional calculus for C0-row contractions and ω is admissible, then
(5.5) ω ([ΦT,p(F1)]
∗, . . . , [ΦT,p(Fk)]∗) ≤ ω (F ∗1 , . . . , F ∗k )
for any F1, . . . , Fk ∈Mp ⊗ F∞n , and p ∈ N.
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(ii) The map ΦT defined by (5.4) is a unital completely contractive linear map which extends the
F∞n -functional calculus for C0-row contractions, and we have
(5.6) ΦT (fg
∗) = K∗T (fg
∗ ⊗ I)KT , f, g ∈ F∞n ,
where KT is the Poisson kernel associated with T . Moreover, if ω is strongly admissible, then
(5.7) ω (ΦT,p(X1), . . . ,ΦT,p(Xk)) ≤ ω (X1, . . . , Xk)
for any X1, . . . , Xk ∈Mp ⊗Fn, and p ∈ N.
Proof. Since T is C0-row contraction, equality (5.1) (case r = 1) implies
(5.8) K∗T (p(S1, . . . , Sn)⊗ IH) = p(T1, . . . , Tn)K∗T
for any polynomial p(S1, . . . , Sn) ∈ P . According to [48], if f(S1, . . . , Sn) :=
∞∑
k=0
∑
|α|=k
aαSα is in F
∞
n ,
then, for any 0 < r < 1, fr(S1, . . . , Sn) :=
∞∑
k=0
∑
|α|=k
r|α|aαSα is in the noncommutative disc algebra
An and ‖fr(S1, . . . , Sn)‖ ≤ ‖f(S1, . . . , Sn)‖. Since
lim
m→∞
m∑
k=0
∑
|α|=k
r|α|aαSα = fr(S1, . . . , Sn)
in the norm topology, the noncommutative von Neumann inequality (see Corollary 1.6) and relation
(5.8) imply
K∗T (fr(S1, . . . , Sn)⊗ IH) = fr(T1, . . . , Tn)K∗T
for any f(S1, . . . , Sn) ∈ F∞n . Using the F∞n -functional calculus (see (5.3)) and taking r → 1 in the
above equality, we obtain
(5.9) K∗T (f(S1, . . . , Sn)⊗ IH) = f(T1, . . . , Tn)K∗T
for any f(S1, . . . , Sn) ∈ F∞n , where f(T1, . . . , Tn) is defined by formula (5.3). Hence, we deduce that

KT 0 · · · 0
0 KT · · · 0
...
...
. . .
...
0 0 · · · KT

 [fij(T1, . . . , Tn)]∗p×p
=
(
[fij(S1, . . . , Sn)]
∗
p×p ⊗ IH
)


KT 0 · · · 0
0 KT · · · 0
...
...
. . .
...
0 0 · · · KT


for any operator matrix [fij(S1, . . . , Sn)]p×p ∈Mp⊗F∞n . Let K˜T : H(p) → [F 2(Hn)⊗H](p) denote the
p-fold ampliation of the Poisson kernelKT . Since K˜T is an isometry, the above equation shows that the
operator matrix [fij(T1, . . . , Tn)]
∗
p×p is unitarily equivalent to the restriction of [fij(S1, . . . , Sn)]
∗
p×p⊗I
to its invariant subspace K˜T (H(p)). Taking into account that
ΦT,p
(
[fij(S1, . . . , Sn)]p×p
)
= [fij(T1, . . . , Tn)]p×p
and ω is an admissible operator radius, we have
ω ([ΦT,p(F1)]
∗, . . . , [ΦT,p(Fk)]∗) = ω
(
(F ∗1 ⊗ IH)|K˜T (H(p)), . . . , (F ∗k ⊗ IH)|K˜T (H(p))
)
≤ ω(F ∗1 ⊗ IH, . . . , F ∗k ⊗ IH)
= ω(F ∗1 , . . . , F
∗
k )
for any F1, . . . , Fk ∈Mp ⊗ F∞n , p ∈ N. This completes the proof of part (i) of the theorem.
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To prove part (ii), note that relation (5.9) implies
(5.10) K∗T [f(S1, . . . , Sn)g(S1, . . . , Sn)
∗ ⊗ IH]KT = f(T1, . . . , Tn)g(T1, . . . , Tn)∗
for any f(S1, . . . , Sn), g(S1, . . . , Sn) ∈ F∞n , which proves (5.6). Since KT is an isometry, it is clear
that ΦT is a unital completely contractive linear map. Moreover, using relation (5.10), we get
K˜∗T (Xj ⊗ IH)K˜T = ΦT,p(Xj)
for any Xj ∈ Mp ⊗ Fn, j = 1, . . . , k, and p ∈ N. Hence, and taking into account that ω is strongly
admissible, we deduce that
ω (ΦT,p(X1), . . . ,ΦT,p(Xk)) = ω
(
K˜∗T (X1 ⊗ IH)K˜T , . . . , K˜∗T (Xk ⊗ IH)K˜T
)
≤ ω(X1 ⊗ IH, . . . , Xk ⊗ IH)
= ω(X1, . . . , Xk).
This completes the proof of the theorem. 
We remark that the map ΦT defined by (5.4) can be extended to a completely contractive linear
map from B(F 2(Hn)) to B(H) by setting
ΦT (X) = K
∗
T (X ⊗ I)KT , X ∈ B(F 2(Hn)).
If [T1, . . . , Tn] is a row contraction and f(S1, . . . , Sn) :=
∞∑
k=0
∑
|α|=k
aαSα is in F
∞
n , we denote
fr(T1, . . . , Tn) :=
∞∑
k=0
∑
|α|=k
aαr
|α|Tα, 0 < r < 1,
where the convergence is in the operator norm topology.
Lemma 5.3. If [T1, . . . , Tn], Ti ∈ B(H), is a row contraction, then
(5.11) K∗T,r(f(S1, . . . , Sn)⊗ IH) = fr(T1, . . . , Tn)K∗T,r
for any f(S1, . . . , Sn) ∈ F∞n and 0 < r < 1. Moreover, if T is c.n.c., then
(5.12) f(T1, . . . , Tn) = SOT- lim
r→1
K∗T,r(f(S1, . . . , Sn)⊗ IH)KT,r
for any f(S1, . . . , Sn) ∈ F∞n .
Proof. The relation (5.1) implies
(5.13) K∗T,r[p(S1, . . . , Sn)⊗ IH] = p(rT1, . . . , rTn)K∗T,r
for any polynomial p(S1, . . . , Sn) in P . If 0 < t < 1, then ft(S1, . . . , Sn) is in noncommutative disc
algebra An and
lim
m→∞
∑
|α|≤m
t|α|aαSα = ft(S1, . . . , Sn),
where the convergence is in the operator norm. Since [rT1, . . . , rTn] is a C0-row contraction, the
noncommutative von Neuman inequality implies
lim
m→∞
∑
|α|≤m
t|α|r|α|aαTα = ft(rT1, . . . , rTn)
in the operator norm. Using now relation (5.13) where p(S1, . . . , Sn) :=
∑
|α|≤m
t|α|aαSα and taking
limit as m→∞, we get
(5.14) K∗T,r(ft(S1, . . . , Sn)⊗ IH) = ft(rT1, . . . , rTn)K∗T,r.
Let us prove that
(5.15) lim
t→1
ft(rT1, . . . , rTn) = fr(T1, . . . , Tn),
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where the convergence is in the operator norm. First, notice that, if ǫ > 0, there is m0 ∈ N such that(
∞∑
k=m0
rk
)
‖f‖2 < ǫ2 , where ‖f‖2 := ‖f(S1, . . . , Sn)(1)‖. Since [T1, . . . , Tn] is a row contraction, the
latter inequality implies
∞∑
k=m0
rk
∥∥∥∥∥∥
∑
|α|=k
aαTα
∥∥∥∥∥∥ ≤
∞∑
k=m0
rk

∑
|α|=k
|aα|2


1/2
≤
( ∞∑
k=m0
rk
)
‖f‖2 < ǫ
4
.
Consequently, we have∥∥∥∥∥∥
∞∑
k=0
∑
|α|=k
t|α|r|α|aαTα −
∞∑
k=0
∑
|α|=k
r|α|aαTα
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
m0−1∑
k=1
∑
|α|=k
rk(tk − 1)aαTα
∥∥∥∥∥∥+
ǫ
2
≤
m0−1∑
k=1
rk(tk − 1)‖f‖2 + ǫ
2
.
Now, it clear that there exists 0 < δ < 1 such that
m0−1∑
k=1
rk(tk − 1)‖f‖2 < ǫ2 for any t ∈ (δ, 1). This
proves relation (5.15). Since SOT-lim
t→1
ft(S1, . . . , Sn) = f(S1, . . . , Sn), we can use relation (5.15) and
then take the limit in (5.14), as t → 1, to obtain relation (5.11). The last part of the lemma follows
from relations (5.11) and (5.3). The proof is complete. 
Under the additional condition of norm quasi-continuity of the joint operator radius, we can prove
the following result.
Theorem 5.4. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a row contraction, ΦT be the Poisson transform
associated with T , and let ω be a joint operator radius.
(i) If ω is norm quasi-continuous and admissible, then
(5.16) ω ([ΦT,p(F1)]
∗, . . . , [ΦT,p(Fk)]∗) ≤ ω (F ∗1 , . . . , F ∗k )
for any F1, . . . , Fk ∈Mp ⊗An, and p ∈ N.
(ii) If ω is norm quasi-continuous and strongly admissible, then
(5.17) ω (ΦT,p(X1), . . . ,ΦT,p(Xk)) ≤ ω (X1, . . . , Xk)
for any X1, . . . , Xk ∈Mp ⊗ C∗(S1, . . . , Sn), and p ∈ N.
Proof. According to Lemma 5.3, we have
(F (S1, . . . , Sn)
∗ ⊗ I)K˜T,r = K˜T,rF (rT1, . . . , rTn)∗
for any F = F (S1, . . . , Sn) := [fij(S1, . . . , Sn)]p×p ∈ Mp ⊗ An, where K˜T,r is the ampliation of the
Poisson kernel KT,r. Since KT,r is an isometry and ω is admissible, we have
ω (F1(rT1, . . . , rTn)
∗ , . . . , Fk(rT1, . . . , rTn)∗)
= ω
(
(F ∗1 ⊗ I)|K˜T,r(H(p)), . . . , (F ∗k ⊗ I)|K˜T,r(H(p))
)
≤ ω(F ∗1 ⊗ I, . . . , F ∗k ⊗ I)
= ω(F ∗1 , . . . , F
∗
k )
for any F1, . . . , Fk ∈ Mp ⊗An, and p ∈ N. According to relation (5.2), Fj(rT1, . . . , rTn) → ΦT,p(Fj)
in the operator norm as r → 1. Consequently, since ω is norm quasi-continuous the above inequality
implies (5.16). This completes the proof of part (i) of the theorem.
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Let us prove part (ii). Since ω is strongly admissible and KT,r is an isometry, we have
ω
(
K˜∗T,r(X1 ⊗ I)K˜T,r, . . . , K˜∗T,r(Xk ⊗ I)K˜T,r) ≤ ω(X1 ⊗ I, . . . , Xk ⊗ I
)
= ω(X1, . . . , Xk)
for any X1, . . . , Xk ∈ Mp ⊗ C∗(S1, . . . , Sn). Now, using relation (5.2), the norm continuity of ω, and
taking r→ 1, we deduce inequality (5.17). The proof is complete. 
Consider the linear span
Dn := span
{
f(S1, . . . , Sn)S
∗
α : f(S1, . . . , Sn) ∈ F∞n , α ∈ F+n
}
.
We remark that the norm closed non-selfadjoint algebra generated by the noncommutative analytic
Toeplitz algebra F∞n and the C
∗-algebra C∗(S1, . . . , Sn) coincides with the norm closure of Dn. In-
deed, since C∗(S1, . . . , Sn) is the norm closure of polynomials of the form
∑
aαβSαS
∗
β, it is clear
that f(S1, . . . , Sn)Y ∈ Dn for any f(S1, . . . , Sn) ∈ F∞n and Y ∈ C∗(S1, . . . , Sn). To show that
Y f(S1, . . . , Sn) ∈ Dn, it is enough to prove that
S∗j f(S1, . . . , Sn) ∈ P∗ + F∞n .
Since
f(S1, . . . , Sn) =
n∑
i=1
Siϕi(S1, . . . , Sn) + a0I
for any j = 1, . . . , n, for some elements ϕi(S1, . . . , Sn) ∈ F∞n and a0 ∈ C, and taking into account
that SiS
∗
j = δijI, i, j = 1, . . . , n, we have
S∗j f(S1, . . . , Sn) = a0S
∗
j + ϕj(S1, . . . , Sn),
which proves our assertion. We can view Dn as a noncommutative Douglas type subalgebra (see [21])
of B(F 2(Hn)). Let T := [T1, . . . , Tn], Ti ∈ B(H), be a c.n.c. row contraction and define the linear
map ΦT : Dn +D∗n → B(H) by setting
(5.18) ΦT
(
f(S1, . . . , Sn)S
∗
α + Sβg(S1, . . . , Sn)
∗) := f(T1, . . . , Tn)T ∗α + Tβg(T1, . . . , Tn)∗
for any f(S1, . . . , Sn), g(S1, . . . , Sn) ∈ F∞n , and α, β ∈ F+n .
Theorem 5.5. Let T be a c.n.c. row contraction and let ω be a joint operator radius. The map ΦT
defined by (5.18) can be extended to a unital completely contractive linear map from the norm closure
of Dn +D∗n to B(H) by setting
(5.19) ΦT (X) := WOT- lim
r→1
K∗T,r[X ⊗ I)]KT,r, X ∈ Dn +D∗n,
where {KT,r}0<r<1 is the Poisson kernel associated with T .
(i) If ω is ∗-SOT quasi-continuous and admissible, then
(5.20) ω ([ΦT,p(F1)]
∗, . . . , [ΦT,p(Fk)]∗) ≤ ω (F ∗1 , . . . , F ∗k )
for any F1, . . . , Fk ∈Mp ⊗ F∞n , and p ∈ N.
(ii) If ω is SOT quasi-continuous and strongly admissible, then
(5.21) ω (ΦT,p(Y1), . . . ,ΦT,p(Yk)) ≤ ω (Y1, . . . , Yk)
for any Y1, . . . , Yk ∈Mp ⊗Dn, and p ∈ N.
(iii) If ω is WOT quasi-continuous and strongly admissible, then inequality (5.21) holds for any
Y1, . . . , Yk ∈Mp ⊗Dn +D∗n, and p ∈ N.
Proof. According to Lemma 5.3, we have
(5.22) K∗T,r(f(S1, . . . , Sn)p(S1, . . . , Sn)
∗ ⊗ IH)KT,r = fr(T1, . . . , Tn)pr(T1, . . . , Tn)∗
for any f(S1, . . . , Sn) ∈ F∞n and any polynomial p ∈ P . Since
‖fr(T1, . . . , Tn)‖ ≤ ‖f(S1, . . . , Sn)‖ for any 0 < r < 1,
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and pr(T1, . . . , Tn)→ p(T1, . . . , Tn) in norm as r → 1, one can use relations (5.3) and (5.22) to deduce
that
(5.23) SOT- lim
r→1
KTr
[
f(S1, . . . , Sn)p(S1, . . . , Sn)
∗ ⊗ IH
]
KT,r = f(T1, . . . , Tn)p(T1, . . . , Tn)
∗
Hence, we obtain
WOT- lim
r→1
KTr
[(
q(S1, . . . , Sn)g(S1, . . . , Sn)
∗ + f(S1, . . . , Sn)p(S1, . . . , Sn)∗
)⊗ IH]KT,r
= q(T1, . . . , Tn)g(T1, . . . , Tn)
∗ + f(T1, . . . , Tn)p(T1, . . . , Tn)∗
(5.24)
for any f, g ∈ F∞n and p, q ∈ P . This shows that the linear map ΦT : Dn + D∗n → B(H) defined by
(5.18) is completely contractive and the limit in (5.19) exists for any X ∈ Dn +D∗n.
Now, we show that the limit in (5.19) exists for any X ∈ Dn +D∗n. Let {Xm}∞m=1 be a sequence
of operators in Dn + D∗n such that Xm → X in norm as m→∞. Since Φ|(Dn +D∗n) is a completely
contractive linear map, we have
‖ΦT (Xp)− Φ(Xm)‖ ≤ ‖Xp −Xm‖, p,m ∈ N,
which implies that {ΦT (Xm)}∞m=1 is a Cauchy sequence in the operator norm. Therefore, there exists
Y ∈ B(H) such that ΦT (Xm)→ Y in norm as m→∞. Note that, for any h, k ∈ H, we have∣∣〈K∗T,rXKT,rh, k〉− 〈Y h, k〉∣∣
≤ ∣∣〈K∗T,r(X −Xm)KT,rh, k〉∣∣+ ∣∣〈K∗T,rXmKT,rh, k〉− 〈ΦT (Xm)h, k〉∣∣
+ |〈ΦT (Xm)h, k〉 − 〈Y h, k〉| .
Assume that h 6= 0, k 6= 0, and choose m0 such that
‖Xm −X‖ ≤ ǫ
3‖h‖‖k‖ and ‖Φ(Xm)− Y ‖ ≤
ǫ
3‖h‖‖k‖
for any m ≥ m0. According to relations (5.24) and (5.18), we can find 0 < δ < 1 such that∣∣〈K∗T,rXmKT,rh, k〉− 〈ΦT (Xm)h, k〉∣∣ ≤ ǫ3
for any r ∈ (δ, 1). Now, the above inequalities imply∣∣〈K∗T,rXKT,rh, k〉− 〈Y h, k〉∣∣ ≤ ǫ
for any r ∈ (δ, 1). This proves that
lim
r→1
〈
K∗T,rXKT,rh, k
〉
= 〈Y h, k〉 , h, k ∈ H.
Therefore, the limit in (5.19) exists for any X ∈ Dn +D∗n and ΦT is a completely contractive linear
map. Similarly, using equation (5.23) instead of (5.24), one can prove that
(5.25) ΦT (X) = SOT- lim
r→1
K∗T,r[X ⊗ I)]KT,r, for any X ∈ Dn.
Now, to prove (i), notice that Lemma 5.3 implies
K˜T,r[ΦT,p((F )r)]
∗ = (F ∗ ⊗ IH)K˜T,r
for any F = [fij ]p×p ∈Mp ⊗ F∞n , where Fr := [(fij)r]p×p, 0 < r < 1. Since ω is admissible, the latter
equality implies
ω
(
[ΦT,p ((F1)r)]
∗, . . . , [ΦT,p ((Fk)r)]∗
) ≤ ω(F ∗1 ⊗ IH, . . . , F ∗k ⊗ IH)
= ω(F ∗1 , . . . , F
∗
k )
(5.26)
for any F1, . . . , Fk ∈ Mp ⊗ F∞n and p ∈ N. According to the F∞n -functional calculus for c.n.c. row
contractions, [ΦT,p ((Fj)r)] is SOT convergent to [ΦT,p (Fj)] as r → 1. Since ω is ∗-SOT quasi-
continuous, inequality (5.26) implies (5.20).
Let us prove part (ii) of the theorem. Since ω is strongly admissible and KT,r is an isometry, we
have
ω
(
K˜∗T,r(Y1 ⊗ I)K˜T,r, . . . , K˜∗T,r(Yk ⊗ I)K˜T,r
) ≤ ω(Y1 ⊗ I, . . . , Yk ⊗ I)
= ω(Y1, . . . , Yk)
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for any Y1, . . . , Yk ∈Mp⊗Dn and p ∈ N. Consequently, using relation (5.25) and the SOT-continuity
of ω, we deduce inequality (5.21). The proof of part (iii) is similar to that of part (ii) but uses relation
(5.19) instead and the WOT-continuity of ω. The proof is complete. 
Corollary 5.6. If X ∈ Dn, then
ΦT (X) = SOT- lim
r→1
K∗T,r[X ⊗ I)]KT,r.
Moreover, the map defined by (5.19) extends the F∞n -functional calculus for c.n.c. row contractions
and the Poisson transform defined by (5.2).
6. Constrained von Neumann inequalities
If a row contraction [T1, . . . , Tn] satisfies certain constrains, we prove that there is a suitable in-
variant subspace E ⊂ F 2(Hn) under each operator S∗1 , . . . , S∗n, such that an inequality of the form
ω(f1(T1, . . . , Tn), . . . , fk(T1, . . . , Tn)) ≤ ω(PEf1(S1, . . . , Sn)|E , . . . , PEfk(S1, . . . , Sn)|E)
holds, where ω is an admissible or strongly admissible joint operator radii.
This type of constrained von Neumann inequalities as well as matrix-valued versions are considered
in this section. In particular, we obtain appropriate multivariable generalizations of several von
Neumann type inequalities obtained in [66], [58], [62], [22], [47], [48], [50], [52], [5], [3], and [53], to
joint operator radii. For example, if [T1, . . . , Tn] is a row contraction with commuting entries, then we
prove that
ω(f1(T1, . . . , Tn), . . . , fk(T1, . . . , Tn)) ≤ ω(f1(B1, . . . , Bn), . . . , fk(B1, . . . , Bn))
if f1(B1, . . . , Bn), . . . , fk(B1, . . . , Bn) are elements of operator algebras such as the commutative disc
algebra Acn, the Toeplitz C∗-algebra C∗(B1, . . . , Bn), Arveson’s algebra W∞n , the commutative Dou-
glas type algebra Dcn, and the operator system W∞n (W∞n )∗. The operator fj(T1, . . . , Tn) is defined
by an appropriate functional calculus for row contractions with commuting entries.
Let H be a separable complex Hilbert space, J be a WOT-closed two-sided ideal of F∞n , and let
T := [T1, . . . , Tn], Ti ∈ B(H), be a C0-row contraction such that
ϕ(T1, . . . , Tn) = 0, for any ϕ(S1, . . . , Sn) ∈ J.
Denote by W∞J the WOT-closed algebra generated by the operators Bi := PNJSi|NJ , i = 1, . . . , n,
and the identity, where
NJ : F 2(Hn)⊖MJ and MJ := JF 2(Hn).
Notice that MJ := {ϕ : ϕ(S1, . . . , Sn) ∈ J}‖·‖2 where ϕ := ϕ(S1, . . . , Sn)(1), and
NJ =
⋂
ϕ∈J
kerϕ(S1, . . . , Sn)
∗.
We proved in [3] that
(6.1) W∞J = PNJF
∞
n |NJ = {f(B1, . . . , Bn) : f(S1, . . . , Sn) ∈ F∞n },
where f(B1, . . . , Bn) is defined by the F
∞
n -functional calculus for C0-row contractions. Moreover, the
map ΦJT :W
∞
J → B(H) defined by
(6.2) ΦJT (f(B1, . . . , Bn)) := f(T1, . . . , Tn)
is a WOT-continuous, completely contractive homomorphism (see Section 4 of [3]), which we call the
W∞J -functional calculus. Now, consider the operator system defined by
WJn := span{f(B1, . . . , Bn)g(B1, . . . , Bn)∗ : f(B1, . . . , Bn), g(B1, . . . , Bn) ∈W∞J }.
Let ΦJT :WJn → B(H) be the linear map defined by
(6.3) ΦJT [f(B1, . . . , Bn)g(B1, . . . , Bn)
∗] := f(T1, . . . , Tn)g(T1, . . . , Tn)∗,
where f(T1, . . . , Tn) and g(T1, . . . , Tn) are defined by formula (5.3).
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In what follows, we obtain constrained von Neumann inequalities for arbitrary admissible (resp.
strongly admissible) joint operator radii.
Theorem 6.1. Let ω be a joint operator radius, J be a WOT-closed two-sided ideal of F∞n , and let
T := [T1, . . . , Tn], Ti ∈ B(H), be a C0-row contraction such that
ϕ(T1, . . . , Tn) = 0, ϕ(S1, . . . , Sn) ∈ J.
Then, the map ΦJT defined by (6.3) is a unital completely contractive linear map and
(6.4) ΦJT
(
f(B1, . . . , Bn)g(B1, . . . , Bn)
∗) = K∗T [f(S1, . . . , Sn)g(S1, . . . , Sn)∗ ⊗ I]KT
for any f(S1, . . . , Sn), g(S1, . . . , Sn) ∈ F∞n , where KT is the Poisson kernel associated with T .
(i) If ω is admissible, then
(6.5) ω
(
[ΦJT,p(F1)]
∗, . . . , [ΦJT,p(Fk)]
∗) ≤ ω (F ∗1 , . . . , F ∗k )
for any F1, . . . , Fk ∈Mp ⊗W∞J , and p ∈ N.
(ii) If ω is strongly admissible, then
(6.6) ω
(
ΦJT,p(X1), . . . ,Φ
J
T,p(Xk)
) ≤ ω (X1, . . . , Xk)
for any X1, . . . , Xk ∈Mp ⊗WJn , and p ∈ N.
Proof. According to Theorem 5.2 (see relation (5.9)), we have
(6.7) 〈(ϕ(S1, . . . , Sn)∗ ⊗ I)KTh, 1⊗ k〉 = 〈KTϕ(T1, . . . , Tn)∗h, 1⊗ k〉
for any ϕ(S1, . . . , Sn) ∈ F∞n and h, k ∈ H. Note that if ϕ(S1, . . . , Sn) ∈ J , then ϕ(T1, . . . , Tn) = 0,
and relation (6.7) implies 〈KTh, ϕ⊗ k〉 = 0 for any h, k ∈ H. Taking into account the definition of
MJ , we deduce that KT (H) ⊆ NJ ⊗H. This implies
(6.8) KT = (PNJ ⊗ IH)KT .
Since J is a left ideal of F∞n , NJ is an invariant subspace under each operator S∗1 , . . . , S∗n and
therefore Bα = PNJSα|NJ , α ∈ F+n . Since [B1, . . . , Bn] is a C0-row contraction, we can use the
F∞n -functional calculus to deduce that
(6.9) f(B1, . . . , Bn) = PNJ f(S1, . . . , Sn)|NJ
for any f(S1, . . . , Sn) ∈ F∞n . Taking into account relations (5.9) (see Theorem 5.2), (6.8), and (6.9),
we obtain
KTf(T1, . . . , Tn)
∗ = (PNJ ⊗ IH) [f(S1, . . . , Sn)∗ ⊗ IH] (PNJ ⊗ IH)KT
=
[
(PNJ f(S1, . . . , Sn)|NJ )∗ ⊗ IH
]
KT
= [f(B1, . . . , Bn)
∗ ⊗ IH]KT .
Therefore, we have
(6.10) KT f(T1, . . . , Tn)
∗ = [f(B1, . . . , Bn)∗ ⊗ IH]KT
for any f(B1, . . . , Bn) ∈ W∞J . Hence, we obtain
(6.11) f(T1, . . . , Tn)g(T1, . . . , Tn)
∗ = K∗T [f(B1, . . . , Bn)g(B1, . . . , Bn)
∗ ⊗ IH]KT ,
which proves relation (6.4) and that ΦJT is a unital completely contractive linear map.
To prove part (i) of the theorem, notice that relation (6.10) implies
(6.12) K˜T [fij(T1, . . . , Tn)]
∗
p×p =
(
[fij(B1, . . . , Bn)]
∗
p×p ⊗ IH
)
K˜T ,
where K˜T is the p-fold ampliation of KT . Since K˜T is an isometry, ω is admissible, and
ΦJT,p ([fij(B1, . . . , Bn)]p×p) = [fij(T1, . . . , Tn)]p×p,
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one can use relation (6.12) to deduce that
ω
(
[ΦT,p(F1)]
∗ , . . . , [ΦT,p(Fk)]
∗) = ω ((F ∗1 ⊗ IH)|K˜T (H(p)), . . . , (F ∗k ⊗ IH)|K˜T (H(p)))
≤ ω (F ∗1 ⊗ IH, . . . , F ∗k ⊗ IH)
= ω(F ∗1 , . . . , F
∗
k )
for any F1, . . . , Fk ∈Mp ⊗W∞J , and p ∈ N.
To prove the last part of the theorem, notice that relation (6.11) implies
ΦT,p(X) = K˜
∗
T (X ⊗ IH)K˜T
for any X ∈Mp ⊗WJn and p ∈ N. Since ω is strongly admissible and K˜T is an isometry, we have
ω
(
ΦJT,p(X1), . . . ,Φ
J
T,p(Xk)
)
= ω
(
K˜∗T (X1 ⊗ IH)K˜T , . . . , K˜∗T (Xk ⊗ IH)K˜T
)
≤ ω (X1 ⊗ IH, . . . , Xk ⊗ IH)
= ω (X1, . . . , Xk)
for any X1, . . . , Xk ∈Mp ⊗WJn , and p ∈ N. The proof is complete. 
Let us remark that the map ΦJT defined by (6.3) can be extended to a completely contractive linear
map from B(NJ ) to B(H) by setting
ΦT (X) = K
∗
T (X ⊗ I)KT , X ∈ B(NJ ).
We consider now some examples.
Example 6.2. In the particular case when n = 1, F∞1 can be identified with the classical Hardy
algebra H∞(D). It is well-known (see [26]) that any w∗-closed ideal J of H∞ is generated by an inner
function u ∈ H∞(D), i.e., J = uH∞(D). In this case, we have
NJ = H2 ⊖ uH2 = keru(S)∗.
Let T ∈ B(H) be a c.n.u. contraction such that u(T ) = 0. Then, according to [64], T is of class C·0,
which in our notation means T ∈ C0. If ω is a strongly admissible operator radius, then applying
Theorem 6.1 to T , we obtain
ω

 m∑
j=1
fj(T )gj(T )
∗, . . . ,
m∑
j=1
χj(T )ψj(T )
∗

 ≤ ω

 m∑
j=1
fj(B)gj(B)
∗, . . . ,
m∑
j=1
χj(B)ψj(B)
∗


for any functions fj, gj , . . . , χj , ψj ∈ H∞(D), m ∈ N, where B := Pkeru(S)∗S| keru(S)∗ and S is the
unilateral shift on the Hardy space H2. In the particular case when k = 1, m = 1, and ω is the
operator norm on B(H), we get
‖f(T )g(T )∗‖ ≤ ‖f(B)g(B)∗‖
for any f, g ∈ H∞. When g = 1, we find the constrained von Neumann inequality obtained by Sz.-Nagy
[62].
Example 6.3. Let Jm be the WOT-closed two-sided ideal of F
∞
n generated by the monomials Sα for
α ∈ F+n with |α| = m. It is easy to see that NJm = Pm−1, the set of all polynomials in F 2(Hn) of
degree ≤ m− 1. Let T := [T1, . . . , Tn] be a row contraction such that
Tα = 0 for any α ∈ F+n with |α| = m.
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Since T is clearly a C0-row contraction, one can apply Theorem 6.1 to T and Jm. Therefore, if ω is
a strongly admissible operator radius, then
ω

 ∑
|α|,|β|≤m−1
aαTαT
∗
β , . . . ,
∑
|α|,|β|≤m−1
bαTαT
∗
β


≤ ω

 ∑
|α|,|β|≤m−1
aαS
(m)
α S
(m)
β
∗
, . . . ,
∑
|α|,|β|≤m−1
bαS
(m)
α S
(m)
β
∗

 ,
where S
(m)
i := PPm−1Si|Pm−1, i = 1, . . . , n, are the truncated left creation operators acting on Pm−1.
Now, let Js be the WOT-closed two-sided ideal of F
∞
n generated by the commutators SiSj − SjSi,
i, j = 1, . . . , n. Notice that if J := Jm + Js, then
MJ = JsF 2(Hn)
∨
JmF
2(Hn)
and NJ = F 2s (Hn)∩Pm−1, where F 2s (Hn) ⊂ F 2(Hn) is the symmetric Fock space. Now, assume that
T := [T1, . . . , Tn] is a row contraction such that TiTj = TjTi for any i, j = 1, . . . , n, and Tα = 0 for
any α ∈ F+n , |α| = m. Then we can apply Theorem 6.1 to T and the two-sided ideal J and obtain
a commutative version of the above inequality. More precisely, the operators S
(m)
i , i = 1, . . . , n, are
replaced by the mutually commuting operators
Z
(m)
i := PF 2s (Hn)∩Pm−1Si|F 2s (Hn) ∩ Pm−1, i = 1, . . . , n.
Example 6.4. Let W∞n be the WOT-closed algebra generated by the operators
Zi := PF 2s (Hn)Si|F 2s (Hn), i = 1, . . . , n,
and the identity on the symmetric Fock space F 2s (Hn). Fix an operator ϕ(S1, . . . , Sn) ∈ F∞n and let
let T := [T1, . . . , Tn] be a C0-row contraction such that TiTj = TjTi for any i, j = 1, . . . , n and
ϕ(T1, . . . , Tn) = 0.
Let Jϕ be the WOT-closed two-sided ideal of F
∞
n generated by ϕ and let Jϕ,s := Jϕ+Js. Straightforward
computations reveal that
NJϕ,s = F 2s (Hn)
⋂ ⋂
ψ∈Jϕ
kerψ(S1, . . . , Sn)
∗


= kerϕ(Z1, . . . , Zn)
∗.
Here, we used the fact that the symmetric Fock space is invariant under each operator S∗1 , . . . , S
∗
n and
Z1, . . . , Zn are mutually commuting. Now, we can apply Theorem 6.1 to our setting and obtain the
inequality
ω

 m∑
j=1
fj(T1, . . . , Tn)gj(T1, . . . , Tn)
∗, . . . ,
m∑
j=1
χj(T1, . . . , Tn)ψj(T1, . . . , Tn)
∗


≤ ω

 m∑
j=1
fj(B1, . . . , Bn)gj(B1, . . . , Bn)
∗, . . . ,
m∑
j=1
χj(B1, . . . , Bn)ψj(B1, . . . , Bn)
∗


for any elements fj, gj , . . . , χj, ψj ∈ F∞n , m ∈ N, and
Bi := Pkerϕ(Z1,...,Zn)∗Zi| kerϕ(Z1, . . . , Zn)∗, i = 1, . . . , n.
In the particular case when k = 1, m = 1, and ω is the operator norm on B(H), we get
‖f(T1, . . . , Tn)g(T1, . . . , Tn)∗‖ ≤ ‖f(B1, . . . , Bn)g(B1, . . . , Bn)∗‖
for any f, g ∈ F∞n . This inequality is a multivariable commutative version of the constrained von
Neumann inequality obtained by Sz.-Nagy [62] (case n = 1 and g = 1).
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In what follows, we need the following result.
Lemma 6.5. Let J be the WOT-closed two-sided ideal of F∞n generated by some homogenous poly-
nomials q1, . . . , qd ∈ P. If T := [T1, . . . , Tn], Ti ∈ B(H), is a row contraction such that
qj(T1, . . . , Tn) = 0, j = 1, . . . , d,
then
(6.13) K∗T,r(f(B1, . . . , Bn)⊗ IH) = fr(T1, . . . , Tn)K∗T,r
for any f(S1, . . . , Sn) ∈ F∞n and 0 < r < 1. Moreover, if T is c.n.c., then
(6.14) f(T1, . . . , Tn) = SOT- lim
r→1
K∗T,r(f(B1, . . . , Bn)⊗ IH)KT,r
for any f(S1, . . . , Sn) ∈ F∞n .
Proof. According to Lemma 5.3, we have
(6.15) [f(S1, . . . , Sn)
∗ ⊗ IH]KT,r = KT,rfr(T1, . . . , Tn)∗
for any f(S1, . . . , Sn) ∈ F∞n and 0 < r < 1. Hence, we deduce that
(6.16) 〈KT,rk, ϕ⊗ h〉 = 〈k, ϕr(T1, . . . , Tn)∆rh〉
for any ϕ(S1, . . . , Sn) ∈ J and h, k ∈ H. Since the F∞n - functional calculus is a homomorphism and
qj are homogenous polynomials such that qj(T1, . . . , Tn) = 0, j = 1, . . . , d, we have
(6.17) (fqj)(rT1, . . . , rTn) = r
deg (qj)f(rT1, . . . , rTn)qj(T1, . . . , Tn) = 0
for any f(S1, . . . , Sn) ∈ F∞n and j = 1, . . . , d, where deg (qj) denotes the degree of the polynomial qj .
On the other hand, J is the WOT-closed two-sided ideal of F∞n generated by q1, . . . , qd, and the F∞n -
functional calculus for C0-row contractions is WOT-continuous. Consequently, since [rT1, . . . , rTn]
is a C0-row contraction, relation (6.17) implies ϕ(rT1, . . . , rTn) = 0 for any ϕ(S1, . . . , Sn) ∈ J and
0 < r < 1. Hence, relation (6.16) implies 〈KT,rk, ϕ⊗ h〉 = 0 for any ϕ(S1, . . . , Sn) ∈ J and h, k ∈ H.
Since {ϕ : ϕ(S1, . . . , Sn) ∈ J} is dense in MJ , the latter equality shows that
(6.18) KT,r(H) ⊆ NJ ⊗H
for any 0 < r < 1. Now, relations (6.15), (6.18), and (6.9) imply
KT,rfr(T1, . . . , Tn)
∗ = (PNJ ⊗ IH) [f(S1, . . . , Sn)∗ ⊗ IH] (PNJ ⊗ IH)KT,r
= [f(B1, . . . , Bn)
∗ ⊗ IH]KT,r,
which proves relation (6.13). Notice that relation (6.13) implies
(6.19) fr(T1, . . . , Tn) = K
∗
T,r[f(B1, . . . , Bn)⊗ IH]KT,r.
If [T1, . . . , Tn] is a c.n.c. row contraction, then the F
∞
n -functional calculus implies
SOT- lim
r→1
fr(T1, . . . , Tn) = f(T1, . . . , Tn),
which together with (6.19) imply relation (6.14). The proof is complete. 
Let AJn be the norm closed algebra generated by Bi := PNJSi|NJ , i = 1, . . . , n, and the identity
INJ . We denote by B the linear span of {BαB∗β : α, β ∈ F+n } and by B its norm closure.
Under the additional condition of norm quasi-continuity of the joint operator radius, we can obtain
more constrained von Neumann inequalities.
Theorem 6.6. Let ω be a joint operator radius, J be the WOT-closed two-sided ideal of F∞n gen-
erated by some homogenous polynomials q1, . . . , qd ∈ P. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a row
contraction such that
qj(T1, . . . , Tn) = 0, j = 1, . . . , d.
Then there is a unital completely contractive linear map ΦJT : B → B(H) such that ΦJT (BαB∗β) = TαT ∗β ,
α, β ∈ F+n . Moreover,
(6.20) ΦJT (X) = lim
r→1
K∗T,r(X ⊗ IH)KT,r, X ∈ B,
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where the convergence is in the operator norm topology, and {KT,r}0<r<1 is the Poisson kernel asso-
ciated with T .
(i) If ω is norm quasi-continuous and admissible, then
(6.21) ω
(
[ΦJT,p(F1)]
∗, . . . , [ΦJT,p(Fk)]
∗) ≤ ω (F ∗1 , . . . , F ∗k )
for any F1, . . . , Fk ∈Mp ⊗AJn, and p ∈ N.
(ii) If ω is norm quasi-continuous and strongly admissible, then
(6.22) ω
(
ΦJT,p(X1), . . . ,Φ
J
T,p(Xk)
) ≤ ω (X1, . . . , Xk)
for any X1, . . . , Xk ∈Mp ⊗ B and p ∈ N.
Proof. According to Lemma 6.5, we have
(6.23) K∗T,r(BαB
∗
β ⊗ IH)KT,r = r|α|+|β|TαT ∗β
for any α, β ∈ F+n and 0 < r < 1. Since KT,r is an isometry, relation (6.23) implies
(6.24)
∥∥∥∑ aαβTαT ∗β∥∥∥ ≤ ∥∥∥∑aαβBαB∗β∥∥∥
for any
∑
aαβBαB
∗
β ∈ B. Moreover, the von Neumann type inequality (6.24) implies the existence
of a unique unital completely contractive linear map ΦJT : B → B(H) such that ΦJT (BαB∗β) = TαT ∗β ,
α, β ∈ F+n . The proof of (6.20) is similar to that of Theorem 3.8 from [52]. We shall omit it.
Now, let us prove part (i) of the theorem. Since AJn ⊂W∞J = PNJF∞n |NJ , Lemma 6.5 implies
(6.25) K˜T,rF (rT1, . . . , rTn)
∗ = [F (B1, . . . , Bn)∗ ⊗ IH]K˜T,r
for any F (B1, . . . , Bn) := [fij(B1, . . . , Bn)]p×p ∈ Mp ⊗ AJn, where K˜T,r is the ampliation of K˜T,r.
Since KT,r is an isometry and ω is admissible, we have
ω(F1(rT1, . . . , rTn)
∗, . . . , Fk(rT1, . . . , rTn)∗)
= ω
(
(F1(B1, . . . , Bn)
∗ ⊗ IH)|K˜T,r(H(p)), . . . , (Fk(B1, . . . , Bn)∗ ⊗ IH)|K˜T,r(H(p))
)
≤ ω(F1(B1, . . . , Bn)∗ ⊗ IH, . . . , Fk(B1, . . . , Bn)∗ ⊗ IH)
= ω(F1(B1, . . . , Bn)
∗, . . . , Fk(B1, . . . , Bn)∗)
for any F1(B1, . . . , Bn), . . . , Fk(B1, . . . , Bn) ∈Mp⊗AJn, and p ∈ N. According to relations (6.25) and
(6.20), we have
lim
r→1
Fj(rT1, . . . , rTn) = lim
r→1
K˜∗T,r[F (B1, . . . , Bn)
∗ ⊗ IH]K˜T,r = ΦJT,p(Fj),
where the convergence is in operator norm topology. Consequently, since ω is norm quasi-continuous
the above inequality implies (6.21). This completes the proof of part (i) of the theorem.
Let us prove part (ii). Since ω is strongly admissible and KT,r is an isometry, we have
ω(K˜∗T,r(X1 ⊗ IH)K˜T,r, . . . , K˜∗T,r(Xk ⊗ IH)K˜T,r) ≤ ω(X1 ⊗ IH, . . . , Xk ⊗ IH)
= ω(X1, . . . , Xk)
for any X1, . . . , Xk ∈Mp⊗B. Now, using relation (6.20), the norm continuity of ω, and taking r → 1,
we deduce inequality (6.22). The proof is complete. 
Let T := [T1, . . . , Tn], Ti ∈ B(H), be a c.n.c. row contraction and let J be a WOT-closed two-sided
ideal of F∞n such that
ϕ(T1, . . . , Tn) = 0, ϕ(S1, . . . , Sn) ∈ J.
Let
DJn := span
{
f(B1, . . . , Bn)B
∗
α : f(S1, . . . , Sn) ∈ F∞n , α ∈ F+n
}
and define the linear map ΦJT : DJn + (DJn)∗ → B(H) by setting
(6.26) ΦJT
(
f(B1, . . . , Bn)B
∗
α +Bβg(B1, . . . , Bn)
∗) := f(T1, . . . , Tn)T ∗α + Tβg(T1, . . . , Tn)∗
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for any f(S1, . . . , Sn), g(S1, . . . , Sn) ∈ F∞n , and α, β ∈ F+n .
Theorem 6.7. Let ω be a joint operator radius and J be the WOT-closed two-sided ideal of F∞n
generated by some homogenous polynomials q1, . . . , qd ∈ P. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a
c.n.c. row contraction such that
qj(T1, . . . , Tn) = 0, j = 1, . . . , d.
Then, the map ΦJT defined by (6.26) can be extended to a unital completely contractive linear map
from the norm closure of DJn + (DJn)∗ to B(H) by setting
(6.27) ΦJT (X) := WOT- lim
r→1
K∗T,r[X ⊗ I)]KT,r, X ∈ DJn + (DJn)∗,
where {KT,r}0<r<1 is the Poisson kernel associated with T .
(i) If ω is ∗-SOT quasi-continuous and admissible, then
(6.28) ω
(
[ΦJT,p(F1)]
∗, . . . , [ΦJT,p(Fk)]
∗) ≤ ω (F ∗1 , . . . , F ∗k )
for any F1, . . . , Fk ∈Mp ⊗W∞J , and p ∈ N.
(ii) If ω is SOT quasi-continuous and strongly admissible, then
(6.29) ω
(
ΦJT,p(Y1), . . . ,Φ
J
T,p(Yk)
) ≤ ω (Y1, . . . , Yk)
for any Y1, . . . , Yk ∈Mp ⊗DJn , and p ∈ N.
(iii) If ω is WOT quasi-continuous and strongly admissible, then inequality (6.29) holds for any
Y1, . . . , Yk ∈Mp ⊗DJn + (DJn)∗, and p ∈ N.
Proof. According to Lemma 6.5, we have
(6.30) K∗T,r(f(B1, . . . , Bn)p(B1, . . . , Bn)
∗ ⊗ IH)KT,r = fr(T1, . . . , Tn)pr(T1, . . . , Tn)∗
for any f(S1, . . . , Sn) ∈ F∞n and any polynomial p ∈ P . Since
‖fr(T1, . . . , Tn)‖ ≤ ‖f(B1, . . . , Bn)‖ for any 0 < r < 1,
and pr(T1, . . . , Tn)→ p(T1, . . . , Tn) in norm as r → 1, one can use relations (5.3) and (6.30) to deduce
that
(6.31) SOT- lim
r→1
K∗Tr [f(B1, . . . , Bn)p(B1, . . . , Bn)
∗ ⊗ IH]KT,r = f(T1, . . . , Tn)p(T1, . . . , Tn)∗
Hence, we obtain
WOT- lim
r→1
K∗Tr
[(
q(B1, . . . , Bn)g(B1, . . . , Bn)
∗
+ f(B1, . . . , Bn)p(B1, . . . , Bn)
∗)⊗ IH]KT,r
= q(T1, . . . , Tn)g(T1, . . . , Tn)
∗ + f(T1, . . . , Tn)p(T1, . . . , Tn)∗
(6.32)
for any f, g ∈ F∞n and p, q ∈ P . This shows that the linear map ΦT : DJn + (DJn)∗ → B(H) defined
by (6.26) is completely contractive and the limit in (6.27) exists for any X ∈ DJn +(DJn)∗. The rest of
the proof is similar to that of Theorem 5.5. We shall omit it. 
Corollary 6.8. If X ∈ DJn, then
ΦJT (X) = SOT- lim
r→1
K∗T,r[X ⊗ I)]KT,r.
Remark 6.9. Let Js be the WOT-closed two-sided ideal of F
∞
n generated by the homogenous polyno-
mials
{SiSj − SjSi : i, j = 1, . . . , n}.
It is easy to see that the subspace NJs is equal to the symmetric Fock space F 2s (Hn) ⊂ F 2(Hn). Let
T := [T1, . . . , Tn], Ti ∈ B(H), be a row contraction such that
TiTj = TjTi, i, j = 1, . . . , n.
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Then Theorem 6.6 can be applied to the n-tuple T . As a particular case, if ω is norm quasi-continuous
and strongly admissible operator radius, we obtaind the following inequality
(6.33) ω
(∑
a
(1)
αβTαT
∗
β , . . .
∑
a
(k)
αβTαT
∗
β
)
≤ ω
(∑
a
(1)
αβBαB
∗
β, . . .
∑
a
(k)
αβBαB
∗
β
)
for any polynomias
∑
a
(j)
αβBαB
∗
β, j = 1, . . . , k, in C
∗(B1, . . . , Bn), where Bi := PF 2s (Hn)Si|F 2s (Hn),
i = 1, . . . , n, are are the creation operators on the symmetric Fock space F 2s (Hn). We should remark
that when k = 1 and ω is the operator norm the inequality (6.33) was obtained by the author in [52]
and Arveson in [5].
We also remark that if T is a C0- (resp. c.n.c.) row contraction, one can apply Theorem 6.1 (resp.
Theorem 6.7) to T and obtain commutative versions of these theorems.
7. Multivariable Haagerup–de la Harpe inequalities
In [28], Haagerup and de la Harpe proved that any nilpotent contraction T ∈ B(H) with Tm = 0,
m ≥ 2, satisfies the inequality
sup
‖h‖=1
| 〈Th, h〉 | = ω(T ) ≤ cos π
m+ 1
.
We apply the results of the previous sections to obtain several multivariable generalizations of the
Haagerup–de la Harpe inequality. Using a result of Boas and Kac [11] as generalized by Janssen [34],
we also obtain an epsilonized version of the above inequality, when one gives up the condition Tα = 0.
This extends a recent result of Badea and Cassier [7], to our setting.
First, we prove the following nilpotent dilation result, which extends a result of Arveson [4], to our
multivariable (noncommutaive and commutative) setting.
Theorem 7.1. Let m ≥ 2 be a nonnegative integer and let [T1, . . . , Tn], Ti ∈ B(H), be an n-tuple
of operators. The following statements are equivalent:
(i) There exist a Hilbert space K ⊇ H and a row contraction [N1, . . . , Nn], Ni ∈ B(K), such that
Nα = 0 for any α ∈ F+n , |α| = m, and
(7.1) p(T1, . . . , Tn) = PHp(N1, . . . , Nn)|H for any p ∈ Pm−1;
(ii) There is a Hilbert space G such that H can be identified with a subspace of Pm−1 ⊗ G and
(7.2) p(T1, . . . , Tn) = PHp(S
(m)
1 ⊗ IG , . . . , S(m)n ⊗ IG)|H for any p ∈ Pm−1,
where S
(m)
i := PPm−1Si|Pm−1, i = 1, . . . , n;
(iii) The multi-Toeplitz operator
(7.3)
∑
1≤|α|≤m−1
R∗α ⊗ Tα˜ + I ⊗ I +
∑
1≤|α|≤m−1
Rα ⊗ T ∗α˜
is positive.
If T1, . . . Tn are mutually commuting operators, then the above statements are also equivalent to
(iv) There is a Hilbert space G such that H can be identified with a subspace of Psm−1 ⊗ G and
(7.4) p(T1, . . . , Tn) = PHp(B
(m)
1 ⊗ IG , . . . , B(m)n ⊗ IG)|H for any p ∈ Pm−1,
where B
(m)
i := PPsm−1Si|Psm−1, i = 1, . . . , n, and Psm−1 := PF 2s (Hn)(Pm−1).
Proof. Assume that condition (i) holds. According to Theorem 1.5, we have∑
1≤|α|≤m−1
r|α|R∗α ⊗Nα˜ + I +
∑
1≤|α|≤m−1
r|α|Rα ⊗N∗α˜ ≥ 0
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for any 0 < r < 1. Taking r → 1, we get (iii). Since the implication (ii) =⇒ (i) is clear, it remains
to prove that (iii) =⇒ (ii). To this end, we assume that the multi-Toeplitz operator given by (7.3) is
positive. Define the linear map
Φ : span{S(m)α : |α| ≤ m− 1} → span{Tα : |α| ≤ m− 1}
by setting Φ(S
(m)
α ) = Tα, |α| ≤ m − 1, where S(m)i := PPm−1Si|Pm−1, i = 1, . . . , n. In what
follows, we prove that Φ is completely contractive. Define the sequence of operators A(σ) := Tσ if
0 ≤ |σ| ≤ m − 1 and A(σ) := 0 if |σ| ≥ m. Consider the multi-Toeplitz kernel K : F+n × F+n → B(H)
defined by K(g0, σ) = K(σ, g0)
∗ := A(σ). As in the proof of Theorem 1.5, one can show that condition
(iii) implies the positivity of the operator Mq := [K(ω, σ)]|ω|,|σ|≤q for any q = 1, 2, . . ., i.e., the kernel
K is positive definite. According to Theorem 3.1 of [51], there is a completely positive linear map
µ : C∗(S1, . . . , Sn)→ B(H) such that µ(Sσ) = A(σ) for any σ ∈ F+n . Since µ(I) = I, µ is completely
contractive. Therefore, µ0 := µ|An is completely contractive and
µ0(Sσ) =
{
Tσ if |σ| ≤ m− 1
0 if |σ| ≥ m.
Note that µ0 is not multiplicative (in general Tσ 6= 0 if |σ| ≥ m). However, since µ0(J) = 0,
where J is the two-sided ideal generated by {Sα : |α| = m}, µ0 induces a completely linear map
µˆ0 : An/J → B(H) such that
µˆ0(Sσ + J) = Tσ, |σ| ≤ m− 1.
On the other hand, according to Theorem 4.1 of [3], the linear map
Ψ : span{S(m)α : |α| ≤ m− 1} → An/J
defined by Ψ(S
(m)
α ) = Sα + J , |α| ≤ m − 1, is completely isometric and onto the quotient An/J .
Since Φ = µˆ0 ◦ Ψ, it follows that Φ is completely contractive. Since Φ(I) = I, Arveson’s extension
theorem shows that Φ has a completely positive extension Φ˜ to C∗(S(m)1 , . . . , S
(m)
n ). By Stinespring’s
theorem, there exists a representation π : C∗(S(m)1 , . . . , S
(m)
n ) → B(K) such that Φ˜(x) = PHπ(x)|H
for any x ∈ C∗(S(m)1 , . . . , S(m)n ). Note that if p, q are polynomials in F 2(Hn), then
(7.5) p(S1, . . . , Sn)PCq(S1, . . . , Sn)
∗ξ = 〈ξ, q(S1, . . . , Sn)(1)〉 p(S1, . . . , Sn)(1)
for any ξ ∈ F 2(Hn), where PC = I − S1S∗1 − · · · − SnS∗n. The operator p(S1, . . . , Sn)PCq(S1, . . . , Sn)∗
has rank one and takes q into ‖q‖p. If p, q are polynomials in Pm−1 and since Pm−1 is an invariant
subspace under each operator S∗1 , . . . , S
∗
n, we deduce that
p(S
(m)
1 , . . . , S
(m)
n )(I − S(m)1 S(m)1
∗ − · · · − S(m)n S(m)n
∗
)q(S
(m)
1 , . . . , S
(m)
n )
∗
is a rank one operator acting on Pm−1. Therefore, C∗(S(m)1 , . . . , S(m)n ) = B(Pm−1) and, consequently,
π must be unitarily equivalent to a multiple of the identity representation. In particular, we have
Tσ = PHπ(S(m)σ )|H = PH(S(m)σ ⊗ IG)|H
for any |σ| ≤ m− 1, where G is a separable Hilbert space.
Now, assume that T1, . . . , Tn are commuting operators. As in the noncommutative case, but now
the ideal J is replaced by the two sided ideal generated by {Sα : |α| = m} and the commutators
SiSj − SjSi, i, j = 1, . . . , n, we find a ∗-representation π : C∗(B(m)1 , . . . , B(m)n ) → B(K) such that
Φ˜(x) = PHπ(x)|H for any x ∈ C∗(B(m)1 , . . . , B(m)n ).
On the other hand, taking the compresion of (7.5) to Psm−1 := PF 2s (Hn)(Pm−1) and taking into
account that the subspace Psm−1 is invariant under each operator S∗1 , . . . , S∗n, we infer that
C∗(B(m)1 , . . . , B
(m)
n ) = B(Psm−1).
Now the result follows, as in to the noncommutative case. This completes the proof. 
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Corollary 7.2. If the multi-Toeplitz operator defined by condition (7.3) is positive and ω is any
strongly admissible operator radius, then
ω
(
p1(T1, . . . , Tn), . . . , pk(T1, . . . , Tn)
) ≤ ω(p1(S(m)1 , . . . , S(m)n ), . . . , pk(S(m)1 , . . . , S(m)n ))
for any polynomials p1, . . . , pk ∈ Pm−1. If, in addition, T1, . . . Tn are mutually commuting operators,
then
ω
(
p1(T1, . . . , Tn), . . . , pk(T1, . . . , Tn)
) ≤ ω(p1(B(m)1 , . . . , B(m)n ), . . . , pk(B(m)1 , . . . , B(m)n )).
We remark that in the particular case when [T1, . . . , Tn] is a row contraction such that Tα = 0 for
any α ∈ F+n with |α| = m, we already obtained more general inequalities in Example 6.3.
Let S(m) be the m-dimensional shift on Cm, given by the matrix

0 0 0 · · · 0 0
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 1 0


.
It is well-known (see [27], [28]) that
(7.6) w(S(m)) = cos
π
m+ 1
and
〈
S(m)ξ, ξ
〉
= cos πm+1 , where the vector ξ = (ξ0, . . . , ξm−1) ∈ Cm is given by
(7.7) ξk =
√
2
m+ 1
sin
km
m+ 1
, k = 0, 1, . . . ,m− 1.
In what follows, we obtain a multivariable version of formula (7.6).
Theorem 7.3. Let S
(m)
i := PPm−1Si|Pm−1, i = 1, 2, . . . , n, be the truncated left creation operators
acting on the set of all polynomials in F 2(Hn) of degree ≤ m − 1. Then the joint numerical range
W (S
(m)
1 , . . . , S
(m)
n ) is a convex compact subset of Cn and
(7.8) we(S
(m)
1 , . . . , S
(m)
n ) = w(S
(m)
1 , . . . , S
(m)
n ) = cos
π
m+ 1
.
Proof. The fact that the joint numerical range W (S
(m)
1 , . . . , S
(m)
n ) is a convex compact subset of Cn
is a consequence of Theorem 3.5 part (i). Now, notice that S
(m)
α = 0 for any α ∈ F+n with |α| = m,
and consequently
(S1 ⊗ S(m)∗1 + · · ·+ Sn ⊗ S(m)∗n )m = 0.
Applying Theorem 7.1 (when n = 1) to the operator T := S1 ⊗ S(m)∗1 + · · · + Sn ⊗ S(m)∗n acting on
H := F 2(Hn)⊗ Pm−1, we find a countable Hilbert space G such that H ⊆ Cm ⊗ G and
T k = PH(S(m) ⊗ IG)k|H, k = 1, 2, . . . ,m− 1.
Hence, using Lemma 3.9 and formula (7.6), we get
w(T ) ≤ w(S(m) ⊗ IG) = w(S(m)) = cos π
m+ 1
.
Since w(S
(m)
1 , . . . , S
(m)
n ) = w(T ) (see Corollary 1.2), we infer that
(7.9) w(S
(m)
1 , . . . , S
(m)
n ) ≤ cos
π
m+ 1
.
On the other hand, according to Theorem 3.1, we have
(7.10) we(S
(m)
1 , . . . , S
(m)
n ) ≤ w(S(m)1 , . . . , S(m)n ).
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Now, define the vector q ∈ Pm−1 by setting
q := ξ01 +
m−1∑
k=1
ξke
k
1 ,
where the coefficients ξk are those defined by (7.7). Since ‖q‖2 = 1 and
〈
S
(m)
i q, q
〉
= 0 for any
i = 2, 3, . . . , n, we can use (7.6) and obtain
we(S
(m)
1 , . . . , S
(m)
n ) = sup


(
n∑
i=1
∣∣∣〈S(m)i p, p〉∣∣∣2
)1/2
: p ∈ Pm−1, ‖p‖ = 1


≥
(
n∑
i=1
∣∣∣〈S(m)i q, q〉∣∣∣2
)1/2
=
∣∣∣〈S(m)1 q, q〉∣∣∣
=
∣∣∣〈S(m)ξ, ξ〉∣∣∣ = cos π
m+ 1
.
Hence, and using inequalities (7.9) and (7.10), we deduce (7.8). The proof is complete. 
We should remark that q is not unique with the above property. Indeed, we can take for example
q = ξ01 +
∑m−1
k=1 ξke
k
i , where i = 2, . . . , n.
Corollary 7.4. Let m ≥ 2 and let B(m)i := PPm−1Bi|Pm−1, i = 1, 2, . . . , n, be the truncated left
creation operators acting on the set of all polynomials in F 2s (Hn) of degree ≤ m− 1. Then
(7.11) we(B
(m)
1 , . . . , B
(m)
n ) = w(B
(m)
1 , . . . , B
(m)
n ) = cos
π
m+ 1
.
Now, we can prove the following multivariable generalization of Haagerup-de la Harpe inequality.
Theorem 7.5. Let m ≥ 2 be a nonnegative integer and let T1, . . . , Tn ∈ B(H) be such that the
multi-Toeplitz operator
(7.12)
∑
1≤|α|≤m−1
R∗α ⊗ Tα˜ + I +
∑
1≤|α|≤m−1
Rα ⊗ T ∗α˜
is positive. Then, for each 1 ≤ k ≤ m− 1,
(7.13) w(Tα : |α| = k) ≤ cos π[m−1
k
]
+ 2
,
where [x] is the integer part of [x].
Proof. According to Theorem 7.1, we have
Tβ = PH(S
(m)
β ⊗ IG)|H, |β| ≤ m− 1.
Therefore, for each 1 ≤ k ≤ m− 1, we have
(7.14) w(Tα : |α| = k) ≤ w(S(m)α ⊗ IG : |α| = k).
Let X1, . . . , Xnk be an arrangement of the operators S
(m)
α ⊗ IG , where α ∈ F+n and |α| = k, in a
sequence. Notice that Xβ = 0 for any β ∈ F+n with
|β| = q :=
[
m− 1
k
]
+ 1.
Applying again Theorem 7.1 to the row contraction [X1, . . . , Xnk ], we find a Hilbert space M such
that
Xj = PPm−1⊗G(S
(q)
j ⊗ IM)|Pm−1 ⊗ G, j = 1, . . . , nk,
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where S
(q)
1 , . . . , S
(q)
nk
are the truncated left creation operators on the full Fock space F 2(Hnk). Hence,
using Theorem 1.1 and Theorem 7.3, we obtain
w(X1, . . . , Xnk) ≤ w(S(q)1 ⊗ IM, . . . , S(q)nk ⊗ IM)
= w(S
(q)
1 , . . . , S
(q)
nk
)
≤ cos π
q + 1
.
Hence, and using inequality (7.14), we obtain (7.13). The proof is complete. 
Corollary 7.6. Let [T1, . . . , Tn] be a row contraction such that the multi-Toeplitz operator given by
(7.12) is positive, and let p :=
∑
|α|≤m−1
aαeα be a polynomial. Then
(7.15) w (p(T1, . . . , Tn)) ≤ K‖p‖2,
where the constant K is given by
K :=
(
m−1∑
k=0
cos2
π[
m−1
k
]
+ 2
)1/2
.
Proof. Since, according to Proposition 2.4,
we(Tα : |α| = k) ≤ w(Tα : |α| = k),
Theorem 7.5 implies
(7.16) sup
‖h‖=1

∑
|α|=k
|〈Tαh, h〉|2


1/2
≤ cos π[m−1
k
]
+ 2
.
On the other hand, according to Theorem 1.1 the joint numerical radius is a norm. Applying Cauchy’s
inequality twice and using (7.16), we obtain
w (p(T1, . . . , Tn)) ≤
m−1∑
k=0
w

∑
|α|=k
aαTα


=
m−1∑
k=0
sup
‖h‖=1
∣∣∣∣∣∣
∑
|α|=k
aα 〈Tαh, h〉
∣∣∣∣∣∣
≤
m−1∑
k=0



∑
|α|=k
|aα|2


1/2
sup
‖h‖=1

∑
|α|=k
|〈Tαh, h〉|2


1/2


≤
m−1∑
k=0



∑
|α|=k
|aα|2


1/2
cos
π[
m−1
k
]
+ 2


≤

 ∑
|α|≤m−1
|aα|2


1/2(
m−1∑
k=0
cos2
π[
m−1
k
]
+ 2
)1/2
,
where we make the convention that the term corresponding to k = 0 in the latter summation is 1.
The proof is complete. 
Notice that since ‖[T1, . . . , Tn]‖ ≤ 2w(T1, . . . , Tn), inequality (7.15) implies
‖p(T1, . . . , Tn)‖ ≤ 2K‖p‖2
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for any polynomial p ∈ Pm−1. On the other hand, since
σ(p(T1, . . . , Tn)) ⊂ (Cn)w(p(T1,...,Tn)),
one can use Corollary 7.6 to locate the spectrum of the operator p(T1, . . . , Tn).
As consequences of Theorem 7.5, we obtain the following multivariable Haagerup–de la Harpe type
inequalities.
Corollary 7.7. Let T1, . . . , Tn ∈ B(H) be such that Tα = 0 for any α ∈ F+n , |α| = m (m ≥ 2). Then
(7.17) w(Tα : |α| = k) ≤
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥
k/2
cos
π[
m−1
k
]
+ 2
,
for 1 ≤ k ≤ m − 1. If, in addition, [T1, . . . , Tn] is a row contraction and p :=
∑
|α|≤m−1
aαeα is a
polynomial, then inequality (7.15) holds.
Proof. Since [T1, . . . , Tn] is a row contraction and Tα = 0 for any α ∈ F+n , |α| = m, we can use
Theorem 1.5 to deduce that the operator given by (7.12) is positive. Applying Theorem 7.5, the result
follows. If T1, . . . , Tn are arbitrary operators, one can use the homogeneity of the joint numerical
radius (see Theorem 1.1) to deduce the inequality (7.17). 
Corollary 7.8. Let T1, . . . , Tn ∈ B(H) be such that Tα = 0 for any α ∈ F+n , |α| = m (m ≥ 2). Then
(7.18) we(Tα : |α| = k) ≤ ‖(Tα : |α| = k)‖e cos π[m−1
k
]
+ 2
,
for each 1 ≤ k ≤ m− 1.
Proof. Since (λ1T1 + · · · + λnTn)m = 0 for any (λ1, . . . , λn) ∈ Bn, we can use Corollary 7.7 in the
particular case when k = 1 and deduce that
w(λ1T1 + · · ·+ λnTn) ≤ ‖λ1T1 + · · ·+ λnTn‖ cos π
m+ 1
.
Consequently, taking the supremum over (λ1, . . . , λn) ∈ Bn and using Corollary 2.3, we obtain
(7.19) we(T1, . . . , Tn) ≤ ‖(T1 . . . , Tn)‖e cos π
m+ 1
.
Now, let us consider the general case when 1 ≤ k ≤ m − 1. Let Y1, . . . , Ynk be an arrangement of
{Tα : |α| = k}. Notice that Yβ = 0 for any β ∈ F+n , |β| =
[
m−1
k
]
+ 1. Applying the first part of the
proof to (Y1, . . . , Ynk), we deduce inequality (7.18). 
Now, we present some results concerning the range of the joint numerical range and the euclidean
operator radius for n-tuples of operators.
Theorem 7.9. The joint numerical radius and the euclidean operator radius have the following prop-
erties:
(7.20) {w(T1, . . . , Tn) : ‖[T1, . . . , Tn]‖ = 1} =
[
1
2
, 1
]
and
(7.21) {we(T1, . . . , Tn) : ‖[T1, . . . , Tn]‖e = 1} =
[
1
2
, 1
]
.
Moreover, range w = range we = [0,∞).
Proof. According to Theorem 1.1, if ‖[T1, . . . , Tn]‖ = 1, then 12 ≤ w(T1, . . . , Tn) ≤ 1. For each
i = 1, . . . , n, and t ∈ [0, 1], define the operator Ti(t) on the Fock space F 2(Hn) by
Ti(t)

∑
α∈F+n
aαeα

 := a0egi + t ∑
|α|≥1
aαegiα.
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Note that ‖[T1(t), . . . , Tn(t)]‖ = 1 for any t ∈ [0, 1]. On the other hand, using Theorem 3.4 and
Theorem 7.3, we have
w(T1(1), . . . , Tn(1)) = w(S1, . . . , Sn) = 1
and
w(T1(0), . . . , Tn(0)) = w(S
(2)
1 , . . . , S
(2)
n ) =
1
2
Since the joint numerical radius is norm continuous (see Theorem 1.1), we deduce relation (7.20).
Now, one can easily show that ‖[T1(t), . . . , Tn(t)]‖e = 1 for any t ∈ [0, 1]. As above, using Theorem
3.4, Theorem 7.3, and the norm continuity of we (see Theorem 2.2) we complete the proof. 
For each m ≥ 2, define
Nm :=
{
(T1, . . . , Tn) ∈ B(H)(n) : ‖[T1, . . . , Tn]‖ = 1, and Tβ = 0, |β| = m
}
and
N em :=
{
(T1, . . . , Tn) ∈ B(H)(n) : ‖[T1, . . . , Tn]‖e = 1, and Tβ = 0, |β| = m
}
Theorem 7.10. If m ≥ 2, then
range w|Nm = range we|N em =
[
1
2
, cos
π
m+ 1
]
.
Proof. According to Theorem 1.1 and Corollary 7.7, if ‖[T1, . . . , Tn]‖ = 1 and Tβ = 0 for any β ∈ F+n
with |β| = m, then
1
2
≤ w(T1, . . . , Tn) ≤ cos π
m+ 1
.
Similarly, if ‖[T1, . . . , Tn]‖e = 1 and Tβ = 0 for any β ∈ F+n with |β| = m, then, according to Theorem
2.2 and Corollary 7.8, we have
1
2
≤ we(T1, . . . , Tn) ≤ cos π
m+ 1
.
For each i = 1, . . . , n and t ∈ [0, 1], define the operator T (m)i (t) on Pm−1 by
T
(m)
i (t)

 ∑
|α|≤m−1
aαeα

 := a0egi + t ∑
1≤|α|≤m−2
aαegiα.
Straightforward computations reveal that
‖[T (m)1 (t), . . . , T (m)n (t)]‖ = ‖[T (m)1 (t), . . . , T (m)n (t)]‖e = 1
for any t ∈ [0, 1]. On the other hand, using Theorem 7.3, we have
w(T
(m)
1 (1), . . . , T
(m)
n (1)) = we(T
(m)
1 (1), . . . , T
(m)
n (1))
= w(S
(m)
1 , . . . , S
(m)
n )
= cos
π
m+ 1
and
w(T
(m)
1 (0), . . . , T
(m)
n (0)) = we(T
(m)
1 (0), . . . , T
(m)
n (0))
= w(S
(2)
1 , . . . , S
(2)
n ) =
1
2
Since the joint numerical radius and the euclidean numerical radius are norm continuous (see Theorem
1.1 and Theorem 2.2), we can complete the proof. 
Another multivariable generalization of Haagerup-de la Harpe inequality is the following.
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Theorem 7.11. Let m ≥ 2 and T1, . . . , Tn ∈ B(H) be such that
(7.22)
∑
|α|≤m−1
λαT
∗
α + I +
∑
|α|≤m−1
λαTα ≥ 0
for any (λ1, . . . , λn) ∈ Bn. Then the euclidean radius satisfies the inequality
(7.23) we(T1, . . . , Tn) ≤ cos π
m+ 1
.
Moreover, if 1 ≤ k ≤ m− 1, then
(7.24) sup
|h|=1

∑
|α|=k
(∫
∂Bn
|ξα|2dσ(ξ)
)
|〈Tαh, h〉|2


1/2
≤ cos π[m−1
k
]
+ 2
.
Proof. Let θ ∈ R, (ξ1, . . . , ξn) ∈ Bn, and denote λj := eiθξj , j = 1, . . . , n. Note that condition (7.22)
is equivalent to
m−1∑
k=1
e−ikθ
(
ξ1T
∗
1 + · · ·+ ξnT ∗n
)k
+ I +
m−1∑
k=1
eikθ (ξ1T1 + · · ·+ ξnTn)k
for any θ ∈ R and (ξ1, . . . , ξn) ∈ Bn. The latter inequality is equivalent to
m−1∑
k=1
S∗k ⊗ (ξ1T ∗1 + · · ·+ ξnT ∗n)k + I + m−1∑
k=1
Sk ⊗ (ξ1T1 + · · ·+ ξnTn)k ≥ 0,
where S is the unilateral shift on the Hardy space H2. Using Theorem 7.5 (in the particular case
n = k = 1) in our setting, we obtain
we(ξ1T1 + · · ·+ ξnTn) = w(ξ1T1 + · · ·+ ξnTn) ≤ cos π
m+ 1
.
Taking the supremum over (ξ1, . . . , ξn) ∈ Bn and using Corollary 2.3, we obtain inequality (7.23).
Similarly, using Theorem 7.5, we deduce that
(7.25) w((ξ1T1 + · · ·+ ξnTn)k) ≤ cos π[m−1
k
]
+ 2
.
On the othe hand, we have
sup
(ξ1,...,ξn)∈Bn
w((ξ1T1 + · · ·+ ξnTn)k) ≥ sup
(ξ1,...,ξn)∈Bn
sup
‖h‖=1
∣∣∣∣∣∣
∑
|α|=k
ξα 〈Tαh, h〉
∣∣∣∣∣∣
= sup
‖h‖=1

 sup
(ξ1,...,ξn)∈Bn
∣∣∣∣∣∣
∑
|α|=k,|β|=k
ξαξβ 〈Tαh, h〉 〈Tβh, h〉
∣∣∣∣∣∣


1/2
≥ sup
‖h‖=1
∣∣∣∣∣∣
∑
|α|=k,|β|=k
∫
∂Bn
ξαξβ 〈Tαh, h〉 〈Tβh, h〉
∣∣∣∣∣∣
1/2
= sup
‖h‖=1

∑
|α|=k
(∫
∂Bn
|ξα|2dσ(ξ)
)
|〈Tαh, h〉|2


1/2
.
Hence, and using inequality (7.25), we deduce (7.24). The proof is complete. 
Let us point out two particular cases of Theorem 7.11. If n = 1, we get a result of Badea-Cassier
(see [7]). If n = 2 and T1T2 = T2T1, then
we(T
2
1 , T
2
2 , T1T2) ≤
√
3 cos
π[
m−1
2
]
+ 2
.
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We need to recall from [7] the following epsilonized version of Feje´r inequality, which is a consequence
of a result of Boas and Kac ([11]) as generalized by Janssen ([34]).
If f(eiθ) =
∑
k∈Z cke
ikθ is positive such that
∑
k∈Z |ck| <∞ with c0=1 and ck ≤ ǫ for any k ≥ m,
then
|c1| ≤ cos
(
π
m+ 1
)
+ 3
[
π cos4
π
2(m+ 1)
]1/3 (
ǫ
m+ 1
)2/3
.
We denote by K(ǫ,m) the right side of this inequality.
Theorem 7.12. Let m ≥ 2 be a positive integer and let [T1, . . . , Tn] be a row contraction such that∥∥∥∥∥∥
∑
|α|=m
TαT
∗
α
∥∥∥∥∥∥
1/2
≤ ǫ and
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2
<∞.
Then the joint numerical radius satisfies the inequality
w(Tα : |α| = k) ≤ cos
(
π[
m−1
k
]
+ 2
)
+ 3
[
π cos4
π
2
([
m−1
k
]
+ 2
)
]1/3(
ǫ[
m−1
k
]
+ 2
)2/3
.
Proof. Since [eiθT1, . . . , e
iθTn] is a row contraction for any θ ∈ R, Theorem 1.5 implies that the
operator
∞∑
k=1
∑
|α|=k
rke−ikθR∗α ⊗ Tα˜ + I +
∞∑
k=1
∑
|α|=k
rkeikθRα ⊗ T ∗α˜
is positive for any 0 < r < 1 and θ ∈ R, where the convergence is in the operator norm. Hence, we
deduce that
(7.26)
∞∑
k=1
rke−ikθX∗k + I +
∞∑
k=1
rkeikθXk ≥ 0,
where X :=
∑n
i=1 Ri ⊗ T ∗i . Since
∞∑
k=1
‖Xk‖ =
∞∑
k=1
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2
<∞
and taking r → 1 in (7.26), we obtain
∞∑
k=1
e−ikθ
〈
X∗ky, y
〉
+ 1 +
∞∑
k=1
eikθ
〈
Xky, y
〉 ≥ 0
for any θ ∈ R and y ∈ F 2(Hn)⊗H. Fix y ∈ F 2(Hn)⊗H with ‖y‖ = 1 and denote
ck :=
〈
Xky, y
〉
and c−k :=
〈
X∗ky, y
〉
for any k = 0, 1, . . .. Notice that
∑
k∈Z |ck| <∞ and, for any q ≥ m, we have
cq = |〈Xqy, y〉| ≤
∥∥∥∥∥∥
∑
|α|=q
TαT
∗
α
∥∥∥∥∥∥
1/2
≤
∥∥∥∥∥∥
∑
|α|=m
TαT
∗
α
∥∥∥∥∥∥
1/2 ∥∥∥∥∥∥
∑
|α|=q−m
TαT
∗
α
∥∥∥∥∥∥
1/2
≤ ǫ.
Applying the result preceeding this theorem, we obtain
| 〈Xy, y〉 | = |c1| ≤ K(ǫ,m)
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for any y ∈ F 2(Hn) ⊗ H with ‖y‖ = 1. Using now Corollary 1.2 and the unitary invariance of the
joint numerical radius, we obtain inequality
w(T1, . . . , Tn) ≤ cos
(
π
m+ 1
)
+ 3
[
π cos4
π
2(m+ 1)
]1/3(
ǫ
m+ 1
)2/3
,
which proves the inequality of the theorem, when k = 1. Now, let us consider the general case when
1 ≤ k ≤ m− 1. Let Y1, . . . , Ynk be an arrangement of {Tα : |α| = k}. Notice that if q :==
[
m−1
k
]
+1,
then ∥∥∥∥∥∥
∑
|β|=q
YβY
∗
β
∥∥∥∥∥∥
1/2
≤ ǫ and
∞∑
k=0
∥∥∥∥∥∥
∑
|β|=k
YβY
∗
β
∥∥∥∥∥∥
1/2
<∞.
Applying the first part of the proof to (Y1, . . . , Ynk), we complete the proof of the theorem. 
The proof of the next result is similar to that of Corollary 7.6. We shall omit it.
Corollary 7.13. Under the conditions of Theorem 7.12, the following inequalities hold:
1
2
‖p(T1, . . . , Tn)‖ ≤ w(p(T1, . . . , Tn)) ≤ ‖p‖2
(
m∑
k=0
K2
(
ǫ,
[
m− 1
k
]
+ 1
))1/2
for any polynomial p :=
∑
|α|≤m−1 aαeα.
8. Multivariable Feje´r inequalities
Haagerup and de la Harpe proved ([28]) that their inequality is equivalent to Feje´r’s inequality for
positive trigonometric polynomials
m−1∑
k=−m+1
ake
ikθ, namely
|a1| ≤ a0 cos π
m+ 1
.
In what follows we prove multivariable analogues of classical inequalities (Feje´r [24], Egerva´ry-Sza´zs
[23]) for the coefficients of positive trigonometric polynomials, and of recent extensions to positive
rational functions, obtained by Badea and Cassier [7].
The main result of this section is the following
Theorem 8.1. Let m ≥ 2 be a nonnegative integer and let {A(α)}|α|≤m−1, be a sequence of operators
in B(H) such that the multi-Toeplitz operator
(8.1)
∑
1≤|α|≤m−1
R∗α ⊗A(α) + I ⊗A0 +
∑
1≤|α|≤m−1
Rα ⊗A∗(α)
is positive. Then, for each 1 ≤ k ≤ m− 1,
(8.2) we(A(α) : |α| = k) ≤ w(A(α) : |α| = k) ≤ ‖A0‖ cos π[m−1
k
]
+ 2
,
where [x] is the integer part of [x].
Proof. Let F denote the multi-Toeplitz operator defined by (8.1) and assume that F ≥ 0 and F 6= 0.
According to the Feje´r type factorization theorem for multi-Toeplitz polynomials [49], there exists a
multi-analytic operator G :=
∑
|α|≤m−1Rα ⊗ C(α) such that F = G∗G. Hence, we have
(8.3) F =
∑
|α|,|β|≤m−1
R∗αRβ ⊗ C∗(α)C(β).
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This implies A0 =
∑
|α|≤m−1 C
∗
(α)C(α) ≥ 0. Assume for the moment that A0 = I. Given γ ∈ F+n such
that |γ| ≤ m− 1, relation (8.3) implies
(8.4) A(γ) =
∑
|α|≤m−|γ|−1
C∗(α)C(αγ).
Define the operator V : H → Pm−1 ⊗H be setting
V h :=
∑
|α|≤m−1
C∗(α)h⊗ eα.
Since A0 = I, we have
‖V h‖2 =
∑
|α|≤m−1
‖C∗(α)h‖2 = 〈A0h, h〉 = ‖h‖2,
so V is an isometry. On the other hand, we have〈
V h, (I ⊗R(m)γ )V k
〉
=
〈 ∑
|β|≤m−1
C∗(β)h⊗ eβ ,
∑
|α|≤m−γ−1
C∗(α)k ⊗ eαγ˜
〉
=
∑
|α|≤m−|γ|−1
〈
C(αγ˜)h,C(α)
〉
=
〈
h,A(γ˜)
〉
for any h.k ∈ H. Therefore,
A(γ˜) = V
∗(I ⊗R(m)γ )V
for any γ ∈ F+n such that |γ| ≤ m − 1. Since R(m)α = 0 for any |α| = m, we can apply Corollary 7.7
and deduce that, for each 1 ≤ k ≤ m− 1,
w(A(γ) : |γ| = k) ≤ w(V ∗(I ⊗R(m)γ )V : |γ| = k)
≤ w(I ⊗R(m)γ : |γ| = k)
≤ w(R(m)γ : |γ| = k)
≤ cos π[m−1
k
]
+ 2
.
Now let us consider the case when A0 ≥ 0 but A0 6= I. Let ǫ > 0 and define the multi-Toeplitz
operator
Fǫ :=
∑
1≤|α|≤m−1
R∗α ⊗ C(α) + I ⊗ C0 +
∑
1≤|α|≤m−1
Rα ⊗ C∗(α),
where
(8.5) C(α) := (A0 + ǫI)
−1/2A(α)(A0 + ǫI)−1/2 if 1 ≤ |α| ≤ m− 1,
and C0 = I. Since Fǫ ≥ 0, we can apply the first part of the proof and obtain
(8.6) w(C(α) : |α| = k) ≤ cos π[m−1
k
]
+ 2
.
Now, using Theorem 1.1 part (v) and relation (8.5), we obtain
w(A(α) : |α| = k) = w(X∗ǫ C(α)Xǫ : |α| = k)
≤ ‖Xǫ‖2 w(C(α) : |α| = k),
where Xǫ := A0 + ǫI. Consequently, using inequality (8.6) and taking ǫ → 0, we obtain the second
inequality in (8.2). The first inequality of (8.2) is a consequence of Proposition 2.4. This completes
the proof of the theorem. 
In the particular case when n = 1, we obtain the following operatorial version of the Feje´r and
Egerva´ry-Sza´zs inequalities.
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Corollary 8.2. Let m ≥ 2 be a nonnegative integer and let {Ak}m−1k=1 be a sequence of operators in
B(H) such that the operator ∑
1≤k≤m−1
e−ikθA∗k +A0 +
∑
1≤k≤m−1
eikθAk
is positive for any eiθ ∈ T. Then, for each 1 ≤ k ≤ m− 1,
(8.7) w(Ak) ≤ ‖A0‖ cos π[m−1
k
]
+ 2
.
Let Fn be the free group with generators g1, . . . , gn, and let ℓ
2(Fn) the Hilbert space defined by
ℓ2(Fn) := {f : Fn → C :
∑
σ∈Fn
|f(σ)|2 <∞}.
The canonical basis of ℓ2(Fn) is {ξσ}σ∈Fn , where ξσ(t) = 1 if t = σ and ξσ(t) = 0 otherwise. For each
i = 1, . . . , n, let Ui ∈ B(ℓ2(Fn)) be the unitary operator defined by
Ui
(∑
σ∈Fn
aσξσ
)
:=
∑
σ∈Fn
aσξgiσ,
(∑
σ∈Fn
|aσ|2 <∞
)
.
The reduced group C∗-algebra C∗red(Fn) is the C
∗-algebra generated by U1, . . . , Un. The full group
C∗-algebra C∗(Fn) is generated by an n-tuple of universal unitaries U1, . . . ,Un.
Theorem 8.3. Let
f(X1, . . . , Xn) :=
∑
1≤|α|≤m−1
aαX
∗
α + a0I +
∑
1≤|α|≤m−1
aαXα,
where aα ∈ C and X1, . . . , Xn are bounded linear operators on a Hilbert space. If f(S1, . . . , Sn) (resp.
f(U1, . . . , Un), f(U1, . . . ,Un)) is a positive element in C
∗(S1, . . . , Sn) (resp. C∗red(Fn), C
∗(Fn)),
then 
∑
|α|=k
|aα|2


1/2
≤ a0 cos π[m−1
k
]
+ 2
for each 1 ≤ k ≤ m− 1, where [x] is the integer part of x.
Proof. If f(S1, . . . , Sn) ≥ 0, then the result is a particular case of Theorem 8.1. To prove the second
part of the theorem, notice that the Hilbert space ℓ2(F+n ) can be seen as a subspace of ℓ
2(Fn) and
the full Fock space F 2(Hn) can be naturally identified to ℓ
2(F+n ). Under this identification, we have
Ui|F 2(Hn) = Si, i = 1, . . . , n, where S1, . . . , Sn are the left creation operators. Consequently, we have
f(S1, . . . , Sn) = Pℓ2(F+n )f(U1, . . . , Un)|ℓ2(F+n ).
Therefore, if f(U1, . . . , Un) ≥ 0, then f(S1, . . . , Sn) ≥ 0 and the result follows from the first part of
the proof. Now assume that f(U1, . . . ,Un) ≥ 0. Due to the universal property of U1, . . . ,Un, there
is a ∗-representation π of C∗(U1, . . . ,Un) onto C∗(U1, . . . , Un) such that π(Ui) = Ui, i = 1, . . . , n.
Therefore, f(U1, . . . , Un) = π(f(U1, . . . ,Un)) ≥ 0. Using again the first part of the proof, the result
follows. 
We remark that, in a similar manner, one can use Theorem 8.1 to obtain an operator-valued version
of Theorem 8.3 for the tensor products C∗red(Fn)⊗B(H) and C∗(Fn)⊗B(H).
The next result is a multivariable generalization of a recent result obtained by Badea and Cassier
(see Theorem 6.3 of [7]). Since the proof is similar to the proof of Theorem 7.1, we shall omit it.
Theorem 8.4. Let m ≥ 2 be a positive integer and let {A(α)}α∈F+n be a sequence of operators in
B(H) such that the multi-Toeplitz operator∑
1≤|α|≤m−1
R∗α ⊗A(α) + I ⊗ I +
∑
1≤|α|≤m−1
Rα ⊗A∗(α)
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is positive. Then there is a Hilbert space G such that H can be identified with a subspace of Pm−1⊗G
and
A(α) = PH(S(m)α ⊗ IG)|H for any |α| ≤ m− 1,
where S
(m)
i := PPm−1Si|Pm−1, i = 1, . . . , n.
Moreover, if, in addition, A(α) = A(β) whenever λα = λβ for any (λ1, . . . , λn) ∈ Bn, then
A(α) = PH(B(m)α ⊗ IG)|H for any |α| ≤ m− 1,
where B
(m)
i := PPsm−1Si|Psm−1, i = 1, . . . , n.
Finnaly, we mention that Theorem 8.4 and Theorem 7.3 can be used to provide another proof of
Theorem 8.1.
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