State-of-the-art stereo matching networks have difficulties in generalizing to new unseen environments due to significant domain differences, such as color, illumination, contrast, and texture. In this paper, we aim at designing a domain-invariant stereo matching network (DSMNet) that generalizes well to unseen scenes. To achieve this goal, we propose i) a novel "domain normalization" approach that regularizes the distribution of learned representations to allow them to be invariant to domain differences, and ii) a trainable non-local graph-based filter for extracting robust structural and geometric representations that can further enhance domain-invariant generalizations. When trained on synthetic data and generalized to real test sets, our model performs significantly better than all state-of-the-art models. It even outperforms some deep learning models (e.g. MC-CNN [54]) fine-tuned with test-domain data. The code and dataset will be avialable at https://github.com/feihuzhang/DSMNet.
Introduction
Stereo reconstruction is a fundamental problem in computer vision, robotics and autonomous driving. It aims to estimate 3D geometry by computing disparities between matching pixels in a stereo image pair. Recently, many endto-end deep neural network models (e.g. [4, 17, 56] ) have been developed for stereo matching that achieve impressive accuracy on several datasets or benchmarks.
However, state-of-the-art stereo matching networks (supervised [4, 17, 56] and unsupervised [45, 59] ) cannot generalize well to unseen data without fine-tuning or adaptation. Their difficulties lie in the large domain differences (such as color, illumination, contrast and texture) between stereo images in various datasets. As illustrated in Fig. 1 , the pretrained models on one specific dataset produce poor results on other real and unseen scenes.
Domain adaptation and transfer learning methods (e.g. [3, 11, 45] ) attempt to transfer or adapt from one source domain to another new domain. Typically, a large number of stereo images from the new domain are required for the adaptation. However, these cannot be easily obtained in many real scenarios. And, in this case, we still need a good method for disparity estimation even without data from the new domain for adaptation.
Thus, it is desirable to design a model that can generalize well to unseen data without re-training or adaptation. The difficulties for developing such a domain invariant stereo matching network (DSMNet) come from the significant domain differences between stereo images in various scenes/datasets (e.g. Fig. 1 (a) and 1(b)). Such differences make the learned features unstable, distorted and noisy, leading to many wrong matching results. Fig. 1 visualizes the features learned by some stateof-the-art stereo matching models [4, 53, 56] . Due to the limited effective receptive field of convolutional neural networks [28] , they capture the domain-sensitive local patterns (e.g. local contrast, edge and texture) when constructing matching features, which, however, break down and produce a lot of artifacts (e.g. noises) in the feature maps when applied to the novel test data ( Fig. 1(c) ). The artifacts and distortions in the features inhibit robust matching, leading to wrong matching results ( Fig. 1(e) ).
In this paper, we propose two novel neural network layers for constructing the robust deep stereo matching network for cross-domain generalization without further fine-tuning or adaptation. Firstly, to reduce the domain shifts/differences between different datasets/scenes, we propose a novel domain normalization layer that fully regulates the feature's distribution in both the spatial (height and width) and the channel dimensions. Secondly, to eliminate the artifacts and distortions in the features, we propose a learnable non-local graph-based filtering layer that can capture more robust structural and geometric representations (e.g. shape and structure, as illustrated in Fig. 1(d) ) for domain-invariant stereo matching.
We formulate our method as an end-to-end deep neural network model and train it only with synthetic data. In our experiments, without any fine-tuning or adaptation on the real test datasets, our DSMNet far outperforms: 1) almost all state-of-the-art stereo matching models (e.g. GANet [56] ) trained on the same synthetic dataset, 2) most of the traditional methods (e.g. Cosfter filter, SGM [13] (b) Test Scenes (a) Training Scenes (c) Feature Map of GANet [56] (d) Feature Map of our DSMNet (e) Results of GANet [56] (f) Results of Our DSMNet Figure 1 : Visualization of the feature maps and disparity results. The state-of-the-art GANet [56] is used for comparisons. Models are trained on synthetic data (Sceneflow [30] ) and tested on novel real scenes (KITTI [31] ). The feature maps from GANet has many artifacts (e.g. noises). Our DSMNet mainly captures the structure and shape information as robust features, and there is no distortions or artifacts in the feature map. It can produce accurate disparity estimations in the novel test scenes. The same observations are shown by more models (e.g. PSMNet [4] , HD 3 [53] ) and datasets in the supplementary material.
et al.), 3) most of the unsupervised/self-supervised models trained on the target test domains. Our model even surpasses some of the fine-tuned (on the target domains) supervised deep neural network models (e.g. MC-CNN [54] , content-CNN [29] , DispNetC [30] et al.).
Related Work

Deep Neural Networks for Stereo Matching
In recent years, deep neural networks have seen great success in the task of stereo matching [4, 17, 56] . These models can be categorized into three types: 1) learning better features for traditional stereo matching algorithms, 2) correlation-based end-to-end deep neural networks, 3) costvolume based stereo matching networks.
In the first category, deep neural networks have been used to compute patch-wise similarity scores as the matching costs [54, 57] . The costs are then fed into the traditional cost aggregation and disparity computation/refinement methods [13] to get the final disparity maps. The models are, however, limited by the traditional matching cost aggregation step and often produce wrong predictions in occluded regions, large textureless/reflective regions and around object edges.
DispNetC [30] , a typical method in the second category, computes the correlations by warping between stereo views and attempts to predict the per-pixel disparity by minimizing a regression training loss. Many other sate-of-theart methods, including iResNet [25] , CRL [36] , SegStereo [51] , EdgeStereo [42] , HD 3 [53] , and MADNet [45] , are all based on color or feature correlations between the left and right views for disparity estimation.
The recently developed cost-volume based models explicitly learn feature extraction, cost volume, and regularization function all end to end. Examples include GC-Net [17] , PSM-Net [4] , StereoNet [18] , AnyNet [49] , GANet [56] and EMCUA [34] . They all utilize a similarity cost as the third dimension to build the 4D cost volume in which the real geometric context is maintained.
There are also others that combine the correlation and cost volume strategies (e.g. [12] ).
The common feature of these models is that they all require a large number of training samples with ground truth depth/disparity. More importantly, a model trained on one specific domain cannot generalize well to new scenes without fine-tuning or retraining.
Adaptation and Self-supervised Learning
Self-supervised Learning: A recent trend of training stereo matching networks in an unsupervised manner relies on image reconstruction losses that are achieved by warping left and right views [58, 59] . However, they cannot solve the occlusions and reflective regions where there is no correspondence between the left and the right views. Also, they cannot generalize well to other new domains.
Domain Adaptation: Some methods pre-train the models on synthetic data and then explore the cross-domain knowledge to adapt [11, 37] for a new domain. Others focus on the online or offline adaptations [39, [43] [44] [45] . For example, MADNet [45] is proposed to adapt the pre-trained model online and in real time. But, it has poor accuracy even after the adaptation. Moreover, the domain adaptation approaches require a large number of stereo images from the target domain for adaptations. However, these cannot be easily obtained in many real scenarios. And, in this case, we still need a good method for disparity estimation even without data from the new domain for adaptation.
Cross-Domain Generalization
Different to domain adaptation, domain generalization is a much harder problem that assumes no access to target information for adaptation or fine-tuning. There are many approaches that explore the idea of domain-invariant feature learning. Previous approaches focus on developing datadriven strategies to learn invariant features from different source domains [10, 20, 32] . Some recent methods utilize meta-learning that takes variations in multiple source domains to generalize to novel test distributions [1, 21] . Other approaches [22, 23] employ an invariant adversarial network to learn domain-invariant representation/features for image recognition. Choy et al. [6] develop a universal feature learning framework for visual correspondences using deep metric learning. In contrast to the above approaches, there are methods that try to improve the batch or instance normalization in order to improve the generalization and robustness for style transfer or image recognition [24, 33, 35] .
In summary, for stereo matching, work is seldom done to improve the generalization ability of the end-to-end deep neural network models, especially when developing the domain-invariant stereo matching networks.
Proposed DSMNet
To overcome the challenges in cross-domain generalization, we develop in the following sections our domaininvariant stereo matching networks. These include domain normalization to remove the influence of the domain shifts (e.g. color, style, illuminance), as well as non-local graph-based filtering and aggregation to capture the nonlocal structural and geometric context as robust features for domain-invariant stereo reconstruction.
Domain Normalization
Batch normalization (BN) has become the default feature normalization operation for constructing end-to-end deep stereo matching networks [4, 17, 30, 42, 45, 56] . Although it can reduce the internal covariate shift effects in training deep networks, it is domain-dependent and has negative influence on the model's cross-domain generalization ability. (from left to right: synthetic SceneFlow, KITTI, Middlebury, CityScapes and ETH 3D). We choose the output feature of the feature extraction network for our study. The norm of the C-channel feature vector of each pixel is counted for the distribution. Instance normalization can only reduce the image-level differences, but does not normalize the C-channel feature vectors at pixel level.
BN normalizes the features as follows:
Here x andx are the input and output features, respectively, and i indexes elements in a tensor (i.e. feature maps, as illustrated in Fig. 2 ) of size N × C × H × W (N: batch size, C: channels, H: spatial height, W : spatial width). µ i and σ i are the corresponding channel-wise mean and standard deviation (std) and are computed by:
where S i is the set of elements in the same channel as element i (Fig. 2) , and ε is a small constant to avoid dividing by zeros. Mean µ and standard deviation σ are computed per batch in the training phase, and the accumulated values of the training set are utilized for inference. However, different domains may have different µ and σ caused by color shifts, contrast, and illumination ( Fig. 1 (a) and 1(b)). Thus µ and σ computed for one dataset are not transferable to others.
Instance normalization (IN) [33, 38] overcomes the dependency on data-set statistics by normalizing each sample separately, where elements in S i are confined to be from the same sample as illustrated in Fig. 2 . In theory, IN is domaininvariant, and normalization across the spatial dimensions (H, W ) reduces image-level appearance/style variations.
However, matching of stereo views is realized at the pixel level by finding an accurate correspondence for each pixel using its C-channel feature vector. Any inconsistence of the feature norm and scaling will significantly influence the matching cost and similarity measurements. to IN as well as along the channel dimension (C) to enhance the local invariance. Our DN is realized as follows:
where S i (green region in Fig. 2 ) includes C elements from the same example (N axis) and the same spatial location (H, W axis).x i is computed as Eq. (1) and (2) with elements in S i from the same channel and sample (blue region in Fig. 2 ). In DN, besides normalization across spatial dimension, we also employ L 2 normalization to normalize features along the channel axis. They collaborate with each other to address the address the sensitivity to domain shift as well as stress noises and extreme values in feature vectors. As illustrated in Fig. 3 , it helps regulate the norm distribution of the features in different datasets and improves the robustness to local domain shifts (e.g. texture pattern, noise, contrast). Finally, the trainable per-channel scale γ and shift β are added to enhance the discriminative representation ability as BN and IN. The final formulation is as follows:
Non-local Aggregation
We propose a graph-based filter that robustly exploits non-local contextual information and reduces the dependence on local patterns (see Fig. 1(c) ) for domain-invariant stereo matching.
Formulation
Our inspiration comes from traditional graph-based filters that are remarkably effective in employing non-local structural information for structure-preserving texture and detail removing/smoothing [55] , denoising [5, 55] , as well as depth-aware estimation and enhancement [26, 52] .
For a 2D image/feature map I, we construct an 8-connected graph by connecting pixel p to its eight neighbors (see Fig. 4 ). To avoid loops and achieve fast non-local information aggregation over the graph, we split it into two reverse directed graphs G 1 , G 2 (see Fig. 4 (b) and 4(c)).
We assign weight ω e to each edge e ∈ G, and a feature (or color) vector C(p) to each node p ∈ G. We also allow p to propagate information to itself with weight ω e (p, p). For graph G i (i = 0, 1), our non-local filter is defined as follows:
Here, l q,p is a feasible path from q to p. Note that e(q, q) is included in the path and counts for the start node q. Unlike traditional geodesic filters, we consider all valid paths from source node q to target node p. The propagation weight along path l q,p is the product of all edge weights ω e along the path. Here weight W (q, p) is defined as the sum of the weights of all feasible paths from q to p, which determines how much information is diffused to p from q. For the edge weight ω (q,p) , we define it in a selfregularized manner as follows:
where x p and x q represent the feature vectors of p and q, respectively. This definition does not introduce new parameters and thus is more robust to cross-domain generalization. Compared to other local filters, such as Gaussian filter, median filter, and mean filter that can only propagate information in a local region determined by the filter kernel size, our proposed non-local filter allows the propagation of long-range information with weights as a spatial accumulation along all feasible paths in a graph.
For stable training and to avoid extreme values, we further add a normalization constraint to the weights associated with p in the graph G i as:
Here, N p is the set of the connected neighbors of p (including itself), and e(q, p) is the directed edge connecting q and p. For example, in Fig. 4(b 
Such a transformation not only increases the robustness in training but also reduces the computational costs.
Linear Implementation
Eq. (8) can be realized as an iterative linear aggregation, where the node representation is sequentially updated following the direction of the graph (e.g. from top to bottom, then left to right in G 1 ). In each step, p is updated as:
Finally, we repeat the aggregation process for both G 1 and G 2 where the updated representation with G 1 is used as the input for aggregation with G 2 (similar to patchmatch stereo [2] ). The aggregation of Eq. (9) is a linear process with time complexity of O(n) (with n nodes in the graph). During training, backpropagation can be realized by reversing the propagation equation which is also a linear process (available in the supplementary material).
Relations to Existing Approaches
We show that the recently proposed semi-global aggregation (SGA) layer [56] and affinity-based propagation approach [27] are special cases of our graph-based non-local filter (Eq. (8)). In addition, we compare it with non-local neural networks [48, 50] and the attention mechanism [15] .
Semi-global Aggregation (SGA) [56] is proposed as a differentiable approximation of SGM [13] and can be presented as follows:
The aggregations are done in four directions, namely r = {(0, 1), (0, −1), (1, 0), (−1, 0)}. Taking the right to left propagation (r = (0, 1)) as an example, we can construct a propagation graph in Fig. 5(a) . The y-coordinate represents disparity d, and the x-coordinate represents the indexes of the pixels/nodes. Compared to our non-local graph in Fig. 4(b) , edges connecting top and bottom nodes are * The proof is available in the supplementary material. [56] . The dark blue node represents the maximum of each column. (b) and (c) are the affinity-based spatial propagations [27] . They aggregate from column t to t + 1.
removed, and the maximum of each column is densely connected to every node of the next column (red edges). The SGA layer can then be realized by our proposed non-local filter in Eq. (8) . Here, (p − r, d ± 1) are the neighborhood nodes of p, and ω 0,...4 are the corresponding edge weights.
The Affinity-based Spatial Propagation in [27] can be achieved as:
where ω e(q,p) are the learned affinities. 1 − ∑ q∈N p ω e(q,p) is equal to our weight ω e(p,p) for p. The graphs for filtering can be constructed as in Fig. 5 (b) and 5(c) for the one-way and three-way propagations [27] , respectively. The Non-local Neural Networks and Attentions [15, 48, 50] are implemented without spatial and structural awareness. The similarity definition between two pixels only considers the feature differences without considering their spatial distances. Therefore, they will easily smooth out depth edges and thin structures (as illustrated in the supplementary material). Our non-local filter spatially aggregates the message along the paths in the graph which can avoid over smoothness and better preserve the structure of the disparity maps.
Network Architecture
As illustrated in Fig. 6 , we utilize the backbone of GANet as the baseline architecture. The local guided aggregation layer in [56] is removed since it's domain-dependent and captures a lot of local patterns that are very sensitive to local domain shifts.
We replace the original batch normalization layer by our proposed domain normalization layer for feature extraction. For the feature extraction network, we utilize a total of seven proposed filtering layers. For 3D cost aggregation of the cost volume, two non-local filters are further added for cost volume filtering in each channel/depth. All the details of the network architecture are presented in Table I Figure 6 : Overview of the network architecture. Synthetic data are used for training, while using data from other new domains (e.g. real KITTI dataset) for testing. The backbone of the state-of-the-art GANet [56] is used as the baseline. The proposed domain normalization is used after each convolutional layer in the feature extraction and guidance network. Several non-local filter layers are implemented for both feature extraction and cost aggregation.
Experimental Results
In our experiments, we train our method only with synthetic data and test it on four real datasets to evaluate its domain generalization ability. During training, we use disparity regression [17] for disparity prediction, and the smooth L 1 loss to compute the errors for back-propagation (the same as in [4, 56] ). All the models are optimized with Adam (β 1 = 0.9, β 2 = 0.999). We train with a batch size of 8 on four GPUs using 288 × 624 random crops from the input images. The maximum of the disparity is set as 192. We train the model on the synthetic dataset for 10 epochs with a constant learning rate of 0.001. All other training settings are kept the same as those in [56] .
Datasets
KITTI stereo 2012 [9] and 2015 [31] datasets provide about 400 image pairs of outdoor driving scenes for training, where the disparity labels are transformed from Velodyne LiDAR points. The Cityscapes dataset [7] provides a large amount of high-resolution (1k × 2k) stereo images collected from out-door city driving scenes. The disparity labels are pre-computed by SGM [13] which is not accurate enough for training deep neural network models. The Middlebury stereo dataset [40] is designed for indoor scenes with higher resolution (up to 2k × 3k). But it provides no more than 50 image pairs that are not enough to train robust deep neural networks. In addition, ETH 3D dataset [41] provides 27 pairs of gray images for training.
These existing real datasets are all limited by their small quantity or poor ground-truth labels, making them insufficient for training deep learning models. Hence, we just use them as test sets for evaluating our models' cross-domain generalization ability.
We mainly use synthetic data to train our domaininvariant models. The existing Scene Flow synthetic dataset [30] contains 35k training image pairs with a resolution of 540 × 960. This dataset has a limited number of the outdoor driving scenes that provide stereo pairs with a few settings of the camera baselines and image resolutions. We use CARLA [8] to generate a new supplementary synthetic dataset (with 20k stereo pairs) with more diverse settings, including two kinds of image resolutions (720 × 1080 and 1080 × 1920), three different focal lengths, and five different camera baselines (in a range of 0.2-1.5m). This supplementary dataset can significantly improve the diversity of the training set (which will be published with the paper). The two advantages in using synthetic data are that it can avoid all the difficulties of labeling a large amount of real data, and that it can eliminate the negative influence of wrong depth values in real datasets.
Ablation Study
We evaluate the performance of our DSMNet with numerous settings, including different architectures, normalization strategies and numbers (0-9) of the proposed nonlocal filter (NLF) layers. As listed in Table 1 , the fullsetting DSMNet far outperforms the baseline in accuracy by 3% on the KITTI and 8% on the Middlebury datasets. Our proposed domain normalization improves the accuracy by about 1.5%, and the NLF layers contribute another 1.4% on the KITTI dataset.
Moreover, our proposed layers are generic and could be seamlessly integrated into other deep stereo matching models. Here, we replace our backbone model with GANet [56] and PSMNet [4] . The accuracies are improved by 4∼8% on KIITTI dataset and 8∼13% on Middlebury dataset for coss-domain evaluations compared with the original PSMNet and GANet. 
Component Analysis and Comparisons
To further validate the superiorities of the proposed layers , we compare each of them with other related normalization and non-local strategies. Normalization Strategies. Table 2 compares our domain normalization with batch normalization [16] , instance normalization [47] , and the recently proposed adaptive batchinstance normalization [33] . We keep all other settings the same as our DSMNet and only replace the normalization method for training and evaluation. Our domain normalization is superior to others for domain-invariant stereo matching because it can fully regulate the feature vectors' distribution and remove both image-level and local contrast differences for cross-domain generalization. Non-local Approaches. Finally, we compare our graphbased non-local filter with other related strategies, including affinity-based propagation [27] , non-local neural network denoising [50] , and non-local attention [15] (in Table  2 ). Our graph-based filtering strategy is better for capturing the structural and geometric context for robust domaininvariant stereo matching. The non-local neural network denoising [50] and non-local attention [15] do not have spatial constraints that usually lead to over smoothness of the depth edges (as shown in the supplementary material). Affinitybased propagations [27] are special cases of our proposed filtering strategy and are not as effective in feature and cost volume aggregations for stereo matching. 
Cross-Domain Evaluations
In this section, we compare our proposed DSMNet with state-of-the-art stereo matching models by training with synthetic data and evaluating on real test sets.
Comparisons with State-of-the-Art Models. In Table 3 and Fig. 7 , we compare our DSMNet with other state-ofthe-art deep neural network models on the four real datasets. All the models are trained on synthetic data (either SceneFlow or a mixture of SceneFlow and Carla). We find that DSMNet far outperforms the state-of-the-art models by 3∼30% in error rates on all these datasets. It is also far better than traditional stereo matching algorithms, like SGM [13] , costfilter [14] and patchmatch [2] .
Evaluation on the KITTI Benchmark. Table 4 presents the performance of our DSMNet on the KITTI benchmark [31] . Our model far outperforms most of the unsupervised/self-supervised models trained on the KITTI domain. It is even better than supervised stereo matching networks (including, MC-CNN [54] , content-CNN [29] , (a) Input view (b) MC-CNN [54] (c) PSMNet [4] (d) HD 3 [53] (e) GANet-deep [56] (f) Our DSMNet-synthetic Figure 8 : Comparisons with the fine-tuned state-of-the-art models. Our model is trained only with synthetic data. All others are fine-tuned on the KITTI target scenes. As pointed by arrows, our DSMNet can produce more accurate object boundaries. [54] Kitti-gt 3.89 DispNetC [30] Kitti-gt 4.34 Content-CNN [29] Kitti-gt 4.54 MADNet-finetune [45] Kitti-gt 4.66 Weak Supervise [46] Kitti-gt 4.97 MADNet [45] Kitti (no gt) 8.23 OASM-Net [19] Kitti (no gt) 8.98 Unsupervised [59] Kitti (no gt) 9.91 and DispNetC [30] ) trained or fine-tuned on the KITTI dataset. When compared with other fine-tuned state-of-theart models (e.g. PSMNet [4] , HD 3 [53] , GANet-deep [56] ), our DSMNet (without fine-tuning) produces more accurate object boundaries (Fig. 8 ).
Fine-tuning
In this section, we show DSMNet's best performance when fine-tuned on the target domain. We fine-tune the model pre-trained on synthetic data for a further 700 epochs using the KITTI 2015 training set. The learning rate for fine-tuning begins at 0.001 for the first 300 epochs and decreases to 0.0001 for the rest. The results are submitted to the KITTI benchmarks for evaluations. Table 5 compares the results of the fine-tuned DSMNet and those of other state-of-the-art DNN models. We find that DSMNet outperforms most of the recent models (including PSMNet [4] , HD 3 [53] , GwcNet [12] and GANet-15 [56] ) by a noteworthy margin. This implies that DSMNet can achieve the same accuracy by fine-tuning on one specific dataset, without sacrificing accuracy to improve its cross-domain generalization ability.
We also separately test the effectiveness of our non-local filtering strategy. Using the current best "GANet-deep" [56] (including the Local Guided Aggregation layer) as the baseline, we add five filtering layers for feature extraction. All other settings are kept the same as the original GANet. After training on synthetic data and fine-tuning on the KITTI training dataset, the model gets a new state-of-the-art accuracy (1.77%) on KITTI 2015 benchmark. This shows that our graph-based filter can improve not only cross-domain generalization but also the accuracy on the test domains.
Efficiency and Parameters
Our proposed non-local filtering is a linear process that can be realized efficiently. The inference time is increased slightly by no more than 5% compared with the baseline. Moreover, no any new parameter is introduced for the proposed domain normalization and non-local filtering layers. Detailed comparisons are available in the supplementary material.
Conclusion
In this paper, we have proposed two end-to-end trainable neural network layers for our domain-invariant stereo matching network. Our novel domain normalization can fully regulate the distribution of learned features to address significant domain shifts, and our non-local graph-based filter can capture more robust non-local structural and geometric features for accurate disparity estimation in crossdomain situations. We have verified our model on four real datasets and have shown its superior accuracy when compared to other state-of-the-art stereo matching networks in cross-domain generalization.
The propagation of Eq. (14) is an inverse process and in an order of p N , p N−1 , ...p 0 C. Details of the Architecture Table 8 presents the details of the parameters of the DSMNet. It has seven non-local filtering layers which are used in feature extraction and cost aggregation. The proposed Domain Normalization layer is used to replace Batch Normalization after each 2D convolutional layer in the feature extraction and guidance networks.
D. Efficiency and Parameters
As shown in Table 6 , our proposed non-local filtering is a linear process that can be realized efficiently. The inference time is increased by about 5% compared with the baseline. Moreover, no any new parameters are introduced for the proposed domain normalization and non-local filtering layers. 
E. Carla Dataset
Since the synthetic Sceneflow dataset [30] only has limited number about 7,000 of stereo pairs for diving scenes, we use the Carla [8] platform to produce the stereo pairs for outdoor driving scenes. As shown in Table 7 , the new carla supplementary dataset has more diverse settings, including two kinds of image resolutions (720 × 1080 and 1080 × 1920), three different focal lengths, and six different camera baselines (in a range of 0.2-1.5m). This supplementary dataset can significantly improve the diversity of the training set. As shown in Fig. 9 , the Carla scenes still have significant domain differences (e.g. color, textures) compared with the real scenes (e.g. KITTI, CityScapes), but, our DSMNet can extract shape and structure information for robust stereo matching. These can be better transferred to the real scenes and produce more accurate disparity estimation. F. More Results
F.1. Feature Visualization
As compared in Fig. 10 , the features of the state-of-the-art models are mainly local patterns which can have a lot of artifacts (e.g. noises) when suffering from domain shifts. Our DSMNet mainly captures the non-local structure and shape information, which are robust for cross-domain generalization. There is no artifacts in the feature maps of our DSMNet.
F.2. Disparity Results on Different Datasets
More results and comparisons are provided in Fig. 11 . All the models are trained on the synthetic dataset and tested on the real KITTI, Middlebury, ETH3D and Cityscapes datasets.
F.3. Comparisons with Other Non-local Strategies
Our graph-based filtering strategy is better for capturing the structural and geometric context for robust domain-invariant stereo matching. The non-local neural network denoising [50] and non-local attention [15] do not have spatial constraints that usually lead to over smoothness of the depth edges and thin structures (as shown in Fig. 12 ). [53] , (e) PSMNet [4] are trained on the synthetic dataset (Sceneflow [30] ) and test on other real scenes/datasets (from top to bottom: Kitti [31] , Middlebury [40] and CityScapes [7] ). The features are mainly local patterns and produce a lot of artifacts (e.g. noises) when suffering from domain shifts.
(c) GANet is finetuned on the test dataset for comparisons. The artifacts have been stressed after fine tuning. (f) Our DSMNet trained on the synthetic data. No distortions and artifacts are introduced on the feature maps. It mainly captures the non-local structure and shape information, which are more robust for cross-domain generalization.
