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確信度評定のメカニズムは，認知心理学の中の記憶
研究，特に再認記憶の分析では，信号検出理論の枠組
みの中で理論化されてきた。もともと感覚系の刺激閾
概念への批判に基づき，それの代替として提案された
信号検出理論（Signal Detection Theory: e.g., Tanner &
Swets, 1954; Swets, Tanner, & Birdsall, 1961）は，心理
学実験の被験者が何らかの意思決定・判断を行うとき
の基本理論として広く応用されてきた（e.g., Bernback,
1967; Donaldson & Murdock, 1968; Kintsch, 1967;
Murdock & Dufy, 1972; Norman & Wickelgren, 1974, for
review）。そして特に記憶研究の分野では，確信度の
評定メカニズムについて，70年代にはすでに研究対象
というよりも，この理論に基づく確信度データ解釈が
研究法の一部だとされた（e.g., Murdock, 1974）。ここ
では，確信に関する哲学に近い議論（妻藤, 1992）は
避け，この記憶に関する確信の機能的側面（確信評定
のメカニズム）について検討する。
再認記憶の研究では，記憶系の出力が何らかの一次
元の量（熟知度，既視感の程度など）に変換され，そ
れがある基準値よりも大きければ「見たことがある」
そうでなければ「ない」と判定されるというように，
基本的に信号検出理論を用いてデータが説明され，ま
た解釈されてきた。そして，その「量」と，ある基準
値との差に尺度値をあてはめたものが確信度だと「仮
定」される（以下では，これを標準仮説と呼ぶ）。こ
れらは時にはそのことに言及することもなく「使われ」
ている（e.g., Barakrishnam & Ratcliff, 1996: Glanzer,
Adams, Iverson, & Kim, 1993; Wallsten & Gonzalez-
Vallejo, 1994; 妻藤, 2000, for review）。
しかし，Saito（1998）は，２肢選択による一般知
識問題を２回繰り返した時の確信度の確率変動パター
ンが確信度評定の標準仮説による予測と正反対のもの
になることを示し，代替案として「ふらつき仮説」を
提案した（また妻藤, 1999b, はこの現象の頑健性を確
認している）。この「ふらつき仮説」は結果のパター
ンについて説明できるものであるが（妻藤, 1999a），
量的な予測についてはまだ検討されていない。
質的な説明のみであれば考慮されるべき要因が確信
度評定過程のみでよいのに対し，量的な予測となると
関与する可能性のある要因がいくつかあり，それらに
関する仮定を入れる必要がある。そのとき，解答（再
認）そのものに関する判断過程とのかかわりをどのよ
うに扱うかも量的検証の要点となる。標準仮説はこの
判断過程と切り離すことができないため，２つの確信
度説を量的予測によって比較するには，判断過程の理
論を無視できない。しかし判断過程の理論の基礎にな
ってきた信号検出理論に疑問点もあり（妻藤,
2000；2003），その上，個々の記憶系出力の確率変動
について一般的に成立する理論もない。
妻藤（2003）は解答のセッション間変動と確信度お
よび正答率の関係を検討したが，ここでも確信度の理
論がどのようなものになるかによって，判断過程の理
論として信号検出理論が妥当であるかどうかの量的な
検討はできなかった。つまりこれを否定するだけの根
拠は成立しなかった。しかし信号検出理論そのものに
対する疑いは別の観点からも提出されており（Bara-
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krishnam, 1999），このように確信度評定メカニズムと
解答判断過程そのものについて，互いに理論的な問題
がからみあっており，量的な予測との一致度を使って，
ストレートに２つの仮説を比較対照することが難しく
なっている。
しかし，Saito（1998）は，標準仮説では「質的」
説明がまったくできない（当然量的予測もできない）
データパターンを発見しているのであるから，ここで
は量的予測について２つの説を直接比較する必要はか
ならずしもないと考え，本稿では，解答判断過程を無
視しても検討可能な範囲で，確信度評定の「ふらつき
仮説」をモデル化し，このモデルを使って基本部分の
検証を行う。
理論検証に関わる検討要因
この仮説では，記憶判断の過程そのものとは無関係
に（それがどのようなメカニズムであれ），記憶出力
が何らかの形でサンプリングされて，その変動の程度
に基づいて確信度の評定が行われるというものであ
る。基本的部分はこれだけであり，Saito（1998）の
データの質的パターンはこれで説明することができ
る。しかし，この仮説の量的側面を検証するには，い
くつかの問題（不確定な要因）が入ってくることにな
る。
まず（１）確信度判定のためのサンプリング時に，
記憶出力がどのような確率分布になるかという問題が
ある。前述のように，これをデータから推定しようと
しても，そのために判断過程の理論が必要になる。し
かもセッション間の解答変化率には判断・意思決定の
慣性（最初の判断が繰り返し判断の変動を少なくする）
があり（Saito, 2003），（内的過程における）サンプリ
ング変動率は（データに表れる）解答変化率よりも大
きいと考えられる。信号検出理論が正しければ正答率
から解答変動率が予測できるはずであるが，妻藤
（2003）が示したように，この予測は実際のデータと
大きく外れており，これはまた別の理論的問題とリン
クしてしまう。つまり，ふらつき仮説と標準仮説のど
ちらがよりよいかを直接検証しようとしても，判断過
程の問題があるために現時点では不可能である。
しかし，ふらつき仮説自体は（標準仮説とは違って）
判断過程とは独立であるため，この仮説が量的にデー
タと一致するかどうかという検討なら行うことができ
る。つまり，ふらつき仮説では記憶出力の分布の型は
関係なく，各選択肢の評定サンプリング時の出現率の
みで，確信度の頻度分布を予測できる。しかも２肢選
択課題であれば，出現率２つといっても実際の自由度
は１である。このように標準仮説とは違って，記憶・
判断過程に関する理論を必要としないのである。ただ
し，この出現率が実測正答率とイコールであるかどう
かは，後述のように若干の議論が必要である。
（２）サンプリングが何回行われるのかは，まった
くのフリーパラメータである。しかも，これに関して
後述のようにかなりの個人差があると考えられる。
（３）標準仮説にせよ，ふらつき仮説にせよ，どの
ように確信度評定値が割り当てられるかは，それを示
唆する理論すら存在しない。しかも，各確信度評定値
間の距離が等しくないことを示唆する研究すらある
（実験条件によって，ファンインあるいはファンアウ
トが生じて，評定値の間の距離が変化する；Stretch &
Wixted, 1999）。それだけではなく，評定尺度の両端あ
るいは中央は特別な意味を持っている可能性もある。
後述のように，実際のデータの度数分布を見ると，明
らかに両端（確信ありvsなし）に使用頻度の偏りが見
られる（このような評定尺度の場合には，人格検査で
よく見られる中央反応傾向はむしろ少ないであろう。
確信が持てないという答えは，尺度値の中央ではなく
下限になっているからである。この点で，両端への反
応傾向が強くても，これはいわゆる極端反応傾向では
ない）。
以上の点を整理して検討するために，ふらつき仮説
に不確定要因の仮定を入れて数値的予測を行う。
もっとも単純なモデル化
基本仮定 ふらつき仮説のもっとも単純なモデル
は，記憶系出力をある回数サンプリングして，そのと
きの解答変動率を確信度だとするものである。これは
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単純すぎるかもしれないモデルではあるが，これを検
討することで少なくとも問題点を整理することができ
るであろう。また，これで十分なデータとの一致がみ
られるようであれば，非常に有力な仮説と考えてよい
であろう。
まず，上記（１）の問題は直接解決することはでき
ないので，２肢選択における正答率とその1.0に対す
る補数が各選択肢のサンプリング時出力率に等しいも
のとする。そしてこれらの比を変動率とする。この仮
定は，妻藤（2001;2003）の結果から見て，おそらく
厳密には正しくない。これらの分析から見ると，確信
度の評定メカニズムについて数値的予測ができるモデ
ルがあれば，ある質問に対する解答として「意思決定」
されたときの反応率（正答率）から，（その意思決定
とは別に生じる）生の記憶系出力の出現率（およびそ
こから導かれる出力項目の変動率）を関係づけること
ができる。しかしそのような確信度評定モデルを検証
するには，その数値的予測があらかじめ必要である。
双方が互いに相手を必要としているため，そのままで
は解決する方法はないことになる。そこで，とりあえ
ずいささか強引であるにも拘わらず，変動率について
はデータから直接計算できるという仮定を近似として
使うことによって，確信度評定側の性質を検討すると
いう方法をとらざるを得ない。
以下では，この仮定の上で，（２）と（３）につい
てモデルの当てはめを行い，その後さらに別のデータ
セットを予測することで検証する。
自由度の問題
ここではSaito（1998）の実験における確信度の使
用頻度分布に対する当てはめを行うが，見かけ上デー
タ側の自由度より理論の自由度が大きすぎるように見
えてしまうため，若干の議論を行っておく。以下の当
てはめでは，48個の質問項目の各々について正答率か
ら推定される確信度の頻度分布を計算する。つまり各
質問項目ごとに確信度評定サンプリング誤差の確率を
計算して評定値がどのようにばらつくかをシミュレー
ションする。その48種類の結果を合算して，実験全体
での評定値頻度分布を計算することになる。
最終的なグラフ（48個の質問項目のデータを全て合
算した評定値頻度分布）では一見すると５個の独立変
数に対する予測値の計算のように見えるが，実際には
そうではなく，予測計算の出発点になる変数は個々の
質問項目の正答率である。つまり１個の質問項目につ
いて実験で得られた正答率から（以下で述べるように）
11個の確率が予測され，それらが質問項目48個分なの
で576個の予測値が得られる（48個の正答率から576個
の頻度が予測される）。この予測値セットについて，
同一のカテゴリー（11種類）として集計されるもの同
士を48個分合計する（これで11個になる）。この集計
に自由度はない。そして同一の評定値になるもの同士
も合計して最終的に５個の頻度予測値（確信度の頻度
分布）を得る（ここには後述のように自由度がある）。
理論側の自由度は見かけとは相当異なっている。
ただし，前述のように現時点では不明なファクター
があり，それらを仮定によって決定しなければならな
い（同一のカテゴリーになると想定される数値を合計
するときに幾つかの仮定が必要になり，また最終的に
評定値を割り当てるやり方にも自由度がある）。この
ため，理論側の自由度がいささか大きいため，１つの
当てはめのみでは，（近似モデルであるとはいえ）検
証として不十分だと思われる。
そこで，Saito（1998）実験のセッション１のデー
タに対して当てはめを行い，そこで得られたカテゴ
リー分割法と評定値割り当て法を使って，セッショ
ン２のデータを予測し，そのときの予測とデータの一
致度を検証として扱うことにする。
最終的に集計されたセッション１と２のデータは，
最終的集計のパターンは似ているが，両セッションの
間には解答の変動が20パーセント以上あり，全体の平
均正答率（48項目の正答率の平均）に有意差はないに
もかかわらず，個々の質問項目での正答率の変動はか
なり大きい。そのため，セッション１の各質問項目の
正答率を使って予測された確信度評定値の頻度分布
は，各項目ごとに見ると大きく違っている。その上，
平均確信度のセッション差は小さいとはいえ有意で
あった（Saito, 1998）。そのため同一のカテゴリ・評
定値になる（と仮定された）ものを合算した時に，
（セッション1での当てはめが良好だったとしても），
セッション2の場合にもデータと一致するとは限らな
いのである。このような方法をとることで，理論の近
似モデル当てはめ結果は検証として十分な意味を持つ
と考えてよいであろう。
モデルの当てはめ
モデルの基本部分　ここでは「ふらつき」仮説のも
っとも単純なモデルとして，確信度評定の際に記憶の
サンプリングが行われ，そのときの記憶出力変動率が
主観的確信の程度を決めるものとする。サンプリング
回数をｎとし，片方の選択肢が再認された回数をｋ，
他方の回数を　n－k とする。この単純なモデルの場
合，各変動印象の出現確率は，
nCk pk（1－p）n－k＋ nCn-k pn－k（1－p）k（k ≠ n－k ）
or nCk pk（1－p）n－k （ k ＝ n－k ）
で決まることになる。nは定数であり，kは０からnま
で変化する。この異なるkの値（というよりkとn－kの
比）が変動印象（変動率）である。ここでまず，問題
になるのはnであるが，これはフリーパラメータとし
て，データに最も近い確信度値の分布を示す値を求め
る。
評定カテゴリーへの変化率の割り当てとサンプリン
グ回数の推定 非常にやっかいな問題はむしろ（３）
であり，この変動印象に対してどのように確信度評定
尺度値が割り当てられるかである。実験の教示では７
段階尺度で答えるようになっており，確信があるを７，
ないが１とされていた。しかし，実際に被験者が７種
類の区別までしていたかどうかは別問題である。そこ
でまず，Saito（1998）のデータから各被験者が２つ
のセッション中に使用した確信度評定値の数（種類）
が算出された。６種類と７種類使用した被験者がもっ
とも多いという結果になった（Figure１）が，実際に
被験者が区別していた変動印象は，おそらくこれより
少ない。なぜなら尺度の両端は別として中間の値であ
れば，尺度値割り当てに他の要因（例えば，７段階の
全てを使用しないといけないように思うなど）がから
むことによって，他の数値も使おうとするかもしれな
い。そこで，１回あるいは２回しか使用しなかった尺
度値は，そのようにして生じた可能性が相当大きいと
考えられるので，各被験者が２回以上使用した尺度値
数の分布を出すとFigure２のようになり，最頻値は６
個，３回以上使用したものだとFigure３のようになり，
最頻値は５になる。これら３つのどれが最も適切であ
るか決定する方法はない。しかし，ここでは，上述の
ように各項目の出力変動率計算自体を大まかな仮定で
近似するしかなく（しかもこの大まかな仮定は各個人
ごとに決定することができず，集団データを個人のよ
うに扱うしかないので），以下の方針をとることにす
る。
まず，データについては，尺度の両端がアンカーポ
イントとして重要であるのははっきりしているので，
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尺度値１と２の頻度はまとめてしまい，同様に６と７
もまとめてしまうことで，５段階尺度であったものと
して扱う。実際６と２の使用頻度は他と比べて少なく，
被験者によって２や６とせずに１か７にしてしまった
ケースがかなりあった可能性が強い。
ただし，データ自体をそのようにまとめるのは単に
集計の仕方の問題であるが，モデルの側ではそう単純
ではない。もちろんデータが５段階にまとめられてい
るとき，モデルの側も尺度値の使用個数（使用種類数）
５・６・７をまとめてすべて５段階として予測値を合
算するのはデータの場合と同じ意味である。しかし問
題は４段階以下の尺度値を用いていた被験者に関して
は，別に計算しないと予測頻度に歪みを生じてしまう。
例えば，７段階を使用した被験者集団の予測値につい
て６と７をまとめても，データ側も６と７がまとめら
れておれば，（検証の自由度は下がるが）各々の合計
値は（モデルが妥当なら）一致するはずである。しか
し，例えば３段階しか使っていなかった場合は，その
被験者（群）が３段階について，もし１・３・７とい
う尺度値を割り当てていたなら，全体データの１＆２，
３，６＆７の集計頻度に寄与する一方，この被験者群
は４と５という尺度値を使わないために，その分デー
タ全体での尺度値の使用頻度は少なくなるのである。
したがって，予測を５段階にまとめたとき，段階数の
多い被験者群については５段階で計算すればよいが，
４段階以下のケースについては別に計算して合計しな
ければならない。このときの各段階が含まれる割合は，
上記の使用尺度値数の統計に基づいて決定する。例え
ば４段階使用した被験者の人数比を４段階予測の各頻
度に掛けたものを，合計することになる。ただし，上
記のFigures１，２，あるいは３のどれが妥当であるか
という問題が残るが，ここでは，一回しか使っていな
い場合は偶然とみなし，Figure２を採用する（ただし，
Figure１による計算も行って比較する）。
もう１つの問題として，モデルにおける出現率にど
のように５段階（４および３段階）を当てはめるかが
ある。これもデータを見ると，全ての項目を平均した
正答率が75パーセント前後であるのに対して，確信度
は最大値と最小値の頻度が非常に大きい。ということ
は，明らかに尺度値の両端にかたよる傾向があると考
えてよい。n回のサンプリングが行われるとしたとき，
理論上区別できる出現率の種類はnの半分であるが，
中程度の変動率はそのまま（６段階の）ミドルレンジ
４段階に当てはめ，両端のいくつかの変動率をまとめ
て，確信度最大あるいは最小に割り当てよう。このと
き，データでは確信度最小よりも最大の方が多いので，
最大の方により多く割りあてることにする。この点が
モデル側の自由度を引き上げてしまうが，しかし明ら
かに全ての組み合わせの中からデータフィット最大に
なるように選ぶことは出来ない。つまり，最小の評定
値頻度予測を得るために最小と中間の出現率をまとめ
るような組み合わせは，理論上ありえない。というこ
とは評定のためのサンプリングで決まる出現率の全て
の組み合わせの数を，モデルの自由度だと考える必要
はない。あくまで，組み合わせが可能なのは，理論上，
隣り合う大きさの出現率のみである。
しかし，組み合わせを決定し，それに評定尺度値を
割り当てるいかなる規則・法則もなく，またそれを決
める理論も存在しないので，ここではまず，上記の両
端に関するデータの観察から得られた傾向のみを用い
て，暫定的な規則を仮定してしまう。サンプリング回
数が何回であれ，最大評定値と最小評定値以外は，１
つの変化率を対応させる。例えば20回サンプリングで
あると，異なる変化率は11種類になる（片方の選択肢
のサンプリング出現数と他方の出現数の合計が20にな
る組み合わせの数）。５段階の尺度とするなら，11か
ら（最大と最小以外の）３を引いた残りの８個の出現
数を最大と最小に割り当てる。このとき，最大の方が
最小よりも多い傾向があるので，もしこの残りが奇数
のときは最大の方が１つ多くなるように割り当てる。
５段階の場合は，この残りは偶数なので，最大最小と
も４個となる。
まず，サンプリング回数を推定するために，全ての
被験者が５段階だったものとして，この規則を適用し，
データとモデルの相違が最小になるように（データ分
布とモデル分布を比較するχ２乗の値が最小になる）
サンプリング回数が決定された。その結果は20であっ
た。
４以下の段階数についても同じ規則で決定すると，
次のようになる。４の場合は，最大に上位の４個，中
間の２段階は各々２個ずつ，最小は下位３個；３段階
では，最大に上位４個，中間段階は４段階のときの中
間２個をまとめるので４個，最小は下位３個である。
このとき４と３では，中間段階を評定値のどれに割り
当てるかを決定しなければならない。１＆２，３，４，
５，および６＆７の５段階の内，中央の３つのどれか
に割り当てることになるが，ここではまず低い評定値
の方に割り当てるものとし，セッション１での当ては
まりを見る。これが良好であれば，そのままの割り当
て法により，セッション２のデータを用いて再検証す
る。
問題は２段階の場合である。上記の規則によって３
段階以上であればひととおり決まるが，２段階の場合
も同じようにしてよいかどうか疑問がある。２段階し
かない場合，それらが最大と最小になるとは限らず，
中程度を表すものがないのであれば，たとえば２と６
のようになる可能性はかなり強いと思われる上，この
割り当て方にかなりの個人差があることも考えられ
る。しかもFigure２のように，２段階しか使用しな
かった可能性のある人数は非常に少ないので，ここ
では３段階で近似することにし，３段階を使用したと
推定される人数に加算してしまう。
セッション１の頻度分布
Saito（1998）の素データからセッション１の質問
項目ごとの正答率を計算し，48項目の各々について５
から３段階の評定値頻度分布予測値を算出した。そし
て，Figure２のデータを用い，５段階以上を用いた人
数を43名，４段階を６名，３段階以下を６名として全
体の頻度分布にしたものがFigure４に，実測値と共に
示されている。横軸の確信度１は，元データの１＆２，
そして５は元データの６＆７を示す。モデルの予測値
と実測値の間に有意差はない（χ2＝6.91, df＝4, p >
0.10），また一致係数は十分に大きい（r 2＝0.99）。
４段階と３段階の人数についてFigure２ではなく
Figure１の，一回以上用いた回数によって人数を設定
すると，カイ２乗の値はさらに小さくなった（χ2＝
4.97, df＝4, p >0.20；r 2＝0.99）。しかし，前述の考察
のように一回しか使用していない評定値は評定値割り
当ての揺らぎによって生じただけである可能性が高い
こと，またセッション１のデータへの当てはめすぎ
（偶然的変動まで含めて当てはめてしまうこと）を防
ぐために，セッション２データへの当てはめでも，
Figure２の方を優先する。
いくつかの仮定と評定過程サンプリング回数が設定
されたが，それらには，セッション１の当てはめがも
しうまくいかないときには，変更できる側面がいくつ
かあった。つまりこの点でモデル側の自由度が大きく
なっており，ここでの当てはめだけでは十分な検証と
はいえないという批判が考えられる。そこで，ここで
当てはめが良好であった設定をそのまま使い，セッ
ション２のデータを用い，そこでも良好なモデルと
データの一致が見られるかどうかを検討する。
セッション２の頻度分布
セッション１での設定はそのままにして，セッショ
ン2の各項目の正答率48個を独立変数としてモデルに
投入し，同じ方法で計算が行われた。その結果は実測
値とともにFigure５に示されている。ここでも当ては
まりは良好で，一致係数は大きく（r 2＝0.99），また
モデルと実測値の間に有意差はなかった（χ2＝6.61,
df＝4, p >0.10）。段階数の人数を一回以上使用した尺
度数で決めると（Figure１）χ2 乗の値はさらに小さ
－ 24 －
－ 25 －
い（χ2＝4.24, df＝4, p >0.30； r 2＝0.99）。
上述のようにセッション間では20パーセント以上の
解答変更があり，平均正答率に有意差はないものの各
項目の正答率はセッション間でかなり異なっている。
しかも平均確信度のセッション差は有意であった。し
たがって，セッション１でのデータについて行われた
モデル当てはめが，セッション２での確信度データに
も当てはまるかどうかは自明ではなく，検証としての
意味を十分にもっている。
サンプリング回数20回は，異なるデータセットに対
しても有効であった。そして11種類のサンプリング変
動率は，サンプリング回数のみをパラメータとして決
まる。あとは，変動率の評定尺度へのまとめ方と評定
値そのものへの割り振りであるが，これはセッション
１で決定されたものがそのまま使われたので，セッ
ション２の正答率セットに対するパラメータ推定は全
くなかった。この意味でセッション２のデータとの良
い一致が見られたのは，ふらつき仮説のこのモデルが
有効な予測をしたと結論してよいであろう。
要約と結論
確信度評定過程のふらつき仮説を検証するため，解
答判断過程とは独立に検討できる最も単純なモデルが
設定され，Saito（1998）の２肢選択一般知識問題に
おける確信度使用頻度分布が当てはめられた。この当
てはめは，ひとつの質問項目の正答率から各確信度値
の出現確率分布が予測され，これらを48個の項目につ
いて合算したものがデータと比較された（このモデル
では，２肢選択課題の場合，正答率がひとつ与えられ
ると，その質問項目に関するすべての確信評定値の出
現確率を予測する）。ひとつのデータセット（セッショ
ン１）を用いて，パラメータと評定値割り当て規則が
決定され，データと予測の良い一致が見られた。ここ
で決定されたパラメータ等をそのまま使い，同じ被験
者群によるもう１つのデータセット（セッション２）
に対して，最初のデータセットで決定されたパラメー
タ等をそのまま使って，ここでも良い一致が得られた。
後者のデータセットには，前者に対して平均20パーセ
ント以上の解答変動があり，各質問項目の正答率はそ
うとう大きく違っている。また平均確信度には有意差
があるので，この２つめの予測とデータの一致は，検
証としての意義が大きいと考えられる。
ただし，セッション１で特定の確信度であったとき
の，セッション２での条件付確信度分布については，
まだ検討できていない。これを予測するためには，確
信度の変動にかかわる別の補助仮説が必要になるから
である。Saito（2003）は，確信度変動をある程度抑
制するファクターがあることを示す実験結果を出して
おり，これに関する理論的研究が追加されなければ，
これらの条件付分布を計算することができない（すべ
ての確信度に対して同じ強さで抑制ファクターが働く
なら単純であるが，それを示す証拠はない）。
しかし，まだ一部検証が必要な部分が残っていると
はいえ，ふらつき仮説の最も単純なモデルでもかなり
良く確信度使用頻度分布を予測できたこと，さらに標
準仮説ではSaito（1999）のデータを質的にもまった
く説明できないことから考えて，かなり有望な代替仮
説であると結論してよいと思われる。
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