A notion of semilinearity i s i n troduced for formal power series as a natural generalization of semilinear languages over a commutative monoid. Some closure properties of the semilinear languages are established also for formal power series. In this way, a classical result due to Eilenberg and Sch utzenberger and some results due to Ginsburg are extended to series. We also prove that Parikh's theorem does not hold for series unless some rather constraining conditions are considered.
Introduction
The semilinearity i s a c e n tral notion in the theory of formal languages which, unexpectedly, has not been considered in details for formal power series. We begin in this paper a systematic study of this family.
First, we clearify the de nition of the semilinearity for power series, as a natural generalization of the same notion introduced by Eilenberg and Sch utzenberger in 3 for ordinary sets. It turns out that besides the family of semilinear series, another family of series can also be introduced as a natural generalization of semilinear languages. We call it the family of bounded series, in connection to the bounded languages de ned in Ginsburg 4 .
We prove in section 3 that our families of series have similar behaviour under rational operations as the semilinear languages over a commutative monoid. We mention two extensions to series of a classical result due to Eilenberg and Sch utzenberger. In sections 4 and 5, we study the closure properties of our families under morphisms, inverse morphisms, and Hadamard product. While the semilinear languages are closed under these operations with intersection instead Hadamard product, we prove that the same holds for bounded series, but only partially for semilinear series. In particular, the borderline between these behaviours gives a new insight on the similar results for languages, showing the essential points of those results.
In section 6, we brie y discuss Parikh's theorem and possible extensions of it to power series. Finally, in the conclusions, we summarize our results and propose some ideas for further research.
For basic de nitions and properties of formal power series, we refer to Salomaa, Soittola 11 and Kuich, Salomaa 7 , and for a survey on recent results we refer to Kuich 6 . We also refer to Droste, Gastin 1 for some recent results in formal power series in partially commuting variables.
Due to lack of space, some proofs are not presented in all details. Complete proofs can be found in Petre 10 , which contains a preliminary version of this paper.
De nitions
For an alphabet , we denote by the free monoid generated by and by the free commutative monoid generated by . If = fa 1 ; : : : ; a m g, then is the direct product a 1 : : : a m . We will denote the empty w ord by 1 . Also, for any x 2 , and any u 2 , w e will denote by juj x the number of occurences of x in the word u.
We recall that given a semiring K, the subset of KhhMii consisting of all series with nite support is denoted by KhMi and its elements are referred to as polynomials. A series r is called proper if r; 1 = 0 .
In 3 , Eilenberg and Sch utzenberger introduced the notion of semilinearity i n a commutative monoid M; as follows. A subset X of M, X = aB ; In general, although they have similar forms, the family of semilinear series and the family of bounded series are incomparable. We will prove this result in section 4 for series in Nhh ii.
Closure under rational operations
A basic property of semilinear sets over a commutative monoid is their closure under rational operations. Hence, the rational sets in the commutative case are precisely the semilinear sets.
Intuitively, this does not seem to be true for series. The next result shows that indeed, for series with nonnegative integers as coe cients, the family of rational series is strictly larger than the semilinear series. Proposition 1. For any alphabet , N slin hh ii N rat hh ii.
Proof. Consider the rational series r = aa a = X n0 na n ;
and assume that r is a semilinear series: r = P q i=1 r i , with r i linear series. If any of the series r i has more than two generators i.e., is of the form r i = p 1 a k1 + p 2 a k2 + : : : + p m a km ;
for some m 2, with p i 2 N , f 0g, for all 1 i m, then denoting x n = r i ; a n ,
we obtain x n = p 1 x n,k1 + p 2 x n,k2 + : : : + p m x n,km x n,k1 + x n,k2 + : : : + x n,km x n,k1 + x n,k2 :
In particular,
x nk1+nk2 x n,1k1+nk2 + x nk1+n,1k2 x n,2k1+nk2 + 2 x n,1k1+n,1k2 + x nk1+n,2k2 : : :
for al n 1. But, since r i is a component o f r, w e h a ve: x nk1+nk2 = r i ; a nk1+nk2 r; a nk1+nk2 = nk 1 + k 2 ; and so, 2 n nk 1 + k 2 , for any positive i n teger n, which is absurd.
Hence, all the components of r should have only one generator: r i = p i a ki ; for all 1 i q:
But, if p i 1, then we obtain again exponential multiplicities. So, all p i 's must be equal to 1. This implies that r has bounded multiplicities, which is a contradiction, since r; a n = n for all n.
We will prove in section 4 a similar result for the N-bounded series in at least two commuting variables: this family is also strictly included in the rational series.
Cf. Kuich, Salomaa 7 , a semiring K is called idempotent i f 1 + 1 = 1 . Hence, for all a 2 K, w e h a ve a + a = a. In particular, the boolean semiring B is idempotent.
The next theorem shows that if the semiring of coe cients is idempotent, then the family of rational series coincides with the family of semilinear ones and with the family of bounded series. This provides a generalization of the classical result of Eilenberg and Sch utzenberger mentioned in the previous section. The rst equality of this theorem has been proved in Kuich, Salomaa 7 in the particular case of series over , with coe cients in the boolean ring. In other words, every rational series has in this case a linear representation. 4 The closure under intersection
The intersection of two semilinear sets is proved to be semilinear in Eilenberg, Sch utzenberger 3 , for any commutative monoid. In the particular case of the monoid N n , i t i s p r o ved in Ginsburg 4 that the result is e ectively computable:
Theorem 4. If X and Y are semilinear subsets of N n , then their intersection is also semilinear and e ectively computable from X and Y . The meaning of e ective computability of X Y in the above theorem is that having semilinear representations for X and Y , one can compute a semilinear representation of X Y .
In this section we study whether a similar result holds either for semilinear series or for bounded series. We will restrict ourselves to series over a free commutative monoid , with coe cients in N.
As is customary in formal power series, instead of intersection of sets we deal with the Hadamard product of series. For any two series r 1 ; r 2 Assume r is a rational series. In order to obtain a contradiction, we will use the closure of rational series under non-erasing morphisms, cf. Salomaa, Soitola 11 . x n a n is a rational series in Nhha ii, where x n = P n i=0 , n i 2 = , 2n n . So, x n n is also a Z-rational sequence. This, by Salomaa, Soittola 11 , it implies that x n n satis es a linear recurrence as follows:
x n = r 1 x n,1 + : : : + r k x n,k for all n k, i.e. This is an equality o f polynomials in n. But the polynomial on the left hand side has a nonzero monomial of degree 1 in n, and in turn, the polynomial on the right hand side has only monomials of degree larger than 2. This is impossible! The conclusion is that N slin hh ii is not closed under Hadamard product.
As a consequence of this theorem we obtain the following well-known result for a direct proof see Salomaa, Soittola 11 :
Corollary 6. The family of N-rational series in at least two commuting variables is not closed under Hadamard p r oduct.
Proof. We considered in the proof of the above theorem an N-rational series r, but the Hadamard product r r is not even Z-rational.
On the other hand, for bounded series we can establish an extension of Ginsburg's result: this family is closed under Hadamard product and the result is e ectively computable.
Theorem 7. For any alphabet , if r 1 ; r 2 are bounded series in Nhh ii, then r 1 r 2 is also a bounded series and moreover, its bounded representation is algorithmicaly computable.
Proof. For the simplicity of notations, we will assume that = fa; bg i.e., = a b , but the proof is actually valid in general. The proof follows the idea used in Ginsburg 4 to prove the result for semilinear subsets of N n .
Since it is clear that It is proved in Ginsburg 4 that it is algorithmicaly possible to nd the sets C and D of minimal solutions for the systems 6 and 7. This shows that nding the bounded form for r 1 r 2 is also algorithmicaly possible. Example 1. Consider the series r = a 2 b 3 3a 3 b 2 2a 5 b 6 . In order to establish the support of r, we study the Diophantine system: 2k 1 + 3 k 2 = 5 k 3 3k 1 + 2 k 2 = 6 k 3 :
The solution of this system is f8n; 3n; 5n j n 0g and thus, the result is Having this closure property of bounded series, we can now prove the relation between the N-semilinear series and the N-bounded series.
Theorem 8. The families N slin hh ii and N bound hh ii are incomparable for any alphabet with jj 2.
Proof. We h a ve proved in the previous section that aa a is not in N slin hh ii but on the other hand, it is a bounded series.
In turn, the series a + b is a semilinear series. If this were a bounded series, then by the previous theorem, a + b a + b were bounded. We proved that this is not even rational, so a + b is not a bounded series.
Corollary 9. For any alphabet with jj 2, N bound hh ii N rat hh ii:
Proof. a + b is a non-bounded, rational series.
Closure under morphisms
The semilinear subsets of N n are proved to be closed under monoid morphisms and inverse morphisms. In this section we consider the same problem for semilinear and for bounded series. For semilinear sets, the closure under inverse morphisms is proved in Ginsburg 4 using the closure under intersection. We can give a similar argument for series but this will be valid only for bounded series, since it will use the closure under Hadamard product. It is an open question whether this closure property holds also for semilinear series.
For any two series r 1 Proof. We consider the monoid morphism : ,! , x = x; hx. Assume = fa 1 ; : : : ; a n g, and consider the bounded series = a 1 : : : a n , which is the characteristic series of . By the previous theorem, is a bounded series in Nhh ii.
Let r be an arbitrary linear bounded series in Nhh ii. Then r is clearly a bounded series in Nhh ii. By theorem 7, the series s, s = r i s also a bounded series in Nhh ii. It is clear that If one considers the boolean ring B in this theorem, the classical result of Parikh is thus reobtained, without any tools from Automata Theory.
On the other hand, if the semiring of nonnegative i n tegers is taken as semiring of coe cients, then one can show that Parikh's theorem does not hold anymore. Indeed, we proved in propostion 1 that N slin hh ii is strictly included in N rat hh ii, and it can be proved that N rat hh ii is strictly included in N alg hh ii result which seems to be implicitly known in the literature. Thus, we obtain the following result:
Theorem 13. Parikh's theorem does not hold in Nhh ii: N slin hh ii N rat hh ii N alg hh ii:
As a consequence of this theorem, we can derive a language-theoretic result connected to the classical theorem of Parikh. The idea is to consider for each regular and context-free language the multiplicities ambiguities of their words and to ask whether Parikh's theorem still holds with multiplicities. This means that we retain not only whether or not a word is accepted or generated by a device, but also how many times it is accepted or generated.
Denoting by the Parikh mapping w 2 is the commutative image of the word w 2 , it is proved in Petre 9 that N rat hh ii = N rat hh ii and N alg hh ii = N alg hh ii. It can also be proved in the same way that N slin hh ii = N slin hh ii. By the previous theorem, this implies that N slin hh ii N rat hh ii N alg hh ii:
In other words, we obtain that the multiplicities are enough to make distinction between context-free and regular languages. The next theorem is thus proved:
Theorem 14. Parikh It is rather unexpected that the semilinearity has not been studied for formal power series. We initiated in this paper a study on the family of semilinear series and on the bounded power series, both de ned as natural generalizations of the semilinear languages. We extended to these families some classical results known for semilinear languages. It seems an interesting research road to investigate which other classical properties of languages hold for semilinear or for bounded power series.
As an interesting problem in this area, we mention the study of the di erence of two N-semilinear or N-bounded series. It is proved in Ginsburg 4 that in some conditions, the di erence of two linear sets in N n is a semilinear subset of N n . One can nd in Eilenberg 2 a similar investigation on rational series in noncommuting variables. Some necessary conditions for a series to be semilinear or bounded are also needed in order to have easier constructions of counterexamples.
