High-density electrode arrays used to read out neural activity will soon surpass the limits of the amount of data that can be transferred within reasonable energy budgets. This is true for wired brain implants when the required bandwidth becomes very high, and even more so for untethered brain implants that require wireless transmission of data. We propose an energy-efficient spike data extraction solution for high-density electrode arrays, capable of reducing the data to be transferred by over 85%. We combine temporal and spatial spike data analysis with low implementation complexity, where amplitude thresholds are used to detect spikes and the spatial location of the electrodes is used to extract potentially useful sub-threshold data on neighboring electrodes. We tested our method against a state-of-the-art spike detection algorithm, with prohibitively high implementation complexity, and found that the majority of spikes are extracted reliably. We obtain further improved quality results when ignoring very small spikes below 30% of the voltage thresholds, resulting in 91% accuracy. Our approach uses digital logic and is therefore scalable with an increasing number of electrodes. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 
shafts independently for multiple channels, such as the Electronic Depth Control (EDC) technique [29] . The third method for data reduction is to discard irrelevant data. Compression and EDC techniques are currently used to transmit continuous recordings in "raw form," but may not be enough to meet the energy constraints of future high electrode count probes. Hence, a need is present for data elimination in order to meet the stringent requirements for data transfer.
The signal analysis circuitry should be integrated on the probe closer to the electrodes in order to reduce the data to be transmitted as early as possible. Neural function is affected by temperature, so any solution must not increase the brain temperature by more than 1-2 • C [34] . This limits how much short-term processing is allowed on an implant. In high-density electrode arrays, the heat generation and energy consumption related to the signal filtering, digitization, and especially data transfer, increases with the number of electrodes. In addition, the space available for signal analysis circuitry is limited, which poses a significant challenge. To avoid over-heating of brain tissue, state-of-the-art solutions like the one presented by Raducanu et al. [22] place the signal processing and transmission circuitry on top of the probe outside the brain.
Different approaches have been proposed to meet the challenges presented in this section, such as online spike detection [30] and compression [36] solutions. Common for all approaches is their attempt to reduce the data to be transmitted by extracting the most valuable information. The definition of "valuable" is mainly dictated by what will be done with the data in further analyses. This means that the chosen data reduction technique should match the data analysis goals. These solutions will be discussed in Section 2. In this article, we focus on spike data extraction for remote post-processing, such as spike sorting and clustering. We propose a novel and effective data reduction technique, which keeps the runtime and storage overhead limited. The technique is mainly comprised of a digital online temporal spike detector implemented on the probe (the part outside the brain), based on voltage amplitude thresholding in combination with a spatial data extraction mechanism. This technique solves the energy problem by performing data selection, to reduce the data to be transmitted significantly. This is, to our knowledge, the first spike detection method that performs spatial and temporal analysis locally on the probe. This algorithm/architecture cooptimization technique identifies and extracts essential spike data in a way that combines accuracy and area/energy efficiency. The spatial mechanism extracts all samples around neighboring electrodes when a threshold crossing is detected. This data extraction allows remote post-processing algorithms to get sufficient information for every detected spike. Related work and alternative solutions are presented in Section 2. In Section 3, we give a brief overview of the general goal of the data reduction and post-processing steps in order to better understand our proposed technique. Section 4 discusses wireless requirements needed to transfer large amounts of data. The temporal and spatial spike data extraction technique is presented in Section 5, and the estimated hardware (HW) requirements for our technique is discussed in Section 6. Sections 7 and 8 present our experimental setup and quality metrics, respectively. We present and discuss our results in Section 9. Finally, we present our conclusions in Section 10.
RELATED WORK
Different methods for data reduction exist today, and one common aim for all solutions is to reduce the loss of potentially wanted data (false negatives). Some of these methods are implemented with analog circuitry and other solutions use digital logic for the spike detection. Alternative solutions to spike detection focus on data compression [36] , or using EDC [29] . These alternative solutions can also be used complimentary to a spike detection solution. All solutions presented in this section are summarized in Figure 2 .
Solutions using analog circuitry, such as detection with dual analog comparators [31] , work well when the number of electrodes is small. For high-density electrode arrays, the cost of the analog comparators in terms of area limits the number of electrodes that can be supported, compared to simple digital logic. Solutions using digital circuitry can be divided into two categories: those with low complexity and minimal local storage requirements, versus solutions that have higher complexity and/or large local storage requirements.
Advanced digital solutions need temporary storage for history, which is used for sorting, filtering, and/or wavelet transforms. An example is spike detection using a stationary wavelet transform for the adaptive threshold [35] . Another example, such as a f ield-programmable gate array solution combining amplitude thresholding and peak detection on +/-1ms samples [3] , requires data buffering. Other spike detection solutions using adaptive thresholds based on a max-min spread sorting method [4] , analyze every 2ms of recorded data with 50% overlap. This solution also requires buffering and sorting. Solutions using a dynamic multiphasic (DMP) detector [28] or solutions with event detection based on median and baseline estimation [17] require storage for data sorting.
Simple digital solutions on the other hand use limited or no temporary storage for spike data history, and/or use simple thresholds. Examples are spike detection with adaptive thresholding, based on Non-linear Energy Operator (NEO) and envelope detection [30] , [15] . These solutions are simple to implement and only require storage for the previous and next sample for all sensor nodes. Other solutions with limited or no temporary storage use a local energy measurement based on local sums as thresholds for spike detection [7] . However, these simple digital solutions typically have error rates higher than 30%.
In general, advanced digital solutions require additional temporal storage per sample for all electrodes using a solution based on wavelets, transforms, windowing, and/or sorting. They are, therefore, taking too much area or produce too much energy overhead. Analog solutions usually do not scale well compared to digital solutions, and they are also more complex to implement. Simple digital solutions have error rates above 30%. To our knowledge, only temporal spike detection is performed locally on the probe in existing solutions, where the spatial spike data analysis or selection is performed remotely.
Alternative approaches focus on data compression, combined with spike detection. These are considered as a separate root node in Figure 2 . Zhang et al. [36] proposes a signal dependent compressed sensing (CS) approach used to compress detected spikes before they are transmitted off-chip. Their solution outperforms previous compression works in terms of compression rate and reconstruction quality. However, this solution is dependent on a dictionary matrix (D-matrix) created offline before the CS-circuit is activated for compression. The D-matrix is based on recorded raw signals that are transmitted off-chip. A dictionary matrix requires significant storage per electrode if different channels are compressed independently. Other compression solutions exist based on wavelet transforms ( [19] , [13] ) and threshold crossing and windowing ( [24] ). Compression solutions based on wavelet transforms are able to achieve good compression rates while maintaining excellent signal reconstruction quality. On the other hand, these solutions require complex hardware (HW). Simpler compression solutions based on threshold crossing and windowing require less complex HW. For very high-density electrode arrays, any solution that requires buffering, such as windowing approaches, would increase the amount of required storage significantly. Reducing the amount of required temporal storage per sample is therefore a necessity in high-density electrode arrays.
Another approach is to record from only a subset of available electrodes with EDC [29] . This technique is already applied in recent probe designs (i.e., "electronic depth control" probes) that use a switching matrix to select electrodes of interest. This is a valid approach, since it is likely that some electrodes are not positioned close to neurons, not in brain regions of interest, or some electrodes may be noisy. This approach is good when the specific region of interest is small enough. In cases where the region of interest is too large for continuous recording, a simple and more energy-efficient solution is needed to meet the energy constraints. Such a solution must be scalable with increasing number of electrodes and use a minimal amount of local storage per processed sample.
As mentioned, simple temporal spike detection solutions have high error rates. These error rates include both false positives and false negatives. From a data reduction perspective, it is desirable to reduce the false positives, but this usually comes at the cost of an increased number of false negatives. In contrast, if detecting as many spikes as possible is important, then it is desirable to reduce the false negatives at the expense of higher false positive rates. The tradeoff is usually controlled by the value of a threshold (or configurable scaling factor). The threshold selection depends on how the experimenter wants to weight the false positives and negatives. Hence, no single optimal threshold exists. Our focus is to select enough spike data locally for a successful remote post-processing, where the desired result is fine-tuned. Our proposed solution falls between 67:6 Y. H. Yassin et al. the simple and advanced digital solution category. Hence, we optimize the energy consumption by adding only the required storage needed to preserve enough spike samples for successful remote post-processing.
GENERAL GOAL OF DATA REDUCTION APPROACHES
The goal of data reduction approaches is to reduce the transmitted data while preserving all relevant information. What constitutes relevant information is application dependent. Spikes generated by individual neurons are the result of integration of input signals and transmitted to other neurons. For some applications, it is sufficient to know the time of a spike regardless of the neuronal source, for example, neural decoding approaches based on activities from multiple neurons (multi-unit activity) [27] . However, for most applications, additional information about the wave shape is needed, as this relates to the specific neuron that emitted the spike (different neurons emit spikes with different wave shapes). Wave shape features can be used to improve neural decoding approaches [14] . More often, waveform features are used to identify groups of spikes that originate from the same neuronal source ("spike sorting"; [21] ). The spike sorting process relies on differences in intrinsic properties of neurons and their location relative to the electrodes, which are reflected in the spike amplitude and wave shape. After detection and extraction of spike waveforms from high-pass filtered (>300Hz) raw signals, the sorting procedure is usually performed by deriving informative features from the waveforms (e.g., peak amplitude or components from principal component analysis (PCA) [1] ) across a set of electrodes, followed by a feature-based classification algorithm, as summarized in Figure 3 .
Step iii in Figure 3 shows an illustration where the x-and y-axis represent the first and second PCA components, respectively. In the final spike sorting step, similar features are clustered together with a label representing its cluster. Conventional approaches transmit the filtered data from the neural probe to a remote receiver and process steps ii to iv remotely. The goal of our approach is to detect relevant spike waves (temporally and spatially) with a minimal amount of resources on the neural probe. We then reduce the amount of data by only transmitting these waveforms to a remote receiver, where steps iii to iv are processed remotely.
WIRED AND WIRELESS DATA TRANSFER LIMITATIONS
Existing wired high-density electrode arrays with close to 1,000 electrodes are able to transmit data in its raw form through wires connected to the probe shaft. As motivated in Section 1, the transmission circuitry in wired solutions contributes significantly to the power consumption, which will be even higher for wireless transfer. As an example, a probe with 120 electrodes is estimated to require between 50 and 58Mbps to send all data in its raw form. This estimate is based on a 25kHz sampling rate, using 16-bit samples. In our estimate, we have assumed the coding overhead to be between 5% and 20% of the required bandwidth [18] , i.e., the processing overhead required to prepare and transmit the data to the remote wireless receiver. Today's wired solutions have 2-to 5-m cables running from the head stage that sits on the probe to the readout system (like a PC). The distance between the transmitter and the receiver is therefore assumed to be up to 5m in our power consumption estimation for wireless data transmission.
Wireless low-power networks such as Personal Area Networks (PAN) and Body Area Networks (BAN) cannot handle the throughput requirements for 120 electrodes because these networks are designed for lower bandwidths. To meet our bandwidth requirements we need to use networks similar to the Wi-Fi 802.11n or 802.11ac standards.
Halperin et al.
[10] cites 1.28W for the 802.11n transmitter in single-input and single-output (SISO) mode (which is barely sufficient for our 120-channel example). This power consumption is nearly independent of the exact data rate, unless data is buffered up and transmitted in chunks. Chunking can reduce the power consumption, but requires additional bandwidth overhead, which is simply not possible in SISO mode with our bandwidth requirements.
The 802.11n multiple-input and multiple-output 3 (MIMO3) mode allows up to 405Mbps for 2.1W at the cost of multiple transmitters on-chip. In the most optimistic scenario (leading to a lower bound), the required power then becomes a fraction as shown in Equation (1), because the power consumption will depend on the data rate when it is buffered in chunks.
Power consumption = data rate 405Mbps
Without any data reduction, the estimated 50 to 58Mbps transfer requires a power consumption of more than 1W in SISO mode and 0.30W in MIMO3 mode in addition to the buffering cost. If the amount of data is reduced eight times, the power consumption for data transfer would become less than 40mW.
Also, more advanced BAN-oriented wireless transceivers are being developed but in the end, their power efficiency will still not remove the bandwidth-energy bottleneck fully and similar equations as Equation (1) will be valid, with other constants. We believe our general approach will hold also for those.
If the data is streamed with lower speed and bandwidth by means of buffering, we would have latency violations. Nevertheless, many applications have feed-forward processing so that added latency would be fine. However, a more severe limitation in our scope is that the probe does have very strictly limited space. This prevents us from implementing a reasonable sized buffer. Figure 4 shows our envisioned platform where the electrodes are filtered through filters on the probe, before all samples are time-multiplexed into our custom application-specific integrated circuit (ASIC). Other researchers have successfully implemented analog filters on the probe [16] . Data to be transmitted are then buffered up and transmitted through the radio circuitry. It should be noted though that the actual layout may change for future probe designs.
The size of the probe is too small to carry anything but a very compact ASIC, which is custom made as illustrated in Figure 4 . Transmitting the full dataset out to an external implant will therefore not work for high density electrode arrays. Data elimination is hence essential as an initial stage for any other processing on external devices.
TEMPORAL AND SPATIAL SPIKE DATA EXTRACTION
We focus on spike data extraction, using low power and simple online digital circuitry. Samples around detected spikes are selected locally on the probe, and all other data are discarded before the selected samples are transmitted to a remote receiver for post-processing. This solution is scalable with increasing numbers of electrodes and uses a minimal amount of local storage. Pruning away unneeded data results in large reductions in transmit energy because we transmit significantly less data with minimal increase in processing/memory access energy only.
We have divided the spike data extraction into three consecutive phases, as illustrated in Figure 5. All these phases are performed for each sample per electrode. In the initial phase, a temporal spike detection is performed using a crude amplitude thresholding mechanism. The second phase performs a spatial analysis of all detected spikes and marks neighboring samples for extraction. In the final phase, all samples marked for extraction are transmitted. All three phases are described in more detail in Sections 5.1, 5.2, and 5.3.
Phase 1: Temporal Spike Detection
As motivated in Section 2, we use a threshold crossing method to detect spikes. Our adaptive threshold calculation is based on a simple amplitude threshold solution used by Jadhav et al. [12] , [11] , where they use five standard deviations above the mean as threshold.
In our approach, we use the mean (M), together with a factor (ThFactor) times the standard deviation (STD) of samples as a crude threshold for spike detection. Based on the stringent HW and energy requirements for wireless data transmission, the algorithm cannot afford to store more than a few temporary samples when the threshold is calculated locally on the probe. Other amplitude threshold spike detection solutions using a median calculation, such as the one surveyed by Rey et al. [23] and the absolute value method validated by Dragas et al. [7] , requires additional storage to calculate the median value. Therefore, we implement a running mean and sample variance calculation algorithm, based on Welford's method for calculating the sum of squares [33] , as our crude thresholding algorithm.
The sample variance algorithm is chosen simply because the underlying distribution is not known at runtime. The standard deviation is estimated using the square root of the bias corrected sample variance [32] , which is shown in Equation (2). Equations (3) and (4) show the calculation of the running mean and sum of squares, respectively. In the following equations, x is the absolute value of the sample, k is the sample number, V is the variance, S is the sum of squares, ST D is the standard deviation, and M is the mean value.
Our method for calculating the sample variance is based on a one-pass updating algorithm with comparable accuracy to the two-pass method derived from the definition of variance. One-pass updating algorithms are also recommended by Chan et al. [5] when two-pass algorithms cannot be chosen due to storage limitations. Equation (3) can be re-structured as shown in Equation (5), and we use it to replace the (4) with (x k − M k ), which is equivalent. We therefore use Equation (6) for S k to simplify the HW implementation.
Our adaptive threshold mechanism calculates the running mean and STD and uses the result to calculate the running threshold according to Equation (7) . Compared to Jadhav et al. [12] , [11] , we replace the factor five with the configurable ThFactor. In addition, we use the running mean and STD formulas presented in this section.
In Equation (7), Th is the running threshold, M is the running mean, STD is the standard deviation, and ThFactor is a configurable factor that is used to tune the sensitivity of the threshold. All samples with an absolute value above the threshold are marked for extraction by setting the variable extract_sample to 1 for this channel ( Figure 5 ). At the same time, the variable spikeDetected is set to 1. The calculation of Th k and marking of samples is performed for all electrodes individually and simultaneously in parallel. When a threshold crossing is detected on the absolute value of a sample, the last millisecond of previously buffered samples are marked for extraction (if they are not marked from before), and a counter (cnt) starts counting for the inclusion of the next millisecond of samples. With a frame rate of 25kHz, extracting 1ms of samples (approximately 25 samples) before a threshold crossing with a buffer and after a threshold crossing (using a counter without additional buffering) is assumed to include sufficient samples around the spikes (i.e., perispike samples) for post-processing. This extraction of data is also a requirement in related work for post-processing. In Figure 5 , the variable cnt_th is used to determine the length of this extraction period. spikeDetected is set to 0 as soon as the 1ms period has passed.
From Equations (2) and (3), we can observe that new sample values have smaller impact on the running mean and standard deviation when k increases. Depending on the goal of the spike data analysis, the designer or neuroscience expert may want to reset the variance history periodically. We therefore include another tunable parameter called the Variance History Update (VHU), which resets the previous history of M and STD values (i.e., variance history). The Variance History Reset Interval (VHRI) is determined by the VHU parameter and the sampling frequency (FS) according to Equation (8) , where FS is equivalent to 1 second of data samples (25k samples for 25kHz sampling frequency). In other words, when k = VHRI, then the variance history is reset. The VHU variable must be stored in a register, and the size of this register may vary depending on how often the designer needs to reset the variance history.
Using up to 18 bits for VHU is sufficient to have variance history reset periods of more than 47 hours, given a k-register of 32 bits (the k-register wraps around to zero after 2 32 samples at a rate of 25k samples/second, i.e., after 47.7 hours). If longer recording time is needed, then the VHUand k-register must be adjusted accordingly. The VHU can be removed completely if no reset of the variance history is needed (the k-register must still be large enough).
Phase 2: Spatial Spike Data Analysis
Phase 2 is a sequential phase that iterates through all electrodes one by one. If extract_sample is marked on an electrode channel, then it marks this sample for transmission by setting the variable ch_transmit_enable to 1 ( Figure 5) . A specific number (chFactor) of closely placed electrode channels surrounding the marked channel is also marked for transmission. Phase 1 has to be completed for all channels before Phase 2 can start because the analysis of each electrode sample is dependent on the situation of all other electrode channels in the same timestamp. In other words, all channels are processed sequentially in Phase 2, where ch_transmit_enable is set for all channels that are close (in distance) to a channel with extract_sample marked (determined by the chFactor tuning parameter).
How the neighboring channels are selected is determined by a geometrical matrix unique for each probe design based on the placement of each electrode. It is up to the probe designer and neuroscience expert to determine which electrodes are neighbors to each other in the geometric matrix. The HW mechanism which selects the electrode neighbors should be as simple as possible because the sequential Phase 2 can become the bottleneck of the application if it takes too much time. One simple solution is to assign a unique channel ID for each electrode, such that the neighboring electrodes can be marked by incrementing and decrementing the channel ID according to the chFactor. In our experiments, we use electrode channel IDs starting from zero for the electrode at the top of the probe and using ascending channel IDs on probes placed below. The spatial extraction is then done according to PHASE 2 in Figure 5 .
Phase 3: Spike Data Extraction
When all the samples to be transmitted are marked, our algorithm enters Phase 3. Phase 3 is a parallel phase where for all electrodes simultaneously, it is checked if the corresponding ch_transmit_enable is marked. If it is marked, the previous 1ms of samples (including the current sample) are added to a transmit buffer unless they have already been added. After Phase 3 completes, the ch_transmit_enable and extract_sample variables in Figure 5 are reset for all channels.
ESTIMATED HW REQUIREMENTS
The HW requirements are estimated assuming there is one time-multiplexed arithmetic logic unit (ALU) available for processing, and that output buffers and other necessary logic are available. Our local storage requirement only considers the storage required to process the data from all electrodes, which is illustrated in Figure 6 .
Three control bits are required per electrode to mark samples for extraction, detected spikes, and to start a counter to include the future 1ms samples. One global control bit is needed to transmit the samples marked for extraction. A 5-bit counter (supports up to 32kHz sampling rate to count 1ms of data) and a 1ms buffer (25 samples for 25kHz sampling rate) of 16-to 32-bit samples is required per electrode to include enough peri-spike samples before a spike is detected. A 16-to 32-bit threshold register is needed with six 16-to 32-bit variables for intermediate mean, STD, and absolute value (ABS) variables, which are used to calculate the running means and STD values. All these registers are needed per electrode. 32-bit variables are only needed if high signal accuracy is required, but can be anywhere between 16 and 32 bits. More bits per sample will require more storage. In our estimate, we consider either 16-or 32-bit samples. A global 32-bit register is needed for the k-register in order to support up to approximately 47 hours of neural recordings (if FS = 25kHz) without variance history reset. This register can be smaller or larger depending on the length of the recordings for which the probe is designed. Finally, we need to store the configurable tuning variables ThFactor (at least 6 bits), chFactor (at least 3 bits), and VHU (up to 18 bits) globally. If 16-bit variables are used for each sample, then 520 bits are needed per electrode, and 1,032 bits per electrode if 32-bit variables are used. In addition, 60 bits are needed for the global transmit bit, ThFactor, chFactor, VHU, and k parameters. The storage for each electrode requires the memory to be accessed concurrently, i.e., one port for each electrode if one bank of SRAM is used, which is not feasible unless one bank of SRAM is used for each electrode. 6T SRAMs require less area than standard cell-based memories (i.e., memories consisting of standard cells only) [9] . However, Gemmeke et al. [9] show that although near threshold voltage (NTV) SRAMs have an area benefit, the use of cell-based memories have a better power benefit. Andersson et al. [2] makes the same conclusion, i.e., cell-based memories are up to 4x faster than SRAMs with orders of magnitude lower energy dissipation (at the cost of larger area per bit for large memory sizes only). Andersson et al. [2] also mention that standard cell memories scale with less effort than custom SRAMs.
In Table 1 , we have estimated how many electrodes are supported for 16-and 32-bit samples per 5 mm 2 digital chip using a 40nm process from Taiwan Semiconductor Manufacturing Company (TSMC) with and without 3D stacking. For simplicity, we assume 6 bits for ThFactor, 3 bits for chFactor, 18 bits for VHU, and 32 bits for k in our estimation. The area requirement assumes one D edge-triggered flip-flop for 1-bit register, and six nand gates per flip-flop. A 40nm TSMC supports up to 2,000K gates/mm 2 .
The required area for ALU, output buffers, and other logic are not included in the estimation, but are expected to be relatively small. For instance, in each electrode, Phase 1 performs approximately four to five additions, four subtractions, two divisions, and three multiplications per sample in addition to calculating a square root and absolute value. Therefore, a basic time-multiplexed ALU can be configured for a group of electrodes instead of having one ALU per electrode. The 1ms buffer is intended to be a part of the transmit buffer, where we have assumed that up to 20% coding overhead is required for the transmit system (based on the discussion in Section 4), depending on what kind of wireless technology is used. Phases 2 and 3 perform significantly less calculations because these phases mostly enable control bits and transmit samples.
EXPERIMENTAL SETUP
Our 3-phase approach is tested on data obtained with a 128-channel silicon probe in the visual cortex of an awake mouse during the presentation of visual stimuli. Signals were digitized and stored using the Janelia WHISPER recording system (https://www.janelia.org/node/46162). Data were acquired at NERF using a 128-channel passive probe developed at IMEC. More recently, a newer passive probe with 966 electrodes and 384 configurable channels has been developed at IMEC [16] . These recordings are processed with our 3-phase approach in Matlab, where the size of the extracted data is compared relative to transmitting all samples, i.e., the reduction in transmitted data. Our extracted spike data are also compared to the results from unsorted spike data after a flood fill algorithm [25] performed remotely offline on the dataset; i.e., when spikes are detected, the algorithm finds the mask for each spike using upper and lower threshold bounds. The method using the flood fill algorithm is a much more advanced method compared to our simpler method. The flood fill method is also not feasible for local low-power implementation on the probe because of its complexity. Therefore, we use the results from the flood fill algorithm method as our golden reference. It should be noted that even the flood fill algorithm results on our dataset contain false positives and false negatives, which are not annotated. Publicly available annotated datasets for spike detection only contain annotated data for one channel. Therefore, we are unable to validate our method with such datasets because our method performs spatial analysis across channels. To overcome this literature limitation, we use the flood fill algorithm results as our golden reference, and validate the quality of our algorithm relative to the flood fill algorithm results. We present our quality metrics in Section 8, before introducing the data reduction and quality results in Section 9.
The signal loss of our method (i.e., spike amplitudes below the threshold) will depend on what the focus of the experiment is; e.g., if detecting large spikes is a priority, then it could be considered that spikes below the threshold are not of any interest. This will, in other words, strongly depend on the neuroscientist analyzing the data and the intended post-processing steps. This aspect is thus very domain specific.
QUALITY METRICS
We measure the quality of our method by collecting the amount of false positives (FP), false negatives (FN), true positives (TP), and true negatives (TN) compared to our reference algorithm. We use rate metrics based on receiver operation characteristics (ROC) analysis [8] , [20] . How we define these parameters is illustrated in Figure 7 . TPs are samples extracted by our method and the reference algorithm. FPs are samples extracted by our method and not the reference algorithm. TNs are samples that are not extracted by any of the methods. The FNs are the samples extracted by the reference method and not our method.
Lower FNs mean higher sensitivity for our method compared to our reference algorithm. Equation (9) shows the sensitivity, i.e., the TP rate (TPR) as a function of TPs and FNs. TPR is a value between 0 and 1, where 1 means that there are no FNs, i.e., our method extracts all the samples that are extracted by the reference algorithm. The higher the TPR value, the better is the quality. Equation (9) also shows the FP rate (FPR). The FN rate (FNR) of our method and the precision is shown in Equation (10) . The FPR and FNR metrics indicate the errors compared to our reference algorithm, having values between 0 and 1, where 0 is optimal. The precision of our method, i.e., the positive predictive value (PPV), indicates how much of the detected spikes are TPs (between 0 and 1, where 1 is optimal). A low PPV value therefore indicates that additional samples (FPs) are transmitted.
The accuracy of our method, i.e., how well our method is able to find the TP and TN compared to the reference algorithm, is calculated according to Equation (11) .
9 DATA REDUCTION AND QUALITY RESULTS In Section 9.1, we present our data reduction results. The quality results of our method is presented in Section 9.2. All our results are discussed in Section 9.3.
Reduction of Transmitted Samples
The amount of extracted data is compared to the amount of raw data for two different threshold sensitivities. Figure 8 shows the data reduction in percent by using our methodology on 0.1 second (2,500 samples) of the recorded data, averaged over different recording lengths up to 10 minutes. The data reduction varies for short recording lengths, but converges toward approximately 78% to 80% and 83% to 84% for our two ThFactor settings over longer recording lengths. This is confirmed by the results in Figure 9 , which shows the total data reduction in percent of our complete 55-minute recording.
The VHU parameter does have an impact in reduced data when the variance history is reset for every recorded second compared to not resetting the variance history. The impact is, however, only about 3%. We have estimated the BW requirement based on our results from the 10-minute recording averaged over 0.1-second chunks. If we assume 5% to 20% coding overhead to transmit the data, the required bandwidth is between 10.3Mbps and 11.8Mbps (with ThFactor = 4.6; no VHU) or between 8.4Mbps and 9.6Mbps (with ThFactor = 5.0; no VHU). If a compression algorithm is used on top of our data reduction method, the bandwidth requirement would most likely decrease even further.
Quality Results
We have measured the quality of our method by calculating the metrics described in Section 8 for averaged 0.1-second segments of the recorded data, over different recording lengths. The quality results of our method converges in a similar way as our data reduction results. We therefore present our quality results for averaged 0.1-second segments over a 10-minute recording in Figures 10 and  11 .
These results have been calculated by counting samples (sample-based) and spikes (spike-based), where multiple spike timestamps within a 1ms (25 samples) window (e.g., such as overlapping spikes) are considered as the same spike in the spike-based results. The results show that our method reduces the amount of data to be transmitted significantly at the expense of discarding spike data with amplitudes significantly lower than the threshold crossings. In other words, our method is able to detect all spikes that cross the threshold, and the majority of smaller amplitude spikes that are not detected have amplitudes lower than 30% of the threshold. We confirm this observation by calculating the metrics presented in Section 8 where undetected spike samples (FNs) 
Discussion
Our methodology detects all the large spikes, which the reference algorithm detects. Samples are discarded if they do not cross the threshold, and no nearby samples in time or on neighboring electrodes cross the threshold. The majority of all FNs have an amplitude below 30% of our threshold crossings, as shown in Figures 10(b) and 11(b) . The spike data marked by the reference program uses a more complex thresholding algorithm to detect spikes. Our FNs, which are a result of not having high enough amplitudes to cross our statistical threshold, are therefore assumed to be out of range for our coarse-grained spike data extraction mechanism.
In Figures 10 and 11 , the sensitivity (TPR) is between 0.55 and 0.65 when considering all FNs for ThFactor 4.6 and 5.0. Our ThFactor has to be decreased in order to increase the TPR, but at the expense of less data reduction (only up to 41%). Lowering ThFactor to 3.0 will also increase the FPR, and as a result, reduce the precision (PPV) significantly. On the other hand, we obtain good TPR results when ignoring FNs below 30% of Th (TPR between 0.84 and 0.9 for ThFactor 4.6 and The total reduction in data to be transmitted for our recording, relative to transmitting all the raw data is significant for ThFactor 4.6 and 5.0 (as shown in Figures 8 and 9 ). Compared to compression techniques combined with spike detection, these data reduction results are similar [36] . However, our solution is scalable with an increasing number of electrodes and does not depend on training phases with all the raw data available. We expect that solutions requiring the raw data to be recordable for all electrodes simultaneously will not be feasible to implement (see specifications and constraints in Section 4 and 6) in future neuronal probes due to the stringent energy constraints. A compression solution can be added as a complimentary solution to our approach where our reduced dataset is compressed before it is transmitted.
If the very low amplitude spikes are critical for the post-processing analysis, then the threshold must be lowered accordingly until all the important spike samples are detected, at the expense of more FPs and less data reduction. Since the majority of our FNs have amplitudes below 30% of the thresholds, we conclude that the spike samples our method does not detect simply come from neurons that cannot be well isolated with a simple thresholding mechanism. A clear tradeoff exists between the desired reduction required vs. discarding the FNs that are below the threshold. When energy efficiency is the bottleneck of the system (i.e., in wireless probes), then significantly high data reduction rates are important in order to reduce the energy consumption significantly, as discussed in Section 4 and shown in Equation (1) .
The highest bandwidth requirement is 11.8Mbps in our measured case with ThFactor equal to 4.8. This means that our method would (in average) buffer up less than 30 16-bit words for each iteration of our method. The analog frontend bandwidth used to collect all the raw data is in our case 48Mbps (with 25KHz sampling rate). Therefore, we assume that the on-chip communication bandwidth between the ASIC and the radio interface would not be a problem at 11.8Mbps.
In general, our method reduces the amount of data needed to be transmitted significantly (up to 86%), while maintaining a high sensitivity when ignoring false negatives with very small amplitudes (below 30% of the threshold). Thus, we conclude that the data transmit energy will be reduced significantly for high-density electrode probes when using our method. Since the HW required per electrode is independent of other electrodes, the required digital logic is scalable with an increasing number of electrodes (at least up to 3,200 for 40nm TSMC).
CONCLUSION
We have proposed an energy-efficient spike data extraction solution for high-density electrodes capable of reducing the data to be transferred by over 85%. Our proposal extracts spike data temporally and spatially locally on the probe, with minimal digital logic per electrode. Only the reduced data is transmitted to a remote receiver, making our proposal also applicable for wireless highdensity electrode arrays. None of the spike detection solutions discussed in related works are able to achieve this significant reduction, while exhibiting an acceptable hardware overhead to enable local processing on the neural probe itself.
Spike samples for all the major spikes are extracted with our proposal because the major spikes exceed our thresholds with good margin, and our spatial solution includes samples from all subthreshold spikes in neighboring electrodes. Spikes in electrodes with no threshold crossings in their channels, nor any threshold crossings in nearby channels, are considered irrelevant. These small spikes can be acquired by reducing the spike detection threshold at the cost of low reduction of the amount of data transferred. These usually refer to neurons that cannot be well-isolated and are not necessarily relevant depending on the experimental conditions. Our method is able to obtain an accuracy rate of up to 91% compared to the results of an off-line flood fill algorithm when our threshold is five standard deviations above the mean value of the signal amplitude (ThFactor = 5.0). We obtain, in general, good quality when ignoring spike data with amplitudes below 30% of the temporal thresholds (sensitivity = 0.85, precision = 0.53, false positive rate = 0.09, and false negative rate = 0.15 with ThFactor = 5.0).
The use of digital logic makes our proposal scalable with an increasing number of electrodes. As an example, a 40nm TSMC process would support up to 3,200 electrodes per 5mm 2 digital chips and twice as much if 3D-stacking technology is used.
