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Wireless Sensor Networks (WSNs) are networks of small, typically low-cost
hardware devices which are able to sense various physical phenomenon in their
surrounding environments. These simple nodes are also able to perform basic
processing and wirelessly communicate with each other. The power of these
networks arise from their ability to combine their many vantage points of the
individual nodes and to work together. This allows for behaviour to emerge
which is greater than the sum of the ability of all the nodes in the network.
The complexity of these networks varies based on the application domain and
the physical phenomenon being sensed. Although sensor networks are currently
well understood and used in a number of real world applications, a number
limitations still exit.
This research aims to overcome a number of issues faced by current WSNs,
the largest of which is their monolithic or tightly coupled structure which re-
sult in static and application specific WSNs. We aim to overcome these issues
by designing a dynamically reconfigurable system which is application neutral.
The proposed system is also required to facilitate intelligence and be sufficiently
efficient for low power sensor node hardware. Our approach involved designing
a WSN framework utilizes a layered architecture consisting of a number of mod-
ular layers arranged in a stack, each layer performing operations of a greater
level of abstraction than the layer below.
Intelligence is facilitated by utilizing intelligent software agents. Intelligent
processing within each of the layers was achieved through Blackboard Systems,
each consisting of Blackboard Agents. Mobile agents were also utilized to al-
low for application logic and processing to be distributed, rather than just the
distribution of raw sensor data.
A proof of concept prototype which combines layered architecture and in-
telligent software agents was implemented. Evaluations were performed which
investigated the ability for applications to be remotely deployed and reconfigured
on a WSN using the prototype framework. A simple application which utilizes
the framework and expresses intelligence behaviour was evaluated. System la-
tency and overhead together with scalability were investigated. The findings
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A WSN is a network consisting of a number of sensor nodes. Each of these nodes
is a small, typically low-cost hardware device which is able to sense various
physical phenomenon of its surrounding environment [1]. These nodes are able
to wirelessly communicate with each other as well as perform basic processing
and data storage [2]. Some sensor nodes are also able to act on their environment
through various actuators. Positioning of the sensor nodes with in a network
can be well defined and structured or possibly random. In some cases the nodes
may be mobile, allowing for their position to change over time.
The power of these networks of simple nodes arises from their ability to
operate together with each other and provide information from different vantage
points. This allows for the WSN to perform tasks which are more complex than
the sum of the ability of the nodes which comprise the network.
Given that a number of difference physical phenomenon can be sensed by
various sensors, a large number of different WSN applications exists. The com-
plexity of these system also range from the sensing of static objects and spaces
to sensing of the dynamic interaction between objects within a space. The ap-
plication domains in which the network operate can from simple environment
sensing, such as period temperature reading, to complex military applications,
such as intelligence mine fields which detect specific vehicles.
However, although sensor networks are currently well understood and uti-
lized for real world applications, a number of limitations exist in the current
systems.
The greatest of these challenges is that most WSN applications are developed
either as single monolithic blocks or as a few tightly coupled modules. This
lack of structure results in greater difficulty when designing, developing and
testing the system. Monolithic systems also provide a poor means for handling
complexity. A lack of reconfigurability and intelligence are also major issues
faced by current WSN applications.
This chapter presents the research motivation first as a result of the WSN













The motivation behind this research is to overcome a number of challenges faced
by current WSNs. In order to achieve this, a number of shortcomings were first
identified. Details of these challenges are presented below:
Network lifetime of current sensors networks is often limited due to the
small energy source of each of the sensor nodes. These energy sources are
typically not replenishable. The way in which sensor data is processed and
communicated dramatically impacts the way in which this energy is consumed.
Reducing the energy consumption of the nodes directly improves the lifetime of
the WSN.
Routing is a critical area of networking. This is a traditionally well re-
searched and challenging area. Routing in WSNs is considered important due
to its influence over the overall network performance as well as the network life
time due to energy consumption.
Localization of nodes refers to the ability to determine the position of
nodes within space and in relation to each other. This is important because
the sensor data corresponds to physical area. This area also complements the
routing within a sensor network as the position of nodes in relation to each other
provides critical information regarding the cost of communication.
Besides those areas identified as shortcomings or challenges, a number of ad-
dition features where identified which could improve the performance of WSNs.
Details of these additional features are provided below:
Self-organization is a concept which refers to the ability of individual nodes
to arrange and organize themselves to form a cooperative unit. As the power of
WSNs is mainly due to this ability of nodes to work together, self-organization
is a critical area which can be improved on.
Reconfigurability of a system is critical to allow for changes to be made
without having to redevelop and deploy the application. In a number of cases
where changes are required, physical interfacing with sensor nodes is required
in order to alter the application. This is not always possible.
Distribution of processing is an area of much complexity and greatly chal-
lenging. Centralized processing within such systems has negative impacts in a
number of areas including processing time and energy consumption as a result
of distant communication.
Intelligence is an abstract requirement which refers to the ability for an
application to learn and improve its performance as experience is gained. A
number of areas within a WSN application could benefit from intelligent pro-
cessing and learning.
Security and Privacy are areas of growing interest. Both of these mecha-
nism are required for WSN applications which handle sensitive data or require
data integrity to be ensured. The largest challenge of this is the typically high
performance overhead such mechanisms introduce.
1.2 Objectives
The problem with many exiting WSN systems is they address only a few of
the above mentioned challenges. These systems are also not adaptable to new











work which can provide structure and facilitate intelligence. Such a framework
is expected to overcome or facilitate applications to overcome a number of the
above mentioned shortcomings in current WSNs, depending on the need.
In order to achieve this large objective, the following smaller objectives need
be satisfied. The proposed framework need be application neutral, allow
for reconfiguration and facilitate intelligence. All of this need be achieved
while not having a significantly negative impact on the performance of the WSN
applications which utilize the proposed framework.
The contributions made by this research were to provide insight into the
domain of WSNs and their use with Agent based systems and blackboard ar-
chitecture. This work also provides an proof-of-concept prototype on where
empirical research and experimentation can be performed.
1.3 Scope and Limitations
This research is focused on the design of WSN frame and the development of a
proof of concept prototype.
This framework design acts as a foundation onto which various WSN ap-
plications can be developed, not as a standalone WSN application for various
applications. Because of this, development and design focus was placed on
the framework and not the applications. However, for testing and evaluation
purposes, a number of WSN applications were developed to illustrate how the
framework operates.
Due to the prototyping nature of this research a simpler development and
evaluation platform was used than that used by real world WSN applications.
Java based Sun SPOT was used as the platform due to its ease of use and
availability of hardware.
1.4 Research Methodology
Experimental evaluation was utilized to determine the success of our proposed
system. An empirical approach was taken whereby a proof of concept prototype
of the proposed framework was designed and implemented. This prototype
served as a test bed. A number of qualitative experiments were performed and
the results captured. These results were then analysed to determine the degree
to which the research objective had been satisfied.
1.5 Dissertation Outline
Details of each of the chapters within this dissertation are provided below:
Chapter 2: Background This chapter provides the necessary background in-
formation on which this research is based. The chapter will investigate
Wireless Sensor Networks as well as Software agents. Each of these con-
cepts will be discussed by explaining how they operate, some examples
systems and finally the benefits and shortcomings of each. All the pro-












Chapter 3: Research Aims and objectives In this chapter an explanation
of the research problem, aim and objectives are presented. The research
objective based on the aim will also be presented together with any as-
sumptions or constraints on which the work is based. This chapter also
provides justification as to why this research is important and why each
of the objectives are required.
Chapter 4: Our Proposed System This chapter presents the details of the
approach and method used in order to satisfy our research aim. Details of
the technologies to be utilized and how they operate within the proposed
system are presented. The design process and components of the proposed
solution are presented. Finally details regarding the interaction between
components is provided.
Chapter 5: Implementation and Application details In this chapter de-
tails of the implementation of the proposed system are provided. The
platform on which the system was implemented is discussed. The imple-
mentation of the various system components are presented and technical
details are provided. The final section of this chapter provides details
regarding the application specific components.
Chapter 6: Evaluation The evaluation and testing of our proposed system is
discussed in this chapter. The evaluation metrics for the experiments are
first identified, as these determine if the earlier stated goals and objectives
have been achieved. The experimentation procedures to determine the
performance of the system across the evaluation metrics is then discussed
in detail. This chapter concludes with a presentation of the final results
of the various experiments.
Chapter 7: Conclusions In this chapter we conclude by presenting a brief
summary of the report as well as presenting a final analysis of the evalua-
tion results. A recap of the aim, motivations, objectives and approach of
this research is presented. A final high level analysis of the system eval-
uation is then provided which discusses if the research problem has been














In this chapter we outline the key topics and research areas related to this
research. This chapter is divided into two sections. In the first section we
discuss WSNs. We present the various categories of WSN based on what they
sense and their application domain. We then look at example WSN systems as
well as the potential shortcomings of these systems
The last section examines Software Agents as a means to facilitate intelli-
gence in WSNs. We start by introducing the concept of agents and the various
types of agents which exist. Systems consisting of multiple agents are detailed
and examples of such systems are discussed. Examples of agent based WSNs
are also detailed. We conclude by identifying some of the benefits of utilizing
agent based systems as well as possible shortcomings.
2.1 Wireless Sensor Networks
In this section we introduce the concept of Wireless Sensor nodes and how these
nodes function together to form a WSN. We will then look at the capabilities of
such networks, how they are categorized as well as examine a number of example
systems. Some of the problems and challenges faced by these networks will also
be discussed.
Recent advancements in technology have enabled the development of small,











low-cost hardware devices, known as Wireless Sensor Nodes, which are able to
communicate wirelessly over short distances [1]. Besides wireless communica-
tion, these devices are also capable of basics data processing and storage [2].
The energy source of such a device is typically a battery. Figure 2.1 is a picture
of a MICA2 sensor node manufactured by MEMSIC [3].
A WSN is a network consisting of a number of such sensor nodes which have
been deployed within or close to a physical phenomenon which is to be sensed
[1].
As individuals, the Wireless Sensor Nodes have very little capability, but
when combining their many vantages points throughout the sensor field and
working as an aggregate, they have substantial sensing and processing power
[2]. Based on this ability to sense and process the sensor data, WSNs could
provide an end user with intelligent results, thus allowing them to better under-
stand the environment being sensed [1]. These networks could provide Ambient
intelligence [4], where different devices gather and process information from
different sources to control physical processes as well as interact with end users.
The positioning of these nodes in space could be predetermined or random
[1]. Sensor nodes can also be mobile. This mobility could be out of the control
of the node, or through the nodes self control [4].
A wide variety of sensors exist which are able to sense a large range of






• soil make up
• noise levels
• the presence or absence of certain kind of objects
• mechanical stress levels
• medical metrics
These networks can be homogeneous by containing a number of the same
type of sensors, or heterogeneous by containing a number of different sensor
types.
WSNs can also be viewed as a specialized form of Mobile Ad-hoc Wireless
Network (MANET). Although MANETs and WSNs are very similar, there are
a number of characteristics not shared by both networks. A comparison of these
two types of networks is provided below [5]:
• A WSN can have several orders of magnitude more nodes than a MANET.











• The topology of WSNs are more dynamic than MANETs. This is also
compounded by sensor nodes being prone to failure.
• WSN nodes have no global identity number to uniquely identify them.
• The computational capabilities, memory and power are greatly restricted
on WSN nodes.
• WSN nodes are often less mobile, due to the human involvement in MANETs.
• The aim of a WSN system is for nodes to work together to maximize sys-
tem wide performance, whereas the aim of MANET nodes is to maximize
individual performance.
In the subsection below, we present the various categorizations of WSNs
2.1.1 Categories of Wireless Sensor Network
Given the large number of different sensor types, WSNs can be developed for a
number of different applications. WSN applications can be differentiated based
on a number of different attributes. To provide context into WSNs and how
they function, a number of different categorizations are discussed below.
Cruller [2] differentiates WSNs based on the phenomenon being sensed.
These categories are:
Monitoring of space The task of such a network is to monitor and collect
readings over time across a given space. This space would generally be
complex enough to exhibit spacial variations in the attributes being mon-
itored. Many of the initial WSN systems were of this type.
Due to the large amount of sensor data being handled, the greatest chal-
lenge for such a system is to provide only that data which is necessary
at the required time. The data supplied should not simply be a constant
stream of raw sensory reading from each of the sensor nodes. Because
of this, basic data processing to reduce the size of the data should be
performed by the nodes before it is sent to the sink node.
Monitoring of physical entities or objects This involves the monitoring of
physical structures, such as machines, buildings or human beings.
Typically such monitoring is performed to ensure that the entity or ob-
ject is behaving normally under the given conditions. This is based on
the concept that when an object is presented with a given stimuli, a typ-
ical response can be expected. In such a network, information regarding
whether or not the monitored object is behaving in the expected way is
transmitted from the node providing the sensed data, known as the source,
to the node to the sink node, where the data sensed and transmitted by
the source need be sent.
Monitoring the interaction of physical entities or objects with each
other and the encompassing space
Such monitoring is a combination of the monitoring of space and the mon-











applications, due to the highly dynamic environment as well as the large
number variables involved.
Such a WSN monitors the environment as well as how the various entities
react within it. As with space monitoring, sensor readings are taken and
processed for various areas within the encompassing space. Sensors also
monitor the objects within the space to determine their reactions to the
other objects and the environment.
A second approach to categorizing WSNs is based on the application area. Five
application areas have been identified [1]:
Military WSNs can form a critical part of the military command, control, com-
munications, computing, intelligences, surveillance, reconnaissance and
targeting systems.
Because of this, WSNs are considered important and they are used to
provide a number of applications within this area.
Friendly forces, equipment and ammunition can be tracked and monitored
by using sensors. Battlefield surveillance and reconnaissance of opposing
forces can be performed by deploying networks to monitor critical areas.
Targeting of weapons can be performed by incorporating WSNs into guid-
ance systems. Sensors on the battlefield can be used to assess damage or
detect the presence of nuclear, biological or chemical attack.
The recent increases in terrorism have also promoted the development of
more technologically advanced methods to be used on the battlefield.
Environment Applications of this type include tracking of wildlife, environ-
mental conditions or large-scale earth monitoring.
A number of example applications exist in this area. Forest fire detection
where users are notified of the origin of a fire before it spreads. Bio-
complexity mapping of the environment by monitoring the environment
as well as its contained wildlife. The interaction of wildlife and other
wildlife as well as the wildlife and its environment is all monitored. Flood
detection and precision agriculture systems have also been developed for
environment monitoring.
For such applications, WSNs provide an accuracy which is far greater than
previous sensing methods, such as airborne or satellite sensors.
Health These applications for WSNs involve the area of medical health care
and monitoring of patients. These applications need not be directly linked
to the monitoring of patients, but rather aimed at improving health care
in any way possible.
Telemonitoring of human physiological data is an application of this type
where patients are monitored using sensor nodes attached to their body.
These sensors provide the medical staff with vital patient information
either by downloading the stored sensory data, or by remotely accessing
the data.
Tracking and monitoring doctors and patients inside the hospital is an











allows for hospital staff to easily locate doctors and patients within the
hospital. Medication within the hospital can also be tracked in this way
to prevent the prescription of the incorrect medication to patients.
Home Such WSNs reside in the households of the users. The aim of these
applications is to provide more intelligent environments for the users.
This includes home automation where smart sensors and actuators are
built into home appliances which can interact and communicate. Smart
environments which learn to adapt to the users needs are another home
application of WSNs.
Other commercial areas These applications are related to business, the man-
agement of product quality, manufacturing and inventory. The business
environments of office buildings and factories are also covered by this cat-
egory of application.
Another example of such an application is inventory management in fac-
tories and warehouses. By utilizing sensor networks on various inventory
items, users can efficiently locate them within the building.
Other examples in this application area which do not include the work
place or products are vehicle tracking and the detection of vehicle theft.
These networks utilize sensors to determine the positions of the vehicles
and transmitters to communicate the information to the user.
The third categorization scheme of WSNs is based on the interaction between
the source and sink nodes [1, 4]. These categories are described below:
Continuous Sensing Data is collected by the source node or nodes and is
continuously streamed to the sink node.
Periodic Measure Data is collected by the source node or nodes and is peri-
odically transmitted to the sink node, rather than continuously streaming
the data.
Event Detection Data is collected by the source or group of source nodes.
This data is then processed by the network and communicated back to
the sink only if a predefined even has taken place within the sensor field.
Event Identification Like event detection, source nodes only communicate
with the sink when an event has taken place. However, unlike event de-
tection, identification of an event involves monitoring a sensor field for a
number of possible events. The sink is then notified as to which of the
possible events has taken place. This will usually involve the collaboration
of a number of source nodes.
Location sensing and tracking This too requires the collaboration of a num-
ber of sensor nodes within the network. These nodes work together to
determine the position of an event within the sensor field. This would
often require event detection and identification before the event location
can be determined and tracked.
Edge Detection Edge detection of a given phenomenon can also be performed











which the event is occurring can be clearly defined. Function approxima-
tion could be combined to predict event edges in areas which lack sensor
data.
Local Control of Actuators WSNs can contain sensors as well as actuators.
A subset of the network nodes could communicate to form a closed control
loop where Sensor Nodes locally control actuators. This can be done
without requiring the sensors and actuators to have communication with
a base station or centralized controller node.
Function Approximation By processing the data output in a WSN, pre-
dictions of formulas can be made. These can be used to predict some
conditions in those areas which are not being sensed.
In the following section we examine at a number of example WSNs and their
applications.
2.1.2 Example Wireless Sensor Network Systems
In this subsection we examine a number of example WSN systems. For each of
the examples, we discuss to which of the above mentioned categories the network
belongs, how the network functions and the possible shortcomings of the system.
The first WSN system we discus is a localization system developed to de-
termine the position of a shooter within an urban environment [6]. This is an
example of a military application that monitors space.
The system determines the location of the shooter as well as the trajectory of
the bullet by sensing the muzzle blast of the weapon and the shock-wave. Both
acoustic and light sensors were used in this network which could be deployed
randomly or in a predetermined pattern. Due to the possibility of random
deployment, the sensors nodes were required to localize and organize communi-
cation by themselves.
According to the previously mentioned categories, the interaction pattern
used within this network is that of location sensing and tracking. A sensor-
fusion algorithm was used that relied on a centralized network node, which
receives and processes all incoming sensory data.
An evaluation of the system found that 60 sensors disturbed in an 100×100
meter test area could determine the position of the shooter with a latency of 2
seconds. The accuracy of the system was approximately 1 meter, which meant
that it could be determined from which window the shot was made. It is pre-
sumed that the accuracy of the system could be improved with improved self-
localization of the sensor nodes or a greater density of sensor nodes.
The second example system we discuss is a WSN which monitors a physical
entity. In this case the physical entity being monitored is a patient for medial
application [7].
By monitoring patients and providing their medical staff with relevant real-
time patient information, it can be ensured that the patients receive proper
medical care. This is done by utilizing a number of different types of sensors












This is a heterogeneous system that operates through the use of two plat-
forms: Lightweight sensor nodes and a heavy weight device such as desktop
computers or smart phones.
The heavy weight devices are used to house an Agent based Data Manage-
ment System (DMS). This is used to collect, integrate, analyse and present the
sensed data to the medical staff. Lightweight software agents are used on the
sensor nodes. These agents collect data from the various sensor nodes and send
this data to the DMS. The topic of agents and agent based systems is covered
in greater detail in 2.2.
Due to the use of agents to collect the sensor data, the interaction between
the source nodes and the sink can vary. The agents can be configured to provide
a continuous stream of sensor data or a periodic reporting of data. The flexi-
bility of agents also allows for multiple applications to be performed in parallel
on the same network, although evaluations found this to be much slower than
performing a single application.
Another example which aims to provide the users with better data in order to
improve decision making is that by Sikka [8]. The aim of this system is to provide
farmers with better information about their farm, thus improving the way in
which the farm is managed. This WSN application is considered an important
commercial application, given the large contribution farming makes to the Gross
Domestic Product (GDP) of developing countries. Various types of sensors were
used on the farm land as well as the animals, making it a heterogeneous network
which monitors the interaction of objects with each other and the encompassing
space.
The system was developed as a test-bed, rather than a single application
network. This allows for various interaction patterns to be utilized to handle
the network data.
A number of different sensors types were used in these networks, this included
moisture sensors at different depths, weight sensors to determine the quantities
of animal food and water, Radio-frequency Identification (RFID) tag readers,
sensors for tracking animal movement as well as actuators to apply stimuli to
the animals. A number of sensors, such as the tracking Global Positioning
System (GPS) and actuators, were placed on the animals and were thus mobile.
Many of the sensors, such as the RFID tag readers, were also energy intensive
and therefore powered by solar panels.
In order to evaluate the system, various applications were implemented on
the network: Monitoring of the farm land using the moisture sensors, animal
tracking to determine animal kinship and movement and the use of actuators
in an attempt to control the movement of various animals. These tests were
performed over a period of 6 months, after which many of the nodes were still
alive and self-powering.
The intention for this work is to later include more sensors of different types
and to understand how actuators together with tracking sensors could be used
for greater control over the farm animals.
An increasingly popular area of use for WSNs is monitoring of large areas or
areas which are potentially dangerous to human beings. The system developed
by Werner-Allen [9] to monitor active volcanoes satisfies both of these criteria.











and infrasonic signals. Previously this would have been achieved by using large
monitoring stations located around the active volcano, each of which would log
the various sensory data to a hard disk. These hard disks would then have to
be periodically collected by the researchers. Previous systems such as this also
consumed more power than smaller sensor nodes and were far more cumbersome
to deploy.
Deploying a WSN on an active volcano introduces a number of challenges
for data storage, transmission and routing. These are due to high data rates,
high data fidelity and sparse networks spread over a large physical area.
As the researchers were interested in specific events taking place, event de-
tection was performed within the network. To ensure that all the required data
was measured, before and after the event, a circular buffer was used to store
approximately 20 minutes of sensor data. When an event was detected, this
buffer of data would be transmitted to the sink nodes. This required multi-hop
routing due to the sparse nature of the networks topology and large area of the
sensor field. A local event detection system as well as a global event notification
system ensure that data was only transmitted when a network wide event had
taken place.
The second major challenge was the reliable transmission of data which was
required due to the high fidelity of the data. A reliable data-collection protocol
called fetch was used to ensure all lost or corrupted data was retransmitted to
the sink.
The final challenge of routing was overcome by selecting routes based on
link quality. Basic reconfiguration of this system was also possible with the sys-
tem through a remote web interface. This allowed for basic system parameters
to be remotely altered in real-time. There was an instance where a software
component had failed which could not be remotely repaired. This required that
researchers returned to the nodes to manually repair the fault.
Evaluations of this system found that the goals of providing sufficiently rich
and accurate sensor data are being satisfied. However, in some cases small
global events shortly prior to large global event would result in sensor data be-
ing transmitted to the sink. This transmission of data resulted in sensors not
being able to log the larger event which was taking place while the nodes were
transmitting their buffer of data relating to the smaller event. This could be
viewed as a limitation on the centralized style of processing being used.
Sha [10] researched the concept a fire rescue WSN system. This research
consisted of an initial investigation to identify the requirements and challenges of
developing a system to assist fire rescue teams. The system involves monitoring
the interaction of physical entities, in the form of fire-fighters and fire trucks,
with each other and the encompassing space, the fire field. The application
area for this research is that of health and safety. Continuous monitoring, event
detection and tracking interaction patterns were all planned to be utilized for
this complex system.
During a fire, an incident commander is in charge of monitoring the fire and
the real-time assignment of fire-fighters. The proposed system, FireNet, aims to
provide the incident commander with all the information they require. In order
to satisfy this aim, a number of requirements were identified.
Accountability of fire-fighters must be had by having access to as much rel-











name, ID, speciality and squads they are assigned and dynamic information,
such as the time they have spent in the fire field, their real-time location, work-
load and their physical condition. Real-time monitoring related to the fire field
is also required. This includes the humidity, temperature wind speed and den-
sity of smoke. Other critical events should also be monitored in real-time, such
as the death of a fire fighter or a dramatic change in the fire field. Intelligent
scheduling and resource allocation was also identified as a system requirement.
Due to the large amounts of sensor data and the possible danger of this appli-
cation, the users required an intelligent system to assist the decision making
process. Web-enabled service and integration are the final requirements for the
system. The WSN data is often required by staff at the fire station. Using a
web-enabled system, real-time information related to the fire rescue could be
provided remotely.
Based on these requirements, the FireNet architecture was proposed. This
consisted of self-organizing heterogeneous sensors which are attached to fire-
fighters and their vehicles. Heavy weight laptop computers equipped with GPS
will be housed in the vehicles. These will act as sink nodes and landmarks to
allow for localization of the other sensors. The nodes attached t the fire-fighters
will also be able to facilitate multihop routing of data within the network
A number of challenges were identified which need be overcome before the
system could be implemented. These include the requirement of real-time self-
organization by nodes in harsh environmental conditions, fault tolerant routing
to provide the required accuracy and service differentiation of data based on
differing priority.
Based on previous WSN systems, such as those mentioned above, a number
of shortcomings and challenges have been identified. These are outlined in the
following section.
2.1.3 Shortcomings of current Wireless Sensor Networks
Current WSN systems are faced with a number of challenges and shortcomings.
Many of these have been pointed out in the example systems listed in the section
2.1.2. Those shortcomings considered most important have been listed below
with possible solutions.
Network lifetime is a challenge faced by WSNs due to the limited power
source used by the sensor nodes. In most cases the sensors are battery
powered or equipped with hardware to allow them to scavenge power from
their environment, such as solar panels [8]. When these nodes exhaust
their temporary power source, it is usually not possible to replace them.
This limits the life time of the sensor network as a whole and makes
power management an important challenge. Power is consumed by the
sensor nodes through sensing, processing and communication [1].
The power consumed by sensing varies dramatically based on the type
of sensor. To optimize the use of power by sensing, nodes spend a large
portion of time in a standby mode, which utilizes very little power. They
only wake for short periods during which they sense data. Processing of











process data before transmitting it to other nodes, rather than just trans-
mitting the raw data [2]. Communication is generally the most expensive
process. This can influence the lifetime of the individual nodes as well as
the network as a whole. There is often a trade off between the Quality of
Service provided by the network and the network life time [4]. Many ap-
plications aim for the distribution of communication load to increase the
lifetime of the WSN [5]. It must also be noted that a number of network
lifetime metrics exist. These include the time for the first node to fail,
time until there is an area of the sensor field which is not covered by the
network and time until the network is partitioned.
Routing refers to the process of determining the path through which data
must travel as well as the forwarding of data in order to get to a given
destination from its source or current location. This is a traditional, well
research challenge found in large number of networking areas.
In this section we focus on the concept of routing as well as routing for
WSNs [4]. A number of different routing techniques exist for WSN appli-
cations [11]. Typically multihop routing is used in such networks. This
is required when non-neighbouring nodes must communicate, forcing data
to be forwarded by intermediate nodes between the source and destina-
tion. Routing tables are required which store the next hop neighbours for
each destination as well as the associated cost of that route. This cost
is used to determine which next hop is utilized. The routing algorithm
and protocol populate the routing table with this information. This cost
metric can vary based on a number of different link parameters, such as
available bandwidth, expected Quality of Service and latency.
Routing protocols can be proactive or reactive. Proactive protocols pop-
ulate the routing tables based on the initial state of a network. This
information is determined before it is requested. Reactive protocols pro-
vide the required routing information after it is requested, looking at the
state of the network at the time it is requested. Typically proactive rout-
ing allows for routing information to be more readily available, however
unlike reactive routing, this information could be out of date.
Wireless Sensor Networks face a number of routing challenges which are
not faced by wired networks. Due to the distributed nature of WSNs, a
low overhead distributed routing algorithm is required. Multipath routing
is also important due to the dynamic nature of WSNs.
A traffic dependent adaptive routing algorithm [12] has been proposed
which aims to provide a distributed solution which can overcome a number
of these challenges. This system employed mean delay as the cost metric.
Evaluation results suggest good performance for small sparsely connected
networks.
Addressing of nodes within the network is another major challenge due
to Sensor Nodes not having meaningful unique identifiers. Data centric
approaches, where target nodes are based on the data they provide, or
geographic based addressing must be used. WSNs do have an advantage
over wired networks in that multicasting of data to multiple hosts can be











at all nodes within the broadcast range and not just the node which is
being addressed, as can be the case in wired networks.
In this work our focus is primarily on agent based routing. This is dis-
cussed in more detail in section 2.2.3.
Localization refers to the problem of determining the position of wireless sen-
sor nodes in physical space.
Knowing the position of nodes is vital for targeting nodes based on their
physical locations and determining the physical location of events which
have taken place within the sensor field. Localization can also be utilized
by routing algorithms to determine the shortest physical paths within the
networks. GPS is an example method used for localization however it is
quite expensive in terms of hardware resources and money. Indoor use of
GPS is also not possible.
To prevent negatively impacting the network lifetime, localization algo-
rithms are required to be distributed, as well as having a low overhead.
A number of solutions have been proposed which utilize beacons to allow
sensor nodes to determine their location. A beacon refers to a sensor node
which has a known location. Other nodes in the network can determine
their location relative to these beacons based on the signal strength of the
link between the node and beacon [13]. These approaches are not optimal
due to the inaccuracies of range measurement. Ramadurai [14] proposed
a probabilistic position estimation algorithm which considers these mea-
surement inaccuracies.
Self-organization refers to the concept by which global order can arise from
local interactions. More specifically that a collection of individual units
can co-ordinate together to form a coherent unit which adapts to achieve a
goal more easily over time [15]. These individual units are able to achieve
this without any centralized controller.
Such self-organizing behaviour is critical in WSNs due to their distributed
and dynamic nature. The nodes are also prone to failure. Sensor nodes
must have the ability to organize themselves with only their local infor-
mation and no assistance from a centralized controller. Due to random
deployment, WSNs are required to identify their network neighbours as
well as routing tables. In some cases, nodes are also required to deter-
mine their position in physical space. These requirements are particularly
challenging in the typically dynamic environments of WSNs [13].
In order for self-organization to be achieved, nodes must have the ability
to communicate efficiently with each other, determine the performance of
the network and work together to increase this performance. The overall
performance of the system in a specific environment should improve as
the system gains experience and the individual nodes organize themselves
more efficiently.
Reconfigurability refers to the ability of a system to be reconfigured or altered
without requiring redeployment. A number of current WSN systems allow
for limited reconfiguration of system parameters such as sampling rate.











A lack of remote operations also requires users to physically connect to
the sensor nodes to make any changes.
The ability for systems to be reconfigurable is important due to the dy-
namic nature of the network, as well as a possible change in network
requirements. This is also true for scalability where systems require re-
configuration due to the addition or removal of sensors.
Achieving reconfigurability in previous systems was challenging due to the
monolithic style in which systems are developed. These systems were in-
tended for single applications. System components in such systems are
often tightly coupled to optimize the memory usage and processing per-
formance. This lack of good structure makes it very difficult to alter
applications.
Distribution of processing is a challenge related to the way in which sensor
data is processed within the WSN.
Currently many systems rely on network nodes to collect sensor data,
which is then transmitted to a single centralized sink, where it is processed
and presented to the user or transmitted back to network actuators to
affect the WSN environment. This is referred to as centralized processing.
As mentioned in the above point regarding network life, the transmitting
of raw data before being processed can be an energy hungry operation.
This also results in a heavy overhead when combining the many vantage
points of the different sensors, as required for applications such as event
identification and tracking. This is due to the possible situation where a
pair of sensor and actuator nodes in near proximity are forced to commu-
nicate via a centralized sink which may be many network hops away. This
prevents the use of closed control loops within the network, where data is
processed locally and directly influence actuators.
By distributing the processing within the network, the limited ability and
resources of each node can be combined to create a more substation system
with greater ability.
Because of these many factors, the processing of data should be decentral-
ized among the various sensors within the network.
Intelligence is a broad term referring to an ability to reason and plan. Intelli-
gent systems are also expected to learn from experience and improve their
performance over time by learning.
In terms of WSNs, incorporating intelligence can optimize a number of
areas. More relevant sensor data could be provided by learning from
previous similar requests. Routing algorithms can also incorporate intelli-
gence to learn and make predictions based on trends in the network state.
Event detection and identification can improve accuracy and efficiency by
learning from previously identified events.
Security and Privacy in WSNs has recently increased in interest due to the
increased use of sensor networks.
This is specifically true for military applications, where integrity of data











can not be easily acquired or manipulated by unauthorized users. The
injection of false or unauthorized data into the network must also be pre-
vented. Commercial applications also require security and privacy, as
these systems could handle confidential client information such as credit
card details.
The inclusion of security and privacy measures within a Sensor Network
is challenging due to the increased overhead in both processing and com-
munication. The processing required for encryption can be very intensive
on the lightweight sensor nodes. The size of the encrypted data is also
larger than that of unencrypted data. This increases the bandwidth re-
quirements of the network.
2.2 Software Agents
In this section we introduce the concept of agents. We will start by looking
at what agents are and their defining characteristics. We will then look at
various types of agents, how agents can be grouped to create multi-agent systems
and the design of these systems. We will finish by briefly describing some
example applications of such agent based systems and finally outline some of
the shortcomings of current systems.
An agent can be described as anything that perceives its environment through
sensors and acts upon that environment through effectors [16]. This description
covers a number of different entities in a number of different fields. In this re-
search we are interested in software agents, more specifically intelligent software
agents.
A software agent consists of two parts, namely the agent architecture and
agent program [16]. The agent architecture hosts the agent program, provides
the program with sensory information regarding the environment and allows the
agent program to act on the environment. Agent programs accept the percept
information and respond by providing the architecture with actions to perform.
The goal of the agent program is to create a mapping between possible percept
sequences and actions to produce the best possible outcome. This mapping
between percept sequences and actions is determined in a number of different
ways, based on the agent requirements and environment.
Software agent programs have a number of typical requirements based on the
agent application and type of agent system. Each of these desired characteristics
are detailed below:
Rationality is a key component of almost all software agents. The aim of a
rational agent is to act on the environment in such a way as to result in
the most success [16, 17].This success measure varies based on the agents’
application. A rational agent’s program will attempt to determine the
ideal mapping for all possible percepts.
Autonomy is highly a desirable characteristic to provide software agents with
intelligence. This refers to the ability to gain experience and adapt based
on knowledge of previous events [16]. An autonomous agents behaviour
is determined by both its built-in knowledge as well its own experience,











time to adapt. A number of different machine learning methods can be
implemented to achieve this.
Mobility refers to the ability of independently traversing a network and ex-
ecuting on different hosts along the route [17]. This is only required in
network based systems where agents can exist on a number of hosts. Mo-
bile agents are discussed in more detail in section 2.2.1
Communication and Collaboration are essential requirements of systems
consisting of multiple agents. In systems where multiple agents are at-
tempting to work as a unit, agents are required to communicate and col-
laborate with each other. This prevents any competing actions from taking
place. This requirement is discussed in more detail in section 2.2.2.
Because of the extremely strong coupling between agents and their environ-
ment, it is important that an agent be designed for its environment [16]. Very
simple agents can express complex behaviour when they interact with sufficiently
rich environments for which they have been designed [17]. An environment can
be described in the following ways [16, 17]:
Accessible versus inaccessible refers to which aspects of the environment
are accessible to the agents’ sensors. If the agent is able to sense the
complete state of the environment, it is said to be accessible.
Predictability of the environment from the point of view of the agent. If
the next state of the environment is entirely determined by the current
state and the actions selected by the agents, the environment is said to
be deterministic. The environment could be stochastic in that actions
selected by the agents together with some random element determine the
next state. Chaotic environments are also possible which lack order and
predictability entirely.
Episodic versus non-episodic refers to how the environment changes over
time. Episodic environments are composed on a number of independent
temporally separated episodes which can be acted upon without any con-
cern for previous independent episodes. Non-episodic environments have
states which change based on all past states.
Static versus dynamic environments change at a different frequency. Dy-
namic environments can possible change state while the agent is deliber-
ating over what actions to take. This requires agents to constantly observe
the environment even while determining their next action. Static environ-
ments remain constant while agents determine their action.
Discrete versus continuous refers to the types of percepts and actions which
the environment provides and actions which the agent can perform on the
environment. If the number of percepts and actions is a limited number
and clearly defined, the environment is considered discrete.
Multi-agent environments are also possible where a number of agents exist
in the same environment at the same time. This is only a concern where











Given the above descriptions of various agent and environment character-
istics, a number of different types of agents exist. These are described in the
following section.
2.2.1 Types of agents
A number of different types of agents exist. These differ in the way that their
agent program determines a mapping between percept sequences and actions.
Agents can also differ depending if they remain static at a single host or traverse
between multiple hosts.
In the sections below we look at various types of agents. The distinction
between these various agent types is based on how they determine what actions
should be taken for given percept sequences.
Reflex agents are the simplest form of agent program [16]. These agents, also
known as Stimulus-Response (S-R) agents, have no internal state and react
to immediate stimuli from their environment [18]. These agent programs
utilize a condition-action production system to determine the action to
be taken. This works by determining a condition based on the percepts
provided, which can be preprocessed from raw data. The correct action
is then identified from the condition-action production system. Complex
S-R agents also allow for production systems to be called as an action
from another production system [18].
A major shortcoming of simple S-R agents is that decisions can be made
based only on current percepts. No knowledge of previous states is used.
In order to overcome this, agents must keep an internal state of the en-
vironment. Keeping an internal state of the environment is essential for
distinguishing between world states which generate the same percepts,
however require different actions to be performed [16]. For example an
image processing agent for detecting motion based on a video stream as
its environment. This agent would require knowledge of the previous state
of the environment in order to determine if any changes have taken place
in the current state.
In order for an internal world state to be maintained, two kinds of knowl-
edge are required: Information about how the environment changes inde-
pendently of the agents’ actions and how the agents’ action could effect
the environment. Both of these are heavily dependent on the predictabil-
ity of the environment. If the environment is sufficiently predictable and
not entirely accessible, the state of unseen parts could be determined [16].
This could be done by interpreting current and past percepts and know-
ing how the environment would have evolved with and without the agent
taking action.
Both of above mentioned reflex agents lack autonomy as all decisions are
based on their static condition-action rules. Hard coded condition-action
rules also make it difficult for application changes to be made. The agent
types discussed below aim to overcome these issues.
Goal-based agents utilize goals, which describe desirable environment states











the environment evolves, goal-based agents can determine which action
to take in order to achieve its desired environmental state. Determining
which action to take is a trivial problem when the environment state is a
single step away from the desired state. This is not the case when multiple
steps are required. Searching and planning are required to overcome this
challenge.
A major benefit of such agents is that their goals can be altered without
requiring major design changes, unlike reflex agents which require their
condition-action rules to be altered to alter their behaviour. Goal-based
agents also have a drawback in that the actions chosen are not always
the most optimal. These agents are concerned only with the first selected
action which moves them closer to achieving the goal.
Utility-based agents select actions to perform by utilizing a general measure,
which provides a better comparison between possible environment states.
A utility function is used by these agents to map the environment state
onto a value which describes the degree to which the state is closer to
satisfying the goal. This allows for rational decisions to be made when
a number of possible actions result in an environment state closer to the
desired goal state.
Another benefit of the utility function is that it allows for rational decisions
to be made for conflicting goals. For example safety and speed for an
automated vehicle. The utility function will make a trade off by assigning
different weightings to the goals. This will also take place for events with
a degree of uncertainty. The utility function will make a trade off between
the success of the event with the importance of the goal.
The agent types mentioned above have also been extended to form more com-
plex agent architectures. An example of this is a type of rational agent referred
to as a Belief-Desire-Intention (BDI) agent [19]. The name refers to the
information, motivations and deliberative states of the agent, which determine
its behaviour.
Beliefs refer to the environment state knowledge which the agent modelled
internally. Desires represent desirable states or situations which the agent would
like to accomplish, as well as the priorities of these states. Intentions refer to
the desires which the agent has selected based on the state of the environment
and what actions can be performed at that time. This selection decision is
based on the condition at that time, which can possibly change. To moderate
the frequency at which the intentions are decided on, a new decision is made
only when significant changes take place. This prevents unnecessary altering of
intentions due to minor changes, resulting in the intentions never being fulfilled.
Besides categorizing agents based on methods used by their agent programs
to map percepts to actions, agents can also be categorized based on their mo-
bility.
Mobile Agents are those agents which are able to independently move
between and execute on different connected hosts in a networked environment.












This form of processing is based on a remote programming paradigm where
application code is distributed to remote hosts and executed [17]. This is unlike
remote procedure calling where static application code housed on a network
host is remotely invoked.
The anatomy of a mobile agent typically consists of application code together
and persistent memory. Application code performs the required processing on
the data provided by the host. The results of this processing is stored in the
persistent memory.
Utilizing mobile agents in a network environment provides a number of ben-
efits over using static agents which request remote data. Mobile agents allow
for ongoing processing to take place without requiring constant communication.
For example an agent can be sent to the host containing the data, and return
only when processing is complete, rather than constantly requesting data from
the host. This also benefits the amount of network overhead required because
agents are often smaller in size than the total data to be processed.
Mobile agents do however face a challenge in that a hosting platform is re-
quired. The hosting platform must provide a number of requirements [20]. These
include providing the run-time environment in which the agents can operate.
The hosting environment must also provide a means of transporting agents to
other hosts and negotiating the exchange of agents with these hosts. Persistence
is another key requirement. This allows for hosts to freeze an executing agent
before it is sent to another host. On arrival at a host, the hosting platform must
thaw the agent to return it to its previous state where it can continue execution.
In the following section we discuss how multiple agents can be joined to
compose a multi-agent system.
2.2.2 Multi-agent Systems
A Multi-agent System (MAS) is a network of loosely coupled agents which
interact to solve problems too great to be solved by the individual agents within
the network [21]. By operating as a single large unit, the capabilities of each of
the many individual agents in the MAS are combined to form a powerful unit.
According to Sycara [21], a MAS can be characterized by:
• Each agent having incomplete information and capabilities for solving the
problem
• No global control over the system
• Decentralized data
• Asynchronous communications
Each of the agents in the MAS is functionally specific to specialize in solving
a particular problem aspect. This modular design provides a strong tool for
handling complexity and extendibility [21, 17]. The structure of a MAS is also
able to change and evolve based on the requirements. Specialized agents can
also group to create subsets within the MAS.
Besides solving problems which are too large for single agents to solve, MASs
provide a number of advantages for complex systems [21]. MASs allow for ex-
isting legacy agent systems to function together with new agents by forming a











interacting components or distributed collaborative problems can be effectively
handled using MASs [21, 17]. Solutions which require the use of spatially dis-
tributed information sources or expertise are also well suited to MASs. MASs
can also improve performance in terms of computational efficiency, reliability,
robustness, maintainability, responsiveness flexibility and reuse.
MASs produce their behaviour through interactions which take place be-
tween the simple agents and the interactions between the agents and their en-
vironments. According to [17] these interactions develop due to actions having
consequences which influence future behaviours of other actions. The global be-
haviour of the MAS is determined by the means in which the contained agents
interact by communicating, collaborating and cooperating.
The most powerful aspect of a MAS is that its global behaviour can be
greater than the sum of the individual capabilities and knowledge of each of the
agents. This phenomena is referred to as emergence, and is considered by some
as a core concept behind self-organization [22]. Emergence provides a great deal
of power at an expense. Details regarding these short comings are provided in
section 2.2.5.
Communication between agents requires that both agents have shared knowl-
edge regarding the syntax, semantics and the means of exchanging messages
[17]. These requirements can be easily achieved in homogeneous environments,
but extremely challenging when agents are heterogen ous. Direct communica-
tion between agents is usually performed through well defined agent languages.
Besides direct communication, messages between agents can also be communi-
cated indirectly through stigmergy. Stigmergy is a method inspired by nature,
by which communication takes place indirectly using the environment [23]. For
example, communicating with someone who is following you by leaving bread
crumbs for them to follow. This form of communication is particularly well
suited for agents due to their strong bond with the environment in which they
exist. A popular algorithm which utilizes the concept of stigmergy is Ant Colony
Optimization (ACO) [23]. These systems mimic the way in which ants commu-
nicate through pheromone trails which are left by agents while searching for
food. These trails act as messages left in the environment to let other ant know
where the food is. These systems also express strong emergence in the way
simple reactive ants are able to express complex behaviour such as determining
optimal paths between the food source and their nest. An explanation of how
ACO has been implemented and used for networking is presented in 2.2.3.
Blackboard Systems is another example of how stigmergy is used to facili-
tate communication between agents [24]. A blackboard system is based on the
metaphor of group of specialists seated around a large blackboard. A problem
which requires the specific skills of a number of specialists is presented on this
blackboard. Each of the specialists observe the blackboard, waiting to apply
their knowledge by recording their contribution on the blackboard. This turn
taking process of incrementally solving the problem continues until the problem
has been solved. In this metaphor, each of the specialists represent an agent and
the blackboard represents the environment. Blackboard systems were designed
as a means of dealing with ill-defined, complex applications [24].
Together with the communication between agents, the way in which agents
collaborate and cooperate greatly influence the behaviour of the MAS. Control-
ling this collaboration is particularly challenging given the distributed nature of











is also required to to be mutually beneficial and globally optimal for the MAS.
This act of agents grouping together to form communities which cooperate to
achieve the goals of the individuals and of the system without a centralized
controller is referred to as Distributed Artificial Intelligence (DAI) [25].
Stand alone agent architectures have been extended for DAI systems. An
example of such a system is Belief-Desire-Joint Intention (BDJI) [25] which is
an extension of the BDI agent discussed in 2.2.1.
Defining the intentions of individual agents in cases where global behaviour
emerges is possible, however in most cases this is insufficient for group behaviour
to be optimal. This is because joint actions are more than just the sum of the
individual parts and there is a fundamental difference between individuals and
groups. To overcome this, joint intentions are used which define the group
commitment to be performed by the group as a unit while in a shared mental
state. This shared mental state includes the common goal for the MAS, the want
to collaborate, a common means of reaching their objective, acknowledgement
that various other agents are related to the joint goal, a criteria for tracking the
rationality of their actions and behaviour rules which define their local behaviour
and behaviour to other agents.
Developing joint intention and shared mental state between the agents is a
complex problem which requires communication between agents as well nego-
tiation or persuasion. It must also be noted that a joint intention is the goal
pursued by a group of agents as a unit and not the same single goal held by
a number of agents in a MAS. For example a joint intention may require a
number of unique intentions by the agents in that MAS.
The organization of a MAS largely impacts its global behaviour. This defines
the structure of the MAS, patterns of information and control relations as well
as the distribution of problem solving capabilities among agents [17, 21]. A
number of possible approaches exist for organizing agents, a non-exhaustive list
of these approaches is discussed in more detail below.
Hierarchy organizations exists whereby superior agents have authority for
decision making and control over its subordinate agents. These subordinate
agents can be superiors of agents at a lower levels. Interaction exists by orders
being passed down to subordinates which can satisfy the requests or further
delegate the requirements.
Organizations have also been designed which mimic social communities.
These include community of experts, scientific community and Democracies.
Community of experts is a flat organization typically used in blackboard
systems. Each of the agents acts as a specialist in a particular part of the prob-
lem being solved. The agents then iteratively collaborate to solve the problem
by each solving a subset of the problem. A scientific community operates
by having agents construct full solutions locally which are then peer reviewed.
Other agents can test, challenge or refine the solutions proposed. Democracies
operate by having agents negotiate on solutions by voting.
Market based organizations operate by having agents which bid for tasks
and resources. Interaction with the agents takes place through a price variable
which values the service.
Evolution is based on the survival of the fittest agents in the group which
then reproduce to form agents with traits from both parents. Evolution is an











best suited for the system requirements and remove those agents which are not
performing. Besides individual agents within the MAS evolving, grouping of
agents within the system can also evolve to produce better global performance
overtime.
Subsumption is an agent organization and architecture by Brooks [26]
which consists of a number of vertical layers which provide increasing levels of
competence through more abstract goals. Each of the layers operates as an agent
which perceives the environment and produces actions based on its perceptions.
The higher levels of the system subsume the lower levels by suppressing their
outputs. This interaction allows for lower levels to provide a reflex system which
is active while attempting behaviours defined by higher layers. This provides a
robust, bottom-up based design. The complexity of the behaviours produced by
the system can also be increased by adding more complex layers which define
more abstract goals. An example of a system which utilizes subsumption is
detailed in section 2.2.3.
A number of example agent based systems which employ the before men-
tioned technologies are presented in the next section.
2.2.3 Examples of Agents based systems
In this subsection we examine a number of agent based systems. We start by
looking at examples of control systems in the area of robotics followed by an
example of an agent based WSN system. We discuss how agents are utilized
within these systems as well as possible strengths or shortcomings of systems.
The first Agent based system we discuss is one of Brooks [27] layered control
systems for mobile robots.
Tom and Jerry were two identical robots developed with the aim of demon-
strating how a simple subsumption program can operate on basic hardware and
produce complex behaviour.
The hardware for each Tom and Jerry consisted of a motorized toy car
together with a single programmable logic chip and 4 one-bit infra-red proximity
sensors. Three of the sensors were mounted to the front of the car, one facing
straight and the other two facing slightly outwards. The fourth sensor was
mounted to the rear of the toy car. Each of the sensors were tuned to trigger at
a specific distance, with the central forward facing sensor set to detect objects
much closer than the other sensors.
The subsumption program to control each of the robots consisted of 3 layers:
The lowest layer provided obstacle avoidance. This is performed by de-
termining the direction of the obstacles using the two further reaching front
sensors, and manoeuvring in the other direction. If an obstacle is detected by
the short range front sensor, a halt reflex is triggered.
The second layer provides behaviour for random wandering. This operates
by generating a random direction in which the robot is urged to move. This
direction is periodically regenerated at an interval of approximately 10 seconds.
When an obstacle avoidance reflex is triggered by the lower layer, the wandering












The highest layer creates following behaviour by detecting movement us-
ing input from the 3 front mounted sensors. When movement is detected the
wandering behaviour of the lower layer is suppressed. The robot is attracted to
move in the direction of the moving object. The lowest level reflexes prevent
the robot from colliding with any objects, including the object it is chasing.
These robots demonstrate that a simple multi-agent system can produce
seemingly intelligent behaviour. Complex interactions between the non-communicating
robots emerges even though the robots do not explicitly know about each other
or communicate directly. These robots also suggested that intelligent behaviour
can be expressed without requiring any internal world model of their environ-
ment [28].
As with the robotic control systems, intelligent software agents have been
utilized to overcome a number of challenges faced by current WSN systems.
These include efficient handling, aggregation and routing of sensor data within
a network. A number of example agent based WSN systems are detailed below.
Chen [29] proposed an architecture referred to as Mobile Agent based Wire-
less Sensor Network (MAWSN). The system aims to reduce network overhead
through the reduction and aggregation of sensor data, thus decreasing power
consumption. A reduction in the consumption of power intern extends the life-
time of the network.
The approach proposed involves MAs which are dispatched by the network
sink to target multiple source nodes within an area of interest. The MA then
traverses the source nodes collecting sensor data. This dispatching of MAs from
the source is based on the assumptions that the sink knows which source nodes
are of interest, the most optimal order in which to visit the source nodes and
the routing required by the MA to reach the nodes in the required order.
The reduction and aggregation of data by the MAs takes place on three
levels: In Node level by dynamically deploying application code on the MA.
This allows for application to be transmitted to the source where the data is,
rather than having to move the raw data to the sink to be processed. This
application code processes the data and reduces its size. Deploying application
code also allows for network application to change dynamically without requiring
a redeployment of the network.
The second level is Task Level which eliminates spatial redundancy through
data aggregation. This exploits the correlation between node position and sim-
ilarity of data, in which closely positioned nodes are likely to return similar
results. Because of this, data aggregation and fusion can be performed by the
MA which reduces the total size of data being returned to the sink.
The final level is the Combined Task Level, in which data from multiple tasks
is concatenated by the MA. This approaches groups the results from a number
of tasks into a single large MA, rather than utilizing a number of smaller MAs.
This reduces the network overhead at the expense of latency.
An evaluation of the system was performed by comparing simulation results
of MAWSN and Client/Server based Wireless Sensor Network (CSWSN). The
performance metrics used for the evaluation were energy consumption, average
end-to-end delay, the trade off between energy usage and delay and packet
delivery ratio. The number of targeted source nodes, reduction ration, size of











The evaluations suggest that for the same number of target source nodes,
MAWSN performs better than CSWSN in terms of energy consumption, packet
delivery ratio and trade off between energy usage and delay. The average end-
to-end delay of CSWSN was greater than MAWSN with less than 10 targeted
source nodes as well as when the processing code of the MA was greater than
1.5 KB. In general the findings suggest that the performance benefit of MAWSN
increases with the number of targeted source nodes.
However, the simulation parameters mentioned above were not based on real
world WSN applications and only a single parameter was altered at a time. Be-
cause of this, the results presented may not be a true reflection of the systems
performance in real world WSNs.
Agilla [30] is another example of a MA based system for WSNs. Agilla is a
mobile agent based middleware designed for adaptive applications in WSNs.
The middleware facilitates the user of mobile agents which are able to tra-
verse the network. The agents are able to migrate between nodes or clone them-
selves to create a duplicate instance on a neighbouring node. This migration
can be weak, in which only the application code migrates, or strong, in which
the application code as well as the current state of execution are migrating. A
number of MAs can exist on the same host.
Communication between agents is facilitated through tuple space and an
acquaintance list. Tuple space is a shared memory on each host which is ac-
cessible by local and remote agents. This allows for inter-agent communication
in the same way as a Blackboard System mentioned above. The acquaintance
list contains a list of all direct neighbours. Location based addressing is used
to uniquely identify hosts, which together with the acquaintance list allow for
complex multi-hop application to exist. An example of an Agilla application is
fire tracking [31]. The fire tracker agent operates by discovering and forming a
perimeter around the fire by simply checking which hosts border a fire, in which
case they are marked in the tuple space. The agent is then cloned to neighbour-
ing hosts to continue identifying and marking hosts bordering on the fire. This
work proves that complex behaviour can arise from simple agents working as a
unit.
Agent-based Directed Diffusion (abDD) is an approach proposed by Malik
[32] to extend the lifetime of a WSN. This system proposes the utilization of
mobile agents for Directed Diffusion.
The system aims to overcome the problem of over utilizing optimal low power
consummation paths, resulting in the paths being energy depleted too quickly.
Directed Diffusion is different from other systems in that it ensures that data
routing is spread over the network as uniformly as possible.
The approach proposed involves initial low rate data flooding and gradual
reinforcement of better paths. The scheme takes into consideration both the
routing cost and remaining energy of a possible next hop. The mobile agents
are then routed to a neighbouring node based on the ratio of remaining energy
over the routing cost. The proposed system consists of both Stationery and
Mobile Agents.
A stationery agent exists in every sensor node, which monitors all the ac-
tivities for the nodes and updates it knowledge accordingly. It also maintains











route cost to its neighbour. The interest cache stores data such as time the
interest arrive and the gradient. A rule-based system governs the interest cache
by determining how values are changed when events such as the arrival of an
MA or the setting of a gradient occurs.
Mobile agents are autonomous agents which are able to migrate through
the WSN with application specific code. They also have the ability to store
aggregated sensory data which is collected at each of the sensor nodes. The
abDD approach has three phases: Identifying the source nodes that satisfy the
interest and building cost tables, distributing application code to the source
nodes and Aggregating data among source nodes while returning it back to the
sink.
An evaluation of the system was performed by comparing abDD with di-
rected diffusion. The experiment results suggest that in terms of power con-
sumption, the directed diffusion performed better during the initial stage of
the experiment, but the proposed abDD performed better over time, with an
increasing improvement over time. However, the results did not discuss the pos-
sible negative affect on the latency of the system given the power consumption
trade off. The details regarding the nature of the sensor data and the applica-
tion code of the MA were also not discussed. These could heavily influence the
results of these experiments.
Another system aimed at prolonging the lifespan of WSNs through optimal
path routing of Mobile Agents is proposed by Shakshuki [33].
This system aims to target source nodes based on interest queries rather than
unique identifier or geographic location. The system must identify which source
nodes to be targeted and determine the optimal path for a MA to traverse
the network in order to collect and aggregate sensor data. This is achieved
through a novel process which includes the use of Dijkstra’s algorithm and
Genetic Algorithms. The first step taken is the assignment of a task to the
WSN sink by the application. Based on the application requirements, the sink
then broadcasts an interest query to potential source nodes within the network.
If a source node is able to satisfy the received interest query, it declares itself to
the sink. This is done by sending exploratory data of its neighbouring nodes,
which includes information regarding the link quality to neighbouring nodes.
The sink uses this exploratory information to determine a source-visiting
sequence. The exploratory data is first converted into a complete weighted
graph. This weighted graph contains all of the logical and physical links between
all nodes with the associated link costs. Dijkstra’s algorithm is then used to
determine the shortest path between each of the nodes based on the line weight.
As the shortest paths between all the pairs of nodes have to be calculated,
Floyd Warshall’s all pairs shortest path algorithm may be a better choice. This
graph is then treated as a Travelling Salesman Problem (TSP) and a Genetic
Algorithm (GA) is then used to approximate an optimal visiting sequence for
the MA. The fitness function of the GA takes into consideration the total link
cost for the suggested path.
Due to the dynamic nature of the WSN topology, the visiting sequence need
be recalculated at a regular interval. The quality of the results depends on this
interval. A trade-off exists where a smaller interval produces a better result
however requires greater processing.











from the sink is selected as the first to be visited by the MA. This is based on
the assumption that last node to be visited by the MA would be closest and this
would mean the shortest trip for the MA containing all of the aggregated data.
As the MA traverses each of the nodes in the source-visiting list, the sensor
data is processed locally and then aggregated. After reaching and processing
the final node in the list, the MA returns to the sink with the aggregated data.
Evaluations were performed to compare the proposed system to Directed
Diffusion. Simulations were run with varying size WSNs using a random rect-
angular sensing field. Comparisons were made on the energy consumptions,
latency and amounts of data being transported by through the network. When
comparing energy consumption, the new approach performs 100% better than
Directed Diffusion. In terms of latency, the new approach performs 100% better
for less than 50 nodes and 200% better with an 80 node network.
The new approach also has substantially less data reported to the sink. This
also lowers the energy requirements to transmit the data back to the sink.
A possible issue with this approach is the assumption that the sink has suf-
ficient resources for the required GA computation. The TSP is known to be
a NP-complete problem which requires a large amount of processing to solve.
Such a problem also become exponentially more difficult as the number of nodes
increases.
Besides WSNs, Agents have also been used in Mobile Ad-hoc networks.
Baras [5] proposes a novel approach for routing in these dynamic environments
through the use of swarm intelligence-inspired algorithms. The approach uti-
lizes ant-like agents together with the inherent broadcast capability of wireless
networks to discover and maintain paths in the network.
The aim of this work is to utilize ant-like agents which traverse the network to
populate routing tables for optimal paths. This approach mimics the behaviour
and stigmergic communication of real-world ants.
The algorithm operates by utilizing routing tables at each of the nodes which
represent the probability of a data packet reaching a given destination via a given
next hop. These routing tables are initialized using “Hello” packets which are
broadcast by the sensor nodes to neighbouring nodes. Discovery information
regarding neighbouring nodes is then used to populate the routing table entries
with a probability of 1/n for each of the n possible next hops for the given
destination.
Two types of MA are then used to reinforce the optimal paths in the network:
Forward Ants and Backward Ants.
Forward Ants contain the addresses of the source and destination nodes,
a sequence number, hop count and a stack. The stack contains the address of
nodes which the forward ants have visited as well as the time of the visit. When
a nodes routing table does not have an entry of a path to a required destination
to which data must be sent, a forward ant is created. The node pushes its own
address onto the forward ants stack together with the time it was created. This
happens periodically until a route is identified.
When a node receives a forward ant, if the destination is not that of the
receiving agent, it pushes its address and time onto the stack and the hop count
is decreased by 1. Each of the forward ants in the network are identified by
its source address and sequence number. If a node receives a forward ant with











the same source, the ant is dropped. This eliminates any duplicate forward ants
which have taken less optimal routes. Looping agents which visit the same node
twice are also dropped.
When the forward ant arrives at its indented destination, the node extracts
all the data is and the ant is deleted. This information is then used to create
a Backward Ant. Backward ants use the information gathered by the forward
ants to retrace the path in reverse and update the routing tables of the visited
nodes.
A Backward Ant contains addresses of the destination and source nodes,
which were the source and destination address of the forward agents respectively.
It also contains the hop count and stack of the forward ant.
The backward ant travels in a unicast fashion back to the source. The ant
is forwarded to each of the nodes on the stack, where a single address is popped
off the stack. The backward ant then uses the address and timing information
to update the routing table on the node. If routing table entries exist for the
given destination, they are updated to increase the goodness of the route used
by the ants.
Given these routing tables, data can then routed based on the highest hop
probability next hop or routed probabilistically based on the next hop proba-
bilities to prevent over utilization of the paths.
An assumption made by this system is that nodes can be uniquely addressed.
Based on previous Agent based systems, a number of benefits as well as
shortcomings of such systems were identified. These are outlined in the sections
below.
2.2.4 Benefits of Software agents
Intelligent Software agents can provide a number benefits over traditional mod-
ular or monolithic systems. Details of these benefits are provided below:
Emergence is the most powerful feature provided by software agents. This
refers to the way in which the global behaviour of an agent based system
can be greater than the sum of the individual capabilities and knowledge
of each of the agents. This is unlike most other software system where the
system where the performance of the entire system can be viewed as the
sum of the parts.
This complex behaviour results from the interactions between potentially
simple agents as well as their interactions with their environment. Such in-
teractions can often result in intelligent behaviour as well as self-organisation.
Emergence does come at the expense of negatively impacting the effort
required to design an agent based system. This is discussed in following
section.
Scalability refers to the ability of a system to expand or contract with changing
system requirements. Agent based systems allow for modifications to be
made to the system through the addition or removal of agents to and from
the system. New agents can be included to improve the performance of
the system or old agents can be replaced with new and improved agents.
The loose coupling between agents allows for changes to be made to single











scalability and no need for system components to be redeveloped due to
system scaling, as can be the case with traditional tightly coupled modular
systems.
Modularity of a large problem into a number of smaller problems is a common
mechanism for dealing with complexity. Agent based systems allows for
each part of the large problem to be treated individually, as a number of
simpler problems. Software agents can be developed to each handle these
smaller problems, distributing the larger complex problem between each
other.
Besides distributing the problem between a number of agents within a
single host, groups of agents can be distributed across multiple communi-
cating hosts.
This modular approach is well suited to problems where a number of agents
can work in parallel to solve a larger problem, such as network routing
across a number of hosts.
These benefits suggest that software agents are suited for WSN frameworks
and application.
2.2.5 Shortcomings of Software Agents
As well as the benefits of utilizing software agents provide, a number of short-
comings or challenges exist. Details of these are provided below:
System Design is the largest challenge when creating an Agent based system.
This refers to the decomposition and allocation of work between agents
for the problem being solved. The design of the system will determine
what actions various agents will perform as well as how they will interact.
Two alternative design methodologies exist for creating agent based sys-
tems: top-down and bottom-up [34].
With a top-down design process, the global behaviour of the system is
specified assuming that each component has global knowledge of the entire
system. The solution is then decentralized with the addition communica-
tion constraints to replace perfect global knowledge. Top-down design is
based on the hypothesis that the system can be decomposed into observa-
tion, state estimation and control in the following way. Information agents
gather and distribute environmental information. This environmental in-
formation is then collected by modelling agents which produce an internal
world model of the observed environment. Planning agents then use this
internal world model together with possible action and control models and
the current goals and intentions of the system to select which action to
take.
In the bottom-up design process, the design starts by determining the re-
quirements and capabilities of individual components. The global system
behaviour emerges from the interaction among agents and between their
environment. The individual agents are simple and do not rely on abstract











Both methodologies allow for simulation based analysis to determine global
behaviour. In a top-down approach it is possible to determine set bounds
on the systems behaviour. However, this is not possible for bottom-up
design. Due to emergent behaviour, only the average system behaviour
of bottom-up design can be determined. Because of this unpredictability,
attempts must be made to better understand and control the interaction
between these simple agents in order to better utilize their complex be-
haviour.
This is essential for developing system where simple agents need be added
or removed from the overall system. Emergent behaviour is greater than
the sum of the parts, making it difficult to predict the true results of re-
moving or adding a single agent to an existing multi-agent system. This is
also true for the removal of unwanted global behaviour. The link between
the global behaviour and simple agents must be understood before the
behaviour can be removed.
In this work we are concerned with the latter of the two design method-
ologies.
Agent Mobility is another challenge faced by mobile agent systems. In order
for agents to traverse the network environment, a number of requirements
must be met by the hosting nodes. Firstly an hosting node is required to
provide the execution environment for a mobile agent when it is processing
data on the given host. After execution, the agent must halt execution
or store its state in a persistent way such that it can migrate to a new
host. The agent host must then transmit the halted mobile agent to the
new host. During this transmission, the integrity of the mobile agents
execution code and data must be maintained as there is a great chance
that the agent will be unable to execute correctly if the code has been cor-
rupted. Hosting nodes must also have the ability to receive mobile agents
from other hosts. These newly received agents must then be unhalted and
return to their state prior to migrating. Recent advances in network tech-
nologies have also introduced the need for security thus the encryption of
mobile agents before traversing the network. In such a case the hosting
nodes must have the ability to encrypt and decrypt the MA before and
after migration.
In the next chapter we present the aim of this research. A number of research















In this chapter we present the aim of our research. A number of objectives
based on this aim are then presented and motivated. This chapter also aims to
justify the importance of the research aim as well as present any assumptions
or constraints on which this work is based.
Wireless Sensor Networks is a growing area of interest with an increasing
number of applications in many different fields. Current WSN applications
face a number of challenges, some of which are presented in section 2.1.3. The
greatest of these challenges is that most WSN applications are developed either
as single monolithic blocks or as a few tightly coupled modules. This lack of
structure results in greater difficulty when designing, developing and testing the
system. Monolithic systems also provide a poor means for handling complexity.
A lack of reconfigurability and intelligence are also major issues faced by current
WSN applications.
Due to this, the aim of this research is to design and develop a WSN frame-
work to provide structure for communication efficiency and facilitate intelligence
in WSN systems and their applications. From this aim, the following research
objectives were identified:
3.1 Application Neutrality
A large number of possible WSN applications exist in a number of unique areas.
These applications vary in how the environmental data is sensed, processed and
communicated to other nodes in the network. Due to this diversity, it is not
possible for a single WSN application to be developed which satisfies all possible
application requirements. However, it is possible to create a framework which is
compatible with all application types. Such a framework needs to contain those
aspects which are common to all WSN applications as well as allow for the
inclusion of application specific components for various applications. Providing
a non-application specific framework presents a number of positives. These
include wider use of the framework for more applications, potentially providing
a WSN application standard. Application neutrality also allows for the WSNs’











Because of this, the framework need be compatible with a number of WSN
application types.
3.2 Reconfigurability
A number of situations exist in which reconfiguration or alteration of a WSN
application is required or would be beneficial. Unforeseen application require-
ments at the time of deployment together with the dynamic nature of sensor
environment can lead to a change in applications requirements. Reconfigura-
tion could also be utilized to replace old or poor performing WSN application
methods and feature with newly developed and improved methods.
In most of the current WSNs, the ability to reconfigure applications is ex-
tremely limited or in some cases not possible. In many cases, only simple remote
reconfigurations can be performed to alter simple system parameters. Larger
application changes often require manual redeployment of the entire application
and cannot be performed remotely.
Given this, an objective of our framework is that remote reconfiguration of
WSN applications must be possible without redeployment of the entire appli-
cation. It should also be possible for additional modules or components to be
remotely added. This goal is tightly coupled with application neutrality as re-
configuration should be possible across application types which using the same
framework.
3.3 Facilitating Intelligence
Intelligence in terms of WSN applications refers to the manner in which sensor
data is gathered, processed, communicated and presented by the WSN applica-
tion. In order for an application to be considered intelligent, it need learn from
its experiences and improve its performance overtime.
The intelligent gathering of sensor data involves identifying and utilizing the
most optimal method of collecting data based on the required frequency and
accuracy of the application. The data should then be processed as efficiently
as possible based on the type of sensor data and the available resources. Com-
munication of data within the network also considers the data and available
resources together with the systems communication requirements. Presenting
data in an intelligent way provides the user with only data which is relevant to
their task as well as providing this data when it is needed.
A key attribute of an intelligent system is the ability to learn. This allows
for the system to gain experience based on previous actions and the resulting
reactions. The performance of an intelligent system therefore improves overtime.
Because of this, the inclusion of intelligence within WSN applications can result
in improved performance as well as better utilization of available resources. An
intelligent WSN should therefore display intelligence by improving the quality of
sensory data provided, either through removing unnecessary data or including
more relevant data, improving the processing time or improving the performance












The final critical requirement of the framework is that of efficiency. Frameworks
typically result in additional system overhead at the expense of additional struc-
ture. Latency can also be increased due to the additional framework compo-
nents. In smaller applications, this trade off is too great. However in larger
applications which require structure and reconfiguration, a framework may be
greatly beneficial.
Efficiency and overhead is considered a critical requirement due to the ex-
tremely limited resources available on WSN devices.
Because of this, research must be done to identify the expected efficiency of
the WSN framework and various applications. This allows for identifying those
application types which are better suited for using within the framework, rather
than being stand-alone applications. This should also provide details regarding
the scalability of the system.
In the following chapter we present our proposed approach to satisfying the














In this chapter we present the approach used to satisfy our research aim. We
will start by identifying the technologies used to develop our proposed solution.
Details of how these technologies were utilized and how they operate within
the solution are then presented. We conclude this chapter by detailing the
interaction between the various components in the proposed system.
In order to satisfy the research aims presented in chapter 3, we propose a
novel WSN framework which utilized layered architecture together with intelli-
gent agents. This is an extension of our early research [35]
A layered architecture will be utilized to provide the control system structure
for each of the WSN nodes. Intelligent agent will be housed within these layers
to provide intelligence. Each of these technologies are discussed in more detail
below.
4.1 Layered Architecture
A layered system is based on the layered architectural pattern. This pattern is
used in a context where a large system requires decomposition. Decomposition
is considered better practice than implementing a protocol as a single monolithic
block [36].
The layered Architectural pattern operates by decomposing a large system
into a number of loosely coupled components across multiple levels of abstrac-
tion. This allows for conceptually different issues to be handled independently
in different layers.
These components are then arranged vertically in layers such that layer n
provides services to layer n + 1 and delegates tasks to layer n − 1. Often a
request from layer n can result in a number of requests in layer n − 1. This is
due to higher layers being more abstracted and utilizing a number of primitive
services in the layers below [36]. In general the highest layer in the stack is the
most abstracted, providing overall function of the system.
The processing of data within such a system is performed by passing the
data between the layers in a top-down or bottom-up direction. Each layer acts











typical flow consists of requests being passed from a high level down to a lower
level. The higher level requests a service from the level below, which in turn
can request services from the level below it. Communication in the opposite
direction takes place using events or notifications which are sent to the layers
above. The layers are only aware of directly neighbouring layers. A black-box
approach is also taken when specifying interfaces between layers. This ensures
that no reliance exists between the layers and they are loosely coupled [36].
The layered architecture pattern has been used in a number of real world
applications. This includes multi-tier Client-Server applications. These systems
are decomposed to separate the presentation of data from the retrieval and
processing. A two-tier Client-Server consists of a data source and presentation,
where as the three-tier contains a data source, domain logic and presentation
layer. The domain logic tier processes the data prior to presenting it to the user.
Depending on the complexity of the data, this approach may be extended to
include a number of logic layers. Another popular example of a more complex
multi-layered system is the TCP/IP protocol, which consists of 5 layers to handle
network data from hardware to presentation [37].
The decomposition of a large system into a number of smaller subsystems
provides a number of benefits [36, 38]. A major benefit is the reduction of
complexity by allowing for various layers to be independently developed and
tested, given clearly defined interfaces. This also allows for dependencies to be
kept local. Standardization of layers interfaces can also facilitate the reuse of
layers in different systems. The largest benefit is that loosely coupled layers
allow for modification to be made to the system at a later stage [39]. This
later modification of the stack allows for improved technologies and layers to
replace deprecated layers within the stack. New layers can also be added later
to accommodate for new system requirements.
However, layered architectures express a number of negative aspects. The
initial design and decomposition of the large system into a number of decoupled
layers is often more complex than designing a large monolithic system. Deter-
mining the level of granularity for each layer also presents a great challenge [36].
The greatest of the issues is that of the resource overhead required for a layered
system. The performance of such a system can be negatively impacted due to
the multiple layers being loosely coupled and having to communicate with each
other [38].
Layered architecture overcomes the issues of reconfiguration and structure
for the system, however the facilitation of intelligence is still required. This is
incorporated through the utilization of multi-agent systems within the layers, to
perform processing on the sensor data. The multi-agent approach taken is that
of a Blackboard System (Section 2.2.2) within each of the layers of the stack.
Details of the interactions between stack layers and their contained blackboard
systems will be presented in detail in section 4.4.3.
By utilizing a layered architecture, structure is incorporated is added to our
proposed system. Issues of reconfiguration are addressed by the modular and
loosely coupled nature of the layers. Application Neutrality is also provided as
the layered framework acts as only a container for the application logic of the
system. No application processing is directly performed by the architecture. In
order for processing to take place, application logic must be housed within each












In order to provide for a layered system to provide intelligent behaviour, intelli-
gent processing needs to take place within each of the layers of the system. To
achieve this, Agent based systems were identified as a possible solution. Details
of such systems are provided in section 2.2.
Blackboard systems were identified as a feasible solution to providing intelli-
gent processing. Blackboard systems will exist within each of the system layers
and process data arriving at that layer.
The motivations for selecting intelligent agents and blackboard systems in
particular is that they are well suited for ill defined problems such as those
faced by dynamic WSN applications. Blackboard systems also allow for easy
reconfiguration by removing or adding new blackboard agents.
4.3 Design process
The design process followed for the proposed system was to identify the systems
requirements based on a typical WSN application. This was done to identify
what functionality the framework would have to accommodate. The typical
WSN used was a general application able to execute mobile application agents.
These MAs contain the application specific logic which is executed by the WSN
nodes.
A modularized layered version of the applic tion was then designed. This
layered version of the application was created though a number of design it-
erations. The design iterations alternated between a bottom-up and top-down
design processes. This was performed as a means of satisfying the systems
requirements while still allowing the emergence of complex behaviours. The
bottom-up design process focused on constructing the design from a number
of incrementally complex layers, starting with a base hardware layer. This ap-
proach facilitated the possibility of emergent behaviour. The top-down design
iterations decomposed the system, with the final aim in mind, into a number of
modular layers. The highest layer was designed followed by the design of lower
layers which provide incrementally more primitive services to the layers above.
The processing performed by each layers would be further decomposed to
form a multi-agent system, through a similar design process.
Initial designs were based on existing layered systems for networking. For ex-
ample the TCP/IP stack. The resulting layered WSNs application is presented
in detail in the next section.
4.3.1 Typical Wireless Sensor Network Application
The application designed to be representative of a typical WSNs application
consisted of 5 layers: Logical Link Layer, Network Layer, Transport Layer,
Wrapper Layer and Execution Layer. Each of the layers host and execute various
agents. Figure 4.1 depicts the layered system. The middle column of the figure
depicts the proposed layered structure and agents. The left column depicts the
inter-layer communication units, and the internal state and functions of each











Figure 4.1: A Layered Wireless Sensor Network application
It must be noted that the number of layers can vary between the nodes of
the same WSNs depending on the capability or requirements for each individual
node. An example of this would be the exclusion of Wrapper and Execution
layers from those nodes which mobile agents will not be executing on.
Each of the 5 stack layers mentioned above are discussed in detail below.
The included figures represent the expected input, the agents within and the
output for each of the layers.
Execution Layer
The function of the execution layer is to execute the mobile application agent as
illustrated in figure 4.2. This layer accepts a mobile application agent as input
which is then housed by the execution agent. The execution agent provides the
run-time environment for the mobile application agent. It also ensures that the
mobile application agent is provided with the required sensor and node specific
data.
After the mobile application agent has completed its execution, the execution
agent shuts it down. The output from this layer is a mobile application agent
with aggregated data. Because this is the highest level of the system, no services
are provided to higher layers.
This layer interfaces with the Wrapper Layer directly below it. The wrapper











Figure 4.2: Execution Layer
Wrapper Layer
The function of this layer is to unwrap the incoming mobile agent packets. These
packets are referred to as mobile agent packets or wrapped mobile agents.
The mobile agent packets which are transmitted through out the network
are wrapped and require unwrapping before execution can take place. The
wrapping could consist of compression and/or encryption. Figure 4.3 depicts
this process.
In order to unwrap the mobile agent packet, a wrapper agent must determine
how it is wrapped. After this the wrapper agents send the packet to various
other agents in this layer for unwrapping. These other agents could consist of
decompression as well as decryption.
Interaction between this layer and the layer above takes place by providing
the above layer with a mobile application agent.
The input the layer receives from lower levels consists of mobile agent pack-
ets. At this stage, the packet has been routed to the correct node in the network.
This layer can consist of possible sub-systems, namely decompression and en-
cryption agents.
Figure 4.3: Wrapper layer
Transport Layer
The function of the Transport Layer is to ensure that the mobile application
agents are executed on the correct network nodes. The layer inputs a mobile
agent packet, which has an associate interest query. This interest query is
examined by the interest query agent which determines if the hosting network











is not process. If the interest query can be satisfied, the mobile agent packet is
en-queued to be processed by the layer above. Figure 4.4 illustrates the abstract
of this process.
The output provided by this layer is a queue of all agent packets which are
required to be executed on the host node.
Figure 4.4: Transport Layer
Network Layer
The aim of the network layer is to produce optimal routing path information for
the network topology. The network layer accepts information from its surround-
ing nodes and determines the optimal paths between various nodes. A router
agent inputs the neighbourhood information, such as the distance estimates and
quality of service of the links, location information and neighbouring node id’s.
This information is processed by the router agent, together with a multi-agent
based reinforcement learning system, to determine the optimal network paths.
This multi-agent subsystem works constantly to update and improve the routing
information for the network. The input received from the lower levels consists of
neighbourhood information, such as neighbouring node id’s, distance estimates,
link quality of service, and possibly location data if anchor nodes or GPS data
is available. The output provided by this layer consists of routing tables con-
taining optimal paths for the network. The interaction of these components is
presented in figure 4.5.











Logical Link Control Layer
The Logical Link Control Layer is the lowest level of the system. It acts as an
interface between the Network Layer and hardware Application Programming
Interface (API).
The function of this layer is to provide information on the immediate sur-
roundings and local topology of a network node. This information includes the
id’s of the surrounding nodes, distance estimates, link quality, quality of service
and possibly positional information.
Due to this being the lowest level of the system, no information is provided
as input from other layers. The information is provided by radio emission,
residential energy levels and query packets passed to a neighbourhood discovery
agent. This agent then determines a possible local topology as well as location
estimates. This is shown in figure 4.6.
Figure 4.6: Logical Link Control Layer
Based on the layers of this typical WSNs application, the components and
functional requirements of the framework were identified. These are discussed
in detail in the next section.
4.4 Generalized System
In order to develop a WSNs application framework which satisfies the aims men-
tioned in section 3, two types of system components are required. Architectural
components, which house the application components and Agent components,
which facilitate intelligence within the system.
The relationship between these components is illustrated in figure 4.7.
Each of the system components is described below followed by the relation-











Figure 4.7: System Components
4.4.1 Architectural Components
These components act as the foundation for the layered architecture in which
the WSNs application components are housed. Structure and modularity is
provided through these components and no application related processing is
performed. These components consist of a protocol stack which contains a
number of linked protocol layers, as seen on the left side of figure 4.7. Each of
these components are detailed below.
Protocol Stack
The protocol stack is the largest component of the framework. It acts as con-
tainer in which all other system components are housed and controlled. A
single instance of the stack resides within each of the hosting sensors nodes of
the WSN. However, the contents of the stack may vary between different nodes
within the same network as these contents depend on the requirements of that
node. Nodes which just act as communication channels will have small stacks
than nodes which process sensor data.
The purpose of the protocol stack is to provide protocol layers with a con-
tainer in which they can operate and communicate. In order to achieve this, the
stack handles the dynamic addition and removal of protocol layers. The linking
between layers to facilitate communication is also handled by the stack. As the
stack acts only as a container, no application processing is performed.
Protocol Layer
The Protocol layers are the building block of the layered architecture. A number
of protocol layer instances exist within a single protocol stack. This number can
vary between stacks in the same network. Each layer, as with the protocol stack,
act as a container for other components and does not perform any application
processing.
The purposed of the protocol layers is to provide a logical container for
processing components. These layers in turn work together to perform the
required processing. Each of the layers within the stack contains processing
components to perform tasks at different level of abstraction, depending on the




















Figure 4.8: Agent component interaction
protocol stack contains components to perform the overall system goal, which
is the most abstract task. The layers below provide the required services to
the layers above. This decomposition created by the layers allows for logical
grouping of components.
4.4.2 Agent Components
These components provide the processing mechanisms for the WSN application.
They are housed within each of the Protocol layers of the framework. Unlike
the before mentioned architectural components, Agent Components operate on
or process the sensor data. These Agent components are based on a Blackboard
system as mentioned in Section 2.2.2. For each framework instance, a single
blackboard system exists within each of the protocol layers.
The Blackboard System is composed of three components: A Blackboard,
Blackboard Agents and a Blackboard controller. This is relationship of these
components is depicted in figure 4.8 and explained in detail in section 4.4.3.
Each of the components is detailed below:
Blackboard
The blackboard can be viewed as the agent environment which exists within
each of the blackboard systems. This environment is observed by and provides
a work area for the various blackboard agents.
New unprocessed data which requires processing as well as partially pro-
cessed data which requires further processing are both contained within the











of agents. The blackboard is not application or data specific, allowing various
types of data to be contained for various different application requirements.
The role of the blackboard within the system is that of a shared data struc-
ture which provides a number of blackboard agents with access to unprocessed
data. Data within the blackboard can be accessed, modified and removed. Other
information regarding the contents of the blackboard, such as how many data
entries exist and if the contents of the blackboard have recently been modified,
is also provided.
The processing of data within the blackboard is performed by a number of
Blackboard Agent. Details of this are provide in the section below.
Blackboard Agent
The Blackboard Agent is a specialized form of agent which acts similarly to a S-
R agent. It observes the Blackboard for a stimulus. If this stimulus is perceived,
the data is processed by the Blackboard Agent.
A number of Blackboard Agents can exist within a single Blackboard System,
creating a MAS. All the Blackboard Agents within the MAS share a common
Blackboard.
Each of the Blackboard Agents within the system provide an application
specific function. Processing of the Blackboard data begins by each of the agents
inspecting the data elements within the Blackboard. If the Blackboard Agent
identifies the data element as being of interest, the data element is processed by
the agent. This interest is based on its specific application function of the agent.
If the data element is not identified as being of interest, it is left unprocessed.
This method of agent based data processing was designed as a means of dealing
with ill-defined and complex situations [24].
In terms of their logic, each of the Blackboard Agents has only two core
methods. The first is an execution condition method, which defines the stimu-
lus to trigger the agents response. The second is an execution operation method,
which defines the agents response to the data. This is utilized to perform the
processing on data which has satisfied the execution condition. This simple de-
sign and logic makes for the simple and efficient implementation of such agents.
In order to prevent strong coupling between the various Blackboard Agents,
no direct lines of communication exist between the various Blackboard Agents.
All inter-agent communication is performed through stigmergy, using their shared
environment.
To allow for control of the interactions between the Blackboard Agents and
Blackboard, a controller is required. This controller, referred to as a Blackboard
Controller, is disused in detail in the following section.
Blackboard Controller
The Blackboard Controller is an agent which controls the interactions between
the Blackboard Agents and the Blackboard. This is the most complex of the
agent based components.
Like the Blackboard, only a single Blackboard Controller exists within each
Blackboard System. However, it can not be modified and is not application











The responsibility of the Blackboard Controller is the management and con-
trol of Blackboard Agents within the Blackboard system. This involves handling
new incoming data which is added to the Blackboard, controlling the processing
of the data and removing processed elements from the blackboard.
New incoming data is added directly to the Blackboard by the component
which contains the Blackboard System. The Blackboard controller is then no-
tified that the contents of the Blackboard have been modified. This change
notification triggers the Blackboard to start processing the Blackboards con-
tents.
Processing of the data is performed by the Controller dispatching the Black-
board Agents to inspect and possibly operate on the Blackboard data. The
controller iterates through each of the Blackboard elements and each of the
Blackboard agents. The index of each Blackboard Element is passed to each of
the Blackboard Agents, one at a time. This ensures that each element is in-
vestigated and potentially operated on by each each of the Blackboard Agents.
The controller is passed the result of this method. If the execution condition
is true, the Blackboard Controller instructs the agent to operate on the given
Blackboard element. This execution process can also result in the Blackboard
element being flagged as ready for delete or processing complete. This flagging
allows the Blackboard Controller to prevent unnecessary or conflicting process-
ing to be performed by the Blackboard Agents. Blackboard elements which
could not be processed by any of the agents are marked as processing complete
as none of the Agents have the ability to operate on them.
After all of the Blackboard Elements have been checked and possibly pro-
cessed by all of the Blackboard Agents, those elements which were flagged as
being ready for delete are removed.
Those elements which have been flagged as having processing completed are
also removed from the Blackboard. These elements could be passed to another
Blackboard System for processing.
The final action performed by the Controller is to check if the contents of the
Blackboard has changed during or as a result of the processing. If the contents
have changed since the beginning of the processing, the process is started again.
This ensures that all the data is processed as much as possible by the Blackboard
agents.
As described above, architecture components provide system structure and
agent components provide the processing and application logic. This allows for
multiple Blackboard Systems, of different levels of abstraction, to exist within
multiple Protocol Layers.
In the following section we explain the interaction between the Protocol
Stack and its contained Blackboard Systems.
4.4.3 Component Interaction
The interaction between architectural and agent components consists of data
entering the stack, where it is then passed between a number of Protocol Lay-
ers containing Blackboard Systems. These Blackboard Systems perform the
required processing on the incoming data. Details regarding data entering the












Data provided to the Protocol Stack consists of raw sensor data gather lo-
cally or Blackboard data from other sensor nodes. This data is gathered by a
Hardware layer. The data is then passed to the lowest Stack Layer where it is
processed by the contained agents. After the processing is complete, the data
is passed by the Blackboard Controller to the next layer in the stack.
This process of the layer accepting data, the contained Blackboard System
processing the data and the data being passed to the next layer, is performed
a number of times within the stack. Data typically percolates up the stack to
the highest stack layer, being processed by each of the layers within the stack.
At this point the direction of the data is changed to allow for the data to head
back down through the layers again. A flag variable indicates the direction
in which the packet is moving within the stack. This direction determines
where a Blackboard Controller will send the Blackboard element as well as
what processing is performed within the blackboard. In some cases the data is
not required to reach the top of the stack, in which case it can be turned around
or deleted by the Blackboard.
As we are proposing a distributed system, communication of data between
nodes is required. In order to facilitate this, communication between various
protocol stacks on various nodes must be possible. This is made possible by
including a node address or interest definition to describe the node on which
the Blackboard element is required reside. This address or interest description
are defined and modified by the Blackboard Systems. An example of this is
a routing table Blackboard Agent. Transmission of elements is performed by
passing data down the stack to the hardware layer.
A key requirement of the proposed framework is reconfiguration. Recon-
figuration can be performed on an architectural level by modifying the stack
layers or on an agent level by modifying the blackboard agents. As agents are
contained within the layers, modification of the stack layer impacts the agents
which it contains. Reconfiguration is controlled using a Base Station node.
This is a specialized form of node which allows for direct interfacing with other
devices, such as desktop computers.
Additional Blackboard agents can be added to protocol layers on remote
nodes by sending admin flagged Protocol Packets from the Base Station node
which contain the agents code. This is done by creating a specialized protocol
packet. The payload of this packet is set to contain the application code of
the blackboard agent. This packet is then flagged as an admin packet and the
addresses of the remote well as the layer address are set. Processing of the packet
is performed by adding the protocol packet to the top of the base station’s stack,
where it is passed down the stack and processed. The packet is then sent via
the base stations hardware layer to the required remote sensor node. When
the packet arrives at the required node, it is handled in the same way as other
protocol packets, by percolating up the layers of the stack. At the top of the
stack the packet is handled by an admin Blackboard agent. This blackboard
agent identifies such packets based on their admin flag. After new packets have
been identified as admin packets, the admin Blackboard Agent creates a new
Blackboard agent from the contained application code and adds the new agent
to the required layer.
As the addition and removal of Protocol Layers does not require any new
application logic to be included to the Protocol Stack, they do not require admin











are sent to the remote sensor nodes. The MAs contain application code which
is executed by Execution Blackboard agents in the highest layer of the remote
stacks. The execution of the code on the remote stack allows new layers to be
created as well as existing layers and Blackboard agents to be removed from the
stack. These MAs are also used for the remote execution of application code on
remote nodes.













In this chapter we detail the implementation of the proposed system. The
platform on which the system is implemented is discussed and details provide.
The Implementation details of the various components is then presented. These
include the framework components which were implemented. The final section
of this chapter provides details of the implementation of the application specific
components.
5.1 Platform
The hardware platform selected for this work is the Sun Small Programmable
Object Technology, referred to a Sun SPOT [40]. Sun SPOTs are a WSN plat-
form which follows the 802.15.4 standard. An image of a Sun SPOT node can
be seen in figure 5.1. These nodes contain a 180 MHz 32 bit processor together
with 512K RAM and 4 megaby e flash storage. Communication between nodes
is achieved through a 2.4 GHz IEEE 802.15.4 radio. These nodes contain a
wide range of sensors including a three-axis accelerometer, temperature sensor,
light sensor and 2 momentary switches. A number of hardware inputs allow for
additional sensors to be added to the node. 8 tricolour LEDs positioned on the
front of the node can also be actuated. The nodes are powered by an on board
rechargeable battery [41].
The nodes do not have any operating system and use Java 2 Platform, Micro
Edition (J2ME) running on a Squawk Java Virtual Machine (JVM). The Sun
SPOT code and the Squawk JVM on which it runs are open source.
The reason this platform was chosen is the platform, being Java based, is well
suite for development which is more rapid and for proof-of-concept purposes.
The hardware was also readily available at the time that this research was
conducted. Deployment of code to the Sun SPOTs was performed using Over
The Air (OTA) deployment. Details of the deployment steps are provided in
appendix A.










wnFigure 5.1: A Java Sun SPOT sensor node
5.2 Implementation details
In this section we detail how the Java Sun SPOT platform was used to imple-
ment a proof-of-concept prototype of the system proposed in chapter 4. This
system was implemented to allow for empirical evaluations and experimentation
to be performed in order to evaluate its scalability and performance. The stack
components are detailed first, followed by details regarding the software agents.
5.2.1 Stack Components
A class diagram illustrating the functions performed by each of the stack stack
components is show in figure 5.2.
The largest component of the stack based system is the protocol stack itself.
The protocol stack contain all the other stack components, besides the hard-
ware layer. The Protocol stack is implemented to contain a dynamic list of all
contained protocol layers. Methods exist within the protocol stack to allow for
layers to be added to or removed from this list of layers. Each layer is identified
using its position with the list of layers as a key. This position can change if new
layers are added or old layer removed. Retrieval of information regarding the
various layers within the stack are provided by the protocol stack. Addition of
blackboard agents to layers within the stack, as well as the addition of protocol
packets to be processed by the stack is achieved using the protocol stack. The
final methods provided by the protocol stack are those to pair the protocol stack
with the hardware layer, in order to provide access to the underlying hardware,
sensors and actuators.
Protocol Layers are linked together to form the internals of the protocol
stack. To achieve this, each protocol layer contains a handle to the layer above
and below itself. If other protocol layers do not exist, the handle refers back
to itself. Methods are provided to link protocol layers to those layer above and
below, these methods are called by the protocol stack when new layers are added.
The handles are also rearranged in the event of a layer removal. Each layer has
access to its parent protocol stack in order to provide its contained blackboard











Figure 5.2: Stack Components class diagram
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or manipulate the protocol stack. Besides forming a chain of protocol layers,
the layers each act as the container for a blackboard systems. Details of these
components are provided in the subsection below.
The unit of data which is passed between protocol stacks and the protocol
layers within protocol stacks is the protocol packet. The packets contain network
information such as the destination, next hop and port to use for the next hop,
all of which have mutator methods. Layer communication information is also
contained for traversing within a single protocol stack. This consists of a flag
to indicate if the packet is moving up or down the stack, a flag to indicate if
the packet have been process and a flag to indicate if the packet is ready for
deletion. These variables allow for the packet to be processed and handled by
the blackboard components. Payload information within the packet consists of
a generic payload, a flag to indicate if the payload is for administrative purposes
and an index indicating to which protocol layer the administrative task must be
fulfilled. All of these variables are mutable through methods provided by the
protocol packet. Methods also exist to read and write persistent memory which
is stored between layers as well as different network nodes. Details of how this
data is serialized is provided below.
The final high level stack component is the hardware layer. This component
is based on a hardware interface in order to allow for the stack to potentially
operate on a number of platforms other than the Java Sun SPOT. The hard-
ware layer is the only hardware specific component of the system and provides
methods to access the underlying hardware of the sensor nodes. These methods
include accessing sensor data as well as actuating any possible actuators, such as
LEDs on the Sun SPOTs. Sending and receiving of data between network nodes
is achieved through network sender and listener classes, which are controlled by
the hardware layer. With the Sun SPOTs, sending of data is achieved through
radiogram connections. Data is serialized to form byte arrays and then sent to
to nodes with the given address, or broadcast. Receiving of data is achieved
through a listener thread which listens for datagrams on a radiogram connec-
tion. When data is received by the listener thread, the controlling hardware
layer is notified, and the new data is passed to the protocol stack where it is
processed.
Due to restrictions with the version of J2ME used by the Sun SPOTs, object
serialization is not immediately possible. In order to incorporate the feature,
KSN serialization [42] was included to the hardware layer. This library allows
for Java style serialization to be performed on the Sun SPOTs platform.
5.2.2 Agents
As mentioned in chapter 4, all processing of data is performed by the software
agents. A class diagram depicting the functions of each of these components as
well as their relationships with each other is shown in figure 5.3.
The first agent discussed is the blackboard agent. These agents exist
within the protocol layers of the system and form part of the blackboard sys-
tems contained within each of the protocol layers. Details of the interaction
of these components presented in section 4.4.3. These blackboard agents are
implemented to contain a handle to their blackboard, blackboard controller and
a list of all other blackboard agents within the protocol layer. Each blackboard











Figure 5.3: Agent Components class diagram
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satisfied as well as the execution operation which is performed on the black-
board data.
Another restriction faced with J2ME is that of object reflection. This pre-
vents Java objects from being remotely deployed and instantiated on sensor
nodes which have not been compiled with the class definition of the object. In
order to overcome this, FScript blackboard agents were created as extensions
of the blackboard agent. These agents contain scripted logic which is executed
by an interpreter within the protocol layer. FScript blackboard agents contain
all blackboard agent components with the addition of a string of code and an
FScript executor specific to the blackboard agents instructions. This code con-
tains the methods to determine if the blackboard agents execution condition has
been met and what operation should be performed on the given protocol packet.
The FScript executer class is an extension of a third party class, call
FScriptME [43]. FScriptME is a scripting language is a lightweight language
and interpreter specifically designed for J2ME environments. The extensions
made for our implementation allowed for persistent memory t be used by the
scripts. This is achieved by including an object stack which can be read from
and written to by the scripts and is serialized when the scripts container object
is serialized.
Besides the blackboard agents and FScript blackboard agents, the black-
board system also consists of a blackboard and a blackboard controller. All the
of these components are housed within each of the above detailed protocol layer.
The blackboard is implemented as a shared vector of data which multiple
blackboard agents can read from and write to. Synchronized methods are pro-
vided to allow for protocol packets to be accessed or added to the blackboard.
Protocol packets within the blackboard system are addressed using their index
within the blackboard. The blackboard also provides methods to get the num-
ber of elements currently in the blackboard as well as display the blackboard
contents. Each blackboard has a handle to its controller in order to notify it
about changes which have been made to the blackboards contents.
Blackboard Controllers are the most complex of the blackboard compo-
nents. They are implemented to have pointers to the protocol layer in which
the controller is housed, the blackboard which is being observed and the list of
blackboard agents which it is controlling. A flag variable is also maintained to
indicate when the contents of the blackboard have been modified. This allows
for processing to be performed until the contents reach a stable state, which is
usually when all the contained protocol packets have been removed. This change
flag is controlled using a callback which is called by the processing blackboard
agents. The processing blackboard agents are also able to call methods to flag a
specific blackboard element for deletion or to indicate that processing has been
completed.
Processing the blackboard is controlled by this controller. The contents of
the blackboard are iterated through. For each element, the blackboard agents
are iterated through. Each blackboard element which is not processed is then
passed to each of the blackboard agents to determine if that agent is able to op-











of the agent is called. After the processing, the set processed flag for each of the
elements which were not modified by any blackboard agents are set. Each of the
blackboard elements are then iterated through and their ready for delete flag
is checked, if it is, the element is removed. A final iteration of the blackboard
elements is performed to move those elements which have been processed to the
next protocol layer in the stack. This is handled by the controller, and the di-
rection in which the packet moves is based on the protocol packets direction flag.
Mobile Agents, like Blackboard agents, are mobile with persistent state
and thus extend the KSN Serialisable interface[42]. Mobile Agents are similar
to blackboard agents except they are executed by execution agents, which are
detailed in the section below. These agents contain methods which are called by
execution agents on remote Sun SPOT nodes as well as methods for basestation
execution. In order to access the sensor nodes hardware, these agents have
pointers to the hardware of the node as well as the parent stack in which they are
housed. As with the FScript blackboard agents, a version of the mobile agent
was created to allow for FScript code to be contained. The FScript mobile
agent contains FScript code as well as an FScript executor which interprets
instructions specific to the mobile agents. Both the FScript interpreter for the
mobile agents and blackboard agents extend a parent FScript executor. The
reason for the separation is that the number of instructions included in the
FScript executor’s negatively impacts the processing time of the FScript code.
A list of the functions provided in each of the 2 FScript executor classes, as well
as their parent class, are provided in appendix B.
5.3 Application Components
Using the framework components, a proof-of-concept WSN application was cre-
ated. This application consists of both pure Java coded blackboard agents as
well as FScript blackboard agents. The pure Java blackboard forms the ba-
sis of the stack framework as they are expected to be common for most WSN
applications.
The lowest layer of the application consists of Logical Link Control layer.
This layer was implemented to perform the functions of sending outgoing net-
work data via the hardware layer as well as neighbour discovery.
The Sender agent contained an execution condition of operating on proto-
col packets which are travelling in a downward direction. This was determined
by examining the isUpward flag of each packet. If this condition was met, the
execution operation was executed which sends the packet out. This method set
the isUpward flag to true to ensure the packet travels in the correct direction
when arriving at the receiving stack. The hardware was then instructed to send
a copy of the protocol packet. After the packet is sent, the blackboard controller
is notified to mark the packet for deletion and the blackboard is notified of a
change in its contents.
The neighbourhood discovery agent is more complex than many of the
other blackboard agents. This is due to it containing a thread. This blackboard











implemented using the KSN Serialisable interface, allowing for persist data to
be contained which can be transmitted between nodes. The Hello Packet class
contains a sender address and a flag to indicate if the packet is a reply. Methods
are provided to access and mutate these variables. When the neighbourhood
discovery agent is constructed, a hello packet sender thread is started. This
thread creates protocol packets with destination and next hop address set to
broadcast. Hello Packets are then created and set as the payload for the newly
created protocol packets. These packets are then added to the blackboard within
the protocol layer, where the Sender agent will send them out to the network.
The rate at which the packets are sent is determined by the broadcast interval
variable of the agent. As with all blackboard agents, the neighbourhood dis-
covery agent also contain a execution condition and operation methods. The
execution condition of the blackboard agent is that protocol packets which are
moving in an upward direction are found and contain payloads of the class type
hello packet. The execution operation first determines if the packet received is a
reply to a hello packet. If the message is not a reply, the packet need be returned
to the sender to inform it that this node is within range. The packets next hop
and destination addresses are first set to the sender address of the hello packet.
The hello packet payload reply flag is then set to true and the sender address is
set to address of the current node. Finally the packets direction is set to false
and the direction of the packet is changed to down.
If the protocol packet operated on in the execution operation method is a
reply flagged message, the list of discovered neighbours could require modifica-
tion. A dynamic list of discovered neighbours is maintained by the agent. If a
reply is received which contains a hello packet with a sender address not found
in the list of neighbours, the new address is added to the list. A second list
of timeout values is also contained which counts down each time a hello packet
is broadcast. Each item in the time out list is associated with a node in the
discovered list. When a reply is received, the count down entry associated with
the sender address of the reply is then restored to a discovery timeout value.
When a time out value reaches 0, both the time out and its associated node
are removed from the lists. These counting down when hello packets are sent
and resetting when replies are received allows for the agent to discover when
previously discovered nodes are no longer replying. Reply packets are flagged
for deletion as the last step.
The final operation notifies the blackboard controller of the modifications so
processing can be performed. Both the broadcast interval and discovery timeout
can be set based on the requirements of the application.
The highest protocol layer in the implemented application is the execution
layer. The layer is responsible for the execution of mobile agents as well as ad-
ministrative tasks such as adding new blackboard agents to the protocol stack.
The execution blackboard agent is responsible for the execution of MAs.
These can be both FScript MAs or pure Java MAs. The execution condition
method of this agent checks if the protocol packet being investigated is flagged
as moving up the stack and the admin payload flag is false. The execution
operation method starts by setting the parent stack and hardware layer vari-
ables of the contained mobile agent to reference the stack in which they are











contained within the protocol packet is then called. This is called through an
MA interface shared by both FScript MAs and pure Java MAs to allow for poly-
morphism. In the case of an FScript MA, the FScript executor is called given
the operate method function within the contained FScript code. After the pro-
cessing is completed, the direction of the protocol packet is set to be downward,
the blackboard is notified of the modification and the element is set to be pro-
cessed so that the controller can move the protocol packet down the stack again.
The Admin agent serves the single purpose of adding blackboard agents
to a given protocol layer within the protocol stack. The execution condition
method of this agent is similar to the execution agent, except the admin flag of
the examined protocol packet may be set to true. This indicates that a protocol
packet contains an FScript blackboard which need be added to the stack. The
execution operation method of this agent simply adds the payload of the proto-
col packet, which is a FScript blackboard agent, to the given protocol layer. The
address of the layer to which the blackboard agent need be added is specified
by the stack address of the protocol packet.
A routing layer was implemented and positioned between the above men-
tioned layer. This layer contains FScript Blackboard Agents. These agent
contain the execution condition and execution operation methods as the Java
blackboard agents.
A sentinel agent was implement in order to prevent incoming protocol
packets from unintentionally being executed on the incorrect nodes. The execu-
tion condition method evaluated the direction of the packet and the destination
which the packet is to reach. If the packet is found to be going up or has a
destination address different to that of the host, the execution condition is met,
and the method signals the blackboard agent interface which informs the black-
board controller. The execution operation method sets the packets direction to
down and calls the processing complete method.
The second FScript blackboard agent in the routing layer is the routing
layer. As the implemented system serves to be a prototype, a simple static
routing table was implemented in this agent rather than a dynamic table. The
execution condition method of the routing agent returns true if the direction
of the protocol packet is down. Routing data is stored in persistent memory
which is wrapped in a routing table class. This class stores a list of next hop
and route costs for each known node in the network. Addition, removals and
modifications of routing entries are handled by the routing table class. Routing
table entries were hard-coded in the FScript routing agent. The next hop of
the protocol being operated on was then set based on the destination of the
protocol packet and the lowest cost next hop.
As previously mentioned, FScript MAs were also implemented to perform
application tasks. These MAs are executed by the execution blackboard agent in
the execution layer. Each of these scripts contained a remote execution method
which was called by the execution agents housed on remote Sun SPOT nodes,
and basestation execution methods, which were called by execution agents house











Figure 5.4: Host Application interface with remote nodes
agents which actuate the LEDs on the nodes based on the perceived temper-
ature or light intensity. Administrative agents were also created in order to
capture information about a remote stack, after which it would return to the
basestation and display the information gathered. Addition and removal of lay-
ers and removal of blackboard agents were each handled by FScript MAs. These
applications were loaded from file and deployed via a host application executing
on a desktop computer. A basestation Sun SPOT provided an interface between
the remote nodes and the host application. The relationship between the host
application, basestation and remote nodes are shown in figure 5.4.
Java Sun SPOT host applications allow for desktop applications to interact
with other remote Sun SPOTs via a basestation node. A host application was
implemented to contain the same protocol stack and layer structure as the re-
mote nodes. The only difference between the remote and host application was
that the host application was utilized for remotely deploying protocol packets
to various sensor nodes. Command line arguments passed to the host applica-
tion in order to specify which mobile agents need be loaded. Nested command
line arguments allowed for the mobile agent loaded by the host application to
be passed arguments such as address and stack address. Examples of these













In this chapter we present details of the evaluations which were performed on
the proposed WSN Stack framework. We start by presenting the overall aim
of the evaluations and reason for performing them. Details of the evaluation
platform which was used are then presented. The final section of this chapter
details each of the experiments which were performed, including the aim of the
experiment, the methodology employed as well as the raw results.
A discussion of the results and possible conclusions are presented in chapter
7
6.1 Aim
The motivation for evaluating the proposed system is to empirically determine
the degree to which the research aim and goals have been satisfied.
The research aim of this work is to design, develop and implement a WSN
framework to provide structure and facilitate intelligence in WSN systems and
their applications. This aim consists of 4 research objectives, namely: appli-
cation neutrality, reconfigurability, facilitation of intelligence and efficiency. In
order to determine the success of the overall research aim, the success of each
of the contained research objectives must be determined. This was determined
by conducting a number of experiments.
6.2 Evaluation Platforms
An initial feasibility prototype of the blackboard and stack systems were devel-
oped to run on a desktop computer using Java 2 Platform, Standard Edition
(J2SE). This provided insight into areas of the system which were previously
not considered, without requiring any complex implementation. No further de-
tail of this are provided as it only served as an initial feasibility prototype for
the stack based approach and no experimentation was conducted using it.
The same implementation and Java Sun SPOT platform presented in chapter












Five sets of experiments were conducted to determine the success of proposed
system. These were aimed at determining the success of the various research
goals. All of the experiments were conduced in an in-doors laboratory envi-
ronment. The range between the various nodes during the experiments was 2




The aim of this experiment is to determine the effort required to remotely
deploy a WSN application to a sensor node. We define remote deployment
as a deployment where the sensor node receiving the deployed application or
component is not directly connected via a physical medium to the host computer
which is deploying the application or component.
In the experiment we use time as a metric to describe the effort required. We
observe the amount to time taken to remotely deploy an application. Both the
initial effort required for deploying an instance of the framework to the remote
node, as well as the deployment of application components which utilizes the
framework are looked at.
Methodology
In order to evaluate the amount time taken to remotely deploy a WSN appli-
cation, a number of remote deployments were performed and the deployment
times observed.
We define deployment time as the amount of time taken for the application
or component to be sent from a host application on a desktop computer to the
remote Sun SPOT via a Sun SPOT base-station 5.4. This time consists of the
start-up time of the host application, network transmission time between the
base-station and remote Sun SPOT and the time taken for the Sun SPOT to
instantiate the received data. Time measurements began when the user initiated
the deployment of the application or component and ended when the application
or component was initiated and began running on the remote Sun SPOT. The
deployment times for a number of different components and applications were
observed. Each component or application was deployed 5 times in order to gain
a reliable measurement. Details of the deployments are provided below:
The first deployment, #1 in table 6.1, involved deploying an instance of the
Stack Framework to a single remote Sun SPOT node. The remote Sun SPOT
contained no custom application software. Due to this, the Java Sun SPOT
OTA download was used to remotely deploy the Stack Framework. Details of
the OTA deployment process are provided in appendix A.
After deploying the framework, a number of application components were
remotely deployed to the remote Sun SPOT. Each of the application compo-
nents were deployed separately and their deployment times measured. In order
to deploy application components to the remote Stack, a host application con-
taining an instance of a Stack Framework is executed on the host computer.











and sends the components from the host computer to the remote Sun SPOT
via the base-station. The start-up and execution time of the host application
are included in the deployment times.
The second deployment involved the deployment of a MA to add a new a
Protocol Layer to the remote stack, #2 in table 6.1. This MA was executed
by the Execution Agent within the Execution Layer of the remote Sun SPOTs
stack. The execution performed by the MA creates a new protocol layer of the
given name. After creating the new layer, the MA flags itself for deletion.
A third deployment, #3 in table 6.1 was performed to add a Blackboard
Agent to the newly created Protocol Layer. This was performed by executing
the host application and passing it a Blackboard Agent script together with a
flag to indicate that an administration protocol packet need be created. These
administration packets are handled by the Admin Blackboard agent of the Stack
Framework. The deployed Blackboard Agent contained simple logic to delete all
incoming protocol packets which are destined for other sensor nodes. A check
is performed to check if the Protocol Packets destination address is the same as
that of the node, if the addresses are different, the Protocol Packet is deleted.
This Blackboard Agent is referred to as a sentinel agent.
The final deployment was a MA which contained application logic to be exe-
cuted on the remote spot. Details shown as #4 in table 6.1. Unlike the previous
deployments, this did not modify or contribute to the Protocol Stack. This de-
ployment is performed in the same was as the second deployment of an MA to
add a new Protocol Layer. However, no additional parameters were passed to
the Host Application. The MA deployed contained the simple application logic
to toggle a number of LEDs of the remote Sun SPOT. The number of LEDs
was dependent on the amount of light perceived by the sensor node..
In order to provide a comparison, a simple standalone application was de-
veloped and deployed to a remote Sun SPOT. The details are presented as #5
in table 6.1 . This stand alone application does not utilize the Stack Framework
and was deployed to a Sun SPOT which contained no other software. The logic
of this application was similar to that of the MA mentioned above, LEDs on
the sensor nodes were toggled based on the intensity of the light being sensed.
The application logic of this application was the same as the above mentioned
MA which toggles a number of LEDs based on the perceived light intensity.
Details of all the deployment times for each of the deployments are presented
in the results section below.
Results
The deployment times for each of the above mentioned experiments are pre-
sented in table 6.1. These results suggest that the time taken for the initial
deployment of the stack framework, #1, is greater than that of the standalone
application, #5. However, the deployment times of the various framework com-
ponents is less than that of the standalone application. These results suggest
that a trade off exists been the deployment time of the framework and its po-
tential benefits over stand alone applications.
The deployment times of the various stack components in table 6.1 is also












# Component Deployment Time (seconds) Std. Deviation
1 Framework 441.1936 0.8855
2 Protocol Layer 7.3577 0.995
3 Blackboard Agent 6.2560 0.0714
4 Mobile Agent 6.4435 0.0489
5 Standalone application 10.0922 0.0614




The aim of this experiment is to determine the effort required to remotely
reconfigure a WSN application. We define remote reconfiguration as the ability
to reconfigure the software on a sensor node which is not directly connected
via a physical medium to the host computer from which the reconfiguration is
being performed. Reconfiguration involves the addition or removal of software
components on the remote sensor node. These components can form part of the
WSN application or the framework on which the application operate.
As with the previously detailed remote deployment experiments, time is used
as a metric to describe the effort required. We observe the amount of time taken
to perform a number of remote reconfigurations, including removing and adding
Blackboard Agents and Protocol Layers.
Methodology
We define reconfiguration time as the amount of time taken for a stack frame-
work components or application to be modified by a host application running
on a desktop computer. This host computer communicates with the remote
Sun SPOT via a Sun SPOT base-station. Modification consists of the addition
or removal of framework components. This reconfiguration process is similar
to the previously mentioned remote deployment process, thus measured in a
similar way.
Reconfiguration time consists of the start-up time of the host application,
network transmission time between the base-station and remote Sun SPOT and
the time taken for the reconfiguration to be completed. Time measurements
began when the experimenter initiated the deployment of the application or
component and ended when the reconfiguration has been performed.
The reconfiguration times for a number of different reconfiguration were
observed. Each of these reconfigurations were performed 5 times in order to
gain an reliable measurement.
This experiment began with a remote Sun SPOT in the same state as the
end of the previous experiment. The remote Sun SPOT stack thus consisted
of the default Logical Link Control Layer and the Execution Layer, as well as
a test layer which contained a simple sentinel blackboard agent. Details of the











The first reconfiguration involved removing the sentinel blackboard agent
from the test layer on the remote Sun SPOT, #1 in table 6.2. Removing of
components from the stack framework is performed by an Agent remover MA
which is executed by the execution agent of the remote Sun SPOTs stack. The
Agent remover MA accepts a Sun SPOT address, layer index and agent index.
When the MA is executed, the addressed agent is removed. After removing the
agent, the MA flags itself for deletion.
The second reconfiguration, #2 in table 6.2, removes the test layer from the
remote Sun SPOT stack. The removal of layers is performed in the same way as
the removal agents, however the Layer remover MA does not require an agent
index.
After removing the sentinel blackboard agent and the layer in which it was
contained, the remote stack is reconfigured to include a new layer, #3 in table
6.2. This layer, the routing layer, is created in the same way as the layer deploy-
ment in the remote deployment experiment. Addition of layers is performed by
deploying an MA containing the name of the new layer to add and the layer
index to which the blackboard agent must be added. The execution performed
by the MA creates a new protocol layer of the given name. After creating the
new layer, the MA flags itself for deletion.
A fourth reconfiguration was performed to add a Routing blackboard agent
to the remote stack. This was performed by executing the host application and
passing it a Blackboard Agent script together with a flag to indicate that an
administration protocol packet need be created. A layer index is also included.
This administrative packet is handled by the admin agent on the remote Sun
SPOT, which instantiates the new Blackboard Agent in the protocol layer of
the given index.
The final stack reconfiguration performed was the addition of a sentinel
blackboard agent to the routing layer, #5 in table 6.2. Redeployment of this
agent is the same as the deployment performed in the previous experiment.
This reconfiguration was performed to identify the effort of adding multiple
blackboard agents to the same layer.
A Mobile agent was also reconfigured and transmitted to a remote Sun
SPOT. The MA is a modified version of the MA to toggle the LEDs on the
Sun SPOT based on perceived light intensity. This MA toggled the LEDs based
on the sensed temperature. This MA was deployed in the same way as the de-
ployment mentioned in the section 6.3.1. Details of the deployment are shown
as #6 in table 6.2.
In order to provide a comparison between the reconfiguration effort of the
protocol stack and Mobile agent with the effort of reconfiguring a standalone
application, a modification was made to the standalone application mentioned
in the remote deployment evaluation. The new standalone application is similar
to the previously mentioned version, however the logic was changed to be the
same as the above mentioned MA, #7 in table 6.2. Rather than toggling the
LEDs based on the perceived light intensity, LEDs were enabled based on the
sensed temperature. As this was a standalone application which was modified,
the source files were required to be recompiled and entirely redeployed.











# Component Reconfiguration Time (seconds) Std. Deviation
1 Remove Blackboard Agent 6.8321 0.05
2 Remove Protocol Layer 12.9834 14.4974
3 Add Protocol Layer 13.0683 14.3405
4 Add Blackboard Agent 13.8796 14.8954
5 Add Blackboard Agent 12.9995 14.3550
6 Reconfigured Mobile Agent 13.1561 14.3455
7 Reconfigured Standalone application 20.7398 16.7726
Table 6.2: Times taken to remotely reconfigure the framework components and
application
Results
The reconfiguration times for each of the above mentioned experiments are pre-
sented in table 6.2. These results suggest that the effort required to modify
any of the framework components or applications is less than that of reconfigur-
ing a standalone application, #7. However, the total time required to perform
all the stack component reconfigurations is greater than that of reconfiguring
a standalone application. These results suggest that our proposed system is




In this experiment we aim to determine the degree to which a stack based
application, together with the proposed framework, can express intelligent be-
haviour. This relates directly to our research aim of facilitating intelligence. We
operationalise intelligence as the ability to learn from previous actions and to
improve performance over time. Learning from previous actions is performed
by the evaluation of the actions outcome and comparing expected or previous
results of actions performed. As the application is exposed to more data, the
processing is expected to become increasing efficient and effective. Specific ac-
tions could also be identified as performing worse than expected, thus no longer
being performed.
Methodology
In order to evaluate the degree to which intelligence has been facilitated, a WSN
test application to display simple intelligence was implemented and deployed
onto our framework implementation. The performance metric used is processing
time. Processing time is defined as the time between the arrival of the protocol
packet on the host node and the time when it leaves or is deleted from the host
node.
The test application developed consists of a Protocol Layer, 5 Blackboard


















Table 6.3: Distribution of Mobile Agent Identity characters.
Each of the Mobile Agents contained an identifier in the form of a single
character, which was pushed onto the persistent memory stack of the MA. This
allowed for the Blackboard Agents to access the identifier. The role of each of
the Blackboard Agents was to identify those incoming packets which contained
a specific hard-coded identifier (ID = {A,B,C,D,E}). Each of the identifier
values were checked for by a single one of the 5 Blackboard Agents.
If the incoming protocol packet contained a MA with the identity variable
matching that of the Blackboard Agent, the protocol packet containing the
incoming MA is flagged as processed. This mimics the expected behaviour in
larger real world WSN applications where incoming packets would be inspected
and processed by a number of Blackboard Agents within a single layer.
Besides the identifier value, the Mobile Agent, referred to a MAIntelli-
genceTest, contained basic application logic. This logic was executed by the
execution layer of the Protocol Stack. The MA would display its identifier value
as well as the current time in milliseconds. This allowed for processing times
to be gathered. The MA would then fag itself for deletion by the Blackboard
Controller.
Basic intelligence was implemented by allowing each of the Blackboard agents
to reposition themselves within the protocol layer. The position of each of the
Blackboard agents within the layers influences the amount of time taken for
processing to be performed by the blackboard agent. After flagging the pro-
tocol packet as processed, each of the Blackboard Agent would swap positions
with the Blackboard agent ahead of them in the list. This allowed for the more
popular Blackboard Agents to progress to the front of the list. This is based
on the assumption that no dependencies exist between the various Blackboard
Agents.
The experiment was conducted by deploying the Protocol Layer and Black-
board Agents to a remote Sun SPOT Node via a Sun SPOT base-station. Mobile
Agents (n = 20) were then passed identifiers via command line arguments, be-
tween A and E before being sent to the remote Sun SPOT. The distribution of
identifier values which were used is presented in the table 6.3.
The time at which the MAs arrive at the remote Sun SPOT was displayed
in milliseconds. This was used together with the time at which the packet was
deleted to determine the processing time.
Results
Graph 6.1 illustrates the processing time for each of the MAs as well as the










































Processing Time Rolling Mean Time
Figure 6.1: Line plot showing the processing times and Rolling Mean processing
time of MAs. Mobile Agent identifiers are labelled at each data point. Deploy-
ment numbers are displayed along the X axis
change as more MAs are processed.
The individual processing times of each of the deployments fluctuate. Initial
processing times of the MAs is not efficient given the distribution of MA iden-
tifiers. Over time the required processing times of the more frequent identifiers
becomes less. This can be seen in the deployments 1, 3, 4 and 11. A MA with
the identifier of E is deployed in all these deployments. Processing of the first
MA is extremely poor. This processing time becomes increasingly better with
the third and forth deployments. An optimal time is then reached in deploy-
ment 11. The opposite of this can be seen in deployments 8 and 14, both of
which involve a MA with an infrequent ID of A. The processing time of de-
ployment 8 is considered optimal, which is later not the case, as in deployment
14. This optimal processing time is due to processing being performed by the
Blackboard situated first in the protocol layer, which then becomes less optimal
as the Blackboard agents position is shifted further back.
Table 6.2 shows the processing time for idenfiers E as more deployments are
made, while table 6.3 shows the times for identifiers A. These results suggest
that the processing times of the more frequent identifier, E, improves overtime
at the expense of the processing times of the less frequent identifier, A. These
results that the system can learn from experiences, thus displays intelligence.
The result can be scaled to larger packets of sensor data, allowing for more
efficient processing of more frequent sensor data at the expense of less efficient


























Processing Time for identifier E
Figure 6.2: Line plot showing the processing times for those deployments with















Processing Time for identifier A
Figure 6.3: Line plot showing the processing times for those deployments with





















6.3.4 Latency and Overhead
Aim
The aim of this experiment is to determine the systems overhead, in terms of
both the memory usage as well as the systems latency. By determining the
overhead of the system, we can identify if the system is sufficiently efficient and
how overhead is effected by scaling through the addition of more components
to the framework.
In order to understand the latency and overhead of the entire proposed sys-
tem, experiments must be performed on both the stack framework components
as well as the applications which utilize the framework. These experiments
examined the amount of memory used by the various components as well pro-
cessing time and communication latency of the components.
Methodology
In this section we describe the methodology utilized for determining the memory
overhead, followed by the methodology used to determine the system latency.
The first set of experiments aimed to identify the memory overhead of the
various stack and application components. In order to determine the memory
usage for each of the components, a Java Sun SPOT skeleton application was
created. This application is an empty Sun SPOT application which serves as a
base to which various components can be added. The only logic and code con-
tained in the skeleton application is that to display the total memory usage of the
application. To this skeleton application, each of the stack framework compo-
nents were added. After the inclusion of each of the components, the application
was compiled, deployed and executed. The memory usage for each deployment
was noted. These memory usage measurements were then subtracted from the
memory usage measured from the previous deployment to provide memory over-
head of the component which was added to the skeleton application. Details
of which components were evaluated as well as the overhead for each of these
components is provided in table 6.4.
The second set of experiments were conducted to determine the latency of
the proposed system. 3 different latency measures were identified: within the
protocol stack, between nodes and MA application processing latency.
Latency within the protocol stack is defined as the amount of time required
for a protocol packet to traverse the protocol layers within the protocol stack, as
well as the latency within the protocol layers. Latency within the protocol layers
is dependent on the number of Blackboard agents within the given protocol
layer. The time taken to traverse the stack thus depends on the number of
protocol layers within the stack and the number of blackboard agents they each
contain.
In order to measure the latency within the protocol stack, a protocol stack
was deployed. This stack included the standard stack components as well as
three addition protocol layers: Test, Empty and Routing Layer. This stack is











Figure 6.4: Latency and Overhead experiment stack
The Test layer was positioned highest of the 3 protocol layers in stack. This
layer is the same as the layer included in the intelligence experiment previously
detailed. It contained 5 blackboard agents which attempt to operate on incom-
ing protocol packets which contain an MA with a specific identifier variable. The
Empty protocol layer, positioned below the Test layer, contained no Blackboard
Agents. The final addition to the stack was the Routing layer which contained
routing and sentinel agents. Details of these agents are provided in section 5. A
logger component was utilized to display verbose output as processing was per-
formed within the protocol stack. Protocol Packets containing MAs were then
passed to the remote Sun SPOT via the host application. These MAs, like those
used for the intelligence experiment, contained identifi r variables. 5 MAs, each
with different identifier values, were passed. The output included the time at
which various operations were performed as well as when protocol packets arrive
and depart each layer. Details of the measured latency for the various layers are
presented in table 6.5. These results are discussed in the section which follows.
Latency between nodes is defined as the amount of time taken to transfer
data from one node to another node. This time does not include processing by
either the sending or receiving nodes, only the time between sending a packet
and receiving that packet. The time varies depending on the amount of data
which is being transferred as well as the distance between the nodes.
In order to determine this time, a remote Sun SPOT application was created
which contains a protocol stack with a single addition protocol layer. A black-
board agent which returns all protocol packets to the sender node was placed
in this layer. A logger component on the remote Sun Spot as well as a host
base-station application was set to display the time at which data is received
by the node as well as when the data was sent. A number of protocol packets
with varying payloads were sent from the base-station node to the remote node,
which were in turn returned to the node from which it was originally sent. The
difference between the sending and receiving times on the base-station was then
subtracted from the difference between the receiving time and sending times
logged by the remote Sun Spot. This provided the amount of time that the
data was being transmitted in both directions. A one-way transmission latency
between the nodes was then estimated by halving the time taken to transmit
the data in both directions. Transmission latencies were measured for MAs
which add protocol layers, MAs which remove blackboard agents and protocol
layers, protocol packet which contain blackboard agents and Mobile Application
agents. Details of the latency times for each of the MAs is presented in table
6.6











# Component Memory Overhead (bytes)
1 Sun SPOT skeleton application and JVM 62680
2 Hardware Layer 3080
3 Protocol Stack 96
4 LLC Layer 244
5 Neighbourhood discovery Blackboard Agent 1120
6 Sender Blackboard Agent 48
7 Execution Layer 244
8 Execution Blackboard Agent 48
9 Admin Blackboard Agent 48
Table 6.4: Memory overhead of framework components and application
plication to be executed by the execution layer of a receiving protocol stack.
These MAs contain scripted application logic which is executed by the execu-
tion blackboard agent.
Experiments were conducted to determine this processing time by deploying
3 different MA Applications. The execution time of each MA was measured as
the difference between the execution blackboard agent starting and ending the
execution of the MAs contained code.
The first two MAs contained logic to gather sensor data on the node: the
first is the Light to LED MA used in the remote deployment experiment, and
the second the Temperature to LED MA used in the remote reconfiguration
experiment. The final MA did not gather any sensor data. This MA gathered
information regarding the current protocol stack configuration and displayed
this information. Details of the processing times of each of the components are
presented in table 6.7
Results
Memory overhead of the various components are presented in table 6.4. The
Largest memory usage is that of the Sun SPOT skeleton application onto which
the other application components are added. The memory requirements of the
other components are considerably smaller, with the smallest being the Sender,
Execution and Admin blackboard agents. The total memory usage is 67680
bytes.
In terms of latency, table 6.5 indicates the latency within the protocol stack.
These times are based on the experiment where each of the layers have a num-
ber of different blackboard agents, each with varying complexity. The Test layer
contained 5 agents with a latency of 579 milliseconds. The suggests that the
average latency per blackboard agent, in this case, is 115.8 milliseconds. The
empty layer was best performing layer with a latency of only 34.6 milliseconds.
This is due to the layer containing no blackboard agents, and thus immediately
passing the received protocol packet to the next layer. The Routing layer con-
tained only 2 blackboard agents. These agents are more complex then those
blackboard agents in the test layer due to the required routing information and
processing. The blackboard agents in this layer contributed on average 182.6











# Component Latency (milliseconds)
1 Test Layer 579
2 Empty Layer 34.6
3 Routing Layer 365.2
Table 6.5: Latency within the protocol stack
# Component Latency (milliseconds)
1 Addition of a Routing Layer 282.5
2 Addition of a Routing Blackboard Agent 729.8
3 Addition of a Sentinel Blackboard Agent 194.5
4 MA to remove Blackboard Agent 223.3
5 MA to remove Protocol Layer 110.2
6 MA Light To LED 167.9
Table 6.6: Latency of different components and MAs between Sun SPOT nodes
a stack can vary depending on the number of blackboard agents within a layer
as well as the complexity of the agents.
Similar finds can be suggested with the latency between sensor nodes, as
showing in table 6.6. The addition of the Routing blackboard agent requires
729.8 milliseconds opposed to addition of a sentinel blackboard agent which
requires only 194.5 milliseconds. These findings suggest that like latency within
the stack, latency between nodes is heavy influenced by the complexity of the
data being passed between nodes. The finding also suggest that transmitting of
similar agents can result in dramatically different latencies. For example, the
MA to remove a protocol layer required approximately twice as much time as
an MA to remove a blackboard agent.
The final latency experiments results are presented in table 6.7. These results
suggest that MAs with similar complexity and logic can have extremely different
processing times. This is indicated by the difference in processing times between
an MA to enable lights based on the light intensity it sense and an MA to enable
lights based on the perceived temperature. This 35 fold difference in processing
time is believed to result from the way in which light values on sensed by the
Java Sun SPOT. The results do suggest that MA applications which are not
required to sense using the sensor nodes sensors, perform far greater than those
applications which do. Thus applications which access or manipulate data which




The aim of this experiment is to determine the influence scaling of a WSN has on
the proposed stack based system. Scaling of the network is performed through











# Mobile Agent application Processing Time (Milliseconds)
1 Light to LED 11735
2 Temperature to LED 344
3 Protocol Stack Information 57
Table 6.7: Processing times of MA Applications by Execution Agent
identify which areas are influenced by altering the number of nodes within the
network. This is followed by determining how the identified areas are effected.
Methodology
Two areas were identified as being influenced by scaling the sensor network:
communication latency and processing and memory overhead of certain stack
components.
Communication latency is influenced both if the number of nodes within the
network increases, as well as if the physical area being sensed by a sensor nodes
increases.
In terms of the latency of communication within a larger network, in many
cases, multihop routing is required. Multiple hops increase the communication
time as a single end-to-end message is composed of a number of intermediate
transmissions. Processing time at each node influences the communication cost
as processing needs to be performed by each of the intermediate nodes along
the communication path. These times will vary based on the contents of the
protocol packet being sent, the number of hops required and the processing time
performed by each node along the path. Estimate can be made by multiplying
the between node latency and processing time to route a packet to the next hope
by the expected number of hops. Based on the previous experiments, assuming
a routing layer was responsible for processing and an MA to enable lights based
on perceived light was sent, each hope would require 533.1 milliseconds.
The second area influenced by scaling the WSN is the processing and memory
overhead of certain stack components, specifically those components which keep
track of which nodes are directly available for communication and how to route
data to other nodes further away. These include neighbourhood discovery and
routing agents, which are typically requirements in multihop networks. In this
experiment a neighbourhood discovery agent was implemented and evaluated.
Details of the implementation of the neighbourhood discovery blackboard
agent are provided in chapter 5. This agent is placed in the Logical Link Control
Layer and not a scripted agent. The reason for this is that such an agent is
typically required and does not require extensive reconfiguration. Parameters
within this agent can however be modified to suite the requirements of the
application.
The task of this blackboard agent is to discover the other nodes which are
in direct communication range and maintain a list of these nodes, which would
typically be passed to a routing agent. Discovery involves both finding of new
nodes which are now in range, as well as identifying when previously in range
nodes are no longer within range. These additions and removals of nodes could











are able to move in and out of range. This agent operates by broadcasting hello
packets and waiting for a reply from any nodes which receive the broadcast.
When a reply is received, that node is added to the list of neighbours. The
nature of broadcasting allows for all nodes within range to be addressed with
no greater cost than sending a message to an individual node.
Nodes which were previously found are considered to be lost if they no longer
reply to a set number of hello packets. This set number of replies which can
missed before a node is considered unavailable is referred to as timeout count.
Both the interval at which hello packets are broadcast and the timeout count
can be configured to best suite the needs of the WSN application.
A set of experiments were run to identify the time taken for a node to
discover its neighbouring nodes as well how long it takes to discover a previously
discovered node is not longer in range or available .
In order to measure the time taken to discover neighbouring nodes, an exper-
iment was conducted where a node was introduced to a small WSN containing
3 other nodes containing the same stack. All 3 nodes were in range and thus di-
rect neighbours. Times were logged to determine how long it took for the newly
introduced node to discover each of the 3 neighbouring nodes. 3 different broad-
cast delays were selected: 2, 5 and 7 seconds. 5 iterations of the experiment
were performed with each time. Logging of time was performed by noting the
time at which the node was started and the times at which various other nodes
were added to its neighbourhood list. Results of the experiment are presented
in graph 6.5.
A second set of experiments were performed to evaluate the time required
for a previously discovered node to be removed from the neighbourhood list due
to a timeout. This experiment was conducted using two nodes, both containing
the same protocol stack configuration. After both nodes had discovered the
other, one of the nodes were shutdown. The time taken for the other node to
discover that its neighbour was no longer available was logged. This time was
logged by displaying the time at which the one node had been shutdown and
when the other node discovered it was no longer available. 3 different broadcast
delays were used, as with the above mentioned discovery experiment. 3 different
timeout counts were also used, ranging from 1 to 3. In order to gain a reliable
measure, experiments with each of 9 combinations of the broadcast delays and
timeout counts were conducted 5 times. Results of this experiment are presented
in graph 6.6.
Results
Figure 6.5 depicts the time taken for a sensor node to discover up to 3 neigh-
bouring nodes. 3 different broadcast intervals are represented. The time taken
to discover the nodes remain uniform across all 3 delays with none performing
exponentially better than any other. However, the discovery times are greater
for the higher broadcast intervals. This suggests that a smaller broadcast inter-
val provides faster discover than a larger broadcast interval. It is possible that
this decreased time should come at the expense of power consumption, as more
messages are being sent thus more power being used.
The standard deviation of the discovery times are also indicated in the graph.
This appears to become greater for all 3 broadcast delays when discovering more


























2 Second Broadcast Interval
5 Second Broadcast Interval
7 Second Broadcast Interval
Figure 6.5: New neighbour discovery times
Figure 6.6 depicts the time taken for a sensor node to discover the loss of
its only neighbouring node. Like the discovery of neighbours, times taken to
discover a loss is proportional to the timeout count. The difference between
discovering a loss of a neighbour with a broadcast delay of 2 and timeout counts
of 1 is less than the same broadcast delay and a time out count of 3. Unlike the
previous graph, the standard deviation of logged times remains more consistent
across all samples.
These results also suggest hat a smaller broadcast delay will result in a
faster response to the removal of a node from the network, however this would
be a trade off with power consumption. Lower timeout counts also appear to
provide a great response time. This may however result in the false positives,
resulting in the incorrect removal of a node form the neighbourhood list as the
node only dropped a single hello packet which it is required to reply to.
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This chapter concludes our dissertation. A summary of the work which was
undertaken, and detailed in the body of this thesis, is presented. The evaluation
findings of this work are then reflected on. Significant findings, and how these
satisfy our research aims, are presented. A brief summary of the contributions
made by this research is also provided. Possible future work is presented in the
final section of this chapter.
7.1 Summary of work undertaken
Initial background research was undertaken in order to understand WSNs, their
applications and the current design and development approaches. A number of
example WSN applications in various application domains were studied. From
this research a shortcomings of current WSN systems were identified. Network
lifetime, routing, localization, self-organisation, reconfiguration, distribution of
processing, intelligence and security were identified as challenges faced by cur-
rent WSN systems.
As a potential solution to overcome some of the issues faced by current
WSN systems, software agents were investigated. As with WSNs, the types of
software agents were identified and a number of example systems studied. Intel-
ligent agents were found to have the benefits of emergence as well as scalability,
at the expense of design complexity.
Based on the background research and investigation into current WSN sys-
tems and applications, a research aim was determined. This aim was to design
and develop a WSN framework which provides structure and facilitates intelli-
gence. This aim was decomposed into a number of research objectives. These
objectives were application neutrality, reconfigurability, facilitation of intelli-
gence and efficiency.
In order to satisfy the research aim and its objectives, a proposed system
design was created. This approach utilizes a combination of layered architecture
and intelligence software agents. Layered architecture was selected in order to
provide structure and modularity while software agents facilitated intelligence.











typical WSN application tasks could be performed by a layered agent-based sys-
tem. An iterative design process was followed to provide greater refinement of
the features required by the proposed system. Once the components had been
finalized, the interaction between the components was formalized. This is es-
sential due to ensure a protocol is followed by the framework and its components.
An implementation of the proposed framework design was then developed
along with a prototype application which utilizes the framework. This applica-
tion was developed to serve as a proof-of-concept and testbed.
The final stage of this research was the evaluation and experimentation of
the implemented framework, and components and the prototype application. A
number of evaluations were performed in order to determine the degree to which
the proposed system satisfied the research aim and its objectives. A discussion
of the evaluation findings is presented in the section below.
7.2 Evaluation findings
In the first 2 sets of experiments which were conducted, and initial deployment of
the stack framework was required and deployed only once. Applications compo-
nents were deployed onto this framework instance. Scripted application agents
were also handled by the framework instance without any prior knowledge of
the application. However these findings suggest that the proposed system com-
patible with a number of different applications, and is that application neutral.
These finding do not suggest that all possible WSN applications have been
catered for.
Framework and application components from the first experiment were re-
moved and replaced with other components in the second experiment. These
changes were possible without requiring the redeployment of the entire frame-
work. Due to this, we conclude that the research goal of reconfiguration has
been achieved.
Evaluations to determine if intelligence could be facilitated suggest that a
framework applications performance improved over time with more exposure to
data. This experiment indicated that processing times of a framework based
application decreased overtime, thus gaining experience. This gaining of ex-
perience is considered to be intelligent behaviour and suggests that intelligent
applications are facilitated by the proposed framework system.
Performance metrics were gathered during all the conducted experiments.
These results suggest that the initial deployment of the proposed framework
is less efficient than that of the deployment of a typical stand alone applica-
tion on the same platform. However, such efficiency is traded for flexibility.
The cost of altering and redeploying a standalone application is shown to be
greater than the reconfiguration of framework components. Processing times for
framework applications were also found to be marginally greater than the times
of standalone applications. The findings suggest that the proposed framework











However, in cases where reconfiguration is not required, greater efficiency can
be achieved with standalone applications which perform the same function as
the framework and application components.
Based on these findings, we proposed that the aim and goals of this research
have been satisfied.
7.3 Contributions
This research has provided insight into the domain of WSNs, presenting a num-
ber challenges faced currently by these systems as well as agent based systems
as a means of overcoming these challenges. A novel framework was created from
this research which combines layered architecture and software agents in order
to provide a controlled and structured emergence.
The evaluations conducted on the prototype of this system suggest that it
is application neutral and reconfigurable. This allows for flexibility both in the
initial application domain it is applied to, as well as allowing for changes to be
made to the system. Intelligence is also considered present in the system as it is
able to learn from its experience overtime, and thus perform more efficiently. All
of these requirements are provided by the system while maintaining a sufficient
level of efficiency to operate on the low powered sensor devices.
A finally noteworthy contribution of this work are the details and implemen-
tation provided to allow for a number of restrictions in J2ME platforms to be
overcome in order to allow for remote deployment and execution of application
code.
7.4 Future Work
As this research provide an initial proposal and prototype of a layered WSN
framework, a number of areas could be researched and potentially improved
upon in the future.
The first area which could be optimized is that of communication between
nodes. Specifically error detection and correction between nodes as the current
implementation does not incorporate such mechanisms.
Heterogeneous sensor networks could benefit from such a system as different
devices within the same network are able to communicate. The only component
of the system which is hardware dependant is the hardware layer. Other stack
layers are device independent.
Future research could also be conducted both in the applications of the pro-
posed framework, as well as implementations of the framework on other plat-
forms. Applications and framework components could be developed to handle
encryption and compression. It is expected that these components would be
required for larger, commercial WSN systems. Implementations of the designed
framework could also be developed for other WSN platforms as well none tra-
ditional networks. These include robotics system where robots act as sensor
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Details of the OTA deployment process for the implemented framework as well
as the various components are presented below:
A.1 Framework deployment
Performed using Sun SPOTs OTA deployment process
OTA Deploy
ant -DremoteId=[node address] deploy
OTA Run
ant -DremoteId=[node address] run
Table A.1: SunSPOT OTA deployment
A.2 Component deployment












ant host-run -Dmain.args=”-m MAgetStackInfo.fs [address]”
Add new protocol layer
ant host-run -Dmain.args=”-m MAaddLayer.fs [address] [layer Label] [layer index]”
Remove protocol layer
ant host-run -Dmain.args=”-m MAremoveLayer.fs [address] [layer index]”
Add blackboard agent
ant host-run -Dmain.args=”-b [blackboard agent file] [address] [layer index]”
Remove blackboard agent
ant host-run -Dmain.args=”-m MAremoveAgent.fs [address] [layer index] [agent index]”














Details of the various FScript functions which were implemented is proved below.
The parent FScript executer instructions are detailed in table B.1. This is
followed by the child classes for Blackboard agent and Mobile agent specific
functions. In each table the function name, input, output and summary of
what is performed are provided.
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