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Abstract
Neuronal avalanches are a cortical phenomenon defined by bursts of neuronal firing encapsulated
by periods of quiescence. It has been found both in vivo and in vitro that neuronal avalanches
follow a power law distribution which is indicative of the system being within or near a critical
state. A system is critical if it is poised between order and disorder with the possibility of
minor event leading to a large chain reaction. This is also observed by the system exhibiting
a diverging correlation length between its components as it approaches the critical point. It
has been shown that neuronal criticality is a scale-free phenomenon observed throughout the
entire system as well as within each module of the system. At a small scale, neuronal networks
produce avalanches which conform to power law-like distributions. At a larger scale, we observe
that these systems consist of modules exhibiting long-range temporal correlations identifiable
via Detrended Fluctuation Analysis (DFA). This phenomenon is hypothesised to affect network
behaviour with regards to information processing, information storage, computational power, and
stability - The Criticality Hypothesis.
This thesis attempts to better understand critical neuronal networks and how criticality may
link with other neuronal phenomena. This work begins by investigating the interplay of network
connectivity, synaptic plasticity, and criticality. Using different network construction algorithms,
the thesis demonstrates that Hebbian learning and Spike Timing Dependent Plasticity (STDP)
robustly drive small networks towards a critical state. Moreover the thesis shows that, while
the initial distribution of synaptic weights plays a significant role in attaining criticality, the
network’s topology at the modular level has little or no impact.
Using an expanded eight-module oscillatory spiking neural network the thesis then shows the
link between the different critical markers we use when attempting to observe critical behaviour
at different scales. The findings demonstrate that modules exhibiting power law-like behaviour
also demonstrate long-range temporal correlations throughout the system. Furthermore, we
show that when modules no longer exhibit power law-like behaviour we find that they become
uncorrelated or noisy. This shows a correlation between power law-like behaviour observed within
each module and the long-range temporal correlations between the modules.
The thesis concludes by demonstrating how criticality may be linked with other related phenomena,
namely metastability and dynamical complexity. Metastability is a global property of neuronal
populations that migrate between attractor-like states. Metastability can be quantified by the
variance of synchrony, a measure that has been hypothesised to capture the varying influence
neuronal populations have over one another and the system as a whole. The thesis shows
a correlation between critical behaviour and metastability where the latter is most reliably
maximised only when the former is near the critical state. This conclusion is expected as
metastability, similarly to criticality reflects the interplay between the integrating and segregating
tendencies of the system components. Agreeing with previous findings this suggests that
metastable dynamics may be another marker of critical behaviour.
A neural system is said to exhibit dynamical complexity if a balance of integrated and segregated
activity occurs within the system. A common attribute of critical systems is a balance between
excitation and inhibition. The final part of the thesis attempts to understand how criticality
may be linked with dynamical complexity. This work shows a possible connection between these
phenomena providing a foundation for further analysis. The thesis concludes with a discussion
of the significant role criticality plays in determining the behaviour of neuronal networks.
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1 Introduction
1.1 Motivations and Objectives
The brain is encased in the head, the part of the body which in most walking, flying or swimming
animals is the leading end of the moving body - Valentino Braitenberg
One of the greatest pursuits of science is to understand how creatures think and behave. This
has led to the question of how cognition may arise from the brain. This question is the focus of
attention for numerous scientists across a wide spectrum of disciplines. Psychologists attempt
to analyse behaviour, neuroscientists observe neuronal firing, and computer scientists model
neuronal networks, each inspired by the goal of understanding how a brain operates.
Methods such electroencephalography (EEG) [1], magnetoencephalography (MEG) [2], and
functional magnetic resonance imaging (fMRI) [3] provide us with a means of observing neuronal
firing within the brain. The correlations between neural activity and behaviour invariably
revealed by these methods [4–7] motivate a deeper investigation into the structure, dynamics,
and function of cortical networks. Cortical networks exhibit a range of phenomena that are
hypothesised to influence cognition, such as synchronous oscillations [8, 9], metastability [10, 11],
and neuronal avalanches [12,13]. Theories such as communication through coherence [14] and
optimisation through criticality [15] attempt to explain how specific neural phenomena such
as these contribute towards cognition. This thesis investigates one such cortical phenomenon,
neuronal criticality [12,16,17].
For a system to be in a critical state is for it to be poised between order and disorder, a
condition in which a minor event can trigger a chain reaction leading to a large response [18].
Furthermore, the system must exhibit spatial and temporal scale-invariance [12, 18]. This entails
that the behaviour does not change at different scales of length and time. The phenomenon of
criticality is observed across many diverse systems. For example, the Ising model is a simple
mathematically-defined system that exhibits self-organized criticality [19,20]. A system is said
to exhibit self-organized criticality if it exhibits critical behaviour without the need to fine-tune
control parameters precisely [18]. In the man-made world criticality is found in urban traffic [21],
while in nature it is observed in events such as forest fires, floods, and earthquakes [18]. It has
been shown that some natural systems self-organise into this state via a critical branching process
- Self Organised Criticality [12,18,22,23].
Within the context of neuronal networks criticality is measured by studying the underlying
correlations between different components, as done by [24]. Originally neuronal criticality was
indicated by the presence of neuronal avalanches which follow a power law distribution [12].
Neuronal avalanches are characterised by bursts of activity bracketed by periods of quiescence.
Neuronal avalanche activity was originally observed in vitro by Beggs and Plenz [12] and later in
vivo by Gireesh [7] and Petermann [25]. Neuronal criticality is a scale-free phenomenon observed
both within small populations of neurons and across the entire neural network. Within small
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neuronal populations criticality is marked by the presence of neuronal avalanches following a
power-law distribution [12]. On the other hand, neuronal criticality across the entire system
can be marked by the presence of long-range temporal correlations between different neuronal
populations [26–29].
Researchers [12,30–32] have shown that neuronal networks self-organise into a critical state. The
Criticality Hypothesis [15, 33] claims a neural network in a critical state optimises behaviour as
follows:
• Information transmission - A system tuned towards the critical point may produce
arbitrarily large avalanches [12]. This opens up the possibility of communication between
neurons which may be a great distance apart. As shown by [12] and [34] a critical system
has optimal information transfer.
• Information storage - Haldeman and Beggs [22] show that a system near criticality
maximises the number of repeatable avalanche patterns. This entails that chain of neuronal
firings within each avalanche are highly repeatable. It is hypothesised that this leads to
optimal information storage within neuronal networks.
• Computational power - Maass and Bertschinger [35,36] have shown that the variance
of synaptic connectivity affects the number of stable repeatable activity patterns. A
high synaptic variance produces a large range of activity while a low synaptic variance
produces very stable and repeatable patterns. A critical network lies in between these
extremes essentially finding a balance between order and disorder. This is said to maximise
computational power as it allows networks to provide strong and varied responses.
• Stability - A neuronal network tuned to the critical point is said to produce parallel
trajectories in state space [22, 36]. At this point trajectories are stable and controllable
with regardless of minor changes.
Criticality not only has functional implications but is also a robust phenomenon observed at
different scales [6,28,29,37,38] and across different animals [7,12,25,39]. The content of this thesis
is primarily motivated by criticality affecting network behaviour and being robustly observed
in nature. However, a fully-fledged theory of brain dynamics needs to account for the full
range of such effects. Consequentially, this work doesn’t focus solely on the phenomenon of
criticality but rather attempts to establish a link between criticality and two distinct but related
neurodynamical phenomena, namely metastability and dynamical complexity. A dynamical
system is said to be metastable if it lingers in attractor-like states without converging to them
permanently. Metastability is observed between oscillating neuronal populations when some
subset of those populations temporarily enters a highly synchronised state, while the rest remain
desynchronised [10]. The metastable phenomenon is important due to researchers [10, 11, 40]
showing that metastability may affect behaviour. With both criticality and metastability being
system-wide phenomena which affect behaviour we are presented with the opportunity to study
the correlation between these cortical phenomena. Other authors [22,41] already show a possible
link between criticality and metastability. These works serve as an ideal foundation for further
exploration of the correlation between criticality and metastability.
The other phenomenon, dynamical complexity, is demonstrated by systems which exhibit a
balance of integrated and segregated activity [42, 43]. An overly segregated system is unable
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to gather its resources to respond to different stimuli. For example, within the context of
neuronal systems, different populations may be unable to synchronise internally or between
themselves. This posses a challenge as synchronisation between populations is hypothesised
to be a fundamental phenomenon which opens up the channels of communication between
neurons [8, 14]. This prohibits us from understanding how a large neuronal system operates
under different conditions. This also creates difficulties when attempting to design neuronal
systems reflective of those in nature where synchronisation between populations is common. On
the other hand, an overly integrated system may only provide a limited number of responses. In
an overly integrated system we may observe the same populations synchronising with each other
regardless of the stimuli presented. This observation represents a system which is inflexible and
dynamically limited. The Criticality Hypothesis states that a neuronal system tuned to criticality
maximises computational power as measured by the dynamic range between neurons [13, 33, 44].
As I mentioned above computational power is maximised when a neuronal system finds a balance
between order and disorder [15]. Neuronal criticality also represents a balance between two
opposing factors, namely excitation and inhibition [29,30,38]. This work chooses to study the
correlation between dynamical complexity and criticality since both these phenomena represent
a balance between two opposing factors. These topics allow us to establish an understanding of
cortical criticality using simple models. However, as criticality is a scale-free phenomenon we
are given the opportunity to expand the study to larger models, which also enables us to study
other phenomena.
Before we can begin demonstrating neuronal criticality a considerable amount of background
information must be covered. Therefore, the next chapter begins by discussing how we model
neuronal networks with the objective of replicating how they behave nature. This includes
a discussion of the neural model used primarily throughout the thesis. This is followed by
a description of network analysis techniques which later allow us to understand how network
structure and criticality may be linked. The following section focuses on the theoretical background
of criticality. This includes discussing how criticality was originally defined and identified within
the Ising model as well as how neuronal criticality is identified. This is followed by a discussion
of the power laws used to identify criticality and why there is an ongoing debate regarding using
this approach.
Chapter 3 begins our investigation into criticality by demonstrating how it is a robust phenomenon.
This chapter reproduces criticality using a simple neuron model and Hebbian learning. This
chapter also identifies criticality using power law based markers as previously discussed. The
following Chapter 4 expands on this by using a more biologically plausible neuronal network
and once again showing how networks can be tuned towards critical activity using Spike Timing
Dependent Plasticity (STDP). This chapter also explores all three dynamical regimes - sub-
criticality, criticality, and super-criticality. Using the previously described network analysis
techniques both these chapters show how a network’s synaptic weight distribution is an important
factor which affects the resulting dynamical regime.
Chapter 5 defines a larger model which allows us to analyse how neuronal criticality can be
identified within larger neuronal networks. This also allows us to investigate how markers of
criticality within modules correlate with the system-wide markers of criticality. This chapter
shows the correlation between the markers of criticality at the small scale and the markers of
criticality at large scale. This chapter concludes by showing that neuronal criticality is a scale-free
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phenomena which is identified at different scales using different but correlated techniques.
Chapter 6 demonstrates the correlation between criticality and metastability using the previously
expanded neuronal network. This chapter shows that metastability is most reliably maximal
when the system is near the critical regime. This result is expected as metastability similarly
measures the interplay between the integrating and segregating tendencies of neuronal systems.
This demonstrates how metastability may be another marker of criticality.
The final experiment-driven Chapter 7 attempts to understand the correlation between criticality
and dynamical complexity. This chapter does not provide any conclusive evidence of a strong
correlation but does provide a foundation for further study.
The thesis concludes with a discussion of criticality and how it is a significant part of the
behaviour demonstrated by neuronal networks in nature.
1.2 Contributions
The work presented throughout this thesis contributes to our understanding of criticality as
follows:
• Neuronal criticality is shown to be a robust phenomenon which manifests from many
different neural networks.
• Hebbian based learning can robustly tune neuronal networks towards criticality regardless
of initial connectivity.
• The synaptic weight distribution significantly impacts the dynamical regime of the neuronal
network. For example a steep distribution results in super-criticality while a gradual slope
results in sub-criticality.
• The markers of neuronal criticality show that it is a scale-free phenomenon. The thesis
expands on this by showing that these markers are strongly correlated and that both are
present when the system is near the critical regime.
• This work expands on the results of [22, 41] by showing that metastability is most reliably
maximal when the system in near the critical regime.
• The thesis creates a novel foundation for further studying the correlation between dynamical
complexity and criticality.
This thesis has resulted in the following publications:
Filipe Peliz Pinto Teixeira & Murray Shanahan, Local and Global Criticality within Oscil-
lating Networks of Spiking Neurons, Proceedings IJCNN 2015 (pp. 17).
Filipe Peliz Pinto Teixeira & Murray Shanahan, Does plasticity promote criticality?, Proceedings
IJCNN 2014 (pp. 23832390).
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2 Background
The study of criticality within neuronal systems is still in its early stages. The work by Beggs
and Plenz [12] is seen by many as the foundation of analysing criticality within neuronal systems.
However, before we discuss neuronal criticality we must first understand the basic behaviour of a
neural network.
The following section aims to give the reader an understanding of neuronal systems and how
criticality emerges from neural networks. This chapter begins by discussing neural networks
which includes describing how to model neural behaviour. This is followed by a section detailing
common methods for analysing network structures. These metrics are commonly used to describe
complex networks and will later allow us to understand how network structure and behaviour are
linked. This is followed by a detailed discussion of criticality which includes describing how the
phenomenon is identified within neuronal systems, a question that has been the subject of much
recent debate [12, 13, 26, 45–48]. The chapter concludes by discussing metastability and dynami-
cal complexity, two phenomena which may be linked with, or at least affected by critical behaviour.
2.1 Spiking Neural Networks
Neurons in nature achieve their spiking profile acording to the following process [49,50]. Each
neuron internally maintains within its nucleus 1 a membrane potential v which is normally
stabilised around its resting potential 2. When the membrane potential of a neuron reaches a
certain threshold it fires, sending a spike (action potential) down its axon 3. An action potential
is an electric pulse that travels down the firing neuron’s axon until it reaches the synapses
which causes a release of neurotransmitters. These synapses are very close to the dendrites of
neighbouring neurons. 4. A neuron’s dendritic tree allows a neuron to be excited or inhibited
when one of its neighbouring neurons fires. In this way a neuron firing can result in a chain
reaction of neuronal firings. After a neuron fires its membrane potential does not return to its
resting state but rather goes into a state of hyperpolarisation. When a neuron is in this state it is
very difficult for the neuron to fire again. The neuron will return to its resting state (depolarises)
after it hyperpolarises. Figure 2.1 shows an example of how the membrane potential fluctuates
throughout this process. Once the neuron is at its resting state it may easily fire once again.
This process proves valuable as it prevents the firing neuron from immediately being excited to
the point of firing again. As shown by [30, 38] this proves to be invaluable for generating critical
1The nucleus refers to the central structure of the neuron. The rest of the neuron is referred to as the cell body or
soma.
2The resting potential of a neuron is the charge held within the neuron when there is no stimulation present
3The axon of the neuron carries the charge when a neuron spikes. Long axons are covered with a myelin sheath
that increase the speed of conduction.
4Synapses are not direct electrical connections between neurons, rather there is a gap between the axon and
dendrite where electrochemical process allow the signal to pass through.
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behaviour within neural systems.
Neuron’s can either be excitatory or inhibitory depending on the effect they have on their
targets. An excitatory neuron firing causes its targets to become more stimulated, increasing the
likelihood of these targets to spike. On the other hand, an inhibitory neuron firing reduces the
stimulation of its targets, decreasing the likelihood of them spiking. With many neurons con-
nected together a complex behaviour emerges as a result of the interactions between these neurons.
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Figure 2.1: Spiking Neuron: An example of a
neuron spiking.
These processes can be numerically simu-
lated giving us the opportunity to study neu-
ron phenomena more easily. The first step
towards modelling a spiking neural network
is to define the behaviour of a neuron. The
Hodgkin-Huxley [51] model most accurately
reproduces the behaviour of neurons in na-
ture. However, the Hodgkin-Huxley model is
computationally expensive. Due to this, sev-
eral alternatives maybe used, from simple in-
tegrate and fire neurons [52], to more complex
models such as the Izhikevich model [53] and
FitzHugh-Nagumo model [54]. Izhikevich pro-
vides a review of some of the more popular
models [55].
This thesis primarily relies on the Izhikevich
neuron for simulating spiking behaviour [53].
The behaviour of a single neuron is produced using the Izhikevich model:
v′ = 0.04v2 + 5v + 140− u+ I
u′ = a(bv − u)
(2.1)
if v ≥ 30 mV, then
{
v ← c
u← u+ d (2.2)
where v and u represent the neuron’s membrane potential and recovery respectively. The
parameters a, b, c, and d are set to model either excitatory (0.02, 0.2,−65 + 15r2, 8 − 6r2) or
inhibitory (0.02 + 0.08r, 0.2 − 0.05r,−65, 2) neurons. The variable r is drawn from a uniform
distribution U(0, 1) to introduce some variability in the neuronal population. I represents current
from neighbouring neurons as well as external stimulation which we use to interact with the
system. When the membrane potential v exceeds a threshold, eq (2.2) models the after-spike
reset behaviour. This approach is computationally efficient and comparable to neural behaviour
in nature [55]. Figure 2.2 shows example behaviour of an excitatory and inhibitory neuron
simulated using the above parameters. This model is used by a variety of authors including
Li [37] who used it for studying criticality.
Once we have defined how each neuron behaves the next step is to define how neurons are
coupled together. Interaction between neurons is defined via a synaptic model. Effectively, the
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Figure 2.2: Connection Probabilities: Excitatory and Inhibitory neuron behaviour achieved
using the Izhikevich model [53] with the standard parameters a = 0.02, b = 0.2,
c = −65 + 15r2, d = 8− 6r2 and a = 0.02 + 0.08r, b = 0.2− 0.05r, c = −65, d = 2
for excitation and inhibition respectively.
synaptic model defines how I is computed. Throughout this thesis a simple synaptic model is
used where the charge passed from one neuron i to another neuron j depends on the weight wij
of the synapse between them. This entails that I is modelled as:
I(i) = ζ + r +
∑
N(i)
wij (2.3)
Where i is the neuron receiving the charge, N(i) are the neighbours of i which have fired, r
is a random number drawn from a normal distribution, and ζ is an additional current used to
control the simulation. A positive weight wij > 0 results in neuron i exciting neuron j while a
negative weight wij < 0 result in i inhibiting j. Alternative synaptic models maybe used, such
as conductance based [9, 56] where the charge passed is dependent on time. However, for the
purpose of this study the simpler synaptic model shown is acceptable.
The model discussed here allows us to reproduce several neuronal phenomena [37,42,57–61]. The
majority of the work presented in this thesis uses the above defined model.
2.2 Network Analysis
One of the central themes of this thesis is to understand how network structure affects behaviour.
Chapters 3 and 4 aim to understand how modifying network synapses affects neuronal avalanches
and criticality. Therefore it is fundamental that we quantify or describe each network based on
its structural properties. This section introduces these methods allowing us to quantify complex
network structures. This not only differentiates each network, but allows us to more clearly
determine which structural properties are important in generating critical behaviour in neuronal
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systems.
A common feature of complex networks is high clustering [62]: If node x is connected to y and z
then it is likely that y and z are connected. For example, your friends are likely to know each
other. For our purposes nodes with only one neighbour - leaf nodes - have a clustering coefficient
of zero (other authors may use one for such cases). Kaiser [62] discusses the effects of using zero
or one in greater detail.
A complex network is further defined by a short average path length [63,64]. Both these features
are typical of small world networks which allows us to introduce our first network measure, small
world index [64]. Formally, we define small world networks by:
σG =
γG/γrand
λG/λrand
(2.4)
where γG and γrand are the clustering coefficients of network G and an equivalent random network
respectively; and λG and λrand are the mean path lengths of network G and an equivalent random
network respectively. In this context an equivalent random network refers to a network with an
equal number of nodes and edges but where connectivity is defined randomly using a uniform
distribution or other means [65].
The clustering coefficient of a node j is the fraction of the set of all possible edges between
immediate neighbours of j that are actual edges. The average clustering coefficient γG is this
value averaged for all nodes in the network G. The mean path length λG is the minimum number
of steps from node i to j averaged for all node pairs in network G. The clustering coefficient of a
random network with n nodes and average degree k is γrand = k/n while the mean path length
is λrand = ln(n)/ln(k) [64]. The above computation of a network’s small world index is based on
the original work by Watts and Strogatz [64]. Alternative definitions of small-worldness have
been created by [66] and [62]. However for our purposes using the original definition by Watts
and Strogatz [64] is acceptable. The alternative measures do not affect the correlations later
shown in chapters 3 and 4.
We may further define a complex network by its modularity. A network is modular if nodes can be
partitioned into populations which are highly intra-connected and sparsely inter-connected [67].
Newman [67] formally defines modularity with respect to a given partitioning c:
QG =
1
2m
∑
i,j
(Gij − kikj
2m
)δcicj (2.5)
where Gij > 0 indicates the presence of a connection between i and j, m is the number of edges
in the network, cx indicates the module of node x, and
δxy =
1 if x = y0 otherwise (2.6)
Network modularity QG has a maximum value of one and is negative when there are fewer
connections within a module than between modules. A negative modularity usually entails that
the assumed modular division is incorrect. When generating networks probabilistically their
modular division is unknown. Using the Brain Connectivity Toolbox by [68] we can heuristically
find network modules. However the algorithm of [68] returns varying results on different attempts.
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To control for variance I run modularity analysis 100 times on each network generated, and pick
the community division resulting in the highest network modularity QG.
The final measure used to describe the networks used throughout the thesis aims towards
identifying and measuring the presence of a connective core. This is based on the observation that
nodes in complex networks and in nature tend to be richly connected [69–71]. This observation has
lead to defining measures such as rich-club coefficient [70] and k-core decomposition which quantify
networks by the presence of a connective core of richly connected nodes. This study uses one of
these measures, namely knotty-centrality [72] which attempts to measure the degree to which
a highly intra-connected and central core is present within the network. The knotty-centrality
KC(G) of a network G is defined by:
KC(G) =
EG
NG(NG − 1)
∑
i∈G
bc(i) (2.7)
where EG is the number of edges between the nodes in network G and NG is the number of
nodes in the network. bc(i) is the betweenness centrality of a node i normalised with respect to
the whole network. Formally bc(i) is computed by:
bc(i) =
BC(i)∑
j∈G
BC(j)
(2.8)
where BC(i) is the directed betweenness centrality defined by Kintali [73]. Kintali defins
betweenness centrality as:
BC(i) =
∑
s:s 6=i
δs∗(i) (2.9)
Kintali [73] derives δs∗ from the equation above using δst where δst is a fraction of shortest paths
between s and t that pass through i. Knotty-centrality is 0 if none of the nodes in G are adjacent
(ES = 0). On the other hand, knotty-centrality is 1 if G is a clique
∑
i∈G
bc(i) = 1. For this study
the weighted version of knotty-centrality is used. An alternative compact knotty-centrality may
also be used to analyse network structure [72]. Other approaches can more quickly identify
the presence of a connective core (for example removing edges from nodes with a low degree).
However, this approach explicitly quantifies the presence of a core which allows us to compare
networks more simply.
Figure 2.3 provides an example of how these three measures quantify three different networks
which vary only according to connectivity. The above measures are applicable to the weighted
directed networks used throughout the thesis. Later they will demonstrate the correlation
between network structure and critical activity. Furthermore, these network measures allow us to
observe how a network changes when transitioning from a non-critical regime to a critical regime.
2.3 Criticality
2.3.1 From Lattices to Neuronal Systems
Critical phenomena were originally identified within the context of neuronal systems by Beggs
and Plenz [12]. However, before the discoveries made by Beggs and Plenz, criticality was
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Watts Strogatz p = 0.
σG = 1.8663.
QG = 0.45.
KC(G) = 0.21053.
Watts Strogatz p = 0.5.
σG = 1.0684.
QG = 0.34531.
KC(G) = 0.34056.
Watts Strogatz p = 1.
σG = 0.
QG = 0.29875.
KC(G) = 0.45434.
Figure 2.3: Example Network Measures: The above figure shows the resulting smallworld-
ness, modularity and knotty centrality of three different networks where each network
varies only by connectivity. These networks are built using the Watt-Strogatz proce-
dure [64] with N = 20 nodes and k = 4 nearest neighbours
originally discussed in great detail by Bak [16, 18]. Even before the conclusions by Bak we
find the foundations of critical behaviour - such as second order phase transitions - discussed
further back by Cipra [20], Harris [74], Onsager [75], and Peierls [19]. These works could be seen
as a rough time-line showing the progress of criticality from conception to application within
neuronal systems. This section attempts to discuss criticality starting from these early theoretical
observations, moving towards the experimental findings and concluding with work which serves
as the foundation and motivation for this thesis.
The simplest way to understand criticality is to begin with an example which demonstrates how
it was originally defined and identified. Here we consider the Ising model named after Ernst
Ising, who began working with the model in the 1920s. Other authors [17,20] provide a similar
introduction to the Ising model. This model is of interest to us as it exhibits a phase transition
which is a common marker of critical systems. Furthermore it demonstrates how short range
interactions between components give rise to spatial and temporal long-range correlations.
Here we consider the two dimensional Ising model that consists of a lattice of discrete vari-
ables/particles which represent the magnetic moments of atomic spins. Each variable which can
be in one of two states (+1 or -1). As Ising did, let us assume this lattice is placed within a
magnetic field which is held at a constant temperature. This results in the state of each variable
depending on the field and the temperature. If we turn off the magentic field what happens to
each variable? When this occurs the effect on the lattice depends on the temperature applied.
With a high temperature the lattice tends towards a demagnetised state. With a low temperature
spontaneous or residual magnetisation creates a tendency for all variable to be in the same
state (+1 or -1). At a critical temperature when spontaneous magnetization begins a second
order phase transition occurs. This is not to be confused with a first order transition. A first
order transition can be seen as change in physical state from one phase to another, for example
solid-liquid and liquid-gas transitions. Rather second order phase transitions are continuous
in the first derivative but experience a jump in the second derivative. In this example, the
first order parameter, the magnetization, increases continuously from zero as the temperature
is lowered. On the other hand, the second order parameter, the magnetic susceptibility of the
lattice diverges. This was initially argued by Peierls [19] and later shown by Onsager [75]. Figure
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2.4 shows an example of the Ising model.
The question we must now answer is what happens when there is a phase transition at the
(a) Low temperature (b) Critical temperature (c) High temperature
Figure 2.4: Ising Model: An example of the two dimensional Ising model composed of particles
where each particle’s state depends on the temperature applied to the lattice.
critical temperature ? Cipra [20] and Onsager [75] provide a detailed computation of the partition
function. However, since we are approaching this phenomenon from a neurological position let
us describe what happens in terms of the correlations occurring between the particles. For this
discussion the correlations between these particle are analogous to those between neurons in
nature.
As done by Beggs [17] let us define the correlation between particles as:
Cij = 〈(i− 〈i〉)(j − 〈j〉)〉 (2.10)
where 〈〉 is a time average, therefore 〈i〉 is the average state of particle i. For example, if the
state of the particle is upwards we can represent the state of the lattice with a +1, if the state
is downwards a −1. The average over a long period of time could be +0.5 Therefore, (i− 〈i〉)
represents the amount which a particle i fluctuates from the average at any given time. Under
these conditions Cij is large only if both particles i and j fluctuate in a coordinated manner. I.e.
both sites tend to fluctuate simultaneously and in the same direction. Therefore,Cij represents
the dynamic correlation of two particles over time.
Using this approach we can measure the correlation between particles when the temperature is
low, high, and critical. When the temperature is low there are no fluctuations resulting in Cij = 0.
For example, Figure 2.4a shows all particles in the same state constantly. When the temperature
is high there are many fluctuations but no coordination between i and j, again resulting in a
low Cij . This is shown by Figure 2.4c with no correlations between particles. However, the
critical temperature allows for fluctuations to arise with not enough heat existing to eliminate
the coordination between particles. Figure 2.4b shows an example of such an arrangement at
the critical temperature. In this case there is fluctuation and coordination indicating a dynamic
correlation between particles. This entails that one particle changing its state may affect its
nearest neighbours. Thus, giving rise to the possibility of a small event (one particle changing)
leading to a large response (many particles changing). This large response to a subtle change is
another common marker of critical systems. The example by Beggs and Timme [17] shown in
Figure 2.5 demonstrate correlations Cij for the three cases discussed above.
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Figure 2.5: Dynamic Correlations Over
Time: This figures shows example
dynamic correlations between two
particles over time when temper-
atures are high, critical, and low.
High temperatures showing large
fluctuations with no correlations.
Low temperatures showing no
fluctuations but largely correlated
behaviour. The critical temperature
showing the ideal scenario with
both fluctuations and correlated
behaviour present. Image Source:
Beggs and Timme [17]
A key component of critical systems is not
only dynamic correlation over time, but also
space. In the above discussion we did not take
into account how far particle i is from par-
ticle j. When particles are directly next to
each other, often they may be dynamically cor-
related (high Cij). This situation may even
occur with low and high temperatures. How-
ever, when we increase the distance between
particles we find that the dynamic correlation
rapidly drops when the temperature is low or
high. On the other hand, in the presence of the
critical temperature the dynamic correlation
between remote particles remains high [75].
Furthermore, at the critical temperature as
the distance between particles increases, the
dynamic correlation between them decreases
at a much slower rate in comparison to the low
and high temperatures. If we plot the corre-
lation length as a function of the temperature
applied we see the correlation length sharply
maximising at the critical temperature. Figure
2.6 shows the second order phase transition
which occurs when the lattice changes from an
ordered to a disordered state. This may also be called a transition from the sub-critical to the
super-critical state. In between these states, at the transition point (critical state) the correlation
length is maximal.
Within the context of neural systems this means at the critical point neurons communicate
over a greater number of synapses and have a greater effect over longer distances. However,
unlike the Ising model where each particle only affects it’s immediate neighbour, a neuron’s
synapses may stretch over several distant neurons. This entails that different neurons may have a
greater affect over the network. Despite these differences we still find that similarly to the Ising
model, neurons at the critical temperature have a maximal dynamic range [13,44]. This is not to
be confused with all neurons behaving in the same manner (c.f. the lattice at low temperatures).
A situation with all neurons behaving in the same manner represents a high correlation but
shows no dynamic behaviour. Therefore, it is unlikely that one neuron’s behaviour is affecting
its neighbours strongly enough to elicit a response. Similarly to the lattice we are looking for a
scenario where the system exhibits strong coupling but also flexibility. We find both of these
characteristics near the critical point. Another difference worth noting is that simple methods
such as the Ising model exhibit a critical point, however in more complex system we often refer
to a critical regime or area. As shown by [6,28,29] neuronal networks do not exhibit a critical
point but rather an area where the system exhibits critical behaviour - the critical regime.
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Figure 2.6: Correlation Length and Temperature: This figures shows the phase transition
which occurs at the critical temperature. The dynamics correlation length sharply
maximises at the critical temperature. We see that the peak in correlation length
separates the ordered and disordered phases. This is a second order phase transition
which is a common marker of critical systems. Image Source: Beggs and Timme [17]
In line with the findings discussed above a common method for identifying critical systems is
to modify a control parameter (e.g. temperature) attempting to sharply maximise an order
parameter (e.g. correlation length) which separates two different system states - i.e. to locate a
second order phase transition. In some cases explicitly finding a second order phase transition
cannot be done - this is currently the case with neuronal models used throughout this thesis. The
Ising model provides an introduction into the phenomenon but the methods used to describe the
correlation between particles clearly cannot be used when investigating these simulated neurons.
For example a key difference is that the Ising model settles into different equilibrium states at
different temperatures while neural networks nature clearly do not settle into equilibrium. The
brain is a dynamical and non-stationary system which continuously fluctuates. Regardless of these
differences the Ising model reveals a commonly accepted marker of criticality - the power law.
When we plot the correlation length and temperature on a log-log axis we find that correlation
length follows a straight line. This suggests that the correlation length is following a power law
with a scaling parameter α. Many authors claim that a power law is often produced by systems
at or near the critical point [12,26,45, 48,76–78]. Because critical systems often produce power
laws, identifying a power law is often taken as conclusive evidence of criticality. However, power
laws are not proof of system criticality merely an indication of the phenomenon [17,45,46,48].
When identifying true criticality what remains important is to observe a diverging correlation
length as the system size approaches infinity [46]. Relaying on power-laws alone may be seen as
identifying “pseudo” criticality [26,46,79,80].
Power laws represent the system being scale-free and fractal [81]. This entails that the power law
is continually observed as the system size approaches infinity. As modelling infinite system is not
13
possible many researchers choose to show that the power law is consistent for different system sizes.
Researchers such as [12,38,46] demonstrate this as further evidence of the system being near the
critical regime. With regards to a system being scale free we observe another difference between
the Ising model and neural networks. A neural network can be constructed to be scale-free in terms
of its structural properties. For example using preferential attachment models [71] produces scale-
free networks. On the other hand, the particles of the Ising model only connect to their nearest
neighbours, therefore the model is not built to be scale-free structurally speaking. However both
neural networks and the Ising model can be functionally scale-free. This leads to another important
aspect of criticality namely that it entails a system is functionally scale-free (not structurally
scale-free) [17]. This means that networks regardless of structure can exhibit critical behaviour.
Figure 2.7: Sand Pile Power Law:
This figures shows that the
size S of sand avalanches
follows a power law regard-
less of system size. Image
Source: Bak [18]
The link between power laws and criticality is not
only due to the issues discussed above but is also due
to the original work by Bak [16, 18] later further re-
fined by [82,83]. Bak shows that systems self-organize
to the critical point via a branching process - self or-
ganized criticality. Here we will briefly discuss closed
boundary criticality using the sand pile model as an
example. Again, to some degree this will be analogous
with neural networks and forms the foundation used by
Beggs & Plenz [12]. If we imagine pouring grains of sand
over the same area eventually several avalanches will
occur. These avalanches are the result of local pertur-
bations (i.e. dropping a grain of sand) leading to large
scale system responses (an avalanche). Perturbation
theory [84] similarly shows how local perturbations can
lead a large system response. Broer and colleagues [85]
discuss in greater detail how criticality and perturbation
theory [84] are connected. Bak originally showed that
the size distribution of these sand avalanches follow a
power law (Figure 2.7). More importantly he shows that
this is true regardless of system size and shows that the
system is scale-free.
The cut-off point (the point where the straight line ter-
minates) in Figure 2.7 is due to the system limit. Other
authors [12, 13, 30, 37, 38] similarly use an exponential
cut-off when evaluating the validity of the power law.
This thesis also applies an exponential cut-off when eval-
uating power laws.
From lattices to piles of sand we will now discuss how all this has led to criticality being discovered
in neuronal avalanches. Beggs & Plenz [12] originally discovered criticality in neural systems
in vitro using cultures from the rat somatosensory cortex and an 8 × 8 multielectrode array.
Later Gireesh [7] and Petermann [25] show similar results in vivo. Beggs & Plenz [12] began by
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dividing neuronal firings into windows of size ∆t = 4ms. A window is active if any neurons fire
within the window otherwise it is inactive. A neuronal avalanche is a series of active windows
encapsulated by inactive windows. Using this definition an avalanche can be described according
to size (the number of neurons which fire) and length (the number of active windows within an
avalanche). They found that the size and length distributions follow power laws with exponentials
of α = −1.5 and α = −2 respectively. Furthermore, they also showed that the exact value
of the exponential power depends on the window size ∆t. As previously mentioned Beggs &
Plenz [12] were able to achieve these results using data retrieved from an 8 × 8 multielectrode
array. Using this approach requires thresholding the firing data which may affect the result i.e.
when an electrode reads a charge, at which point is the charge defined to be a spike which fits
into an avalanche. Beggs & Plenz [12] compensated for this by using different thresholds and
showing the results remained consistent for a large threshold window. Fortunately, the models
used throughout this thesis do not require such methods as spikes are explicitly simulated and
measured.
The power laws found by Beggs & Plenz [12] using this methodology began a series of studies
investigating the nature of power laws in neuronal systems. This work forms much of the
foundation of this thesis. However, before we can continue we must address an issue currently
being debated, the issue being the mathematical validity of these power laws [17,26,45,48,78]. In
the following section I will discuss the reason for this debate as well as how I address this issue.
2.3.2 Identifying Criticality: Power Laws and Neuronal Data
As discussed in the previous section, systems exhibiting behaviour which follows a power law
distribution are often seen as critical. The original approach for identifying power laws and the
scaling parameter α is to measure the distribution of events (e.g. avalanche sizes) and plot them
on a log-log axis [86]. If the plot follows a straight line we may claim that it is a power law.
In other words we are assuring that ln(P (x)) = αln(x)+constant follows a straight line. By
performing a least-squares linear regression on the straight we can interpret the slope of the line
as α. The validity of the fit is determined by calculating the fraction r2 of variance.
This was the approach used by Beggs & Plenz [12] when identifying power laws in neuronal
data. However, as stated by Clauset [45] this is a “bold” approach when determining power laws.
Clauset [45] shows this approach to be problematic due to several issues:
1. Fitting errors are difficult to estimate because we incorrectly assume that the noise in the
distribution is Gaussian. This is especially implausible with neuronal systems as most of
the data falls towards the tail of the distribution, not only making the end heavier but also
noisier.
2. Validating the power law by calculating the fraction r2 of variance is inaccurate. Clauset [45]
shows that r2 may yield similar values for both data drawn from a power law and data
drawn from other distributions such as a log-normal distribution.
3. Regression methods do not extract fits which satisfy probability distribution requirements.
For example, a probability density function (PDF) must always be non-negative and must
integrate to one. This approach does not ensure that extracted PDFs satisfy these rules.
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Clauset [45] goes into greater detail discussing the above issues. It is due to considerations such
as these that there is an on going debate regarding the mathematical validity of power laws in
neuronal systems [17,26,45,48,78]. Due to these issues I use an alternative approach based on
maximum likelihood estimation (MLE) for extracting and analysing power laws [45].
The first step towards extracting a power law is to compute the scaling parameter α and the
lower bound xmin for which the power law is valid. The lower bound can be computed using
methods described by [45] however I explicitly set xmin = 2. This lower bound entails that the
power law should only be valid for avalanches containing two or more neurons. In this case it is
acceptable to explicitly set the lower bound for the following reasons:
1. Using the methods by Clauset [45] often results in xmin = 1 and xmin = 2 when computing
directly from the firing patterns produced by the models in the thesis.
2. Varying the lower bound between 1 ≤ xmin ≤ 20 does not impact the resulting scaling
parameters or the validity of the fits throughout this thesis.
3. Explicitly setting a lower bound ensures that all avalanche distributions are evaluated
equivalently. For example if we use the computed lower bound, one set of avalanche
observations may have xmin = 2 while another has xmin = 25. This would mean we are
using different definitions for each avalanche depending on xmin.
If we assume the data is sampled from the following continuous power law distribution [87,88]:
p(x) =
α− 1
xmin
(
x
xmin
)−α
(2.11)
then we can estimate the scaling parameter using the (MLE) derived by Clauset [45]:
αˆ = 1 + n
[ n∑
i=1
ln
xi
xmin
]−1
(2.12)
where xi = 1, ...n are the observed avalanche sizes such that xi ≥ xmin.
The above approach allows us to extract a power law from any set of observed avalanches.
However, this tells us nothing regarding the validity of the extracted power law. Simply relying
on a visual inspection of a straight line on a log-log plot is insufficient for validating power
laws [26,45, 48, 78]. To test the validity of the power law we draw a large synthetic sample from
a true power law (constructed from the computed α and xmin). We then measure how far the
synthetic samples fluctuate in comparison with the observed set of avalanches. If the observed
avalanches fluctuate too much in comparison then it is unlikely that the fit extracted is a valid
power law. As done by Clauset [45] the distance between the samples pn(x) and the distribution
p(x) is computed using the Kolomogorov-Smirnov (KS) statistic :
Dn = sup
x
|pn(x)− p(x)| (2.13)
where n is the number of samples drawn.
Formally we compute a p-value that quantifies the plausibility of the power law fit. The p-value
is the fraction of the synthetic distances that are larger than the distances of the real data. Ifp
is large (p = 1) then the differences between the synthetic samples and the observed avalanches
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are due to fluctuations. On the other hand, if p is too small (p < 0.1) the power law fit is not
plausible. The full process of determining a power law and its validity is as follows:
1. Collect the sample of observed avalanches.
2. Set xmin = 2 and compute the scaling parameter α from the observed avalanches - i.e.
extract the power law.
3. Compute the KS statistic between the observed avalanches and the extracted power law.
4. Draw several large sets of synthetic data points from the power law using the above xmin = 2
and α.
5. For each synthetic set using xmin = 2 compute the scaling parameter α.
6. For each synthetic set compute the KS statistic between the set’s samples and the set’s
own power law.
7. Compute the p-value by counting the fraction of times the synthetic sets have a larger KS
statistic than the original KS statistic computed from the observed avalanches.
As the observed avalanches will likely have more data points towards the tail of the distribution
(for example ntail observations) we must ensure that the synthetic sets are similar. To ensure
this we create synthetic sets by drawing with probability ntail/n a random number xi from the
power law where xi ≥ xmin. Otherwise, with probability 1− ntail/n we randomly select an xi
from the observed data where x < xmin.
This process allows us to extract the power law and determine its plausibility. However, this
does not take into account other distributions. It is possible for a power law fit to be valid, but
for a different distribution, such as a log-normal or exponential distribution to be more suitable.
To determine if another fit is more suitable we simply repeat the validity process above using
different fits - in this case a log-normal and exponential distribution are used. If the p-values
from another distribution is greater than the p-value computed from the power law then the
other distribution is more suitable, otherwise the power law is valid and most suitable.
Using the above process allows us to more accurately compute the power law, determine its
validity and suitability. This should entail a better indication if the system is critical. However,
similar to [46] the models throughout this thesis show that the larger the number of observed
avalanches the greater the p-value decreases. This suggests that the power laws shown throughout
the thesis are invalid. Some authors argue that irrespective of the mathematical validity of the
power law these systems are still critical [44, 46, 78]. As previously mentioned the validity of
these power laws and their indication of systems being critical is still being debated. Due to
this on going debate the remainder of the thesis uses the termpower law-like. A fit being being
power law-like means that we are able to extract a power law fit from 2 minutes of data where
the power law is valid (p ≥ 0.1) and most suitable. Furthermore, the power law-like fit must
be consistent for different system sizes as the system approaches infinity. Using this approach
attempts to show that the behaviour is scale invariant as required by criticality. Methods such
as those used by [24] more accurately identify neuronal criticality by analysing the correlation
length of active voxels. However, at this stage no such similar process has been defined for the
models used throughout this thesis. The identification and usage of such a method is beyond the
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scope of this thesis. The following chapters assume that a power law-like fit is a suitable marker
of neuronal criticality for the models.
2.3.3 Identifying Criticality: The Kappa Measure
Figure 2.8: Neuronal Avalanches
and Power Laws: This
figures shows the avalanche
size distributions following
power laws depending on
window size ∆t. These re-
sults were produced using
and 8 × 8 multielectrode
array on cultures from the
rat somatosensory cortex.
Image Source: Beggs &
Plenz [12]
While a power law-like fit is a plausible indicator of
criticality it does not allow us to easily visualise criti-
cality across thousands of simulations. To compensate
for this I use a second criticality marker based on the
measure by [13, 44]. This measure defines two cumu-
lative density functions (CDF). The first CDF F (β) is
experimentally computed from a given avalanche size
β. The second CDF FNA(β) is a theoretical reference
defined by Shew [13]:
FNA(β) =
1−√l/β
(1−√l/L) (2.14)
where l and L are the smallest and largest observed
avalanche sizes respectively. Using these distributions
Shew [13] defines a criticality measure κ:
κ = 1 +
1
m
m∑
k=1
(FNA(βk)− F (βk)) (2.15)
where each βk is an avalanche size. The m avalanche
sizes β1 to βm are logarithmically spaced between the
smallest β1 = l and largest βm = L. Similar to Shew [13]
I select m = 10 avalanche sizes. However unlike the orig-
inal work by Shew I do not assume that all distributions
have an exponent of −1.5. Rather I compute the theo-
retical reference FNA(β) based on the exponent of the
experimental sample F (β). A system is near the critical
regime if κ ≈ 1. Using the above approach based on
CDFs avoids some of the issues created by binning when
constructing a probability density function (PDF).
The κ measure is similar to the previously discussed
power law fits but allows us to more easily visualise
the criticality markers across multiple systems. These
measures are suitable for identifying possible criticality
within small local neuronal networks. Later in the thesis
I will discuss identifying criticality in larger neural networks.
2.3.4 Sub-Critical, Critical, and Super-Critical
Various authors [6,15,17,28,29] often refer to three dynamical regimes when discussing criticality
- sub-criticality, criticality, and super-criticality. These terms are used throughout the thesis as
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within the context of neuronal networks we often find that neuronal systems fit within one of
these dynamical regimes. The following section formally defines these terms.
A critical branching process model exhibits the the power-law distribution of avalanche sizes
[12,15,74]. As described by [15] in a neuronal branching model a neuron that is active at one
time step will result in an average of σ neurons being active in the next time step. This value σ
is the branching parameter and is defined by [15] as:
σ =
#descendants
#ancestors
(2.16)
where #ancestors is the number of neurons active at time step t and #descendants is the number
of active neurons at time step t+ 1. Using σ we can define the three dynamical regimes as:
1. Sub-Critical, σ < 1: Activity quickly dies out and larger avalanches to not occur. Here we
observe avalanche distributions which clearly do not follow a power law.
2. Critical, σ = 1: The activity is sustained but due to system size σ will sometimes be 0
and the avalanche terminates, conforming to power law distributions with an exponential
cut-off dependant on system size. [15] formally shows this situation.
3. Super-Critical, σ > 1: The activity amplifies over time. Here we observe gaps towards the
head of the distribution due to smaller avalanches not occurring.
The branching parameter σ serves as an ideal marker of criticality. However, as shown by [15,46]
this is not the case with neuronal system as neuronal firing is often noisy. Therefore, as previously
stated we often define neuronal criticality as within different “regimes” based on power law
dynamics. [15, 46] shows how the branching parameter approximates towards a power law.
Shew [13, 44] uses the previously defined kappa measure for identifying the critical regimes
with κ = 1 indicating the critical regime and lower values of κ indicating the sub-critical and
super-critical regimes.. Using these definitions we can explore the different dynamical regimes
typically observed within neuronal networks.
2.3.5 Linking Criticality to Other Neuronal Phenomena
In the previous sections we discussed the origins of criticality and how it may be identified in
small local neuronal networks. However, criticality is scale-invariant and system wide. Fitting a
power law to firing data retrieved from large neuronal networks is impractical. This is due to
our definition of avalanches requiring periods of quiet. It may be possible to apply a threshold
but selecting a justifiable value for this threshold would be difficult. Later, Chapter 5 discusses
an alternative approach for identifying criticality within large neuronal networks.
Identifying markers of criticality at different scales not only provides a better understanding of the
phenomenon, but also allows us to explore criticality from different perspectives. Larger neuronal
networks allow us to investigate different neuronal phenomena such as polychronisation [61],
metastability [11], and syn-fire chains [89]. The final chapters of the thesis aim to understand
how criticality may relate to metastability [11] and dynamical complexity [42,43].
Metastability relates to how neuronal populations may synchronise and desynchronise to form
coalitions of functionally related areas. Evidence has suggested that synchronised populations
optimise information transfer [14]. As previously mentioned, criticality is of interest as it may also
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optimise information transfer [15]. It is for these reasons that there is an interest in understanding
how criticality and metastability are related [22,41,90].
Dynamical complexity is often viewed as representing a balance between segregated and integrated
activity [42, 91]. A system has a low dynamical complexity if it is highly integrated or highly
segregated. A highly integrated system may represent a lack of flexibility while a highly segregated
system may represent the inability of a system to respond to a stimulus. A high dynamical
complexity is desirable as it represents the balance between these different factors. Furthermore,
dynamical complexity is thought to underlie high level cognition [91] A system exhibiting neuronal
criticality requires a balance in activity. However, in this case the balance required is between
excitation and inhibition [13, 17, 32, 38]. The relationship between criticality and dynamical
complexity is under-explored, and therefore provides a novel area for investigation.
Investigating metastability and dynamical complexity allows the thesis to not only provide a
better understanding of criticality within the context of neuronal phenomena but also lays the
foundation for further empirical work on these topics. Chapters 6 and 7 discuss and investigate
metastability and dynamical complexity respectively in greater detail.
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3 Criticality in Spatially Embedded Neural
Networks
3.1 Introduction
Cortical phenomena other than criticality, such as synchronous oscillations [8, 9], metastabil-
ity [10,40,41,92,93], and polychronization [61], are impacted by factors such as excitatory and
inhibitory neural activity as well structural network connectivity. In this chapter we will use a
simple integrate and fire neuron to investigate which factors influence critical dynamics. This
serves as a simple introduction into critical dynamics within the context of neural networks.
Furthermore, this also allows us to explore avalanche behaviour simply before introducing com-
plex models. Specifically this chapter focuses on the impact of network structure on neuronal
avalanche activity.
I begin by constructing a series of model networks using a distance-based probabilistic connectiv-
ity curve derived from studies of layer 2/3 of the rat visual cortex [94]. Using a control parameter,
we vary the slope of the curve thus constructing a variety of networks, where at one extreme
of the control parameter networks are highly spatially embedded and at the other, network
connectivity is random. Each network produces a collection of firing patterns using a simple
neuron defined by [30,38]. This simple neuron in combination with a Hebbian learning process
produces a variety of avalanche patterns.
By analysing these firing patterns we demonstrate the impact of network structure on the power
law-like distributions followed by neuronal avalanches. I show that power law-like avalanches can
be reliably reproduced regardless of network connectivity and spatial properties. Our findings
supplement our understanding of the structural considerations to be taken into account when
building biologically plausible neural networks.
This chapter begins by describing the network generation technique, the neuron model, and the
network measures we employ. The following section outlines the simulation and experimental
process we use to produce the desired behaviour. The chapter concludes by presenting our findings
on the impact of network structure on neuronal avalanches, and summarizing the significance of
this preliminary piece of work.
3.2 Simulating Simple Critical Models
3.2.1 Sand Pile Neural Network Model
De Arcangelis [30, 38] defines a simple sand-pile like neural model which promotes avalanche
activity. The neuron used in this model is dynamically limited in comparison to other models
such as Hodgkin-Huxley [51] and the previously discussed Izhikevich neuron [53,61]. However, we
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still employ De Arcangelis’s model as it easily reproduces avalanches that conform to a power-law
like distribution similar to empirical studies [6, 12,13,25,31,95,96] which allows us to focus on
structural considerations.
A neuron i fires when its current membrane potential vi(t) exceeds a spiking threshold vmax.
When a neuron i fires it passes a charge to each of its neighbouring j ∈ N(i) in proportion to the
strength of the synapse connecting them gij . Specifically neuron j receives a charge according to:
vj(t+ 1) = vj(t) + vi(t)
gij(t)∑
s∈N(i) gis(t)
(3.1)
where N(i) the neighbourhood of the firing neuron i.
This model employs a simplistic refractory period by prohibiting a neuron from receiving any
charge for one millisecond after it fires. This is crucial as it prevents the signal from reverberating
back to the source. Without such a period, reciprocally connected neurons fire continually. De
Arcangelis [30, 38] uses a plasticity process to prune away unused synapses. This represents the
fine tuning that occurs during ”critical periods“ throughout brain development [30,97]. During
the propagation of an avalanche the strength of an active synapse increases by:
gij(t+ 1) = gij(t) + αIij(t) (3.2)
where Iij is the current passes through synapse gij and alpha is a parameter used to weigh
the synapse modifications. When an avalanche ends (indicated by no further neural firing) the
strength of all inactive synapses reduces by the average strength increase per connection δgij :
∆g =
∑
ij,t δgij(t)
Na
(3.3)
where Na is the number of synapses active in the avalanche. A synapse is pruned when its
strength drops below σ = 0.001. De Arcangelis [30, 38] reports that α = 0.03 allows for most
synapses to remain active. Using this approach we step through the simulation at t = 1msec
and we train our model for t = 30 seconds resulting in avalanche behaviour conforming to power
law-like distributions. The above neural model reproduces avalanche activity with a variety of
network configurations. For example in [38]; square lattice, Apollonian, and small world networks
reproduce avalanches.
To better understand spatial implications on avalanches, we construct networks probabilistically
based on euclidean distance between neurons. The process begins by positioning neurons in a
3D space. This is done in one of two ways:
• Random Cube: Neuron positioning is random within a bounded 3D cube. This ensures
all neurons are a random distance apart from each other.
• Random Grid: Neuron positioning is randomly ordered such that they form a grid
structure. This approach ensures that all neurons are approximately an equal distance
apart.
Figures 3.1a and 3.1b show a examples of these distributions in a 2D space.
After all neurons are given a position, we define connectivity probabilistically based on the
curves shown in Figure 3.2. Figure 3.2 shows modified curves based on connectivity between
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(a) Random Cube (b) Random Grid
Figure 3.1: Node Distribution: (a) Random Cube: Nodes are scattered randomly within a
predefined space. (b) Random Grid: Nodes are scattered within a predefined space
such that they are an approximate distance away from each other forming a grid-like
structure.
neurons in layer three of the rat visual cortex [94]. The following Gaussian distribution defines
all curves:
y = y0 + 0.0001ρ+
A
(w + ρ)
√
pi
2
· e
−2(x−x0)2
(wρ)2 (3.4)
where x0, y0, w, and A are the original parameters defined by Hellwig [94]; x is the distance
between two neurons; and ρ is an additional parameter controlling the shape of the curve such
that low values produce spatially embedded networks with short connections, (Figure 3.2a)
and high values produce random networks (Figure 3.2d). Using these curves we define neuron
connectivity where for some values of the controlling parameter ρ the networks generated are
according to the original curve defined by Hellwig [94], thus allowing some networks to be
structurally biologically plausible. While Voges [98] states euclidean distance is insufficient for
constructing accurate networks (due to some synapses being myelinated1) using this curve is
sufficient for investigating the effects of spatial networks on neuronal avalanches. This approach
constructs a large variety of networks not only based on ρ but also on the previously described
spatial distributions of neurons. When constructing networks probabilistically, it is possible for
certain neurons to become isolated, while other neurons have a high degree of connections. To
prevent neurons from becoming entirely isolated with no connections we enforce a minimum node
degree d = 2. Therefore every neuron is guaranteed to be connected to two neurons regardless
of spatial co-ordinates. This ensures all nodes are connected and further guarantees that the
number of pre-modified connections does not vary between networks. Figure 3.3 shows examples
of networks built using a random cube neuron distribution with a minimum degree of d = 2 and
the connectivity curves shown in Figure 3.2. Finally, similarly to [30] 5% of neurons are tuned to
receive no charge. These neurons are located towards the boundaries of the network and often
1Myelin is a substance coating the axons of neurons that speeds signal transfer.
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Figure 3.2: Connection Probabilities:Gaussian connection probabilities with parameter values:
x0 = 5.705; y0 = 0.0720; w = 296.7; and A = 270.0. Figures (a)-(d) show the effect
of the controlling parameter ρ where (a) is highly spatially embedded favouring short
edges; (b) and (c) are less spatially embedded allowing for more long edges; and (d)
shows random connectivity
ρ = −64.75 ρ = 0 ρ = 200 ρ = 1000
Figure 3.3: Spatially Embedded Networks: Networks built using the connectivity curves
shown by Figure 3.2
have a low degree of connectivity (Especially when networks are highly spatially embedded).
This serves as a sink hole which terminates large avalanches and prevents avalanches from cycling
around the network. As will be shown later, using a neuron model with a more sophisticated
refractory period eliminates the need for this sink hole. This configuration enables the simple
triggering and termination of neural avalanches which allows this study to focus exclusively on a
structural perspective.
3.2.2 Experiments
Each simulation begins by generating collections of 1000 neurons by randomly allocating each
neuron a position. This process assigns each neuron’s position either through randomly scattering
neurons within a finite cube area, or using a more structured approach where neurons are
positioned to form a random grid - a grid where neurons are not an exact equal distance apart,
but rather are positioned to approximately form a grid. All neurons are positioned such that
the maximum distance between the furthest neurons is 500 µm, this ensures a full usage of the
connectivity curves shown in Figure 3.2. By sweeping the control parameterρ from ρ = −81.45
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(spatially embedded connectivity) to ρ = 918.55 (random connectivity) in incremental steps
of 10 we define 101 different connectivity curves. The lower bound and upper bounds of the
control parameter (ρ = −81.45 and ρ = 918.55 respectively) are selected manually such that the
former reflects a spatially embedded network (as shown in Figure 3.2a) and the latter resembles
a uniform distribution (as shown in Figure 3.2d). All other values −81.45 < ρ < 918.55 define
intermediate degrees of spatial connectivity including p = 0 which reflects the original curve
(Figure 3.2b) defined by Hellwig [94]. Therefore network connectivity is defined by:
• Every neuron connecting to its 2 nearest neighbours as defined by the minimum degree
d = 2.
• The connectivity curves controlled by ρ which probabilistically create all other synapses.
Thus, one neuron collection produces 101 different networks with varying connectivity. The
process completes by ensuring all synaptic strengths are random gij(1) = U(0.5, 1).
This approach allows us to analyse the effect of different spatial distributions of neurons as well
as different connectivities between neurons. Any networks created with one or more isolated
neurons (a neuron with no connections) are discarded. After measuring the small world index
and modularity of these networks we proceed with simulating neuronal avalanche activity.
Similarly to De Arcangelis’s [38] square lattice and Apollonian networks we identify a central
neuron as a stimulation site. The stimulation neuron is closest to the centre of the neural area
(or grid), likely having a high degree when the network is spatially embedded. I stimulate this
neuron forcing it to fire until an avalanche is triggered. When an avalanche triggers we determine
its size by counting the number of neurons activated throughout the avalanche. When the
avalanche ends (indicated by no further neural firing for ∆t = 1msec) we continue to stimulate
the central neuron until triggering the next avalanche and we continue this process for 240
seconds. The first 40 seconds of activity is discarded. This is due to allowing for 10 seconds of
initial transience as well as 30 seconds of training using the Hebbian learning process introduced
earlier. This produces a size distribution of neural avalanches versus stimulation. Similarly to
empirical studies [12,25] we find that these avalanches follow a power law-like distribution where
the exponent varies slightly according to ρ. We also found that results remained consistent for
simulations lasting as long as 10 minutes. However, due to these simulations not being GPU
accelerated (like those in later chapters) shorter simulations we used to allow for more data to
be produced. In the following section we present the network statistics as well as the impact of
network structure on the power law followed by neuronal avalanches.
3.3 Revealing Robust Critical Dynamics
The simple model previously described is able to produce a variety of avalanches similar to the
original sand pile model [18]. By continually stimulating the same neuron until an avalanche is
triggered these models produce firing patterns as shown by Figure 3.4. Figure 3.4 shows that
small avalanches are very frequent while larger avalanches are rare. All networks reproduce this
behaviour regardless of neuron positioning (Grid or Random) and the control parameter ρ.
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Figure 3.4: Spatially Embedded Avalanches: Avalanche behaviour produced when repeat-
edly stimulating the same neurons in a spatially embedded network. The first figure
shows the number of neurons which have fired over 1 second and the second figure
shows the corresponding neuron indices of the firing neurons.
When we plot these avalanche sizes on a log-log plot (Figure 3.5) we see that networks produce
avalanches which (at least visually) conform to a power law-like distribution. When put through
the statistical tests discussed previously we find that 1935 of the 2000 networks generated produce
power-law like avalanches with a p-value over 0.1. However, similar to [46] this is only valid for a
finite amount of firing data. When we attempt to apply the power law fit to longer simulations
(e.g. 1 hour) the confidence drops below 0.1. This drop in confidence is most likely due to
the issues previously discussed. However, we assume that 200s is sufficient for indicating that
the system is at least near the critical state or pseudo critical. A more accurate estimate of
criticality can be obtained using larger simulations or by directly measuring the correlations as
done by [24]. 200s of firing data maybe insufficient when determining if the system is truly critical.
Figure 3.5 shows the power law-like distributions of the two different neuron positioning
techniques when ρ = 0. However, as shown originally by many authors [12, 30, 38, 46] these
”power-laws“ are scale invariant and the slope of the power law is independent of the system size.
Figure 3.6 similarly to those studies shows that the ”power laws“ exhibited by these are similarly
scale invariant with the slope being independent of the system size. However, as previously stated
for these types of systems classifying these distributions as power laws is optimistic [26,45,46,48].
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Figure 3.5: Spatially Embedded Power Law-like Avalanche Distribution: Avalanche
size distributions produced by random gird and random cube networks when ρ = 0
For noisy systems such as neuronal networks we are most likely exhibiting a constant distribution
which is easily misclassified as a power law or is as defined earlier, power-law like.
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Figure 3.6: Power Law Scale Invariance: These figures demonstrates that the slope is inde-
pendent of the system size when we sample the system accounting for N neurons.
By sweeping the control parameter we produce networks which vary between spatially
embedded(ρ = −60) and random(ρ = 930) connectivity. Furthermore, as shown by Figure
3.7 we see that ρ determines the small-worldness and modularity of the resulting networks.
Regardless of structural properties we find that all networks produce avalanches. Figure 3.8
shows that the value of ρ plays little role in the avalanche size distributions. For this model both
random and grid networks produce power law-like behaviour. Therefore we hypothesize that
network connectivity plays little role in the production of power law-like avalanches. This is
expected for a scale invariant process as microscopic details are not supposed to matter [23, 24].
Rather it may be the Hebbian learning process and the resulting synaptic weight distribution
that is responsible for power law-like avalanches.
This work shows that ρ and the resulting network connectivity only plays a role in the exponent
of the avalanche distributions. Figure 3.9 shows that the exponent varies according to ρ, with
exponents of α = 1.5 favouring spatially embedded networks and exponents of α = 1.4 favouring
random networks. However, systems are still critical regardless of the exponential power of the
fit [6, 12].
These results show that network properties such as small-worldness, modularity, and spatial
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Figure 3.7: Small World Index and Modularity: The small world index and modularity of
the random cube and grid networks.
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Figure 3.8: Avalanche Size Distributions: Avalanche size distributions produced by random
gird and random cube networks when −60 ≤ ρ ≤ 930
connectivity do not play a role in producing power law-like avalanches. However, this result could
just be for this very simplistic model. To better understand the influence of network structure
on critical dynamics we must study this issue with a different model and different networks.
3.4 Discussion on Simple Critical Models
I have constructed a collection of neural networks, where each pre-learning network contains
the same number of neurons and edges. The connectivity of these networks is defined by a
probabilistic curve based on connectivity in the rat visual cortex [94] and the spatial positioning
of the neurons. By varying the slope of this curve using a control parameter, we produced
networks ranging from spatially embedded to random connectivity.
These networks were composed of simple neurons [30,38]. By using a Hebbian learning process
and repeatedly stimulating the same central neuron we reproduced avalanche behaviour similar
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Figure 3.9: Exponential Power: Exponential power α varying according to the value of the
control parameter ρ
to the sand pile model previously discussed.
I showed that properties of real world complex networks (small world index and modularity)
are maximized when networks are spatially embedded. Stimulating these networks produces
avalanches which follow a power law-like distribution. Even though these power law-like fits have
a similar exponent to empirical results [12,25] we showed the fitted exponent varies depending
on the control parameter ρ. Despite the varying exponents, we showed that these systems are in
or near a pseudo critical state as identified by having 200s of avalanches conform to a power law
distribution with a confidence over 0.1.
This chapter serves as a simple introduction into criticality. The model in this chapter could
be viewed as an expanded sand pile model. However, this chapter is fundamental as all the
following sections are expansions and improvements of the work discussed above. In the following
section we attempt to further understand the relationship between network connectivity and
criticality by using a more biologically plausible neuron model. The model in the following
chapter introduces features such as a leakage current and a realistic refractory period, resulting
in the model behaving more like a cortical network and less like a pile of sand.
29
4 Criticality in Small Networks of Spiking
Neurons
4.1 Introduction
The previous chapter shows how criticality can be reproduced using a simple neural network
model. Specifically, the previous chapter focuses on how network connectivity impacts neuronal
avalanche behaviour. However, criticality is not only a result of network connectivity but also the
balance between excitatory and inhibitory activity [13,17,32,38]. This chapter continues studying
critical dynamics by using a more biologically plausible neuron model as well as different network
construction procedures. This allows us to further investigate the impact of network connectivity
on criticality within a more biologically plausible environment. Furthermore, this model also
enables us to study the influence of other cortical factors such as excitation and inhibition.
Using two parametrised algorithms for synthesising networks I construct 3000 different struc-
tures which undergo the same training. Using Spike Timing Dependent Plasticity (STDP) all
networks evolve towards a specific dynamical regime (As discussed in section 2.3.4) dependent on
initial excitatory and inhibitory synaptic strength. After one minute of training, the network is
stimulated using a base current. The resulting behaviour is measured for two minutes revealing
avalanche patterns and synchronous activity.
Continuing from the previous chapter I measure small-worldness [64], modularity [67], Knotty-
Centrality [72], and synaptic weight distributions of the post-learning networks and further
demonstrate how network structure impacts avalanche activity. The results show that power
law-like avalanche distributions arise for many post-learning networks, therefore demonstrating
how STDP may be a sufficient process for evolving towards a critical state. These findings
expand on previous works [37,38,96] which originally show that a Hebbian learning process is
sufficient for achieving critical states in simple network models.
This chapter begins by describing the neural network model as well as the training environment.
This is followed by demonstrating the relationship between network structure and critical dy-
namics. At this stage I demonstrate that STDP is a sufficient process to produce power law-like
avalanche distributions. Following this section I conclude by briefly investigating the firing
patterns produced by avalanches. This includes analysing networks for synchronous activity.
This chapter not only reinforces the findings shown before but also opens new questions which
warrant further investigation. For example, when several populations within different dynamical
regimes are linked together what sort of behaviour will be observed ? How does criticality affect
other neuronal phenomena ? It is these questions which form the basis of the remaining chapters.
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4.2 Small Neuronal Network Model
This model continues from the work of [30,37,38]. The behaviour of each neuron is produced
using the Izhikevich model previously discussed. The neural network comprises of 800 excitatory
neurons and 200 inhibitory neurons. Synaptic delays from inhibitory neurons are 1ms and from
excitatory neurons are random U(1, 20). Fast inhibitory delays allow for the network to be
inhibited more quickly which prevents overly large or infinite avalanches from occurring. The
random excitatory delays allow for a more homogeneous collection of neural networks. Inhibitory
weights are fixed at wij = 4 and the pre-learning excitatory weight e is a parameter depending
on network connectivity and the dynamical regime the network drives towards (discussed later).
The inhibitory weight along with the stimulation current was tuned using a genetic algorithm.
However, we find that the observed phenomenon is stable within a large window of these
parameters. The parameter e allows us to explore how the balance between excitation and
inhibition affects critical dynamics.
Two different network construction techniques - Watts-Strogatz [64] and Klemm-Eguiluz [99]
- define network connectivity for this model. Both use wiring control parameters p ∈ [0, 1],
which produce a variety of different networks. For example, Watts-Strogatz with p = 1 produces
random networks, while with p = 0 it produces highly ordered ring networks. On the other hand,
Klemm-Eguiluz with p = 1 produces highly clustered networks, while with p = 0 it produces
less clustered networks. To better understand these networks I provide a brief review of these
procedures. A more detailed review is provided by [71].
The well known Watts-Strogatz procedure is a two step construction algorithm which begins
by creating a ring lattice. This is done by first creating a ring lattice network where each node
connects to its k nearest neighbours. The next step is to visit and rewire each edge according to
probability p. This phase rewires only one end of each edge. Furthermore, edges are replaced,
not added or removed. This ensures that the number of edges remains constant regardless of p.
Finally a third step can be performed which changes bi-directional edges into directed edge by
rewiring connections in one direction based on d. This procedure is summarised in algorithm 1.
Earlier it was stated that when p = 1 Watts-Strogatz produces a random network. It is
important to note that the network is not entirely random, such as the traditional networks
by Erdo˝s-Re´nyi [65]. This is due to having the initial network connectivity defined by k = 2.
However, for the purpose of this work, Watts-Strogatz with p = 1 produces sufficiently random
networks.
Figure 4.1 shows an example of the different networks produced by Watts-Strogatz when k = 2
and the wiring probability is taken from p = 0 Ring Lattice to p = 1 Random. This procedure
creates networks which are highly modular and small world depending on p [64,71]. Furthermore
as shown by [71] the degree distribution cannot be exactly expressed and can only be approximated.
The approach by Klemm-Eguiluz [99] is comparatively under-utilised. Klemm-Eguiluz produces
networks with more richly connected neurons and hub nodes 1. This is achieved by using a
preferential attachment approach [99,100]. This means that nodes which are highly connected
tend to draw connections to and from other nodes.
1A hub refers to a small number of neurons with a much larger than average number of synapses to and from
other neurons
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Algorithm 1: Generating small world networks based on Watts-Strogatz [64].
N = Number of nodes
k = Node degree
p = Probability of rewiring edges
d = Directional rewiring
1 Create ring lattice
for i← 1 to N do
for j ← 1 to N do
if i 6= j then
a←| i− j | b← N− | i− j |)
if a < b then
c← a
else
c← b
end
if c ≤ k/2 then
Connect i and j
end
end
end
end
2 Rewire Synapses
for i← 1 to N do
for j ← 1 to N do
if i 6= j and p > U(0, 1) then
l← Random node excluding i and j Disconnect i and j Connect i and l
end
end
end
3 Randomly rewire bi-directed edges
for i← 1 to N do
foreach Node j connected to i do
if d > U(0, 1) then
h ← Random node excluding i and j
Connect i to h
Disconnect i from j
end
end
end
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p = 0 p = 0.5 p = 1
Figure 4.1: Watts-Strogatz Networks: The results of using Watts-Strogatz [64] on the same
collection of neurons (N = 20) when degree k = 2 and the wiring probability is taken
from p = 0 Ring Lattice to p = 1 Random.
Klemm-Eguiluz achieves this by maintaining an active list of m neurons which are more likely
to receive connections from other neurons. This process begins by creating a full connected
collection of m active neurons. The remaining N −m neurons are then added sequentially to
the network. When adding a new node it is connected to the active nodes or random inactive
nodes based on wiring probability p. This new node is then added to the list of active nodes. At
this stage a node is removed from the active list (i.e. it is deactivated) based on its degree. This
deactivation step favours removing nodes with a low degree. Finally, similarly to Watts-Strogatz,
bi-directional edges can change into directed synapses by rewiring in one direction based on d.
This procedure is summarised in algorithm 2.
Algorithm 2 has been modified from its original process defined in [99] such that p does not
affect the number of synapses. This means that for both Klemm-Eguiluz and Watts-Strogatz,
the wiring probability p does not affect the number of edges. This is important as p should only
influence network connectivity and not the amount of current flowing through the system.
Klemm-Eguiluz procedure produces networks of modularity and small-worldness lower in compar-
ison to the Watts-Strogatz approach. However, unlike Watts-Strogatz, the degree distribution of
Klemm-Eguiluz networks is exactly defined to follow a power law. This means that Klemm-Eguiluz
networks are scale-free. Figure 4.2 shows example of networks produced using Klemm-Eguiluz.
p = 0 p = 0.5 p = 1
Figure 4.2: Klemm-Eguiluz Networks: Examples of networks produced by Klemm-Eguiluz
[99] on the same collection of neurons (N = 30) when there are m = 2 active nodes
and the wiring probability is taken from p = 0 to p = 1.
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Algorithm 2: Generating small world networks based on Klemm-Eguiluz [99].
N = Number of nodes
m = Number of active nodes
p = Probability of connecting new edges to active or inactive nodes
d = Directional rewiring
1 Create fully connected sub network of Active Nodes
Set Active Nodes to empty.
for i← 1 to m do
Connect i and Active Nodes Add i to Active Nodes
end
2 Connect remaining nodes to active or inactive nodes with probability p
for i← m+ 1 to N do
foreach Node j of Active Nodes do
if p > U(0, 1) or Deactivated Nodes < m then
Connect i and j
else
c← false
while c = false do
Node h ← randomly chosen from Deactivated Nodes
E ← sum(Degrees of all Deactivated Nodes)
if Degree(h) / E > U(0, 1) and i and h not connected then
Connect i and h
c← true
end
end
end
end
Deactivate node: Replace active node with i
while node j not chosen do
j ← Random(Active Nodes)
d ← Degree(Active Nodes) ∗ (1/Degree(j))
if d > U(0, 1) then
Set j as chosen
Remove j from Active Nodes
Add j to Deactivated Nodes
Add i to Active Nodes
end
end
end
3 Randomly rewire bi-directed edges
for i← 1 to N do
foreach Node j connected to i do
if d > U(0, 1) then
h ← Random node excluding i and j
Connect i to h
Disconnect i from j
end
end
end
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A complex network structure alone is insufficient for producing neuronal avalanches. Dynamic
long range neuronal avalanches are unlikely to form with a flat synaptic weight distribution. Using
Spike Timing Dependant Plasticity (STDP) [101] allows a more complex weight distribution
to form over time. The following STDP function modifies excitatory synapses based on timing
between spikes:
∆w =
{
A+e
−∆/τ+ if ∆t ≥ 0
−A−e∆/τ− if ∆t < 0
(4.1)
where ∆w is the weight change, ∆t = tj − ti is the time difference between the pre-synaptic i and
post-synaptic j spike. τ+ and τ− define the temporal window of the synaptic modifications, while
A+ and A− define the strength of the modifications. I use a temporal window of τ+ = τ− = 20
with modification strengths of A+ = 0.05 and A−/A+ = 1.05 as used by [37] and originally
defined by [101]. Figure 4.3 shows the synaptic weight change based on the time difference
between the pre-synaptic and post-synaptic spike.
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Figure 4.3: STDP Curve: The STDP modification function which shows the weight change
∆w based on the time difference ∆t milliseconds between spikes defined by Song [101]
This STDP process is active until average synaptic modification begins to stagnate (〈∆w〉 ≈ 0),
at which point STDP is turned off. As will be shown later the initial excitatory weight appears to
guide the formation of neuronal avalanches towards sub-critical, critical, or super-critical regimes.
Weights of WSw = (5, 9, 11) and KEw = (11, 15, 18) guide Watts-Strogatz and Klemm-Eguiluz
networks respectively towards either a sub-critical, critical or super-critical regime. The weights
in combination with using a training current I = 6 and a simulation current after training
I = 3 achieve the desired results. A genetic algorithm was used to identify the ideal weights
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and currents resulting in critical activity (WSw = 9 and KEw = 15). By choosing smaller and
larger values we further analyse sub-critical and super-critical regimes. Different values are
used due to each technique producing networks with different numbers of synapses 10,000 and
19,890 for Watts-Strogatz and Klemm-Eguiluz respectively. It is important to note that the
phenomena observed is not dependent on these exact values but rather the achieved balance
between excitation and inhibition. As will be shown later the same phenomena may be achieved
using varied training current values. Similarly to [37], different networks can switch between
sub-critical, critical, and super-critical values using the base current I. It is not the exact values
which create a critical regime but rather the balance of excitatory and inhibitory activity achieved
using those values [30, 38, 102]. For example, a critical regime can still be obtained using a high
excitatory weight WSw = 11 with a low simulation current I = 1.
The model enables us to produce a variety of avalanche dynamics under different circumstances.
This aids us in better understanding how network structure impacts the formation of neuronal
avalanches.
When each simulation is completed the firing patterns and networks are analysed. Similarly
to the previous chapter I measure the small-worldness, modularity, knotty-centrality of the
post-learning networks as well as the the power-law like avalanche distributions. In addition to
this, the critical regime is further defined using the kappa measure previously discussed. Other
than factors surrounding criticality, I also measure the internal avalanche patterns. This entails
isolating each avalanche independently and defining it in terms of which neurons fire in what
order. This allows us to determine the diversity of the avalanches being produced. Finally
analysis in concluded by measuring the synchronous oscillations. This final step is particularly
important as it forms the basis for the next chapter’s work.
4.2.1 Experiments Summarised
I ran 3000 simulations; 1000 for each dynamical regime (sub-critical, critical, and super-critical),
500 for each network construction technique (Watts-Strogatz and Klemm-Eguiluz). The simula-
tions were hardware-accelerated using Nvidia GPUs (Geforce GTX 590) in combination with the
NeMo framework [103]. This allowed for all simulations and analysis to be completed within 1
month. Each simulation entails:
1. Generating the network structure for a given wiring probability p.
2. Training the network for 30 seconds with an external current I = 6 to excitatory neurons.
3. Generating neuronal activity for two minutes with a lower external current I = 3 to
excitatory neurons.
4. Measuring pre- and post-learning network statistics.
5. Measuring avalanche sizes according to windows of ∆ t = 1 ms (due to a larger model we
use a smaller time scale in comparison to [12,37]).
6. Fitting and measuring confidence of power law distributions according to [45] and [47].
7. Measuring internal avalanche patterns.
8. Measuring synchronous oscillations.
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4.3 Expanding on Critical Dynamics
This model produces the firing patterns shown in Figure 4.4. In comparison to the previous
chapter’s firing patterns (Figure 3.4) this behaviour is more biologically plausible. Here we
observe bursts of activity rather than chains of spikes from a single source. Avalanches are less
visible but can still be defined using the same approach as before. This model builds on the work
by [37].
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Figure 4.4: Simple Critical Firing: Examples sub-critical, critical, and super-critical neuronal
firing for 1 second. Neurons 1 - 800 are excitatory and 801 - 1000 inhibitory
Figure 4.5 shows the size distributions when measuring avalanche patterns as before. Regardless
of appearence I attempt to fit a power law (P (n)∼x−α) to all the distributions where n is the
avalanche size. Figure 4.5 shows the distributions for both Watts-Strogatz and Klemm-Eguiluz
networks. The difference between pre-learning networks and networks within a dynamical regime
is later shown in figure 4.7.
Low initial excitatory weights (WSw = 5,KEw = 11) result in STDP modifying networks
to exhibit a more diverse avalanche distribution, however no large avalanches occur, possibly
reflecting the inability of distant neurons to communicate. High initial excitatory weights
(WSw = 11,KEw = 19) result in larger avalanches being more likely to occur.
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Figure 4.6: Power Law Scale Invariance: These figures similarly to before demonstrate that
the slope is independent of the system size when we sample the system accounting
for N neurons.
This means distant neurons are communicating more. However, if the same neurons are
in constant communication this represents the network being overly ordered and possibly less
dynamic. Fine-tuned excitatory weights (WSw = 9,KEw = 15) lead to power law-like avalanche
distributions with exponents −1.49 and −1.51 for Watts-Strogatz and Klemm-Eguiluz respec-
tively. As before, I identify power laws using methods from [45,47] which are represented by a
straight line on a log-log plot (figure 4.5). Similarly to the previous chapter I show that the slope
of these power law-like fits are scale invariant (Figure 4.6). These findings agree with previous
experimental results [7, 12, 25] and reflect the ability of distant neurons to communicate but not
become stuck in the same ”conversation”.
Figures 4.4 and 4.5 mainly represent the model’s ability to produce neuronal avalanches
comparable to previous results [12,37,38]. However these are only three examples of networks
operating in the three different dynamical regimes - sub-critical, critical, and super-critical.
To understand the impact of network structure on criticality I use networks synthesised using
different values for the wiring parameters p. Figure 4.7 shows the avalanche size distributions
for pre-learning and post-learning networks where initial connectivity depends on p. This shows
that STDP is a robust process capable of directing networks towards a dynamical regime where
the resulting behaviour depends on the initial excitation e. The initial excitation e is a reflection
of the balance between excitatory and inhibitory activity in the network. As shown by Figure
4.7 the resulting regime is not affected by the initial connectivity defined by p.
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Figure 4.7: STDP Training Towards Criticality: Avalanche size distributions S showing
the effect of STDP for sub-critical (green), critical (blue), and super-critical (red)
networks defined by the Watts-Strogatz and Klemm-Eguiluz procedures with wiring
parameter p
To determine the reliability of the power law-like fit I ran the simulation 2000 times for each
network using a random wiring probability p = U(0, 1) and initial excitatory weights of 7 ≤
WSw ≤ 11 and 12 ≤ KEw ≤ 18) for the Watts-Strogatz and Klemm-Eguiluz networks respectively.
When WSw = 9 and KEw = 15 a power law can be fitted with a p-value over 0.1 with a success
rate of 95%. Specifically there were only 21 and 30 failures to train towards a critical network
for Watts-Strogatz and Klemm-Eguiluz respectively. On the other hand, when WSw 6= 9 and
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Figure 4.8: Watts-Strogatz and Klemm-Eguiluz Exponential Power: Exponents α of
avalanche size P (S)∼S−α and length P (L)∼L−α probability distributions for critical
networks between wiring probability 0 ≤ p ≤ 1.
KEw 6= 15 we observe drop in confidence and an increase in failing to fit the power-law. Therefore
using the power law-like marker defined previously I show that these networks are closest to
the critical regime when WSw = 9 and KEw = 15. Furthermore, as shown by Figure 4.8 the
exponents remain constant for these excitatory values. Specifically Figure 4.8 shows that the
resulting size exponent is the same ≈ −1.5 with some variance ≈ 0.1. For the length distribution
we see that Watts-Strogatz and Klemm-Eguiluz networks differ with exponents of ≈ −1.6 and
≈ −1.7 respectively.
The alternative kappa measure previously discussed agrees with these findings. Figure 4.9
shows the resulting kappa values for both construction techniques. Here we see that kappa
depends on the initial excitatory weight e. Figure 4.9 reveals that networks are near the critical
regime (indicated by κ = 1 [13,44]) when the initial excitatory weights are close to e = 9 and
e = 15 for the Watts-Strogatz and Klemm-Eguiluz networks respectivly. Furthermore, Figure 4.9
shows that the wiring probability p has little influence over the resulting kappa values. These
kappa values agree with the findings previously shown and allow us to more clearly see the
resulting dynamical regimes for all values of the wiring parameter p and the initial excitation e.
However, the power law method is preferred for validation as it requires a more rigorous testing
approach.
All the above results show that STDP will consistently drive the size of avalanches towards
the same power law-like behaviour and possibly towards criticality. These findings agree with
the results shown in the previous chapter. In the following section we will see how STDP affects
network structure. This allows us to determine which network properties enable the system to
operate near or within the critical regime.
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Figure 4.9: Watts-Strogatz and Klemm-Eguiluz Kappa Measurements]: The resulting
kappa values when constructing networks based on the wiring probability p and the
initial excitatory weights e. Networks are near the critical regime when κ = 1.
4.4 Critical Network Structures
The work until now shows that STDP and Hebbian learning processes are sufficient for guiding
small neuronal populations towards a specific dynamical regime. The previous chapter showed
how a Hebbian process affects network structure resulting in critical behaviour. I continue in this
section by providing further insight into the structural properties of networks within different
dynamical regimes.
I analyse the small-worldness [64], modularity [67], and knotty-centrality [72] of all the networks.
This is to demonstrate the difference in structure between networks with no plasticity and post
learning networks within the different dynamical regimes. Figure 4.10 shows the network statistics
for both Watts-Strogatz and Klemm-Eguiluz networks for all values of the wiring parameter p.
The top row of Figure 4.10 shows that small-worldness does not affect criticality. It shows
that the previously defined sub-critical, critical, and super-critical networks all demonstrate
similar small-worldness for all values of the wiring parameter p. For Watts-Strogatz networks
there is a difference in small-worldness between pre and post learning networks. However, for
Klemm-Eguiluz networks there is no difference between pre and post learning networks.
The second row of Figure 4.10 shows that modularity also does not affect criticality. Similarly
to before networks within each dynamical regime demonstrate equivalent modularity. However,
in this case there is no difference in modularity between pre and post learning Watts-Strogatz
networks. On the other hand, a difference is seen between pre and post learning Klemm-Eguiluz
networks.
The final row of Figure 4.10 similarly to the previous rows, shows that knotty-centrality also
does not affect criticality. Once again all networks show similar knotty-centrality for each
dynamical regime with only a small difference between pre and post learning Klemm-Eguiluz
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Figure 4.10: Network Attributes of Critical Networks: The Small-Worldness, Modularity,
and Knotty-Centrality of Watts-Strogatz and Klemm-Eguiluz networks. This figure
shows the difference between networks with no STDP and post learning networks
within each dynamical regime.
networks. However, unlike the previous attributes, Watts-Strogatz and Klemm-Eguiluz networks
demonstrate significantly different knotty-centrality. The Watts-Strogatz networks achieve a
peak knotty-centrality of 0.04 while Klemm-Eguiluz shows a peak of 0.4. This finding expands
on the study by [71].
In conclusion, similarly to the previous chapter (Figure 3.7), Figure 4.10 shows that these high
level network attributes do not affect criticality. Since these attributes do not appear to affect
avalanches, I carried out a more detailed analysis of sub-critical, critical, and super-critical
networks for both Watt-Strogatz and Klemm-Eguiluz. When looking at the degree and weight
distribution (Figure 4.11) there is a clear difference between each regime for both network types.
Both network types have different degree distributions, Watts-Strogatz being not well defined
and Klemm-Eguiluz following a power law. This agrees with the initial study by [71]. Regardless
of degree distributions both networks access all dynamical regimes. However, we see that the
weight distribution affects which dynamical regime the network operates within. As figure Figure
4.11 shows, it appears that the magnitude of the weight distribution defines the formation of
avalanches and consequently the networks’ criticality. This is expected as the weight distribution
impacts how STDP affects the graph.
42
100 101 102
10−3
10−2
10−1
100
Degree D
P
(D
)
Watts-Strogatz
 
 
100 101 102
10−3
10−2
10−1
100
Klemm-Eguiluz
 
 
0 5 10 15 20 25
0
0.2
0.4
0.6
0.8
1
Weight W
P
(W
)
 
 
0 5 10 15 20 25
0
0.2
0.4
0.6
0.8
1
 
 
Sub−Critical
Critical
Super−Critical
Sub−Critical
Critical
Super−Critical
Sub−Critical
Critical
Super−Critical
Sub−Critical
Critical
Super−Critical
Figure 4.11: The Effect of Degree and Weight on Critical Regimes: Degree D and weight
W probability distributions for sub-critical, critical, and super-critical networks.
From these results I hypothesise that neuronal avalanches are defined primarily by the network’s
weight distribution, and other factors such as small-worldness, modularity, and knotty-centrality
at least at the this scale do not affect avalanches. This section expands on the results of the
previous chapter and provides a better understanding of how networks are structured to produce
neuronal avalanches following power law-like distributions. However, these results only demon-
strate how small population structures affect criticality. Understanding how global connectivity
impacts critical behaviour still requires investigation.
4.5 Other Observations of Critical Populations
This sections presents other phenomena observed within this model of critical populations. This
is an attempt at further understanding critical behaviour.
Beggs [15] states that avalanches near the critical regime produce stable patterns of activity.
Based on this, I attempt to understand internal avalanche patterns by classifying each avalanche
independently. Similarly to another phenomenon, Synfire Chains [89], each avalanche is defined
based on the neurons which fire, the order in which they fire, and the timing between each burst.
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Each avalanche is classified by:
αt =
[
{x1}, g1, {x2}, g2, {x3}, ..., gn, {xn}
]
(4.2)
where {xa} are different sets of neurons firing and gb are the gaps between each set of firing
neurons. It is important to note that gb cannot exceed the window ∆t = 4 as this entails starting
a new avalanche.
Using this system a population consisting of neurons {a, b, c, d, e, and f} could produce the
following example avalanches:
α1 =
[
{a, b, c}, 2, {d, e}, 2, {a, f}, 1, {a, b, c, d}
]
α10 =
[
{a, b, c, d, e}, 2, {f}, 2, {a, b}
]
α18 =
[
{a, b, c}, 2, {d, e}, 2, {a, f}, 1, {a, b, c, d}
]
α27 =
[
{a, b, c}, 2, {d, e}, 2, {a, f}, 3, {a, b, c, d}
]
(4.3)
In this example each αt represents an avalanche at different time steps t in the simulation. Due to
each avalanche encompassing the whole system there are never multiple overlapping avalanches.
In this example α1 and α18 have the same pattern while the rest are unique. Avalanche α27 does
not have the same pattern as α1 and α18 due to a slightly different gaps between neural firings.
Using this definition I attempt to evaluate the uniqueness of avalanche patterns.
I simulate Klemm-Eguiluz networks with different excitatory strengths 7 ≤ e ≤ 25 for 4 hours.
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Figure 4.12: Internal Avalanche Patterns: A repertoire of internal avalanche patterns de-
pending on the initial excitation e.
The large simulation time is to ensure that avalanche patterns are repeated. Similar results can
be achieved using shorter simulations (3 hours), but this limits the possible avalanche patterns
which can be produced. Figure 4.12 shows the number of avalanches which are produced as well
as the percentage of unique avalanches. This figure shows that sub-critical avalanches ( e ≤ 12)
tend to produce the greatest number of different avalanche patterns. Since sub-critical networks
tend to be noisy (Figure 4.4) it is likely that this avalanche repertoire is possible. Critical
networks (13 ≤ e ≤ 16) produce significantly fewer avalanche patterns, most of which are unique.
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When e = 14 we find that 94% of the avalanches produced are unique. This disagrees with the
statement by Beggs [15] hypothesising that avalanches near the critical regime produce stable
and repeatable patterns. Rather we find that super-critical networks (e ≥ 18) produce avalanches
with more repeatable patterns. When e = 20 we see that 80% of avalanches are unique.
At this stage no conclusion can be reached regarding the repeatability of critical avalanches due
to several assumptions. For example how each avalanche is defined could be invalid for this
purpose. However, these results still provide some insight into internal avalanche patterns.
Another aspect worth investigating is the synchronisation of these critical populations. As
previously discussed synchronisation plays a significant role in neural systems. Here I analyse
the internal synchronisation of networks within the different dynamical regimes.
Figure 4.13 shows the resulting spectral power and frequency of different Klemm-Eguiluz networks
(defined by p). This shows that spectral power approximately remains the same regardless of
the wiring parameter p. Figure 4.13 also reveals that sub-critical networks are not internally
synchronised. However, critical and super-critical networks are synchronised with an internal
frequency of 7Hz. Furthermore we see that super critical networks have a significantly larger
spectral power indicative of a stronger internal synchronisation. Similar results are found for
Watts-Strogatz networks.
Critical and super-critical networks being internally synchronised reveals the possibility of com-
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Figure 4.13: Critical Spectral Power: Spectral Power and Frequency of Klemm-Eguiluz
networks within the sub-critical (e = 11), critical (e = 15), and super-critical
(e = 18) regimes.
munication and synchronisation between different critical populations. This finding is important
as it forms the basis for Chapter 6.
4.6 Expanding on Critical Models
In this chapter I show that STDP is a robust training process for driving a variety of networks
towards the generation of avalanches whose sizes conform to a power law-like distribution.
The specific resulting dynamical regime is primarily dependent on the initial synaptic weight
distribution. In this work, by modifying the networks’ internal excitation I demonstrate how
various dynamical regimes may be reached regardless of initial network connectivity. Similarly
to previous authors [37] this work demonstrates that STDP is a suitable process for driving
networks towards the critical regime.
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This chapter assumes that power law-like distributions and the kappa measure are acceptable
markers of criticality. Observing a diverging correlation length between neurons would more ac-
curately identify neuronal criticality. However, at this stage the approach for observing diverging
correlation lengths within these noisy models is still unknown.
This chapter expands on the previous chapter’s findings by using a more biologically plausible
model as well as including more network and criticality analysis techniques. This does only
provides further insight into critical dynamics but also reveals several new avenues of study,
which I address throughout the remainder of the thesis.
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5 Criticality in Composite Networks of
Spiking Neurons
5.1 Introduction
Until now the thesis has focused on critical markers catered towards small neuronal populations -
i.e. power law-like behaviour within small populations. I essentially use the original findings
of Beggs and Plenz [12] and adapt them to a modelling environment. However, Beggs and
Plenz [12] were experimentally limited in terms of the system size. Similarly to other in vitro
experiments [13, 31] they were restricted by the size of the cortex samples. However, using
larger cortex samples and techniques such as Magnetic Resonance Imaging (MRI) and Electroen-
cephalography (EEG) system size is less constrained. As criticality is a brain wide phenomenon,
many researchers [6, 27,28,96] have expanded the search for criticality to larger systems. This
chapter focuses on the identification of critical markers between multiple connected populations.
In Particular, this work focuses on expanding the results of [6,26,28] by analysing the correlation
between the different critical markers using a tunable spiking neural network. This enables us to
better understand how modular behaviour impacts a variety of neuronal phenomena including
criticality.
This chapter begins by extending the previous chapter’s model. This results in a large oscillatory
network tunable to operate within the different dynamical regimes – sub-critical, critical, and
super-critical. This is followed by a description of how critical markers are measured using
previously described power law fitting techniques and Detrended Fluctuation Analysis (DFA)
respectively. The chapter concludes by demonstrating how these markers correlate and how they
are measured within large neuronal populations. In particular, this chapter agrees with previous
findings [6, 26,28] and shows that criticality is a scale free phenomena which can be identified
within the context of neuronal networks using different yet correlated markers.
This chapter allows us to scale to larger environments which lays the foundation for the remainder
of the thesis. The larger model described here will be used for the remainder of the thesis. This
model allows us to extend our investigation beyond criticality and towards other brain wide
phenomena.
5.2 Large Scale Critical Networks
This chapter uses neural network systems comprising eight connected populations (modules).
Each module comprises N = 1000 spiking neurons, each firing according to the Izhikevich
model [53].
Expanding the previous chapter’s model to an eight module system is a three step process:
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Step 1: Module Construction
Similarly to the previous chapter, each module is comprised of 800 excitatory neurons and 200
inhibitory neurons, where connectivity is defined by the Klemm-Eguiluz [99] algorithm. Each
module is constructed independently using the modified Klemm-Eguiluz algorithm (2) with
parameters N = 1000, m = 10, δ = 0.5, and p ∼ U(0, 1) At this stage we possess a collection
of eight modules with no connections between each module. These eight modules can now be
viewed as eight randomly chosen pre-learning networks from the previous chapter.
Step 2: Module Synapse Modification
For the entire system, synaptic delays from inhibitory neurons are 1ms and from excitatory
neurons are random U(1, 20). Inhibitory weights are fixed at wij = 4 and the pre-learning
excitatory weight (e ∼ U(1, 25)) is a parameter used to drive all modules towards a sub-critical
(e ∼ U(1, 12)), critical (e ∼ U(13, 16)), or super-critical regime (e ∼ U(17, 25)).
Each module is trained for 30 seconds with an external current I = 6 to all excitatory neurons
as well as random noise from a Gaussian distribution. The previously described Spike Timing
Dependent Plasticity (STDP) function modifies excitatory synapses for 30 seconds. At this stage
there are still no connections between the eight modules. These eight modules can be viewed as
eight randomly chosen post-learning networks from the previous chapter.
Step 3: System Construction
Using the rewiring probability p in algorithm 2 with a randomly chosen initial excitatory weight e
produces a variety of modules independently operating within a dynamical regime similar to the
previous chapter. At this stage each module has evolved independently and has not interacted
with any other module, i.e. the evolution to a dynamical regime is a separate process. The
construction is completed by randomly connecting 100 excitatory neurons from each module to
100 randomly selected excitatory neurons from each other module with a synaptic strength of
wij = 4 and delay of 4ms. This simplistic approach allows all networks to be easily connected
to each other. The synaptic strengths and delays of the connections between populations were
initially discovered using a Genetic Algorithm. However, similarly to before the phenomena is
observable within a large window of these values.
The above process produces a variety of systems where module behaviour exhibits neuronal
avalanche activity similar to that of [30, 37, 38] and system behaviour exhibits varying degrees of
oscillatory activity similar to that of [26,92,93,104]
Using these large scale networks where behaviour differs based on the operating dynamical regime
allows us to question how the different markers of criticality correlate with each other within the
context of neuronal systems. Figure 6.1 provides a summary of this process.
5.3 More on Critical Markers
In this chapter I determine the criticality of each module using the same approach as before. For
each module I classify its dynamical regime by determining if the module’s avalanche sizes follow
a power law-like distribution (P (n)∼n−α) [12,37,38,46] and by calculating its kappa value [13,44].
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Essentially identifying criticality as done in the previous chapter. This allows the entire system
to be described by each of its modules.
This approach does not take into account the entire system. This method especially does not
account for the communication between modules. Therefore applying power law fits alone is
insufficient and applying them throughout the entire system would be difficult - a threshold
would have to be applied to all neuronal firing in order to identify avalanches across the system.
Even if a threshold is applied similarly to [12] we cannot be sure that the activity observed
within each module is the result of propagating avalanches. Ideally the underlying correlation
function should be studied as done by [24] but applying such processes to these systems remains
unclear. Therefore I use Detrended Fluctuation Analysis (DFA) [6,26] as an alternative approach
to determine if the whole system exhibits long-range temporal correlations, therefore showing
that the system is critical. Using these markers allows me to investigate how they may correlate
within the context of neuronal systems. The rest of this section will describe how criticality is
determined using DFA.
Criticality is identified by calculating the DFA exponent D which is similar to the Hurst exponent
as it reveals long-range correlations. Computing DFA requires determining the phase θc(t) of
each module c within a system S. A phase of a module c is computed from its mean firing rate
xc(t). Using a Hilbert transform H(xc(t)) we compute the instantaneous phase θc(t) of each
module:
θc(t) = tan
−1
(
H(xc(t))
xc(t)
)
(5.1)
where xc(t) is the mean firing rate of module c. The next step requires computing the phase
difference σij(t) = θi(t)− θj(t) between modules [26]:
σij(t) = tan
−1 H(xi(t))xj(t)− xi(t)H(xj(t))
xi(t)xj(t) +H(xi(t))H(xj(t))
(5.2)
We apply DFA to σij(t) by first detrending the time series. This begins with integrating the
time series:
αij(t) =
t∑
k=1
(σij(k)− 〈σij(k)〉) (5.3)
where 〈σij〉 denotes the average. Next the integrated time series αij(t) is divided into boxes of
equal length n. For each box we fit a least squares straight-line representing the trend in that
box which is computed by minimising the squared error with respect to the slope and intercept
parameters a and b respectively. We then detrend the integrated time series αij(t) by subtracting
the local trend in each box:
F (n) =
√√√√ 1
N
N∑
k=1
(αij(t)− ka− b)2 (5.4)
We repeat this over several box sizes n < N completing the process by plotting n vs F (n) on
a log-log graph. The DFA exponent D is obtained using least squares linear regression on n
vs F (n). A maximum likelihood [26] approach can also be used to fit on n vs F (n). For the
majority of this work we use the maximum likelihood approach similar to the approach used
to find power-law like distributions. The resulting DFA exponents fall within the following
categories [16,26,105,106]:
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1. A DFA exponent within 0.5 < D < 1 indicates the presence of long-range temporal
correlations within the system which we assume is an acceptable marker of criticality.
2. An exponent in the range D < 0.5 indicates the time series is anti-correlated.
3. Gaussian white noise is indicated by D = 0.5.
4. D = 1 represents pink noise.
5. An exponent in the range 1 < D < 1.5 indicates the time series is non-stationary.
6. D = 1.5 indicates Brownian noise.
However, this DFA exponent only reveals long-range temporal correlations in a signal between
a pair of modules σij . To analyse the whole system we apply DFA to every pair of modules
and compute the average DFA exponent 〈D〉. Using the above defined power law-like distri-
bution, and DFA exponent markers we demonstrate how these markers of criticality may correlate.
5.4 Simulating Large Critical Systems
Each simulation begins by randomly selecting the initial excitatory strength (e ∼ U(1, 25)) and
constructing the oscillatory network based on e. The whole network is stimulated with a base
current of I = 3 and random noise from a Gaussian distribution G(0, 1) for 1 minute. Due to
the network size and simulation length, all simulations are GPU accelerated using the NeMo
framework [59,103].
The first ten seconds of each simulation are discarded leaving 50s for analysis. For each 50s of
data we attempt to fit power law distributions to each module’s firing. The analysis is concluded
by computing the average DFA exponent for the whole system. To ensure the reliability of our
methods and results we repeat the above process for 1000 different networks.
5.5 Critical Markers: Power Law Avalanches
The network construction previously described produces a variety of neural networks operating
within different dynamical regimes. The following results are produced by networks after STDP.
The role of STDP in producing these networks was shown in the previous chapter and most
recently by Stepp and colleagues [96].
Figure 5.1 shows an example of three different networks which I estimate to be operating near
the three regimes – sub-critical (e = 10), critical (e = 15), and super-critical (e = 20). This is
indicated by the power law-like and kappa values as shown in the previous chapter. As shown by
figure 5.1 most sub-critical modules produce noisy firing with no distinct pattern. Furthermore
we see that inhibitory neurons (e.g. neurons 800-1000) fire infrequently. On the other hand,
super-critical modules produce firing patterns similar to idealised oscillators. As shown by Figure
5.1 in super-critical systems all neurons in all modules fire simultaneously.
Even in larger systems sub-critical and super-critical firing show two extremes, with the former
being noise and the latter being highly ordered. However, as before, critical firing falls between
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these two regimes. A critical system produces a more biologically plausible firing pattern. Rather
than observing large bursts of firing followed by no activity, we see that for all modules in between
bursts there is some activity. This firing pattern could allow for more dynamic behaviour to
occur between the different modules due to not having all modules fire as one giant oscillator.
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Figure 5.1: System Neural Firing: This figure shows 500ms of firing from four modules
sampled from sub-critical (e = 10), critical (e = 15), and super-critical (e = 20)
networks.
When we attempt to apply power law fits to module firing patterns we observe power law-like
distributions as shown by Figure 5.2. As can be seen visually, both sub-critical and super-critical
systems fail to follow a power law distribution. Sub-critical systems do not produce any large
avalanches, while super-critical systems produce mostly large avalanches reaching the module
size N = 1000. However, all modules within a critical system produce neuronal avalanches which
follow a power law-like distribution with a fitting confidence over 0.1. When initial excitation is
tuned to be within 13 ≤ e ≤ 16 the resulting system balances excitation and inhibition producing
the above power laws with exponents ranging between −1.48 ≤ α ≤ −1.62 . Only 5% of networks
within the range of 13 ≤ e ≤ 16 failed to produce avalanches confidently following a power
law-like distribution.
As in the previous chapter, to supplement the evidence of module criticality we compute the
average κ for all eight modules. This also allows us to visualise the possible critical regimes
across multiple systems rather than simply three example systems. Figure 5.3 shows κ ≈ 1 when
initial excitation is between 14 ≤ e ≤ 16. This falls within the region of accepted power law-like
fits 13 ≤ e ≤ 16 - indicated by the blue data points. Therefore, both the κ and power law-like
markers show that system modules are most likely critical between 14 ≤ e ≤ 16.
At this stage each module presents evidence for critical behaviour similar to the previous
chapter. Similarly to [28, 29] these results show that sub-sampled neuronal systems - in this
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Figure 5.2: System Power Laws: Each figure shows the power law-like distributions for all
modules c sampled from a sub-critical (e = 10), critical (e = 15), and super-critical
(e = 20) system.
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Figure 5.3: System Kappa. This figure shows the average κ values for all systems 1 ≤ e ≤ 25.
Each colour corresponds to the different dynamical regimes.
case modular division in place of sub-sampling - show markers of criticality. In the following
section I analyse the interaction between these systems with the goal of more clearly defining the
dynamical regime of the whole system rather than just its modules.
5.6 Critical Markers: Long-Range Temporal Correlations
Now we must determine whether activity within these modules within different dynamical regimes
is temporally correlated. Figure 5.4 shows the result of measuring the DFA exponents between
each network’s modules. The critical system pairs - modules reliably showing power laws - are
within the blue region 13 ≤ e ≤ 16. The green and red regions represent the sub-critical e < 13
and super-critical e > 16 module pairs respectively.
As can be seen from Figure 5.4a there is a large spread in the resulting DFA exponents D. This
means that a system’s modules do not all present long-range temporal correlations at all times.
A critical system may have a pair of modules with D = 0.4 and simultaneously have a pair of
modules with D = 0.8. By computing the average DFA exponent 〈D〉, we can see that certain
systems are more temporally correlated than others.
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Figure 5.4: System DFA Exponents: Figure (a) shows the DFA exponents D computed
between all pairs of modules for all networks. Figure (b) shows the average DFA
exponents 〈D〉 for each network. Critical networks reach a peak DFA exponent of
〈D〉 = 0.6 indicating the presence of long-range temporal correlations.
As shown by Figure 5.4b we see that modules with power law-like avalanche distributions are
more likely to result in a system with more modules temporally correlated. Furthermore we see
that when modules move away from power law-like avalanches, temporal correlation begins to
decrease. Sub-critical systems appear to be anti-correlated 〈D〉 < 0.5 while super-critical systems
start to produce Gaussian white noise 〈D〉 = 0.5. However, the DFA exponents for sub-critical
systems may be misleading. This is mainly due to the Hilbert transform assuming that all signals
are oscillatory.
Most sub-critical systems within the range of e ≤ 13 do not have an oscillatory signal. As
shown by Figure 5.5, the spectral power of sub-critical systems for e < 10 is 0. This entails that
sub-critical systems are primarily noisy which means that they cannot be anti-correlated. Further-
more, Figure 5.6 shows the DFA exponents computed for systems where there are no connections
between modules, effectively making each module behave like the networks in the previous chapter.
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Figure 5.5: Module Spectral Power: Figure (a) shows the spectral power for all modules
across all networks. Figure (b) shows the average spectral power for each network.
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Figure 5.6: System DFA Exponents: This figure shows the DFA exponents D computed
when each network’s modules are not connected. Unlike Figure 5.4, the average DFA
exponent for critical networks is 〈D〉 = 0.5 indicating that there are no long-range
temporal correlations present in the system.
Figure 5.6 unexpectedly suggests that many sub-critical networks are anti-correlated despite
having no connections between modules. As previously mentioned, DFA analysis is only ap-
plicable to signals with an oscillatory rhythm which is indicated by a spectral power higher
than 0. For systems with no oscillatory activity (such as sub-critical systems) DFA fails to
correctly classify the lack of long-range temporal correlations. For this series of simulations we
see that disconnected systems primarily show Gaussian noise except for sub-critical systems
which are misclassified as anti-correlated. Figure 5.6b also shows that critical and super-critical
networks with disconnected modules produce an average DFA exponent of 〈D〉 = 0.5. This
demonstrates that there are no long-range temporal correlations between disconnected modules.
Figure 5.4b shows the effect of module connections where critical networks reach a DFA exponent
of 〈D〉 = 0.6 revealing long-range correlations. The above results show that module neuronal
avalanches affect system behaviour. Specifically they show that power law-like avalanches may
promote long-range temporal correlations indicative of a critical system.
5.7 Summarising Criticality
This chapter expanded on the previous model by wiring several populations together creating
an eight module oscillatory network. Using the previous methods I control each population’s
dynamical regime using STDP and setting the initial excitatory strength. These techniques allow
each module to behave similarly to the previous chapter’s networks and similarly to the work
by [6, 12,37,38].
Using power-law like fits and the kappa measure we identify each module’s dynamical regime.
Similarly to before I assume this process is acceptable for identifying each module’s dynamical
regime. Other work [6, 26, 28, 29] shows that small different regions exhibit these types of
avalanches. The difference here is that rather than sub-sampling neuronal regions I divide the
system into modules with the purpose of creating an oscillatory system applicable to further
analyses covered in the next chapter. This network construction process ensures each network’s
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modules are all within the same dynamical regime. Thus, each network is entirely sub-critical,
critical, or super-critical.
To analyse criticality in these large systems I compute the DFA exponent D between a network’s
modules, revealing the presence of any long-range temporal correlations [6,16,26,105,106]. If most
modules present long-range temporal correlations 0.5 < 〈D〉 < 1 this is indicative of the system
being critical [6, 26]. This chapter concluded by demonstrating that power law-like avalanches
are embedded within critical systems with modules exhibiting long-range temporal correlations.
When populations begin to move away from power-law like avalanches the network’s modules
become uncorrelated or noisy. Therefore a network appears to be only critical if most of its
modules exhibit power-law like avalanches and are temporally correlated. These results agree
with and expand on the initial experimental results shown by [6,28].
In future work, further evidence for criticality may be shown using an alternative measure such
as neuropercolation [107]. Additionally, criticality was originally demonstrated via a phase
transition [18, 20, 27] therefore it would be appropriate to attempt to find a phase transition
within these systems, for example non-oscillatory to oscillatory activity. By allowing each network
to be composed of modules within different dynamical regimes we can more closely study and
understand how long-range temporal correlations may form between neuronal populations. As
shown above, not all modules (only the majority) in a critical network exhibit long-range temporal
correlations at all times, therefore a closer analysis between modules within different dynamical
regimes is a possible expansion of this work. In the end, this chapter shows that the model
is critical as identified by power law-like avalanches within modules and long-range temporal
correlations between modules.
The following chapters use this model to elucidate the relationship between criticality and other
neuronal phenomena.
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6 Criticality Promotes Metastability
6.1 Critical and Metastable Behaviour
The previous chapters exclusively focus on understanding criticality within cortical networks.
This chapter now attempts to understand how criticality may relate to another cortical phe-
nomenon, metastability. A system is metastable when several attractors force the system to be
in an extended state of configuration and change. This results in the system resting between
these attractors but never settling into a fixed state. This may be observed within oscillating
neural populations [10]. Within an oscillating system, a subset of populations may synchronise
while others remain desynchronised [108,109]. This gives rise to what physicists call a chimera
state [91]. This creates a competitive environment where synchronised subsets may exclude
the rest of the population. However, the brain does not stay locked in such a state. Rather,
the brain only enters such states temporarily, with different patterns of synchronisation and
desynchronisation coming and going at irregular intervals [10,93]. This phenomenon is different
from multistability [11] where these subsets may stay locked. By analysing how oscillators
synchronise and desynchronise, I aim to understand how different neuronal populations influence
each other. The metastability of these processes can be quantified by measuring the variance of
synchrony between oscillators averaged for all populations in the system.
Previous work has discussed possible links between criticality and metastability [22,41]. However,
the work reported here investigates how avalanche activity within populations (modules) influ-
ences metastable dynamics between neuronal oscillators. Understanding how modular behaviour
affects system function is a fundamental step towards a better understanding of brain dynamics.
This chapter will begin by further discussing metastable behaviour within cortical networks. Next
the chapter will discuss the neural network model and simulation environment used throughout
the study. The chapter then presents evidence showing a correlation between critical behaviour
and metastable dynamics. I conclude by showing that populations within the critical regime are
most likely to reliably maximise system metastability. These findings agree with [22] and are
expected as both metastability and criticality represent a divergence in correlation. Similary
to [22, 24] this chapter shows that the presence of metastability in neuronal networks maybe
another marker of neuronal criticality.
6.2 Simulating Metastable Networks
This chapter uses the previous chapter’s neuronal oscillator. This ensures that the system is near
the critical regime, allowing us to focus exclusively on analysing metastable dynamics. However,
similarly to the previous chapter this work also uses a surrogate set of systems to validate the
results. In the previous chapter the surrogate set of systems was composed of oscillators lacking
connections between modules. Here, the surrogate set is made of oscillators which undergo a
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homogenisation process.
After network construction, I homogenise the system by randomly selecting pairs of synapses
e.g. wij and whk. I set the strengths of these synapses to the average of both e.g. wij = whk =
(wij + whk)/2. I repeat this process for 5000, 10000, and 20000 pairs to highlight the effect of
the STDP process. Repeating this process enough times is similar to assigning the mean weight
to all synapses but has the added benefit of allowing us to observe how different amounts of
homogenisation affects system behaviour. We then simulate these homogenised networks as
normal. This majority of this work focuses on 20000 pair homogenisation results because at this
stage the synaptic weight distribution is very narrow. The purpose of this process is to show that
STDP and network structure affects the results, and that the findings are not a side effect of
varying stimulation passing through each system. The entire process is summarised in Figure 6.1.
The remainder of this chapter shows two sets of results: the original data as a result of the
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Figure 6.1: Simulation Process: This figure demonstrates the entire simulation process. Where
p is the wiring probability, wi and we are the inhibitory and excitatory weights
respectively, I is the input current, and e is the control parameter which is the initial
excitatory weight.
STDP only and the homogenised data as the result of the same STDP process with the addition
of the above 20000 pair homogenisation process.
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6.3 Metastable Metrics
To understand how the critical regime affects the metastability of system S, we measure the
oscillatory behaviour of all modules. As previously shown (Figure 5.1) , module firing ranges from
noisy (sub-critical) to perfect oscillations (super-critical). Due to this diversity, similar to [57], I
apply a standard Gaussian smoothing filter to the binned firings of each neuron producing Xc(t).
Applying a Fourier transform to each X(t)c signal produces the module frequency spectrum.
This confirms that each module oscillates at the same natural frequency (6 − 7Hz), with the
difference from sub-critical to super-critical modules being an increasing spectral power within
the narrow frequency band (6− 7Hz) (Figure 6.9).
Using a Hilbert transform H(Xk(t)) I compute the instantaneous phase θk(t) of each neuron
k ∈ c:
θk(t) = tan
−1
(
H(Xk(t))
Xk(t)
)
(6.1)
Using the instantaneous phase θk(t) I quantify module synchrony by:
φc(t) = |〈eiθk(t)〉k∈c| (6.2)
where 〈x〉k∈c denotes the average of k over all k ∈ c and i is the square root of −1.
Using the process defined by [93] we can quantify the metastability of cinS:
σmet(c) =
1
T − 1
∑
t≤T
(φc(t)− 〈φc〉T )2 (6.3)
We can then compute the system metastability λ by taking the mean over all the modules:
λ = 〈σmet(c)〉 (6.4)
This process describes oscillatory behaviour across the whole system. Similar to [93] I use
variance of synchrony as an indicator of metastable dynamics. This is because metastability
implies high variance of synchrony [10,11]. However, unlike the original work by [93] I do not
use idealised Kuramoto oscillators [108,109]. Furthermore, module firing is often noisy and not
ideally oscillatory such as in [57,92]. The measure by [93] does not take into account internal
synchronisation strength, which means that a module with a very low spectral power (e.g. ≤ 1)
may be analysed in the same way as a module with high spectral power (e.g. ≥ 4) Therefore,
modules with noisy firing (i.e. modules with low spectral power and large power diversity) may
yield similar results to modules with perfect banding (i.e. modules with high spectral and low
power diversity). Due to this I propose a modification to the measure that accounts for internal
synchronisation strength.
For each module c ∈ S I define a continuous spectral power signal τc(w) by computing the peak
spectral power - within the frequency band (6 − 7Hz) - of Xc(t) across multiple overlapping
windows. Each window w ∈W is 500ms long and is shifted by 100ms. Therefore spectral power
is computed for W =
[
[1, 501], [101, 601], ..., [(T − 500), T ]] windows. The average variance of the
spectral power signal γ is then computed:
γ = 〈ρc〉S (6.5)
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where
ρc =
1
W
∑
w∈|W |
(τc(w)− 〈τc〉W )2 (6.6)
I multiply the average phase variance metastability λ with the average spectral power variance γ
defining a novel measure γλ describing system oscillatory activity which considers individual
module’s internal synchronisation.
In addition to identifying metastability within critical networks this chapter also analyses the
repertoire of metastable states by analysing the coalations formed. This allows us to understand
how criticality affects the variety of visited metastable states.
A coalition g arises at time t if the system synchrony φS(t) is above a threshold χ = 0.5 for
all S ∈ g. By identifying all possible coalitions based on the above definition we compute the
probability p(g) of a coalition arising. This allows us to use the work of [93] to measure a system’s
coalition entropy Hc:
Hc = − 1
log2 |G|
∑
g∈G
p(g) log2(p(g)) (6.7)
where G is the set of distinct coalitions generated by a system p(g) is the probability of a coalition
g arising at any time t. Using these metrics allows us to understand criticality affects metastable
dynamics.
6.4 Homogenised Networks
The homogenisation process plays a significant role in this chapter. The purpose is to show that
the behaviours demonstrated are a result of the dynamical regimes and not just the differing
synaptic strengths between each regime. Therefore, we begin by showing how homogenisation
affects the underlying connectivity matrix and firing behaviour.
Figure 6.2 shows examples of modules from different systems – sub-critical, critical and super-
critical. To more clearly see the effect of homogenisation I only show the connection matrix
for the same 50 neurons before and after homogenising the module (Figures (a) to (c) and (d)
to (f) respectively). We see that the synaptic strength increases for both the original networks
and the altered homogenised networks. Figure 6.2 also shows the results of homogenisation.
Homogenisation produces networks such as (d), (e), and (f) from structures (a), (b), and (c)
respectively. Figure 6.2 further shows how synaptic strength distribution in the homogenised
cases is approaching a peaked distribution - i.e. all synaptic strengths become approximately
equivalent.
The chapter uses the same model as the previous chapter, and therefore the raw firing data
remains the same as before (Figure 5.1). Sub-critical firing is noisy, super-critical is highly
ordered, and critical firing falls between these two extremes. Figure 6.3 shows the effect of
homogenisation on the systems within these three different dynamical regimes. Homogenisation
pushes each system towards firing together in large bursts and clearl away from the critical
regime. We see that even a noisy system such as a sub-critical system is pushed towards firing in
bursts. Homogenising all the synapses removes the effect of STDP and thus changes the synaptic
weight distribution but without affecting the overall amount of weight in the network. This
shows that the dynamics are a result of STDP and the synaptic connectivity, rather than the
varying intrinsic currents of each system.
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Figure 6.2: Connection Matrices: Connectivity matrix of sample modules from each dynamical
regime (sub-critical, critical, and super-critical). Each sample module connection
matrix between 50 neurons within that module. Figures (a) to (c) shows slices of
module connectivity after STDP and (d) to (f) shows slices after homogenisation.
As shown in the previous section quantifying metastability requires computing each module’s
mean firing rate. The mean firing rate also demonstrates the difference between the original
networks and the homogenised networks. Figure 6.4 shows two seconds of mean firing for four
modules within a sub-critical, critical, and super-critical network. This figure reflects the raw
firing shown by Figure 5.1 and further emphasis the difference between the dynamical regimes.
Figure 6.5 shows the mean firing rates of homogenised modules originally within different
dynamical regimes. Here we more clearly see that homogenisation pushes all modules towards
firing rhythmically in bursts.
These figures show us how the behaviour differs between the original data and the homogenised
networks. Now we must determine how homogenisation affects criticality. Using the same
techniques as before we determine the dynamical regimes (if there are any) of the homogenised
networks.
Figure 6.6 shows the avalanche distributions computed from the homogenised networks. This
clearly shows non power law size distributions for all systems 1 ≤ e ≤ 25. Continuing with the
criticality analysis Figure 6.7 shows κ for the homogenised systems. This figure has κ ≈ 1 when
16 ≤ e ≤ 18, however as shown by figure 6.6 we cannot confidently fit the power law for any
systems.
The question remaining is how does homogenisation affect long range temporal correlations ?
When we look at the DFA exponents computed between the homogenised modules (Figure 6.8)
we see a change in comparison to the original networks (Figure 5.4). In this case the originally
critical systems (indicated by the blue region) no longer exhibit long range temporal correlations.
However, we find that when 11 ≤ e ≤ 14 the system exhibits these correlations indicating that a
subset of the originally sub-critical systems demonstrate long-range temporal correlations. When
analysing criticality it appears that the homogenisation process pushes the system away from
criticality. This is expected as a peaked synaptic weight distribution should not allow for the
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Figure 6.3: Homogenised Module Firing: This figure demonstrates the effect of homogenisa-
tion on the modular firing exhibited by the systems in figure 5.1
propogation of continuous activity.
This section shows the clear differences between the original networks and the surrogate
homogenised set. Specifically, this section shows how homogenisation affects the possible
criticality pereviously found. In the following section I analyse the metastable dynamics exhibited
by both these sets of networks.
6.5 Metastable Critical Networks
The following section presents the results of the oscillatory analysis and demonstrates the influ-
ence of criticality on metastable behaviour. Figure 6.9 shows the spectral power for each system.
All systems resonate at the same natural frequency (6− 7Hz) differing only in spectral power.
This is similar to the spectral powers observed within the smaller networks (Figure 4.13). The
sub-critical system in figure 6.9 exhibits a very low spectral power for all modules indicating the
entire system is likely desynchronised. On the other hand, the super-critical system’s modules
have a very high spectral power indicating that most of the system is most likely strongly coupled.
The critical system shows a moderate spectral power indicating the system may not be strongly
coupled but is not completely desynchronised.
Throughout all simulations spectral powers change, as some modules may synchronise and others
desynchronise. Figure 6.11 confirms this with the synchronisation index φ varying greatly. Due
to this, I track the average spectral power variance to quantify internal modular synchronisation.
Accounting for internal modular synchronisation is important as it influences oscillations between
modules.
As with the criticality results, I analyse the homogenised networks to ensure that oscillatory
behaviour is a result of STDP and the synaptic weight distribution, rather than just the increasing
internal currents. For oscillatory results, homogenisation increases all spectral powers indicating
all systems are strongly synchronised. An example is shown in figure 6.10 with all systems
exhibiting a high spectral power. Figure 6.12 confirms that homogenised systems are more likely
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Figure 6.4: Module Mean Firing Rate: This figure shows the mean firing rate for two seconds
across three sample systems - sub-critical (e = 10), critical (e = 15), and super-critical
(e = 20).
to strongly couple with a consistently high synchronisation index φ. This is most likely due to
each module being strongly internally synchronised. This indicates that homogenised systems
which are away from the critical regime are more likely to stay locked within the same pattern of
activity or coalition. On the other hand, the varying synchronisation index of critical systems
(Figure 6.11) indicates that these systems may be pulled between different coalitions.
Figure 6.13a shows the metastability λ for all systems. The maximum metastability is within
10 ≤ e ≤ 15 indicating that sub-critical and critical systems promote metastability. However,
this is misleading, as the modules of sub-critical networks have a low spectral power (Figure 6.9).
A high metastability requires that modules are both externally and internally synchronised, but
sub-critical spectral power shows this is not the case. Figure 6.13b confirms this with sub-critical
networks exhibiting a low spectral power variance γ. Some networks are completely noisy with
no spectral power 0 ≤ e < 10. Furthermore, figure 6.13b shows that super-critical networks
have a high spectral power variance. This is to be expected, as super-critical networks are more
strongly coupled (as shown in Figure 6.9) with a higher average spectral power. By combining
metastability λ and spectral power variance γ Figure 6.13c shows the system oscillatory behaviour
when accounting for local synchronisation (as measured by the variance in peak spectral power
γ) and oscillatory coupling (as measured by the variance in phase λ). Figure 6.13c shows that
metastability accounting for internal synchronisation is maximal between 15 ≤ e ≤ 18. However
for e ≥ 18 metastability varies significantly as the system becomes increasingly super-critical.
Therefore, the correlation indicates that criticality 13 ≤ e ≤ 16 tends to promote a reliable
metastable system. The homogenised networks show no such correlations (figure 6.14), indicating
that the high metastability is a result of the synaptic weight distributions.
Figure 6.15 further shows the effect of homogenisation. It shows that network metastability is
maximal when no homogenisation steps are applied. As more homogenisation steps are applied
and the modules move away from the critical regime we see that the metastability continues to
drop. The only exception is for networks with a low initial excitation (e < 10). In this case,
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of homogenisation on the modular mean firing rate exhibited by the systems in Figure
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Figure 6.6: Homogenised Module Avalanche Size Distributions: This figure shows the
effect of homogenisation on the avalanche size distributions. Figure 5.2 shows the
original distributions.
metastability remains high regardless of the homogenisation steps applied. This is again due to
these networks possessing little or no internal synchronisation.
At this stage we may hypothesise that criticality influences metastable dynamics. The question
which remains is how does criticality affect the formation of coalitions in metastable systems ?
Figure 6.16 shows that the critical regime has no effect on coalition entropy for both the original
networks (Figure 6.16a) and the homogenised networks (Figure 6.16b). However, we do observe a
difference between the homogenised networks and the original networks. Figure 6.16 shows that
the coalition entropy for the homogenised networks is lower than the original networks. This
indicates that the homogenised networks exhibit a lower variance in the coalitions formed. This
could be a result of all modules firing in synchrony.
When we analyse the oscillatory behaviour of these systems we see that there is a strong
correlation between criticality and metastability. This is due to critical networks more reliably
producing metastable systems. As previously stated this partially expected as both criticality
and metastability represent susceptability to divergence and are both poised between order and
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Figure 6.8: Homogenised System DFA Exponents: Figure (a) shows the DFA exponents
D computed between all pairs of homogenised modules for all networks. Figure (b)
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Figure 6.9: System Spectral Power: Spectral power and oscillatory frequency of each module
c for each system – sub-critical (e = 10), critical (e = 15), and super-critical (e = 20).
disorder. This may entail that metastability may be another suitable marker of neuronal criticality
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Figure 6.10: Homogenised System Spectral Power: The effect of homogenisation on the
internal synchronisation of all modules c for each system originally within the three
dynamical regimes – sub-critical, critical, and super-critical
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Figure 6.11: System Synchronisation Index: The synchronisation index φ for three systems
within the three dynamical regimes – sub-critical, critical, and super-critical
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Figure 6.12: Homogenised System Synchronisation Index: The result of homogenising the
three systems shown in figure 6.11
6.6 The Relationship Between Criticality and Metastability
This chapter reveals a correlation between the networks’ dynamical regime and the system’s
metastability. This chapter also reveals how metastability may be another marker of criticality.
As shown by figure 6.13 we see that networks within the critical regime tend to maximise
metastability. This indicates that neuronal avalanches influence module internal synchronisation,
criticality, and network metastability. Furthermore, this additionally demonstrates that modular
behaviour should not be ignored when attempting to study global dynamics, as subtle variations
in local firing may produce a large change in behaviour. For example, figure 6.13 shows a signifi-
cant change in behaviour when e ≥ 10. When e < 10 there is little or no internal synchronisation,
however at e ≥ 10 we see an increase in oscillatory behaviour due to modules’ becoming internally
synchronised. This could indicate a possible phase transition from non-oscillatory to oscillatory
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Figure 6.13: System Metastability: The oscillatory behaviours of all systems ranging from
sub-critical (green), critical (blue) and, super-critical (red). Figure (a) shows the
metastability λ for all systems; figure (b) shows the average spectral power variance
γ; and figure (c) combines both measures λγ quantifying oscillatory behaviour
accounting for internal synchronisation.
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Figure 6.14: Homogenised SystemMetastability: The effect of homogenisation on (a)system
metastability, (b)system spectral power variance and (c) the combination of both
measures which quantifies oscillatory behaviour accounting for internal synchronisa-
tion.
behaviour. This is partially confirmed by the spectral power which shows significant internal
synchronisation only when modules approach the critical and super-critical regime. Further study
of the oscillatory signals may reveal that a rapid phase transition is occurring. These results
support previous findings [41, 90] whilst expanding on the biological plausibility of previous
studies [22]. This further emphasises the importance of analysing various neuronal phenomena
concurrently.
This approach is somewhat idealised. All modules are within the same dynamical regime and the
effect of modules within different dynamical regimes is a subject for future work. Furthermore,
the approach used for constructing the oscillatory system as before remains artificial, in that each
module evolves towards a dynamical regime independently of all other system modules. This
limitation could be overcome by not only improving the model but also performing a more robust
search of the parameter space; for example, more thoroughly analysing the influence of the base
current and inhibitory synapses which here is not explored but is done in other works [37,38].
As done in previous chapter finite size scaling was investiagted but here no such invvestigation is
made. Expanding the system limits and studying finite size scaling may reveal the accuracy of
our claims of being near the critical or pseudo critical regime. Nevertheless, this work serves as a
foundation for experimental studies in nature. Modelling limitations aside, it demonstrates a
possible new relationship that until now has been neglected.
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Figure 6.16: Coalition Entropy: These figures show the coalition entropy for the original
networks (a) and the homogenised networks (b).
Studies of real brain networks have revealed similar phenomena, but these have not yet been
correlated. For example [110] shows that a peak in metastability is achieved under the influence
of psychedelic drugs, while [6] states that neuronal populations tend towards sub-criticality
under normal conditions. Using this model as a basis, an attempt could be made to link
similar in vivo studies to produce results explaining the relationship between criticality and
metastability in real brain networks. This avenue of work is beyond the scope of this thesis
yet it shows the potential importance of the model as a theoretical basis for further empirical study.
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7 Criticality and Dynamical Complexity
7.1 Linking Criticality and Dynamical Complexity
This chapter continues with the theme of the previous chapter by attempting to understand how
criticality may affect another neuronal phenomenon, dynamical complexity. A neural system is
said to exhibit dynamical complexity if a balance of integrated and segregated activity occurs
within the system [42, 43]. A system exhibits integration to the extent that its modules or
components influence each other’s behaviour, while a system exhibits segregation to the extent
that its modules or components exhibit independent behaviour. If a system is too integrated
then it is unable to provide a large range of responses, i.e. it is inflexible. However, if a system is
too segregated then it is unable to gather its resources in order to provide a strong collective
response. A highly integrated or highly segregated system will have a low dynamical complexity.
The previous chapters show that criticality affects how each module behaves independently
further impacting the behaviour of the whole system. Specifically, the metastability results from
the previous chapter give an indication of the possible communication patterns between the
different modules. By measuring dynamical complexity this chapter aims to further describe
the relationship between modules within different dynamical regimes. Furthermore, dynamical
complexity is thought to underlie high level cognition [43]. It is due to these issues that this
chapter chooses to discuss the relationship between dynamical complexity and criticality. While
this chapter focuses on dynamical complexity within the context of neuronal criticality, the
measures proposed here may yield interesting results when applied to simpler models (such as
the Ising model) which are proven to be critical. When applied to simpler models these measures
may provide more information on the relationship between dynamical complexity and criticality.
Unlike previous chapters whose findings support a strong claim this chapter only provides raw
findings that support no clear conclusion. However, the results shown here emphasise the need
to further study criticality and its effect on other neuronal processes. This chapter begins by
describing the metrics which quantify the system’s dynamical complexity. The chapter proceeds
by showing the complexity results measured across three system types: the original networks, the
homogenised networks, and the disconnected networks. This chapter concludes by summarising
its findings and providing possible extensions to this work.
7.2 Quantifying Dynamical Complexity
Quantifying dynamical complexity of neuronal systems is a difficult task [111,112]. The first issue
to arise is how modular behaviour is encoded. For example magneto/electroencephalography
(M/EEG) and functional magnetic resonance imaging (fMRI) would require different preprocess-
ing and come with a different set of assumptions [113]. Similarly to others [42, 114] I continue to
use the previous encoding where each module’s behaviour is described by its mean firing rate.
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At this stage, we assume mean firing rate encoding is an acceptable means of describing module
behaviour. While this approach may disregard some information Mean firing it is a commonly
accepted approach towards describing neuronal activity [37,42,92].
The second issue to arise, is a more theoretical and fundamental issue. Specifically information-
theoretic quantities depend on the data being covariance stationary and Gaussian distributed
[112,115,116]. A time series is covariance stationary if neither the mean nor the auto-covariances
depend on the time or spatial index [117]. Neuronal data is often non-linear and non-stationary.
However, certain techniques may be used to ensure neuronal data is stationary. Here, differencing
is applied to ensure the mean firing rates become difference-stationary.
The Gaussian assumption however, is more problematic. There is no simple way to ensure that
neuronal data is Gaussian distributed. However, many neuroscientists continue to use these
information-theoretic quantities despite the questionable validity of the Gaussian assumption.
Until further research into the matter is performed we cannot reach a conclusion regarding the
effect of Gaussian distributions on neuronal data [115]. Alternative approaches such as transfer
entropy [115] may yield different results.
Due to these concerns I use multiple methods for quantifying dynamical complexity. Some of these
methods are susceptible to the concerns briefly mentioned above but measure the relationship
between modules differently. Each method may provide a different insight into the relationship
between modules within different dynamical regimes. The methods I use for quantifying dynami-
cal complexity include causal density [118–120], information integration [111,112,114,121], and
interaction complexity [42, 43,111]. The following sections describe each measure in detail.
7.2.1 Causal Density
Causal density is based on Granger causality [118] and measures the causal influences between
the components of a system. Granger causality measures the degree to which one variable
(i.e. module i) influences or causes another variable (module j) over and above the rest of
the system (modules {1, 2..n} − {i, j}). By treating each module as a variable, causal density
measures to what degree individual modules influence the whole system. Studies such as those
by [42, 122, 122–124] have used Granger causality to discover relationships between different
variables in systems.
To better understand Granger causality, consider three time series X1(t), X2(t) and X3(t). Each
time series refers to the outputs generated by a specific variable of the system. In this case
these outputs are the modules’ mean firing rates. X1(t) can be described by the following
autoregressive model:
X1(t) =
m∑
j=1
AjX1(t− j) +BjX2(t− j) + CjX3(t− j) + εABC(t) (7.1)
where m is maximum number of lagged observations in the model (m <the size of each time
series). A, B and C are vectors containing the coefficients of the model indexed by the model
order, and εABC is the prediction error. Suppose we consider the following model for X1(t),
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where X2(t) is omitted:
X1(t) =
m∑
j=1
AjX1(t− j) + CjX3(t− j) + εAC(t) (7.2)
where εAC is the prediction error of the time series with X2(t) omitted. X2 Granger-causes
X1 if the variance of εABC is significantly less than the variance of εAC . In other words, X2
Granger-causes X1 if including X2 in the model aids in better predicting X1. Furthermore, X2
Granger-causes X1 only if X2 affects X1 over and above the effect of the rest of the system (X3).
This makes it possible to determine which components of the system have the most influence.
The unit causal density of a system S is computed as follows [42,119,120]:
cd(x) = α/n(n− 1) (7.3)
where α is the number of pairs of variables {Xi, Xj} such that Xi Granger-causes Xj . As
mentioned before the time series X1...Xn must be covariance stationary. A covariance stationary
time series allows a F-Test to be performed that determines the significance of the Granger
causality between two variables. An F-Test checks if the test statistic has an F-distribution under
the null hypothesis.
Granger causality and causal density allows us to define the influence modules may have over
one another and the system as a whole. This measure is indicative of the system’s dynamical
complexity
7.2.2 Integrated Information
According to the original work by Tononi [43,121,125] integrated information Φ is identical to the
quantity of consciousness generated by a system. However, there is no need to commit to Tononi’s
views on consciousness to adopt integrated information as a measure of dynamical complexity.
Originally this was quantified by ΦC (Φ-capacity) which is a measure of the capacity of a system.
This measurement does not take into account time or changing dynamics [125] and remains only
suitable for simple systems. As a result, two more measurements ΦDM (Φ-discrete/Markov)
and ΦE (Φ-empirical), were created with the goal of measuring integrated information within
complex systems. ΦDM measures the information generated when a system transitions from
one state into another [126] while ΦE is a more flexible measure applicable to time-series data
produced by discrete or continuous systems [114]. The measure used here ΦAR (auto-regressive
Φ) is an extension of ΦE . ΦE assumes that data is Gaussian distributed while ΦAR does not
make this assumption and is catered towards non-Gaussian systems. Barrett and Seth [114] show
that ΦAR and ΦE are equivalent for Gaussian systems. This section will only discuss ΦAR in
detail. Barrett and Seth [114] provide a detailed comparison and review of these measures.
ΦAR is based on auto-regressive prediction error. It measures how well a systems current state
predicts some previous state but only to the degree that predictions based on the whole system
are better than those made by parts of the system considered independently. I.e. information
generated by the whole system provides more insight than information generated by each part of
the system.
Some notation should be noted before explaining the computation of ΦAR. Σ(X) is the n× n
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matrix of covariances cov(Xi, Xj) and Σ(X,Y ) is the n×m matrix of cross-covariances cov(Xi, Ya).
Furthermore |X| refers to the determinant of a matrix X. If X and Y are two random variables
then the linear regression of these variables would be:
X = α+A · Y + ε (7.4)
where A is the regression matrix, α is a vector of constants and ε is the prediction error or
residual. The residual ε is random with a zero mean and it is uncorrelated with Y In this example
of linear regression A and α are given by:
A = Σ(X,Y )Σ(Y )−1 (7.5)
α = x−A · y (7.6)
These notations will be used in defining ΦAR.
ΦAR computes the information generated by the current state Xt of a system S about the state
τ time steps ago with respect to the system’s bipartitions β = {M1,M2}. If S is a stationary,
non-Gaussian, system we can formally compute ΦAR by first computing:
ϕAR(S; τ, {M1,M2}) = 1
2
log
{
|Σ(X)|
|Σ(εX)|
}
−
2∑
k=1
1
2
log
{
|Σ(Mk)|
|Σ(εMk)|
}
(7.7)
where εM
k
, k = 1, 2 and εX are the residuals in the following regressions:
Mkt−τ = A
Mk ·Mkt + εM
k
t (7.8)
St−τ = AS · St + εSt (7.9)
In these regressions the past of a variable (τ time steps ago) is regressed on its present value. ΦAR
is the non-normalized ϕAR across the biparition that minimizes the normalized ϕAR. Normalized
ϕAR is computed using the normalization factor K:
K({M1,M2}) = 1
2
log min
k
{
2pie|M
k||Σ(Mk)|
}
(7.10)
Unlike causal density and interaction complexity this measure does not use the Gaussian as-
sumption, therefore it could provide a unique insight into the relationship between the critical
systems defined in the previous chapters.
7.2.3 Interaction Complexity
The final measure being used for analysis is interaction complexity originally defined by Tononi
and colleagues [43]. This measure quantifies the extent to which there are interactions between
parts of the system and the system as a whole.
To compute interaction complexity we must first compute the entropy H(S) of a system S
composed on N variables (modules). Entropy measures how much information is carried in a
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system S as it varies over time. Entropy can be formally defined by:
H(S) =
1
2
log
(
(2pie)N |Σ(S)|
)
(7.11)
where Σ(S) is the n× n covariance of S.
Using the entropy of a system we can compute mutual information between two partsA and B
of a system S. Mutual information is a measure of how much information there is about A in
B and vice versa. We use this measure as an indicator of the amount of influence between a
component of the system X and the remainder of the system S − {X}:
MI(X;S − {X}) = H(X) +H(S − {X})−H(S) (7.12)
The next step is to compute how integrated the system is. The integration I(S) of a system is
the difference between summed entropy of all the system components and the entropy of the
system as a whole:
I(S) =
N∑
i=1
H(Xi)−H(S) (7.13)
If all the components are doing the same thing then the system is too integrated to have a high
interaction complexity.
Using these measures we can compute interaction complexity C(S) by:
C(S) =
N∑
i=i
MI(Xi;S − {Xi})− I(S) (7.14)
Similarly to causal density this measure has an underlying Gaussian assumption. This final
measure should allow us to obtain further insight into the relationships between modules in
different dynamical regimes.
7.3 The Relationship Between Criticality and Dynamical
Complexity
This section presents the dynamical complexity exhibited by the three different network sets
discussed throughout the previous chapters:
1. The primary set of networks which was discussed in chapter 5.
2. A control set of networks that are the same as the primary set with no connections existing
between modules. This control set was also used in chapter 5.
3. A surrogate set that undergo an additional homogenisation step which is discussed in
chapter 6
Analysing the dynamical complexity of these types of networks should provide a more detailed
understanding of the relationship between criticality and dynamical complexity.
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Figure 7.1 shows the dynamical complexity exhibited by the control set of networks with no
connections existing between modules. Here we see that all three complexity measures return
low values. This indicates that these systems are highly integrated or highly segregated. Since
there are no connections between modules we can confidently assume the latter. The measure
of integrated information in Figure 7.1 shows that when networks are no longer noisy (e ≥ 10)
there is a slight increase in complexity. This is similarly observed when analysing metastability
(Figure 6.13). This could indicate the important role of oscillatory activity when analysing the
effect modules have on one other.
Figure 7.2 shows the dynamical complexity exhibited when there are connections between mod-
ules. Immediately we observe an overall increase in dynamical complexity for all networks.
Since modules are now connected to each other this result is expected as modules are no longer
completely segregated. However, causal density continues to demonstrate low values. As shown
by Figure 7.2, these low values indicate that there appear to be no modules which influence the
network over and above the remainder of the system. i.e. there appears to be no pair of modules
{Xi, Xj} where Xi Granger causes Xj
Integrated information and interaction complexity provide more information on how critical-
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Figure 7.1: Disconnected Dynamical Complexity: This figures shows the dynamical com-
plexity exhibited by networks with no connections existing between modules. Modules
are still sub-critical, critical, and super-critical but have no influence over one another.
T The system itself exhibits no criticality due to no connections between modules.
ity may affect complexity. Both show that the majority of sub-critical systems exhibit a low
dynamical complexity. Since these networks are primarily noisy this could be expected. Both
also show a low dynamical complexity for critical networks. Integrated information measures an
increase in complexity for critical networks but remains low. Dynamical complexity appears to
only be maximal when networks are at the beginning of the super-critical regime (17≤ e ≤ 19).
When networks proceed further into the super critical regime (e > 19) there is a decrease in
integrated information and interaction complexity begins begins to vary significantly. This could
be due to networks starting to behave as one giant oscillator (as shown by Figure 6.4) with all
modules firing in synchronous bursts. This large scale bursting behaviour could be indicative of
the system being highly integrated.
Figure 7.3 shows the dynamical complexity measured when the connections between modules are
maintained but the internal structure of each module is modified to the point where all modules
and the network itself are no longer near the critical regime. In this case causal density as
before remains low for all networks. However integrated information and interaction complexity
show a small change in complexity. Both show an increase in complexity for networks within
the sub-critical regime. This could be due to the homogenisation process forcing sub-critical
modules to fire synchronously (shown by Figure 6.5). Networks formerly within the critical
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Figure 7.2: Dynamical Complexity: This figure shows the dynamical complexity exhibited
by networks within different dynamical regimes
regime continue to show low values. Interaction complexity shows a slight increase in complexity
for networks formerly within the critical regime.
Figure 7.2 and Figure 7.3 show the dynamical complexity for a variety of networks, the former
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Figure 7.3: Homogenised Dynamical Complexity: This figure shows the dynamical com-
plexity exhibited by the homogenised networks. None of the networks here exhibit
sufficient markers to be within the critical regime. The colours we see above represent
the critical regime of the system before homogenization.
showing complexity exhibited by networks spanning the three dynamical regimes and the latter
showing networks which have been pushed out of the critical regime via a homogenisation process.
In the previous chapter we saw the homogenisation process had a significant impact on the
results. When networks were pushed away from the critical regime we saw a drop in metastability.
This showed the significance of criticality within metastable networks. However, here very little
difference is observed when networks are pushed away form the critical regime. We continue to
see the same dynamical complexity regardless of the homogenisation process. This shows that
criticality does not appear to affect dynamical complexity within the context of neuronal systems.
Studying dynamical complexity within a proven critical model (e.g. Ising Model) would allow us
to better understand any possible correlations between criticality and dynamical complexity.
7.4 Expanding the Bridge Between Criticality and Dynamical
Complexity
In this chapter we continued to analyse how criticality affects different neuronal phenomena. Here
we attempted to analyse how criticality affects dynamical complexity. This chapter introduced
causal density [112,119,120], integrated information [112,114,116], and dynamical complexity [43]
which were used to quantify the dynamical complexity exhibited by the systems introduced
in the previous chapters. Using these measures this chapter shows that criticality does not
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appear to have a clear effect on dynamical complexity within the context of neuronal systems. A
result which requires further analysis by studying dynamical complexity within simplified critical
models.
This result disagrees with the previous chapter’s primary finding which is that modular behaviour
may have a significant impact on global behaviour. However, due to the current issues regarding
complexity analysis of neuronal systems [112, 114, 116, 127] there is room for further study.
Firstly the Gaussian assumption and its effect on neuronal processing has yet to be studied and
documented in detail. Further study is required to determine how this assumption may affect
non-Gaussian systems. Therefore, alternative approaches may need to be considered. Secondly,
the measures and approaches applied here may be expanded. For example alternative approaches
for measuring mutual information such as those presented by [128] could be investigated. Finally,
this chapter describes modular behaviour using the mean firing rate of each module. This
could be expanded by investigating alternative methods for describing modular and neuronal
behaviour (for example timing [61]). All these improvements may provide further insight into
the relationship between criticality and dynamical complexity.
Up to this point I have argued that these findings may be the result of the assumptions made
when applying the above measurements. Now let us assume that these results are truly indicative
of the dynamical complexity exhibited by these systems. Making this assumption and ignoring
the causal density of Figure 7.2 leaves us with 2 questions:
1. Why do sub-critical networks exhibit low dynamical complexity with a rise in complexity
when module oscillations begin (e = 10)?
2. Why do super-critical networks exhibit an increase in dynamical complexity followed by a
drop or large variance ?
The fundamental difference between the systems shown in Figure 7.2 is the critical regime
exhibited by the system. As shown by chapter 4 each critical regime differs primarily by its
synaptic weight distribution. Sub-critical systems possess a gradual distribution while super-
critical systems have a more steep distribution (Figure 4.11). Therefore, sub-critical systems
have little current flowing through them while super critical systems tend to be more stimulated.
Closely inspecting sub-critical systems shows that oscillations only begin when there is enough
excitation flowing through the system (e = 10). Modules becoming internally synchronised
results in stronger bursts of neuronal firing. These bursts do not only reveal oscillatory patterns
but also reflect the ability for modules to have greater influence over one another. We could
assume that the increase in internal synchronisation greater increases the bonds between modules
which may result in the observed increase in dynamical complexity.
If we assume that the intrinsic excitation of the system affects dynamical complexity then that
could explain why there is an increase in complexity as e rises. The other system results (Figure
7.3 and Figure 7.1) do not fully agree with this theory but show that excitation does affect
dynamical complexity. With more current flowing through the system, modules may affect
one another more strongly. If this is the case, then why do we observe a drop in dynamical
complexity when super-critical networks become even more stimulated (e ≥ 19) ? This drop
could be explained by the fact that modules may no longer exhibit any influence over one another
due to the entire system firing as one giant oscillator. At this stage the system’s behaviour
is no longer dictated by the interactions between modules but entirely by the excitation. We
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could argue that so much excitation is passing through the system that other factors no longer
influence system behaviour. With modules no longer directly influencing each other this results
in a drop in complexity.
The results and discussions presented here are all within the context of neuronal systems. The
key to truly understanding criticality and dynamical complexity is to perform similar analysis on
proven critical system such as the Ising model. The models shown throughout this thesis are not
yet proven to be truly critical, more likely pseudo critical or near the critical regime [6,15,17,29].
However, this chapter provides a starting point into this investigation and offers a novel perspective
into an unexplored correlation.
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8 Conclusion
8.1 Summary
Neuronal criticality is a scale-free phenomenon observed within different neural populations
[6, 30, 39, 46] and across the entire brain [26, 27, 32, 33, 41, 95]. Any study attempting to fully
understand neuronal criticality must account for these scale-free properties via finite size scaling.
This thesis attempted to do so by studying the critical phenomenon within isolated populations as
well as connected populations across larger systems. This provided us with insight into neuronal
criticality at different scales using different techniques.
The thesis began by explaining the modelling and analytical approaches used throughout several
chapters. This was followed by a detailed discussion of the criticality phenomenon beginning with
the Ising model, followed by the sand pile model, and ending with criticality within neuronal
systems. After this the thesis presented an in-depth discussion on the use of power laws as markers
of criticality within small neuronal populations. After reviewing criticality as a phenomenon the
thesis then presented a simple neuron sand pile model based on the work by [30,38,102]. This
enabled us to study neuronal criticality within a small population of neurons. This model not
only provided a simple introduction into neuronal criticality, but also demonstrated that neuronal
criticality is a phenomenon which may arise as a result of Hebbian learning - irrespective of the
initial network connectivity.
Although a pile of sand may demonstrate the phenomenon under study, it does not accurately
represent the behaviour of neurons in nature. To better simulate neuronal behaviour the thesis
continued by defining a more accurate model based on the Izhikevich neuron [53]. This model
not only better reflects neurons in nature but enabled us to explore all three dynamical regimes -
sub-criticality, criticality, and super-criticality. Using this more complex model with an appro-
priate Hebbian learning approach (in this case STDP [101]) the thesis showed once more that
criticality is a robust phenomenon which may arise irrespective of initial connectivity. This more
complex model not only further confirmed previous results, but also showed that the synaptic
weight distribution is an important structural property affecting the resulting dynamical regime
observed.
As neuronal criticality may be observed throughout the entire brain the thesis followed by
expanding the model. To study criticality further the thesis expanded on the previous model.
The thesis defined a large scale network of connected modules where each module is defined
according to the previous model. The power law based methods used for identifying criticality
within small populations are not appropriate for larger neuronal networks [26,27]. To account
for this, we considered another important marker of critical systems - populations may exhibit
long-range temporal correlations [26] when the system is near criticality. This serves as a suitable
replacement for power law based markers. We are able to reveal long-range temporal correlations
using Detrended Fluctuation Analysis (DFA). Agreeing with previous works [6, 27, 29] the thesis
shows how both power-law avalanches and long-range temporal correlations are present when
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the system is near the critical regime. Furthermore, the thesis showed that as modules no
longer exhibited power law markers then the system no longer exhibited long-range temporal
correlations. This agrees with previous findings [6, 27, 29] and shows how neuronal criticality is a
scale-free property.
After providing an understanding of criticality, the thesis then attempted to discover correlations
between neuronal criticality and other cortical phenomena. This is an important step as cognition
may arise as a result of multiple interacting cortical phenomena [8, 14, 22]. In this case the
thesis attempted to discover any correlations between neuronal criticality and metastability.
Metastability is a global property of neuronal populations that migrate between attractor-like
states. This can be quantified by the variance of synchrony, a measure that has been hypothesised
to capture the varying influence neuronal populations have over one another and the system
as a whole [8, 14]. Some work by [22] shows that both these system-wide phenomena interact
with each other. The thesis continued the work by [22] by showing that metastability is most
likely maximal when the system is near the critical regime. When the system moves away from
the critical regime we observe a drop in metastable dynamics. This is to be expected as both
metastability and criticality represents the system’s susceptibility to diverging. This may show
that metastability is another marker of systems near the critical regime.
The final chapter attempted to correlate neuronal criticality with dynamical complexity. Dy-
namical complexity is demonstrated by systems which exhibit a balance of integrated and
segregated activity [42,43]. Using different measures of complexity the thesis showed no strong
evidence for any correlation between neuronal criticality with dynamical complexity. A result,
which at this stage is not yet conclusive but provides a novel perspective into analysing critical
systems. These results as well as all the other previous findings serve as a foundation for fur-
ther empirical work. In the following section we will discuss how criticality may be further studied.
8.2 Continuing Critical Investigations
As with any formal study there is constant room for improvements and further investigation. In
this section we will briefly discuss such improvements and possible investigations.
Throughout most of thesis the same neuronal model - the Izhikevich neuron [53] - is used to
investigate neuronal criticality. A more robust and biologically accurate study could be performed
by using the Hodgkin-Huxley [51] neuron. Furthermore, other neuronal models such as those
reviewed by [55] may provide different insights into neuronal criticality.
There are also some improvements which can be made with regards to modelling network
connectivity. Much of the thesis investigates neuronal criticality using network connectivity
defined by Klemm-Eguiluz [99]. Using different network connectivity such as Barabasi-Albert [129]
or even random connectivity would provide more robust results in support of the hypothesis
made throughout the thesis.
The large model used in the later chapters is composed of only modules exhibiting similar power
law like avalanches. This could be expanded by incorporating modules with different avalanche
patterns. This would allow us to question how neuronal avalanches affect the communication
between modules. Furthermore, we could ask how this could affect the long-range temporal
correlations typically exhibited by critical systems. As mentioned before, alternative markers
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such as neuropercolation [107] can also be studied. Indeed it might be of interest to study power
law markers [12, 45, 46, 48, 78], long-range temporal correlations [26], and neuropercolation [107]
simultaneously.
The correlations shown between criticality and metastability may be used to further study
how each phenomena affect behaviour. For example, the work by [110] shows a correlation
between metastability and psychedelic drugs. Given the previously exposed correlation between
criticality and metastability, we could question how psychedelic drugs may interact with critical
phenomena. On the other hand, the work reviewed by [102] highlights several important empirical
observations of criticality in vivo. We could similarly question how metastability affects these
empirical observations which were previously made within the context of neuronal criticality.
The work presented in chapter 7 may serve as a foundation for further investigation here.
As previously mentioned, neuronal criticality has been shown to optimise neuronal networks
[15,33,34]. While theoretical studies continue to show this to be true we may learn more if we
could observe how criticality affects behaviour. Very little work [6, 33] currently investigates the
behavioural affects of criticality, which opens a wide avenue of research.
Criticality as a phenomenon itself continues to gain attention not only within the context of
neuronal systems but within other systems as well. Work such as [21, 130–132] shows that
criticality is an important phenomenon which is often observed within systems of multiple
interacting components. Studying criticality in the context of such systems may provide further
insights into their behaviour and the dynamics that gives rise to it.
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