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論理の直並列分解による回路の最適設計法
に関する研究 ・
松崎 英樹
明治大学情報科学センター/教 育研究システム課
あ ら ま し
論理 回路 を容易 に実 現で きるPLA(ProgrammableLogicArray)は,近年幅 広 く用 い られ てい
る.し か しPLAに は実際の論理 の実現 に寄与 しない未使用領域が多 く存在す るため,回 路面積
が大 き くなる とい う欠点が ある.ま た,複 数 のPLAを1つ のチ ップに集 積 したCPLD(Complex
Program皿ableLogicDevice)では,CPLD内 の個 々のPLAに は外部入 出力数 な どに制限が ある
た め,大 規模 な論理 をそのままで は実現で きない場合が ある.こ れ らの問題 を解決す る1っ の方
策 として,元 のPLAを 複数の小 さなPLAに 分解す る手法が よ く知 られ てい る.一
本稿 では,直 一並列 分解 および並並直列 分解の手法がPLAの 入 出力数や面積 の削減 に有効 であ
ることを示す.ま た,直 列分解お よび並列分解がPLAの ランダ ムテス トのテ スタ ビリテ ィに及
ぼす影響 につ いて評 価 した結果 を示 し,直 列 分解 がラ ンダムテス トに とって有 効 である こ とを示
す.
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Abstract
Itiseasy七〇realizelogiccircuitswithPLA(Progra皿皿ableLogicArray),andrece皿tly
PLA始usedinmanyways.ButPLAhasmuchunusedareawhichdoe8notcon垣buteto
logicrealization,soitmakeschipareatoincrease,A皿dinsomecases,CPLD(Complex
ProgrammableLogicDevice)intowhichsomePLAsareintegratedisnotabletobeused
torealizealargelogic,becauseeachPLAblockinCPLDhasUmitof七henumberof
primaryinputsloutputs.ltisweUknownasamethodtosolve七heseproblemst・
decomposealargePLAintoasetofin七erconnectedsmallerPLAblocks.
ThispaperdescribesthatP工Aserial・parallel/paraUel-serialdecomposiもionisusefUl
七〇reducePLAinputs!butputsanditsarea,Inaddition,itdiscusseshow七hera皿do]【n
pa七temtestabili七yisimprovedwi七hもheseriaYparallel(iecoMposition,basedonthe
experimentedresults,andshow8these亘aldecompositionisavailable.
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1.はじめ に
PLAは規則的な構造をもっているため設計が容
易であり,大規模な論理回路を短期間で実現する上
で有効なデバイスの1つ である.しかしP工Aには,
実際の論理の実現に寄与 しない未使用領域が多数存
在するため回路面積が大きくなるという欠点がある.
また,複数のPLAを1っのチ ップに集積 したCPLD
(ComplexProgrammableLogicDevice)カs近年幅広
く利用されているが,CPLD内の個々のPLAに は
外部入出力数などに制限があるため,大規模な論理
をそのままでは実現できない場合がある,これ らの
問題を解決する1つ の方策として,元のPLAを 複
数の小 さなPLAに 分解 し,それらを相互に接続す
ることで全体の回路を実現す る手法がよく知 られて
いる【1]・[8].
PIAの分解には,直 列分解 と並列分解がある.
直列分解の手法としては,論理関数分解を用いた手
法が提案 されている(1]{5】.WeakDiVisionを基本
とした手法{3]は,ImplicitDon'tCareを用いた簡
単化[41{5】ができ,比 較的効率良く処理が可能であ
る,並列分解の手法としては,畳 み込みを活用 した
手法固などが提案されている.ま た,これ らの手法
を組 み 合 わせ た 分 解 の た め の ツー ル と して
PLASTICシステム【8]が提案されている.PLASTIC
システムでは,多段構成を用いてPLAの 交点数を
削減 しているが,多段構成を用いた場合,信 号遅延
が増大するという問題が生 じる.
ここでは,従 来の分解手法を組み合わせ,ベ ンチ
マークPIAを直 並列分解および並・直列分解 したと
きの,入 力数,出 力数 積項線数および交点数削減
率について評価 した結果を示 し,直 並列分解およ
び並・直列分解がPLAの 入出力数や面積の削減に有
効であることを示す.ま た,PLAは一般にファン
イン数が多いことからランダムパターンに対するテ
スタビリティが悪いといわれているが,分解により
ファンイン数 を小 さく抑えることができれば,テ ス
タビリティを改善できる可能がある[10],[111,そこ
で,直列分解および並列分解がP正Aの ランダムテ
ス トのテスタビリティに及ぼす影響について評価 し
た結果を示 し,直列分解がランダムテス トにとって
有効であることを示す,
2.PLAとは
PLAはAND・ORの2段 論理 を実現す るものであ
り,一 般 的に,デ コ 一ー・ダ,ANDア レイ,ORア レ
イ よ り構成 され る.図1(a)は次 の 関数flお よび
f2を実現 したPLAで ある.
fl=αefg+αヅ9+賦 ∫+acef+defg+cefg
f2=abeh+aceh+dehi+cehi+凌ω+c姻
a～iの各入力は,デ コ・一声ド線(ANDア レイ部の
水平線)に より,その肯定値および否定値がAND
アレイに供給される.同図の1～12の番号が付いた
垂直線は積項線 と呼ばれ,ANDデ バイスで接続 さ
れているデ コー ド線の漬すなわち上式中の積項を表
す二例えば積項線1は 積項abfgを表 している.出
力線(ORア レイ部の水平線)で は,ORデ バイス
で接続 された積項線の和が得 られ,f1お よびf2
の出力となる.
PLAのチップ上に占める面積は,肌Aの 規模が
大きくなるに従って,デ コー ダ部分に比べてAND
アレイおよびORア レイ部分の割合が高くなる.'ア
レイ部分の面積は,デ コー ド線 と積項線 との交点お
よび積項線 と出力線 との交点の数に比例す ることか
ら,PLAの面積を論 じるときは交点数を指標 とす
ることが多い.本稿でもこれ を用いることにする.
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図1(a)分解前 のPI.A
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3.PLAの直列分解と並列分解
PLAの直列分解 とは,1つのPLAを2っのPLIA
に分解し,一方のPLAの出力が他方のPLAの入力
の一部もしくは全部となるような構成に置き換える
ことをい う.また,並列分解 とは,外部入力を同時
に複数のPLAに 加えるような構成に置き換えるこ
とをい う.
従来,様 々な分解手法が提案されているが,以下
ではWeakdiVisionを基本とする直列分解手法131お
よび畳み込みを活用 した並列分解手法{61にっいて,
例を用いて述べる.
WeakdiVisionを基本 とす る直列分解手法では,
論理関数 を代数 式 で表現 し,カ ーネル と呼ばれ る共
通項を独立の前段 のPLAと して分解す る.
[例1】図1(a)の関数 ∫1および∫2が 与え られてい
るとす る.こ れ ちは次のよ うに変形で きる.
f1=(ab+ac)fg+(de+ce)(af+fg)
f2=(ab+ec)eh+(de+ce)(hi÷hi)
いま,カ ーネル として,
vl=ab十ac
v2=de+ce
を選 んだ とする と,
fl'=v1・fg+v2・(αノ'+ノ9「)
f2'=v1・eh+v2・(hi+hi)
と表す こ とがで きる.関 数 γ1,v2を前段,関 数
f1',f2tを後 段 とす る こ とに よ り,図1(b)の
P工Aが得 られ る.こ のPLAは 図1(a)のPLAと
機能的に等価であるが,交 点数が240か ら156
に削減 されてい る.■
畳み込み を活用 した並列分解手法では,共 有する
ぐ
入力および出力をもたない積項線を元に2つの独立
したPLAに分解する.
[例21図1(a)のPLAでは,積 項線1,2と9,11が入
力も出力 も共有 してい ない.そ こで,こ れ らの
積項線を別々のPLAに 配置 し,2っ のPLAが
それぞれf1,f2を実現す るように,そ の他の積
項線 を適切 に振 り分け る.こ の よ うに して得 ら
れたのがs－図2(b)に示すPLAで ある.こ れは図
1(a)のPILAと機能的に等価であるが,交 点数 が
240から180に削減 されている.■
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交 点数(7*2+i)*6+(7*2+1)*6=18e
図1(c)並列 分解後
4.直一並列分解と並・直列 分解
直並 列分解とは,元のPLAをまず直列に分解 し,
分解 して得 られた2つ のPLAをそれぞれ並列に分
解することをいう.
[例31図1(a)のPLAを直列分解 して得られた同図
(b)のPLAをさらに並列に分解すると,図2の
P]Aが得られる.交点数は図 ユ(b)に示す直列分
解のみのときが156であるのに対 し,さらに94
に削減 されている.■
並並直列分解では,元のPLAを最初に並列に分解
し,その後で個々のPLAを直列に分解する.
【例4]図1(a)のPLAを並列分解 して得られた同図(c)
のPLAをさらに直列に分解すると,図3のP工A
が得 られる.交点数は図1(q)に示す並列分解の
みのときが180であるのに対 し,さらに162に
削減されている,■
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5.lmpliCi七Don'tCareを用 い た簡 単 化
WeakMvisionを基本 とす る直列分解 では,一 般
に前段 と後段で共通 の外部入力が存在す る.そ のた
め,後 段 に加 えられ ることの ない入力の組み合 わせ
が存在す るこ とがある.こ の ような入力 の組み合 わ
せ を,SDC(Satis五ab避tyDon'tCare)と呼ぶ.こ の
SDCを利用 した後段 のPLAの 簡単化 について以下
に例 を用いて述べ る.'
【例51次 の関数flおよびf2が与えられていると
する.
∫1=abcd+qbcd+αbd+dbd+aed
∫2=abcd+abcd+abc+aわc+αゴ
関数fl,f2をPLAで 実現 したもの を図4(a)
に示す.こ こでカーネル として,
y=ab+ab(前 段)
を選んだとすると,
/1'=γc竺+α竺+些 些+竺i4(後 段)
f2'=ycd+abc+abc+acd
とな る.この直列分解後のPLAを 図4Φ)に示す.
この とき後段 に決 して生 じない入力 の組み合 わ
せば,
SDC=(ab+αδ)㊥y
と表現され る.flの カル ノー図 にSDCを 表現
した ものを図5に 示す.こ れに よりflは,
fl・yed+yd+aαd
と簡単化 できる.f2に っいて も同様 に簡単化 で
き,次 の式が得 られ る.
f2=γcd+γc+aαd'
このよ うに して得 られた簡単化後 のPLAを 図
4(c)に示す.元 のPLAに おいて80で あった交
点数は,60に削減 されてい る.■
6.評価結果
ベンチマークPLAに対 して分解を施す前後の,
入力数,出力数,積 項数,交 点数および交点数削減
率を評価 した結果を表1に 示す.今 回の実験では,
直列分解後は必ずSDCに よる簡単化を行なうこと
とした.また各ベンチマークPLAは,分 解前およ
び分解後に必ずESPRESSO・1[1[9}を用いて簡単化を
行なうこととした.
多くのPLAで は,直列分解,並列分解のどちら
か一方のみを行なったときよりも,直 ・並列分解 も
しくは並・直列分解を行なった方が,交 点数の削減
率が高くなっている.このことから,大規模なPLA
に単純な2段 の直一並列分解もしくは並直 列分解を
行な うことによって,効果的に面積縮小できるもの
と思われる.入力数,出力数,讃 嘆線数についても
ほとんどの場合,直 並 列分解 もしくは並・直列分解
を行った場合のほうが少なくなっている.
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表1評 価結果
PLAl分 解方法ll入 力線1出 力線1積 項線1交 点数1削 減 率
P1
分解前 45 40 117 15210
直列 17 46 1 40、 2 117 15514 ・2.00%
直 ・並 列
■17104013911028112210 7518515820 ・4.01%
並列
■
45 28 34 6 109 18 14632 3.80%
並 並直 列
`12i46211271134116 21109311714933 1.82%
P4
分解前
■
32 11 124 9300
直列
.
19 35 11' 11 '24 47 4983 46.42%
直 ・並 列
■
1011231132615 615 1411127125424454.37%
並列
■
30 31 6 5 41 88 8602 7151%
並 ・直列
■
912913133416 515 8129151365053 45.67%
P7
分解前
`
48 56 175 26600
直列 10 50 2 56 9 143 22506 15.39%
直並 列
論
515 33118111 22134514 731711493 56.79%
並列
,
20 29 21 35 107 85 1443245.74%
並 並直 列 12123
`
31306121113523131317810198 61.66%
P9
分解前 62 10 279 37386
直列 16 62 7 10 31 153 21711 4L93%
直並 列
■
1211138139314 713 141ユ7 5416110243 72.60%
並列 40 35 4 6 141 138 2233240.27%
並 ・直 列 1釧41 11129814 416 28134131245918 84.17%
p420
分解前
,
17 29 222 13986
直列
■
9 18 1 29 3 204 13317 4.78%
直 一並列
■
910 18117110 8121310 9211361158517.17%
並列 17 16 12 17 114、 139 1205513.81%
並 並直列
1 4118引17 11121117211074113311989 14.28%
【3jEx.
分解前 47 17 163 18093
直列
■
13 49 8 17 22 41 546369.81%
直 ・並 列 121926127414 11161418221213214 82.24%
並列 29 25 8 9 100 63 10317 42.98%
並 ・直列
■
1釧31 7120718 219 211257口8 3437.8LOO%
※交点数=(入 力数*2+出 力 数)*積 項数
※削減率=(1一 分解後 におけ る総交点数/分 解 前の総交点数) *100%
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7.分解がテスタピリティに及ぼす影響
PLAは,一般 にファンイン数が多い ことから,
ランダムパターンに対す るテスタビリテ ィが悪いと
いわれている.し かし,分解によりファンイン数を
小 さく抑えることができれば,テ スタビリテ ィを改
善できる可能がある1101[11〕.
ベンチマークPLAに ついて,分解前後のテスタ
ビリティについて評価 した結果を表2に 示す,表2
では,元 のPLAおよび並列分解後のPLAに対 して
ESPRESSO・n[91による簡単化を行ない,直 列分解
後のPIAにはSDCに よるDon'tCareを考慮 して
ESPRESSO・Hによる簡単化を行なった.図6は,
表2のvg2について,テ ス トパターン数に対する故
障検出率を表 したものである.
表2お よび図6よ り次のことがいえる.
・多くの場合,分解 こより冗長故障の数が減少す
る.
・直列分解によ り,元 のPLAよ り少 ないテス ト
パターン数(数分の1～数百分の1)で同等の故
障検出率が得 られる.
・並列分解によるテスタビリティの改善効果はあ
まりない.
図7(a)および旬 は,vg2の直列分解後および並列
分解後における,積項線1本 あたりのファンイン数
に対する積項線数の分布を示したものである.周囲
(a)のように,元のPLAで はファンイン数の最大値
が18であつたが,直列分解後は15に減少している.
この減少がテスタビリティの向上にっながったと考
えられる.一方同図(b)に示 されるように,並列分解
では元のPIA中 の積項線をほぼそのまま2つ に振
り分けた形 となっている.そのため,フ ァンイン数
18および17の積項線がそのまま分解後のPLAに
残存 し,ファンインが減少 していない,こ のことが
並列分解によってはテスタビリティが改善 しない理
由と考えられる.
表2テ スタビリティの評価
PLA 入力 出力 積項
冗長
故障
検査対象
故障
テス トパター ン数
故 障 検 出 率[%]
80.019(Lo195.0199.o～
ryy6
分解前 16 1 112 880 2,81630,00040』0050,00060,000
直列
分解
前段
■
8 3 8 16 136
300 300 500 600後段
l
l1 1 7 20 141
並列
分解
1
.
一 一 一 一 一
一 一 一 一2 一 一 一 　 　
ts10
分解前 22 16 128 0 7,680 300 500 ,600 1,000
直列
辮
前段
.
20 16 64 0 3,584
80 200 300 400後段 ユ8 旦6 32 0 ユ,664
並列
分解
1 121 8 64 0 3,200
300 500 600 1,0002
.
21 8 64 0 3,200
vg2
分解前
■
25 8 110 314 6,066 4,00020,000200,000800,000
直列
分解
前段 11 2 10 4 236
300 2,0009,00040,000後段
.
16 8 22 54 826
並列
分解
1 25 2 50 110 2,490
5,00020,000200,000800,0002 18 6 60 134 2,386
bcO
分解前 21 11 178 435 8,999`3,000 10,00040,000200,000
直列
分解
前段
・
5 1 5 20 35
3,000 7,00030,000200,000後段 22 ll 173 526 8,989
並列
分解
1 18 2 59 117 2,125
3,0009,00030,000200,0002 21 9 166 429 8,037
※ryy6につ いては,出 力線 が1本しか存在 しないため,並列分解不可能.
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(b)並列分解
図7分 解後のPLAのファンイン数分布
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8.むすび
従来の分解手法を組み合わせ,PLAを直・並列分
解および並・直列分解したときの,入力数,出力数
積項線数および交点数削減率について評価した結果
を示 した.評価の結果,直・並列分解および並・直列
分解が,PLAの入出力数や面積の削減に有効であ
ることが明ちかとなった.また,直列分解および並
列分解がPLAの ランダムパターンに対するテスタ
ビリティに及ぼす影響について評価した結果を示 し,
直列分解によってファンインの最大値を減少させる
ことにより,ランダムパターンテスタビリティの改
善が可能であることを示 した.
今 後 は,直 列 分 解 後 のPLAの 簡 単 化 に
ODC(Observab避tyDon'tCare)も考慮 した場合に
ついて評価が必要である.ま た,大 規模 なPLAを
分解する際,面 積や遅延 とともに,テ スタ ビリティ
を向上 させることも考慮 した分解手法を検討 してい
く予定である.
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