Cut-Set Bounds for Multimessage Multicast Networks with Independent
  Channels and Zero-Delay Edges by Fong, Silas L.
1Cut-Set Bounds for Multimessage Multicast Networks
with Independent Channels and Zero-Delay Edges
Silas L. Fong, Member, IEEE
Abstract
We consider a communication network consisting of nodes and directed edges that connect the nodes.
The network may contain cycles. The communications are slotted where the duration of each time slot
is equal to the maximum propagation delay experienced by the edges. The edges with negligible delays
are allowed to be operated before the other edges in each time slot. For any pair of adjacent edges (`, i)
and (i, j) where (`, i) terminates at node i and (i, j) originates from node i, we say (`, i) incurs zero
delay on (i, j) if (`, i) is operated before (i, j); otherwise, we say (`, i) incurs a unit delay on (i, j).
In the classical model, every edge incurs a unit delay on every adjacent edge and the cut-set bound is a
well-known outer bound on the capacity region. In this paper, we investigate the multimessage multicast
network (MMN) consisting of independent channels where each channel is associated with a set of edges
and each edge may incur zero delay on some other edges. Our result reveals that the capacity region of
the MMN with independent channels and zero-delay edges lies within the classical cut-set bound despite
a violation of the unit-delay assumption.
Index Terms
Multimessage multicast networks, zero-delay edges, independent channels, cut-set bounds
I. INTRODUCTION
This paper studies time-slotted communications over networks consisting of nodes and directed edges
that connect the nodes, and the networks may contain cycles. Each edge receives a symbol from a node and
outputs a symbol to a node in each time slot, where the duration of a time slot is set to be the maximum
propagation delays experienced by the edges. In practical communication networks, propagation delays of
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2different links may vary significantly due to different distances and different transmission medium (e.g.,
optical fiber, air, water, etc.) across different links. For example, links with relatively short distances
have shorter propagation delays compared to those with relatively long distances, and links established
through the optical fiber medium generally experience negligible propagation delays compared to links
established through the water medium. In order to characterize the scenario where the propagation delays
experienced by some edges are negligible compared to the delays experienced by the other edges, we
allow the edges with negligible delays to be operated before the rest of the edges in each time slot. Since
the symbols transmitted on earlier-operated edges may depend on the symbols output from latter-operated
edges, we say that an edge (`, i) terminating at node i incurs zero delay on an edge (i, j) originating from
node i if (`, i) is operated before (i, j); otherwise, we say (`, i) incurs a unit delay on (i, j). Similarly,
the network is said to contain zero-delay edges if there exists an edge that incurs zero delay on another
edge; the network is said to contain no zero-delay edge if every edge incurs a delay on every other edge.
Under the classical model, every discrete memoryless network (DMN) [1, Ch. 15] is assumed to contain
no zero-delay edge because all the edges are operated at the same time. A well-known outer bound on
the capacity region of the DMN that contains no zero-delay edge is the classical cut-set bound [2]. It
is easy to construct a network with zero-delay edges whose capacity region is strictly larger than the
cut-set bound. One such network is the binary symmetric channel with correlated feedback (BSC-CF)
considered in [3, Sec. VII], which will be introduced in the next subsection.
A. Two Motivating Examples
1) A two-way channel: Consider a network that consists of two nodes denoted by 1 and 2 respectively
and two edges denoted by (1, 2) and (2, 1) respectively. Node 1 and node 2 want to transmit a message
to each other. This is a two-way channel [4]. In each time slot, node 1 and node 2 transmit X(1,2) and
X(2,1) respectively, and they receive Y(2,1) and Y(1,2) respectively. All the input and output alphabets
are binary, and the channel associated with edge (1, 2) is a binary symmetric channel (BSC) while the
channel associated with edge (2, 1) is a discrete memoryless channel (DMC) whose output may depend
on the output of channel (1, 2). In this network, channel (1, 2) incurs zero delay on channel (2, 1), i.e.,
node 2 can receive Y(1,2) before encoding and transmitting X(2,1). We call this network the BSC with
DMC feedback (BSC-DMCF), which is illustrated in Figure 1(a).
When Y(2,1) = X(2,1) +Y(1,2), the BSC-DMCF is also referred to as the BSC-CF in [3, Sec. VII]. It has
been shown in [3, Sec. VII] that the capacity region of the BSC-CF is strictly larger than the classical cut-
set bound, where the classical cut-set bound is obtained under the assumption that the network contains
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Fig. 1. Examples of the two-way channel.
no zero-delay edge while the capacity region of the BSC-CF is achieved when edge (1, 2) incurs zero
delay on edge (2, 1). Consequently, we have the following conclusion:
(∗) The capacity region of some BSC-DMCF with zero-delay edges is strictly larger than the
classical cut-set bound.
However, Statement (∗) is based on an important assumption: The outputs of the two channels can have
correlation given their inputs. In other words, the noises of the two channels can be correlated given the
channel inputs. If the noises are assumed to be independent given the channel inputs, i.e.,
Pr{Y(1,2) = a, Y(2,1) = b |X(1,2) = c,X(2,1) = d}
= Pr{Y(1,2) = a |X(1,2) = c}Pr{Y(2,1) = b |X(2,1) = d} (1)
for all (a, b, c, d) ∈ {0, 1}4, then it is not clear whether Statement (∗) still holds. To facilitate discussion,
we call the BSC-DMCF which satisfies (1) the BSC with independent feedback (BSC-IF), which is
illustrated in Figure 1(b). Indeed, the BSC-IF with zero-delay edges always lies within the classical cut-
set bound due to the fact that the two channels are independent and the well-known fact that the presence
of instantaneous feedback does not increase the capacity of a point-to-point channel [1, Sec. 7.12].
Consequently, Statement (∗) does not hold for the BSC-IF. This motivates us to investigate a general
network with zero-delay edges under the assumption that the channels are independent, and compare its
capacity region with the cut-set bound.
2) A two-relay network (TRN): Consider a two-relay network (TRN) illustrated in Figure 2, which
consists of a source denoted by 1, two relays denoted by 2 and 3 respectively, and a destination denoted
by 4. The source wants to send information to the destination with the help of the two relays. Suppose
all the input and output alphabets are binary. In each time slot, X(i,j) is transmitted on edge (i, j) by
node i and Y(i,j) is received from edge (i, j) by node j for each edge (i, j) in the relay network. In
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Fig. 2. TRN-CN / TRN-IN
addition, suppose
Y(1,2) = U, (2)
Y(2,3) = V, (3)
and
Y(1,4) = Y(2,4) = Y(3,4) = X(1,4) +X(2,4) +X(3,4) + U + V (4)
where U and V are two independent Bernoulli random variables with
Pr{U = 0} = Pr{V = 0} = 1/2. (5)
To facilitate discussion, we call the TRN described above the two-relay network with correlated noises
(TRN-CN). It can be easily seen that if edge (1, 2) incurs zero delay on edge (2, 4) and edge (2, 3)
incurs zero delay on edge (3, 4), then node 4 can receive one bit per time slot from node 1 with the
help of nodes 2 and 3 sending U and V respectively (cf. (4)). On the contrary, if either edge (1, 2)
incurs a delay on edge (2, 4) or edge (2, 3) incurs a delay on edge (3, 4), then node 4 cannot receive any
information from node 1 because the independent uniform bits U and V cannot be completely cancelled
simultaneously1. Consequently, the capacity of the TRN-CN with zero-delay edges is strictly larger than
the classical cut-set bound, i.e., 0.
1As usual, the noises U and V generated in different time slots are assumed to be independent.
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5Consider another TRN with the same topology as illustrated in Figure 2 and specified by
Y(i,j) = Z(i,j) (6)
for all (i, j) 6= (1, 4) and
Y(1,4) = X(1,4) +X(2,4) +X(3,4) + Z(1,4) (7)
where Z(i,j)’s are independent Bernoulli random variables. To facilitate discussion, we call the TRN
described above the two-relay network with independent noises (TRN-IN). It can be easily seen that the
capacity of the TRN-IN, which is equal to the capacity of channel (1, 4) specified in (7), coincides with
the cut-set bound even when zero-delay edges are present.
B. Multimessage Multicast Network
In this paper, we consider the multimessage multicast network (MMN) [5, Ch. 18] consisting of
independent channels, where the destination nodes want to decode the same set of messages transmitted
by the source nodes. Two simple examples of the MMN with independent channel are the following two
networks introduced in Section I-A — the BSC-IF (where both nodes want to decode all the messages)
and the TRN-IN, which belong to the class of MMNs consisting of independent discrete memoryless
channels (DMCs) [6]. Note that the BSC-CF, unlike the BSC-IF, does not belong to the class of MMNs
with independent DMCs because the forward and reverse channels of the BSC-CF are correlated (cf.
Figure 1(a)). Similarly, the TRN-CN, unlike the TRN-IN, does not belong to the class of MMNs with
independent DMCs because the noises among the channels of the TRN-CN are correlated (cf. Figure 2,
(2), (3) and (4)).
We propose an edge-delay model for the discrete memoryless MMN (DM-MMN) with independent
channels and zero-delay edges. In our model, each channel is associated with a set of directed edges
(e.g., a channel characterized by qY(1,4),Y(2,4)|X(1,4),X(2,4) is associated with {(1, 4), (2, 4)}) and the channels
are operated in a predetermined order so that the output random variables generated by earlier-operated
channels are available for encoding the input random variables for latter-operated channels. Therefore,
an edge may incur zero delay on another edge under our model. Our edge-delay model can be used to
investigate the practical situation when some edges with negligible propagation delays are allowed to be
operated before the rest of the edges in each time slot (for instance, in a cellular network, edges that
connect the mobile users to their closest relays may experience negligible propagation delays compared
to those that connect the relays to the base stations). The channels of the MMN are assumed to be
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6independent, meaning that the outputs among the channels are independent given their inputs, but the
outputs within a channel are allowed to correlate with each other.
C. Main Contribution and Related Work
The main contribution of this paper is twofold: First, we establish an edge-delay model for the MMN
consisting of independent channels which may contain zero-delay edges. Our model subsumes the classical
model which assumes that every edge incurs a unit delay on every adjacent edge. Second, we prove that
for each DM-MMN consisting of independent channels with zero-delay edges, the capacity region always
lies within the classical cut-set bound despite a violation of the classical unit-delay assumption. Combining
our cut-set bound result with existing achievability results from network equivalence theory [6] and noisy
network coding (NNC) [7], [8], we establish the tightness of our cut-set bound under our edge-delay
model for the MMN with independent DMCs, and hence fully characterize the capacity region. More
specifically, we show that the capacity region is the same as the set of achievable rate tuples under the
classical unit-delay assumption. The capacity region result is then generalized to the MMN consisting of
independent additive white Gaussian noise (AWGN) channels with zero-delay edges.
The MMN with independent DMCs has been investigated in [9] under the node-delay model proposed
in [3] for general discrete memoryless networks. The precise definition of zero-delay nodes in [3, Sec. IV]
can be expressed under our edge-delay model as follows: A node incurs no delay if and only if every
incoming edge of the node incurs no delay on every outgoing edge of the node. In [9], it was shown that
the capacity region of the MMN with independent DMCs is equal to that under the classical unit-node-
delay assumption even when zero-delay nodes are present. Under the node-delay model, all the outgoing
edges of each zero-delay node must be operated simultaneously after all the incoming edges of the node
have been operated (cf. [9, Definitions 1 and 2]) while under our edge-delay model, the incoming and
outgoing edges of a node can be operated in some predetermined order (cf. Definition 1, 2 and 4). For
example, for the TRN-CN described in Section I-A2, edge (2, 3) can be operated before edge (2, 4) under
our edge-delay model but not under the node-delay model. In this work, we strengthen the main result
in [9] under our edge-delay model for the MMN with independent DMCs and show that the capacity
region remains unchanged even when zero-delay edges are present.
It was shown by Effros [10] that under the positive-delay assumption2 in the classical setting, the set of
achievable rate tuples for the MMN with independent channels does not depend on the amount of positive
2Effros’s framework does not consider zero-delay edges, which can be seen from the encoding rules stated in [10, Def. 1]
that assumes Xi,k is a function of (Wi, Y k−1i ).
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7delay incurred by each edge on each other edge. Our capacity result for the MMN with independent
DMCs (as well as AWGNs) complements Effros’s finding as follows: The set of achievable rate tuples
for the MMN with independent DMCs (as well as AWGNs) does not depend on the amount of delay
incurred by each edge on each other edge, even with the presence of zero-delay edges. From a practical
point of view, the capacity region of the MMN with independent DMCs (as well as AWGNs) is not
affected by the way of handling delays among the channels or how the channels are synchronized, even
when zero-delay edges are present.
D. Paper Outline
The rest of the paper is organized as follows. Section II presents the notation. Section III formulates our
edge-delay model for the DM-MMN with independent channels and zero-delay edges and state our cut-
set bound result, whose proof is contained in Section IV. In Section V, we use our cut-set bound to prove
the capacity region of the MMN with independent DMCs and zero-delay edges. Section VI generalizes
our cut-set bound result to the MMN consisting of independent AWGN channels with zero-delay edges
and characterizes its capacity region. Section VII concludes this paper.
II. NOTATION
The sets of natural, real and non-negative real numbers are denoted by N, R and R+ respectively. We
use (a)+ to denote max{a, 0}. We will take all logarithms to base 2. We use Pr{E} to represent the
probability of an event E. We use an upper case letter X to denote a random variable with alphabet
X , and use a lower case letter x to denote the realization of X . We use Xn to denote a random tuple
(X1, X2, . . . , Xn), where the components Xk have the same alphabet X .
For any arbitrary random variables X and Y , we let pX,Y and pY |X denote the probability distribution
of (X,Y ) (can be both discrete, both continuous or one discrete and one continuous) and the conditional
probability distribution of Y given X respectively. We let pX,Y (x, y) and pY |X(y|x) be the evaluations of
pX,Y and pY |X respectively at (X,Y ) = (x, y). To avoid confusion, we do not write Pr{X = x, Y = y}
to represent pX,Y (x, y) unless X and Y are both discrete. We let pXpY |X denote the joint distribution of
(X,Y ), i.e., pXpY |X(x, y) = pX(x)pY |X(y|x) for all x and y. If X and Y are independent, their joint
distribution is simply pXpY . We let N ( · ;µ, σ2) : R → [0,∞) denote the probability density function
of a Gaussian random variable whose mean and variance are µ and σ2 respectively, i.e., N (z;µ, σ2) ,
1√
2piσ2
e−
(z−µ)2
2σ2 .
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8For any random tuple (X,Y, Z) distributed according to pX,Y,Z , we let HpX,Z (X|Z) and IpX,Y,Z (X;Y |Z)
be the entropy of X given Z and mutual information between X and Y given Z respectively. If
X is continuous, we let hpX,Z (X|Z) be the differential entropy of X given Z. If X , Y and Z are
distributed according to pX,Y,Z and they form a Markov chain, we write (X → Y → Z)p. For
simplicity, we drop the subscript of a notation if there is no ambiguity. The L1-distance between two
distributions pX and qX on the same discrete alphabet X , denoted by ‖pX − qX‖L1 , is defined as
‖pX − qX‖L1 ,
∑
x∈X |pX(x)− qX(x)|.
III. MULTICAST NETWORKS CONSISTING OF INDEPENDENT CHANNELS
A multimessage multicast network (MMN) consists of N nodes and N2 directed edges. The MMN
may contain cycles. Let I , {1, 2, . . . , N} be the index set of the nodes, and let E , I × I be the
index set of the edges. Let V ⊆ I and D ⊆ I be the sets of sources and destinations respectively, where
each source in V transmits one message and each destination in D wants to decode all the messages
transmitted by the sources in V . We call (V,D) the multicast demand for the network. The sources in V
transmit information to the destinations in D in n time slots (channel uses) as follows. Node i transmits
message Wi ∈ {1, 2, . . . ,Mi} for each i ∈ V and node j wants to decode {Wi : i ∈ V} for each
j ∈ D, where Mi denotes the size of Wi. We assume that each message Wi is uniformly distributed over
{1, 2, . . . ,Mi} and all the messages are independent. For each k ∈ {1, 2, . . . , n} and each (i, j) ∈ E ,
node i transmits {X(i,`),k}`∈I and receives {Y(`,j),k}`∈I in the kth time slot, where X(i,`),k is the symbol
transmitted on edge (i, `) by node i and Y(`,j),k is the symbol received from edge (`, j) by node j. The
alphabet sets of X(i,j),k and Y(i,j),k are denoted by X(i,j) and Y(i,j) respectively for each (i, j) ∈ E ,
where X(i,j) and Y(i,j) do not depend on the time index k. After n time slots, node j declares Wˆi,j to
be the transmitted Wi based on (Wj , {Y n(`,j)}`∈I) for each (i, j) ∈ V ×D.
To simplify notation, we use the following conventions for each T1, T2 ⊆ I: We let WT1 , (Wi : i ∈
T1) be the subtuple of (W1,W2, . . . ,WN ), and let WˆT1×T2 , (Wˆi,j : (i, j) ∈ T1 × T2) be the subtuple
of (Wˆ1,1, Wˆ1,2, . . . , WˆN,N ). For any N2-dimensional random tuple (X(1,1), X(1,2), . . . , X(N,N)), we let
XT1×T2 , (X(i,j) : (i, j) ∈ T1 × T2)
be its subtuple. Similarly, for any k ∈ {1, 2, . . . , n} and any random tuple (X(1,1),k, X(1,2),k, . . . , X(N,N),k),
we let
XT1×T2,k , (X(i,j),k : (i, j) ∈ T1 × T2) (8)
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9be its subtuple.
Definition 1: An α-dimensional tuple (Ω1,Ω2, . . . ,Ωα) consisting of non-empty subsets of E is called
an α-partition of E if ∪αh=1Ωh = E and Ωi ∩ Ωj = ∅ for all i 6= j.
Definition 2: The discrete network with independent channels consists of N2 finite input sets X(1,1),
X(1,2), . . . ,X(N,N), N2 finite output sets Y(1,1),Y(1,2), . . . ,Y(N,N) and α channels characterized by con-
ditional distributions q(1)YΩ1 |XΩ1 , q
(2)
YΩ2 |XΩ2 , . . . , q
(α)
YΩα |XΩα , where Ω , (Ω1,Ω2, . . .Ωα) is an α-partition of
E . We call Ω the edge partition of the network. The discrete network is denoted by (XE ,YE , α,Ω, q)
where q , (q(1), q(2), . . . , q(α)).
Under our model, the discrete network is characterized by α channels denoted by q(1)YΩ1 |XΩ1 , q
(2)
YΩ2 |XΩ2 , . . . ,
q
(α)
YΩα |XΩα as defined in Definition 2. If α = 1, our model simplifies to the classical model which is
characterized by only one channel denoted by q(1)YE |XE . The following example illustrates our model when
α = 3.
Example 1: For the BSC-IF described in Section I-A, we have I = {1, 2} and E = {(1, 1), (1, 2), (2, 1),
(2, 2)}, where X(1,2) = Y(1,2) = X(2,1) = Y(2,1) = {0, 1}. Without loss of generality, we assume
that X(1,1) = Y(1,1) = X(2,2) = Y(2,2) = {0}. The edge partition is denoted by (Ω1,Ω2,Ω3) where
Ω1 = {(1, 2)}, Ω2 = {(2, 1)} and Ω3 = {(1, 1), (2, 2)}. Since Y(1,1) = Y(2,2) = {0}, q(3)YΩ3 |XΩ3 is a
trivial channel which can carry no information. The other two channels of the BSC-IF are denoted by
q
(1)
YΩ1 |XΩ1 = q
(1)
Y(1,2)|X(1,2) and q
(2)
YΩ2 |XΩ2 = q
(2)
Y(2,1)|X(2,1) respectively, which correspond to the BSC and the
DMC in Figure 1(b) respectively. 
Definition 3: An edge-delay profile, also called delay profile for simplicity, is an N3-dimensional tuple
(b(`,i,j) : (`, i, j) ∈ I3) where b(`,i,j) ∈ {0, 1} represents the amount of delay incurred by edge (`, i) on
edge (i, j). The delay profile is said to be positive if it is the all-one tuple 1 , (1, 1, . . . , 1).
Under the classical model, only the positive delay profile is considered, i.e., every edge incurs a unit
delay on all the edges. In our model, some elements of the delay profile can be zero, which indicates
that some edge can incur zero delay on some other edges. However, if the delay profile contains too
many zeros, deadlock loops may occur which result in each node waiting for the other nodes to transmit
first before encoding and transmitting its outgoing symbols. The following two definitions enable us to
formally define “good” delay profiles that do not induce deadlock loops.
Definition 4: A channel operation sequence for the discrete network (XE ,YE , α,Ω, q) is some permu-
tation of the tuple (1, 2, . . . , α). The set of all channel operation sequences (permutations of (1, 2, . . . , α))
is denoted by Π.
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When we formally define a code on the discrete network later, a channel operation sequence (pi(1), pi(2),
. . . , pi(α)) ∈ Π together with a delay profile B = (b(`,i,j) : (`, i, j) ∈ I3) will be associated with the
code, where the α channels are operated in the order
q(pi(1)), q(pi(2)), . . . , q(pi(α))
and b(`,i,j) represents the amount of delay incurred by edge (`, i) on edge (i, j). If b(`,i,j) = 0, then node i
receives Y(`,i),k before encoding X(i,j),k, and we say (`, i) incurs zero delay on (i, j); if b(`,i,j) = 1, then
node i receives Y(`,i),k after encoding X(i,j),k, and we say (`, i) incurs a delay on (i, j). Under the
classical model, α = 1 and the channel operation sequence can only be the tuple (1) (because there
is only one channel), which implies that B can only be positive, meaning that the amount of delay
incurred between every pair of edges can only be positive. In contrast, under our edge-delay model, the
α channels can be operated in different orders and some elements of B can take 0 as long as deadlock
loops do not occur (in a deadlock loop, every node wants to receive first and then encode, and hence no
transmission can take place). Therefore our model is a generalization of the classical model. The essence
of the following definition is to characterize delay profiles which will not induce deadlock loops in the
network.
Definition 5: Let (XE ,YE , α,Ω, q) be a discrete network, and let pi , (pi(1), pi(2), . . . , pi(α)) be a
channel operation sequence. For each (i, j) ∈ E , let t(i,j) be the unique integer such that (i, j) ∈ Ωpi(t(i,j)).
Then, an edge-delay profile (b(`,i,j) : (`, i, j) ∈ I3) is said to be feasible with respect to pi if the following
holds for each (`, i, j) ∈ I3: If b(`,i,j) = 0, then t(`,i) < t(i,j).
Under the classical model, the only possible delay profile is the positive delay profile, which is
feasible with respect to any channel operation sequence according to Definition 5. The following example
illustrates a delay profile for the BSC-IF which is feasible with respect to one channel operation sequence
but not to another channel operation sequence.
Example 2: For the BSC-IF as defined in Example 1, α = 3 because it is characterized by three
channels. Since the third channel is trivial, we assume without loss of generality that it is always the
last channel to be operated. Then, the two channel operation sequences of our interest are (1, 2, 3) and
(2, 1, 3). Let
b(`,i,j) ,
0 if (`, i, j) = (1, 2, 1),1 otherwise
for all (`, i, j) ∈ I3, and let B(1,2,1) , (b(`,i,j) : (`, i, j) ∈ I3) be the delay profile where only b(1,2,1) is 0.
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Then, it follows from Definition 5 that B(1,2,1) is feasible with respect to the channel operation sequence
(1, 2, 3) but B(1,2,1) is not feasible with respect to (2, 1, 3). An interpretation for the feasibility of B(1,2,1)
is given as follows: If the channel is operated according to the sequence (1, 2, 3), i.e., q(1)Y(1,2)|X(1,2) is
operated before q(2)Y(2,1)|X(2,1) , then Y(1,2) will be generated before the activation of q
(2)
Y(2,1)|X(2,1) . Therefore,
node 2 can receive Y(1,2) before encoding X(2,1), and we say B(1,2,1) is feasible with respect to (1, 2, 3).
If the channel is operated according to the sequence (2, 1, 3), then node 2 will receive Y(1,2) after the
encoding of X(2,1), and we say B(1,2,1) is not feasible with respect to (2, 1, 3).
We are ready to define codes that use the network n times.
Definition 6: Let (XE ,YE , α,Ω, q) be a discrete network. Let (V,D) be the multicast demand for the
network. In addition, let pi ∈ Π be a channel operation sequence, and let B , (b(`,i,j) : (`, i, j) ∈ I3)
be a feasible delay profile with respect to pi. A (pi, B, n,MI)-code, where MI , (M1,M2, . . . ,MN ),
for n uses of the network consists of the following:
1) A message set Wi , {1, 2, . . . ,Mi} at node i for each i ∈ I, where Mi = 1 for each i ∈ Vc.
Message Wi is uniformly distributed on Wi.
2) An encoding function
f(i,j),k :Wi × Yk−b(1,i,j)(1,i) × . . .× Y
k−b(N,i,j)
(N,i) → X(i,j)
for each (i, j) ∈ E and each k ∈ {1, 2, . . . , n}, where f(i,j),k is the encoding function for X(i,j),k
at node i in the kth time slot such that X(i,j),k = f(i,j),k(Wi, (Y
k−b(`,i,j)
(`,i) : ` ∈ I)).
3) A decoding function gi,j :Wj ×YnI×{j} →Wi for each (i, j) ∈ V ×D, where gi,j is the decoding
function for Wi at node j such that Wˆi,j , gi,j(Wj , Y nI×{j}).
Given a (pi, B, n,MI)-code, it follows from Definition 6 that for each (`, i, j) ∈ I3, edge (`, i) incurs
a delay on edge (i, j) if b(`,i,j) = 1. If b(`,i,j) = 0, edge (`, i) incurs zero delay on edge (i, j), i.e., for
each k ∈ {1, 2, . . . , n}, node i receives Y(`,i),k before encoding X(i,j),k. The feasibility condition of B in
Definition 5 ensures that the operations of any (pi, B, n,MI)-code are well-defined for the subsequently
defined discrete memoryless network; the associated coding scheme is described after the network is
defined.
Definition 7: A discrete network (XE ,YE , α,Ω, q), when used multiple times, is called a discrete
memoryless multimessage multicast network (DM-MMN) if the following holds for any channel operation
sequence pi = (pi(1), pi(2), . . . , pi(α)) and any (pi, B, n,MI)-code:
Let Uk−1 , (WI , Xk−1E , Y k−1E ) be the collection of random variables that are generated before the kth
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time slot. To simplify notation, let
Ωhpi ,
h⋃
m=1
Ωpi(m). (9)
Then, for each k ∈ {1, 2, . . . , n} and each h ∈ {1, 2, . . . , α},
Pr{Uk−1 = uk−1, XΩhpi,k = xΩhpi,k, YΩhpi,k = yΩhpi,k}
= Pr{Uk−1 = uk−1, XΩhpi,k = xΩhpi,k, YΩh−1pi ,k = yΩh−1pi ,k}q
(pi(h))
YΩpi(h) |XΩpi(h)
(yΩpi(h),k|xΩpi(h),k) (10)
for all uk−1, xΩhpi,k and yΩhpi,k.
Following the notation in Definition 7, consider any (pi, B, n,MI)-code on the DM-MMN. In the kth
time slot, XE,k and YE,k are generated in the order
XΩpi(1),k, YΩpi(1),k, XΩpi(2),k, YΩpi(2),k, . . . , XΩpi(α),k, YΩpi(α),k
by transmitting on the channels in this order q(pi(1)), q(pi(2)), . . . , q(pi(α)) using the (pi, B, n,MI)-code (as
prescribed in Definition 6). Specifically, XΩpi(h),k and channel q
(pi(h)) together define YΩpi(h),k for each
h ∈ {1, 2, . . . , α}. In addition, the feasibility condition of B in Definition 5 ensures that the encoding of
XΩpi(h),k specified in Definition 6 is well-defined because XΩpi(h),k depends on only the symbols generated
before its encoding, which is formally shown in the following proposition.
Proposition 1: Let pi , (pi(1), pi(2), . . . , pi(α)) be a channel operation sequence. Fix any (pi, B, n,MI)-
code and fix an h ∈ {1, 2, . . . , α}. Then, for each (i, j) ∈ Ωpi(h), X(i,j),k is a function of (Wi, Y k−1I×{i},
Y(I×{i})∩Ωh−1pi ,k) for each k ∈ {1, 2, . . . , n}.
Proof: Let B , (b(`,i,j) : (`, i, j) ∈ I3) be a delay profile that is feasible with respect to pi and
fix a (pi, B, n,MI)-code. Fix a k ∈ {1, 2, . . . , n} and an edge (i, j) ∈ Ωpi(h). By Definition 6, X(i,j),k
is a function of (Wi, (Y
k−b(`,i,j)
(`,i) : ` ∈ I)). Therefore, it suffices to show that (Y
k−b(`,i,j)
(`,i) : ` ∈ I) is
a function of (Y k−1I×{i}, Y(I×{i})∩Ωh−1pi ,k). Since each b(`,i,j) is binary, it remains to prove the following
statement: For each ¯` such that b(¯`,i,j) = 0, Y(¯`,i),k is a function of Y(I×{i})∩Ωh−1pi ,k). To this end, we fix
an ¯` that satisfies b(¯`,i,j) = 0. Let t(¯`,i) and t(i,j) be the two unique integers such that (¯`, i) ∈ Ωpi(t(¯`,i)) and
(i, j) ∈ Ωpi(t(i,j)). It then follows from Definition 5 that t(¯`,i) < t(i,j), which implies that (¯`, i) ∈ Ωh−1pi ,
which then implies that Y(¯`,i),k is a function of Y(I×{i})∩Ωh−1pi ,k).
Under the classical model, α = 1 (there is only one channel) and XE,k and YE,k are generated in the
order
XE,k, YE,k
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in each time slot k. The only channel operation sequence is (1) and it follows from Definition 5 the
only feasible delay profile with respect to (1) is the positive delay profile, which implies that every edge
incurs a unit delay on all the edges. Consequently, the classical model for the DM-MMN is a special
case of our edge-delay model when α = 1. We are ready to define the capacity region of the DM-MMN
using the following three definitions.
Definition 8: For a (pi, B, n,MI)-code, let
Pnerr , Pr
{ ∪(i,j)∈V×D {Wˆi,j 6= Wi}} (11)
be the probability of decoding error.
Definition 9: Let pi be a channel operation sequence and B be a feasible delay profile with respect
to pi. A rate tuple (R1, R2, . . . , RN ), denoted by RI , is (pi, B)-achievable for the DM-MMN if there
exists a sequence of (pi, B, n,MI)-codes such that lim inf
n→∞
logMi
n ≥ Ri for each i ∈ I and limn→∞P
n
err = 0.
A rate tuple is said to be pi-achievable if it is (pi, B)-achievable for some B. A rate tuple is said to be
achievable if it is pi-achievable for some pi.
Without loss of generality, we assume that Mi = 1 and Ri = 0 for all i ∈ Vc in the rest of this paper.
Definition 10: The (pi, B)-capacity region, denoted by CpiB , of the DM-MMN is the set consisting of
every (pi, B)-achievable rate tuple. The pi-capacity region Cpi is defined as
Cpi ,
⋃
B:B is feasible with
respect to pi
CpiB.
The capacity region C is defined as
C ,
⋃
pi∈Π
Cpi.
The following theorem is our main result.
Theorem 1: Let (XE ,YE , α,Ω, q) be a DM-MMN with independent channels and zero-delay edges
under multicast demand (V,D), and let
Rout ,
⋃
pXE ,YE :pXE ,YE=
α∏
h=1
(
pXΩh
q
(h)
YΩh
|XΩh
)
⋂
T⊆I:T c∩D6=∅
{
RI ∈ RN+
∣∣∣ ∑
i∈T
Ri ≤ IpXE ,YE (XT×I ;YI×T c |XT c×I)
}
(12)
be the classical cut-set bound for the DM-MMN with independent channels. Then for any channel
operation sequence pi, we have
Cpi ⊆ Rout.
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Hence,
C ⊆ Rout.
Remark 1: Theorem 1 subsumes the classical cut-set bound for α = 1, i.e.,
C ⊆
⋃
pXE
⋂
T⊆I:T c∩D6=∅
{
RI ∈ RN+
∣∣∣ ∑
i∈T
Ri ≤ IpXE q(1)YE|XE (XT×I ;YI×T c |XT c×I)
}
.
Remark 2: Recall that the BSC-IF can be viewed as a multicast network as explained in Section I.
Using the formulation of BSC-IF in Examples 1 and 2, we obtain by Theorem 1 that R1 is bounded
above by the capacity of the BSC and R2 is bounded above by the capacity of the DMC regardless of
what order the two channels are operated.
Remark 3: The cut-set bound in Theorem 1 is tight for the MMN consisting of independent DMCs
[6]. This will be shown in Section V after the proof of Theorem 1 is presented in the next section.
Remark 4: The cut-set bound in Theorem 1 can easily be generalized for (i) any multiple multicast
demand where each source multicasts a single message and the destinations want to decode different
subsets of the messages; (ii) any multiple unicast demand where each node transmits N − 1 independent
messages to the other N − 1 nodes and each message is decoded by one node only.
IV. PROOF OF THEOREM 1
A. Using Fano’s Inequality to Bound Sum-Rates
Fix a channel operation sequence pi. Let RI be a pi-achievable rate tuple for the DM-MMN denoted
by (XE ,YE , α,Ω, q). By Definitions 9 and 10, there exists a sequence of (pi, B, n,MI)-codes such that
lim inf
n→∞
logMi
n
≥ Ri (13)
for each i ∈ I and
lim
n→∞P
n
err = 0. (14)
Since pi is a permutation of (1, 2, . . . , α) by Definition 4 and ∪αh=1Ωh = E by Definition 1, it follows
that
α⋃
h=1
Ωpi(h) =
α⋃
h=1
Ωh = E . (15)
Fix n and the corresponding (pi, B, n,MI)-code, and let pWI ,XnE ,Y nE ,WˆI×I be the probability distribution
induced by the code. Fix any T ⊆ I such that T c ∩ D 6= ∅, and let d denote a node in T c ∩ D. For the
October 18, 2018 DRAFT
15
(pi, B, n,MI)-code, since the N messages W1,W2, . . . ,WN are independent, we have∑
i∈T
logMi = IpWI ,Y nE
(WT ;Y
n
I×T c |WT c) +HpWI ,Y nE (WT |Y
n
I×T c ,WT c)
≤ IpWI ,Y nE (WT ;Y
n
I×T c |WT c) +HpWI ,Y nE (WT |Y
n
I×{d},Wd)
≤ IpWI ,Y nE (WT ;Y
n
I×T c |WT c) + 1 + Pnerr
∑
i∈T
logMi, (16)
where the last inequality follows from Fano’s inequality (cf. Definition 8).
B. Using Discrete Memoryless Property to Simplify the Upper Bound
Following (16) and omitting the subscripts for the entropy and mutual information terms, we consider
I(WT ;Y
n
I×T c |WT c)
=
n∑
k=1
(H(YI×T c,k|WT c , Y k−1I×T c)−H(YI×T c,k|WI , Y k−1I×T c))
(a)
=
n∑
k=1
(H(Y(I×T c)∩Ωαpi,k|WT c , Y k−1I×T c)−H(Y(I×T c)∩Ωαpi,k|WI , Y k−1I×T c))
=
n∑
k=1
∑
h:Ωpi(h)∩(I×T c)6=∅
(H(Y(I×T c)∩Ωpi(h),k|WT c , Y k−1I×T c , Y(I×T c)∩Ωh−1pi ,k)
−H(Y(I×T c)∩Ωpi(h),k|WI , Y k−1I×T c , Y(I×T c)∩Ωh−1pi ,k)) (17)
where (a) follows from (9) and (15). Following (17), we consider
H(Y(I×T c)∩Ωpi(h),k|WT c , Y k−1I×T c , Y(I×T c)∩Ωh−1pi ,k)
(a)
= H(Y(I×T c)∩Ωpi(h),k|WT c , Y k−1I×T c , Y(I×T c)∩Ωh−1pi ,k, X(T c×I)∩Ωpi(h),k)
≤ H(Y(I×T c)∩Ωpi(h),k|X(T c×I)∩Ωpi(h),k) (18)
and
H(Y(I×T c)∩Ωpi(h),k|WI , Y k−1I×T c , Y(I×T c)∩Ωh−1pi ,k)
≥ H(Y(I×T c)∩Ωpi(h),k|WI , Y k−1I×T c , Y(I×T c)∩Ωh−1pi ,k, XΩpi(h),k)
(b)
=H(Y(I×T c)∩Ωpi(h),k|XΩpi(h),k) (19)
for each k ∈ {1, 2, . . . , n} and each h that satisfies Ωpi(h) ∩ (I × T c) 6= ∅, where
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(a) follow from the fact by Proposition 1 that X(T c×I)∩Ωpi(h),k is a function of (WT c , Y
k−1
I×T c , Y(I×T c)∩Ωh−1pi ,k).
(b) is due to the following Markov chain implied by (10) in Definition 7:(
(WI , Y k−1I×T c , Y(I×T c)∩Ωh−1pi ,k)→ XΩpi(h),k → YΩpi(h),k
)
p
.
Combining (16), (17), (18) and (19) and using the fact that pi is a permutation of (1, 2, . . . , α), we obtain
(1− Pnerr)
∑
i∈T
1
n
logMi
≤ 1
n
n∑
k=1
∑
h:Ωh∩(I×T c)6=∅
(
H(Y(I×T c)∩Ωh,k|X(T c×I)∩Ωh,k)−H(Y(I×T c)∩Ωh,k|XΩh,k)
)
(20)
≤ 1
n
n∑
k=1
α∑
h=1
(
H(Y(I×T c)∩Ωh,k|X(T c×I)∩Ωh,k)−H(Y(I×T c)∩Ωh,k|XΩh,k)
)
. (21)
C. Introducing Time-Sharing Distribution to Single-Letterize Entropy Terms
Recalling that pWI ,XnE ,Y nE ,WˆI×I is the probability distribution induced by the code, we define the time-
sharing distribution
pQn(k) ,
1
n
(22)
for all k ∈ {1, 2, . . . , n}. In addition, we define
sQn,XE,Qn ,YE,Qn (k, xE , yE) , pQn(k)pXE,k,YE,k(xE , yE) (23)
for all k ∈ {1, 2, . . . , n}, xE ∈ XE and yE ∈ YE . Following (21), we consider the following chain of
inequalities for each h ∈ {1, 2, . . . , α}:
1
n
n∑
k=1
(HpXnE ,Y nE
(Y(I×T c)∩Ωh,k|X(T c×I)∩Ωh,k)−HpXnE ,Y nE (Y(I×T c)∩Ωh,k|XΩh,k))
(a)
=
1
n
n∑
k=1
(HsQn,XE,Qn ,YE,Qn (Y(I×T c)∩Ωh,Qn |X(T c×I)∩Ωh,Qn , Qn = k)
−HsQn,XE,Qn ,YE,Qn (Y(I×T c)∩Ωh,Qn |XΩh,Qn , Qn = k))
(22)
= HsQn,XE,Qn ,YE,Qn (Y(I×T c)∩Ωh,Qn |X(T c×I)∩Ωh,Qn , Qn)
−HsQn,XE,Qn ,YE,Qn (Y(I×T c)∩Ωh,Qn |XΩh,Qn , Qn)
≤ HsQn,XE,Qn ,YE,Qn (Y(I×T c)∩Ωh,Qn |X(T c×I)∩Ωh,Qn)
−HsQn,XE,Qn ,YE,Qn (Y(I×T c)∩Ωh,Qn |XΩh,Qn , Qn)
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(b)
= HsQn,XE,Qn ,YE,Qn (Y(I×T c)∩Ωh,Qn |X(T c×I)∩Ωh,Qn)
−HsQn,XE,Qn ,YE,Qn (Y(I×T c)∩Ωh,Qn |XΩh,Qn)
= IsXΩh,Qn ,YΩh,Qn
(X(T×I)∩Ωh,Qn ;Y(I×T c)∩Ωh,Qn |X(T c×I)∩Ωh,Qn) (24)
where
(a) is due to the following fact by (23):
sXE,Qn ,YE,Qn |Qn(xE , yE |k) = pXE,k,YE,k(xE , yE)
for each k, xE and yE .
(b) is due to the following Markov chain implied by (23):
(
Qn → XΩh,Qn → Y(I×T c)∩Ωh,Qn
)
s
.
Combining (21) and (24), we obtain
(1− Pnerr)
∑
i∈T
1
n
logMi ≤
α∑
h=1
IsXΩh,Qn ,YΩh,Qn
(X(T×I)∩Ωh,Qn ;Y(I×T c)∩Ωh,Qn |X(T c×I)∩Ωh,Qn) (25)
where for each h ∈ {1, 2, . . . , α}, sXΩh,Qn ,YΩh,Qn is a distribution on (XΩh ,YΩh) that satisfies
sXΩh,Qn ,YΩh,Qn (xΩh , yΩh)
(23)
=
1
n
n∑
k=1
pXΩh,k,YΩh,k(xΩh , yΩh)
(10)
=
1
n
n∑
k=1
(
pXΩh,k(xΩh)q
(h)
YΩh |XΩh (yΩh |xΩh)
)
=
(
1
n
n∑
k=1
pXΩh,k(xΩh)
)
q
(h)
YΩh |XΩh (yΩh |xΩh). (26)
Let {n`}∞`=1 be a subsequence of {n}∞n=1 such that sXΩh,Qn` ,YΩh,Qn` converges with respect to the L1-
distance for all h ∈ {1, 2, . . . , α}, and we define the limit of sXΩh,Qn` ,YΩh,Qn` as
s¯XΩh ,YΩh (xΩh , yΩh) , lim`→∞ sXΩh,Qn` ,YΩh,Qn` (xΩh , yΩh) (27)
for all (xΩh , yΩh) ∈ XΩh × YΩh and all h ∈ {1, 2, . . . , α}. Since
IsXΩh ,YΩh
(X(T×I)∩Ωh ;Y(I×T c)∩Ωh |X(T c×I)∩Ωh)
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is a continuous functional of sXΩh ,YΩh for each h ∈ {1, 2, . . . , α}, we obtain from (25), (27), (13) and
(14) that
∑
i∈T
Ri ≤
α∑
h=1
Is¯XΩh ,YΩh
(X(T×I)∩Ωh ;Y(I×T c)∩Ωh |X(T c×I)∩Ωh). (28)
Since
s¯XΩh ,YΩh = s¯XΩh q
(h)
YΩh |XΩh
for all h ∈ {1, 2, . . . , α} by (26) and (27), it follows from (28) that
∑
i∈T
Ri ≤
α∑
h=1
Is¯XΩh q
(h)
YΩh
|XΩh
(X(T×I)∩Ωh ;Y(I×T c)∩Ωh |X(T c×I)∩Ωh). (29)
Define
pˆXE ,YE ,
α∏
h=1
(
s¯XΩh q
(h)
YΩh |XΩh
)
(30)
(30)
=
α∏
h=1
(
pˆXΩh q
(h)
YΩh |XΩh
)
. (31)
It then follows from (29) that
∑
i∈T
Ri ≤
α∑
h=1
IpˆXE ,YE(X(T×I)∩Ωh ;Y(I×T c)∩Ωh |X(T c×I)∩Ωh). (32)
In order to simplify (32), we consider
IpˆXE ,YE (XT×I ;YI×T c |XT c×I)
(15)
=
α∑
h=1
IpˆXE ,YE (XT×I ;Y(I×T c)∩Ωh |XT c×I , Y(I×T c)∩Ωh−1)
=
α∑
h=1
(HpˆXE ,YE (Y(I×T c)∩Ωh |XT c×I , Y(I×T c)∩Ωh−1)−HpˆXE ,YE (Y(I×T c)∩Ωh |XE , Y(I×T c)∩Ωh−1))
(a)
=
α∑
h=1
(HpˆXE ,YE (Y(I×T c)∩Ωh |X(T c×I)∩Ωh)−HpˆXE ,YE (Y(I×T c)∩Ωh |XE∩Ωh))
=
α∑
h=1
IpˆXE ,YE (X(T×I)∩Ωh ;Y(I×T c)∩Ωh |X(T c×I)∩Ωh) (33)
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where (a) follows from the fact by (31) that (XΩ` , YΩ`) and (XΩm , YΩm) are independent for all ` 6= m
under the distribution pˆXE ,YE . Combining (32) and (33), we obtain∑
i∈T
Ri ≤ IpˆXE ,YE (XT×I ;YI×T c |XT c×I). (34)
Since pˆXE ,YE satisfies (31) and depends on only the sequence of (pi, B, n,MI)-codes but not on T , (34)
holds for all T ⊆ I that satisfies T c ∩ D 6= ∅, which implies from (31) and (12) that RI ∈ Rout. This
completes the proof.
V. MULTICAST NETWORK CONSISTING OF INDEPENDENT DMCS
The MMN consisting of independent DMCs [6] consists of N2 channels where each channel is
associated with a directed edge. Define
ΩN(i−1)+j , {(i, j)} (35)
for each (i, j) ∈ I×I such that q(N(i−1)+j)YΩN(i−1)+j |XΩN(i−1)+j characterizes the DMC associated with edge (i, j).
Then, this network can be viewed as a discrete network (XE ,YE , N2,Ω, q) according to Definition 2,
where Ω and q are defined as
Ω , (Ω1,Ω2, . . . ,ΩN2)
and
q , (q(1), q(2), . . . , q(N2))
respectively. We assume that this network satisfies the discrete memoryless property stated in Definition 7.
Let C denote the capacity region of this network. To simplify notation, we let
qY(i,j)|X(i,j) , q
(N(i−1)+j)
YΩN(i−1)+j |XΩN(i−1)+j
(36)
and let
C(i,j) , max
pX(i,j)
IpX(i,j)qY(i,j)|X(i,j) (X(i,j);Y(i,j)) (37)
be the capacity of channel qY(i,j)|X(i,j) for each (i, j) ∈ I×I. Combining existing results with Theorem 1,
we fully characterize the capacity region of the MMN with independent DMCs and zero-delay edges in
the following theorem.
Theorem 2: For the MMN consisting of independent DMCs with zero-delay edges under multicast
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demand (V,D), we have
C = C1 =
⋂
T⊆I:T c∩D6=∅
{
RI ∈ RN+
∣∣∣ ∑
i∈T
Ri ≤
∑
(i,j)∈T×T c
C(i,j)
}
,
where C and C1 denote the capacity region and the 1-capacity region respectively.
Remark 5: It was shown by Effros [10] that under the positive-delay assumption in the classical setting,
the set of achievable rate tuples for the MMN with independent DMCs does not depend on the amount
of positive delay incurred by each edge on each other edge. Therefore, Theorem 2 together with Effros’s
result implies that the set of achievable rate tuples for the MMN with independent DMCs does not
depend on the amount of delay incurred by each edge on each other edge even when zero-delay edges
are present.
The achievability and converse proofs of Theorem 2 are presented in the next two subsections respec-
tively.
A. Achievability
Define
R1 ,
⋂
T⊆I:T c∩D6=∅
{
RI ∈ RN+
∣∣∣∑i∈T Ri ≤ ∑
(i,j)∈T×T c
C(i,j)
}
. (38)
Our goal is to prove
C ⊇ C1 ⊇ R1. (39)
The proof combines existing results from network equivalence theory in [6] and noisy network coding
(NNC) in [7], [8]. Consider a deterministic counterpart of the MMN consisting of independent DMCs by
replacing every DMC qY(i,j)|X(i,j) in the MMN with a noiseless bit pipe whose capacity is equal to C(i,j)
(cf. (35), (36) and (37)), and let C1det be the capacity region of the deterministic counterpart network with
unit-delay edges where 1 denotes the all-one delay profile. Letting C1 denote the 1-capacity region of
the MMN consisting of independent DMCs, we conclude by using the network equivalence theory [6]
that C1 = C1det, which then implies from Definition 10 that
C ⊇ C1 = C1det. (40)
By viewing R1 as the cut-set bound for the deterministic counterpart network, it follows from the NNC
inner bound in [8, Sec. II-A] that C1det ⊇ R1, which then implies from (40) that (39) holds.
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B. Converse
We will prove
C ⊆ R1 (41)
by using Theorem 1. Suppose RI is achievable. It then follows from Theorem 1, (35) and (36) that there
exists a distribution
pXE ,YE =
N∏
i=1
N∏
j=1
(
pX(i,j)qY(i,j)|X(i,j)
)
(42)
such that for all T ⊆ I that satisfies T c ∩ D 6= ∅, we have
∑
i∈T
Ri ≤ IpXE ,YE (XT×I ;YI×T c |XT c×I). (43)
Consider the following chain of inequalities for each T ⊆ I:
IpXE ,YE (XT×I ;YI×T c |XT c×I)
=
N∑
i=1
IpXE ,YE (XT×I ;Y{i}×T c |XT c×I , Y{i′∈I|i′<i}×T c)
=
N∑
i=1
∑
j∈T c
IpXE ,YE (XT×I ;Y(i,j)|XT c×I , Y{i′∈I|i′<i}×T c , Y{i}×{j′∈T c|j′<j})
≤
N∑
i=1
∑
j∈T c
(
HpXE ,YE (Y(i,j)|XT c×I)−HpXE ,YE (Y(i,j)|XE , Y{i′∈I|i′<i}×T c , Y{i}×{j′∈T c|j′<j})
)
(a)
=
N∑
i=1
∑
j∈T c
(
HpXE ,YE (Y(i,j)|XT c×I)−HpXE ,YE (Y(i,j)|X(i,j))
)
(b)
=
∑
i∈T
∑
j∈T c
(
HpXE ,YE (Y(i,j)|XT c×I)−HpXE ,YE (Y(i,j)|X(i,j))
)
≤
∑
i∈T
∑
j∈T c
(
HpXE ,YE (Y(i,j))−HpXE ,YE (Y(i,j)|X(i,j))
)
=
∑
i∈T
∑
j∈T c
IpX(i,j),Y(i,j) (X(i,j);Y(i,j))
(42)
=
∑
i∈T
∑
j∈T c
IpX(i,j)qY(i,j)|X(i,j) (X(i,j);Y(i,j))
(37)
≤
∑
(i,j)∈T×T c
C(i,j), (44)
where
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(a) follows from the fact by (42) that
(
(XE\{(i,j)}, YE\{(i,j)})→ X(i,j) → Y(i,j)
)
p
forms a Markov chain for all (i, j) ∈ E .
(b) follows from the fact that for all (i, j) ∈ T c × T c,
HpXE ,YE (Y(i,j)|XT c×I) ≤ HpXE ,YE (Y(i,j)|X(i,j)).
Combining (43), (44) and (38), we have RI ∈ R1. This completes the proof of (41).
VI. MULTICAST NETWORK CONSISTING OF INDEPENDENT AWGN CHANNELS
In this section, we generalize the result in the previous section to multicast networks consisting of
independent additive white Gaussian noise (AWGN) channels with zero-delay edges. The MMN consisting
of independent AWGN channels consists of N2 channels, where the channel associated with edge (i, j) is
an AWGN channel whose noise variance is denoted by σ2(i,j) for each (i, j) ∈ E . In each time slot k, node i
transmits X(i,j),k ∈ R on edge (i, j) and receives Y(`,i),k ∈ R from edge (`, i). In addition, we assume
that the channel outputs are independent given their inputs, i.e., the channel noises are independent. Each
codeword transmitted on (i, j) is subject to the power constraint
Pr
{
1
n
n∑
k=1
X2(i,j),k ≤ P(i,j)
}
= 1 (45)
for each (i, j) ∈ E , where P(i,j) denotes the average power available to edge (i, j). Similarly, each node i
is subject to the power constraint
Pr
 1n
N∑
j=1
n∑
k=1
X2(i,j),k ≤ nPi
 = 1 (46)
for each i ∈ I, where Pi denotes the average power available to node i. The network is subject to the
power constraint
Pr
 1n
N∑
i=1
N∑
j=1
n∑
k=1
X2(i,j),k ≤ nP
 = 1, (47)
where P denotes the total average power available for transmissions in the network. To facilitate discus-
sion, we write PE , (P(i,j) : (i, j) ∈ E) and PI , (Pi : i ∈ I).
October 18, 2018 DRAFT
23
A. Network Model
Definition 11: The MMN with AWGN channels, denoted by a positive-valued tuple (σ2(i,j) : (i, j) ∈ E),
consists of N2 AWGN channels denoted by
{
qY(i,j)|X(i,j) : (i, j) ∈ I × I
}
, where qY(i,j)|X(i,j) characterizes
the AWGN channel associated with the directed edge (i, j) such that
qY(i,j)|X(i,j)(y(i,j)|x(i,j)) = N (y(i,j) − x(i,j); 0, σ2(i,j)) (48)
for all (x(i,j), y(i,j)) ∈ R2.
In Definition 11, we have not introduced the independence property among the channels yet. We will
define the independence among the AWGN channels after we have specified codes that use the network
multiple times. To facilitate discussion, we define
Ω(i−1)N+j , {(i, j)} (49)
for each (i, j) ∈ I × I such that ⋃N2`=1 Ω` = E and Ω` ∩ Ω`′ = ∅ for all ` 6= `′. In other words,
(Ω1,Ω2, . . . ,ΩN2) is an N2-partition of E . As in Definition 4, we define a channel operation sequence pi
to be a permutation of (1, 2, . . . , N2), and define Π to be the set of the permutations of (1, 2, . . . , N2).
For a channel operation sequence pi and each delay profile B that is feasible with respect to pi (cf.
Definition 5), we define a (pi, B, n,MI , PE , PI , P )-code similar to Definition 6 with the additional power
constraints (45), (46) and (47). We are ready to formally define the MMN with independent AWGN
channels.
Definition 12: A MMN with AWGN channels (σ2(i,j) : (i, j) ∈ E) is called a MMN with independent
AWGN channels if the following holds for any channel operation sequence pi = (pi(1), pi(2), . . . , pi(N2))
and any (pi, B, n,MI , PE , PI , P )-code:
Let Uk−1 , (WI , Xk−1E , Y k−1E ) be the collection of random variables that are generated before the kth
time slot. To simplify notation, let
Ωhpi ,
h⋃
m=1
Ωpi(m), (50)
and let (ih, jh) be the unique edge such that
Ωpi(h) = {(ih, jh)}. (51)
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Then, for each k ∈ {1, 2, . . . , n} and each h ∈ {1, 2, . . . , α}, we have
pUk−1,XΩhpi,k,YΩhpi,k
= pUk−1,XΩhpi,k,YΩh−1pi ,k
pYΩpi(h),k|XΩpi(h),k , (52)
(51)
= pUk−1,XΩhpi,k,YΩh−1pi ,k
pY(ih,jh),k|X(ih,jh),k (53)
where
pY(ih,jh),k|X(ih,jh),k(y(ih,jh),k|x(ih,jh),k) = qY(ih,jh)|X(ih,jh)(y(ih,jh),k|x(ih,jh),k) (54)
for all (x(ih,jh),k, y(ih,jh),k) ∈ R2 (channel qY(ih,jh)|X(ih,jh) was defined in (48)).
Given a multicast demand (V,D), we define the (pi, B)-achievability, the pi-achievability and the
achievability of a rate tuple RI as in Definition 9. Then, we define the (pi, B)-capacity region denoted
by CpiB , the pi-capacity region denoted by Cpi and the capacity region
C ,
⋃
pi∈Π
Cpi (55)
as in Definition 10. The following theorem fully characterizes the capacity region of the MMN with
independent AWGNs and zero-delay edges. The achievability and converse proofs of the theorem will
be provided in the following two subsections respectively.
Theorem 3: Let (σ2(i,j) : (i, j) ∈ E) be a MMN with independent AWGNs and zero-delay edges under
multicast demand (V,D), and let
S(PE , PI , P ) ,
(S(1,1), S(1,2), . . . , S(N,N)) ∈ RN
2
+
∣∣∣∣∣∣∣∣
∑N
i=1
∑N
j=1 S(i,j) ≤ P,∑N
j=1 S(i,j) ≤ Pi for all i ∈ I,
S(i,j) ≤ P(i,j) for all (i, j) ∈ E
 (56)
be a set of N2-dimensional tuples which specify the power allocation for the edges in the network. Let
SE denote (S(1,1), S(1,2), . . . , S(N,N)) and define
Rcut-set ,
⋃
SE∈S(PE ,PI ,P )
⋂
T⊆I:T c∩D6=∅
{
RI ∈ RN+
∣∣∣∣ ∑i∈T Ri ≤ ∑(i,j)∈T×T c 12 log
(
1 +
S(i,j)
σ2(i,j)
)}
(57)
to be the classical cut-set bound. Then, we have
C = C1 = Rcut-set,
where C and C1 denote the capacity region and the 1-capacity region respectively.
Remark 6: Theorem 3 generalizes the capacity result in Theorem 2 to the MMN consisting of in-
October 18, 2018 DRAFT
25
dependent AWGNs with zero-delay edges. Although the extra power constraints in (45), (46) and (47)
are introduced in the AWGN channels setting compared with the DMCs setting, we can still show in
Theorem 3 that the set of achievable rate tuples for the MMN with independent AWGNs does not depend
on the amount of delay incurred by each edge on each other edge even when zero-delay edges are present.
B. Achievability
Our goal is to prove
C ⊇ C1 ⊇ Rcut-set. (58)
Since C ⊇ C1 by (55), it suffices to show C1 ⊇ Rcut-set, which is equivalent to the following statement
by (57):
C1 ⊇
⋂
T⊆I:T c∩D6=∅
{
RI ∈ RN+
∣∣∣∣ ∑i∈T Ri ≤ ∑(i,j)∈T×T c 12 log
(
1+
(S∗(i,j)−δ)+
σ2(i,j)
)}
(59)
holds for all S∗E ∈ S(PE , PI , P ) and all δ > 0. In order to show (59), we fix an S∗E ∈ S(PE , PI , P ) and
a δ > 0. Suppose we use a random Gaussian codebook with power S∗(i,j)− δ for each edge (i, j) ∈ E so
that the rate
C(S∗(i,j) − δ) ,
1
2
log
(
1 +
(S∗(i,j) − δ)+
σ2(i,j)
)
(60)
can be achieved for the AWGN qY(i,j)|X(i,j) (defined in (48)) as n tends to infinity. In addition, the power
constraints (45), (46) and (47) hold with probability approaching 1 by the weak law of large numbers
due to the random Gaussian codebooks and the fact that S∗E ∈ S(PE , PI , P ) (cf. (56)). In the rest of the
proof, we follow the network equivalence and NNC arguments in Section V-A which have been used for
the achievability proof of Theorem 2.
Consider a deterministic counterpart of the MMN consisting of independent AWGNs by replacing
every AWGN qY(i,j)|X(i,j) with a noiseless bit pipe whose capacity is equal to C(S
∗
(i,j) − δ) (cf. (60)),
and let C1det be the capacity region of the deterministic counterpart network with unit-delay edges where
1 denotes the all-one delay profile. Letting C1 denote the 1-capacity region of the MMN consisting of
independent AWGNs, we conclude by using the network equivalence theory [6] that
C1
(a)
⊇ C1det, (61)
where (a) is not an equality because the capacity of every AWGN qY(i,j)|X(i,j) is C(S
∗
(i,j)) rather than
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C(S∗(i,j) − δ). Define
R1 ,
⋂
T⊆I:T c∩D6=∅
{
RI ∈ RN+
∣∣∣ ∑
i∈T
Ri ≤
∑
(i,j)∈T×T c
C(S∗(i,j) − δ)
}
(62)
to be the cut-set outer bound for the deterministic counterpart network. It follows from the NNC inner
bound in [8, Sec. II-A] that C1det ⊇ R1, which implies from (61) that C1 ⊇ R1 holds, which then implies
from (62) and (60) that (59) holds. Since (59) holds for all S∗E ∈ S(PE , PI , P ) and all δ > 0, (58) also
holds.
C. Converse
Our goal is to prove
C ⊆ Rcut-set. (63)
It suffices to show that
Cpi ⊆ Rcut-set (64)
holds for all channel operation sequence pi, which will then imply from (55) that (63) holds. Fix a
channel operation sequence pi. In order to show (64), we fix an arbitrary delay profile B that is feasible
with respect to pi and let RI be a (pi, B)-achievable rate tuple. By definition, there exists a sequence of
(pi, B, n,MI , PE , PI , P )-codes such that
lim inf
n→∞
logMi
n
≥ Ri (65)
for each i ∈ I and
lim
n→∞P
n
err = 0. (66)
where Pnerr is as defined in (11). Fix n and the corresponding (pi, B, n,MI , PE , PI , P )-code, and let
pWI ,XnE ,Y nE ,WˆI×I
be the probability distribution induced by the code. Fix any T ⊆ I such that T c ∩
D 6= ∅. Following similar procedures for deriving (20) in Section IV, we obtain from Fano’s inequality,
Proposition 1 and (52) that
(1− Pnerr)
∑
i∈T
1
n
logMi
≤ 1
n
n∑
k=1
∑
h:Ωh∈I×T c
(
hpXnE ,Y nE
(Y(I×T c)∩Ωh,k|X(T c×I)∩Ωh,k)− hpXnE ,Y nE (Y(I×T c)∩Ωh,k|XΩh,k)
)
. (67)
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Following (67), we consider the following chain of equalities for each k ∈ {1, 2, . . . , n}:
∑
h:Ωh∈I×T c
(
hpXnE ,Y nE
(Y(I×T c)∩Ωh,k|X(T c×I)∩Ωh,k)− hpXnE ,Y nE (Y(I×T c)∩Ωh,k|XΩh,k)
)
(a)
=
∑
(i,j)∈I×T c
(
hpXnE ,Y nE
(Y(I×T c)∩{(i,j)},k|X(T c×I)∩{(i,j)},k)− hpXnE ,Y nE (Y(I×T c)∩{(i,j)},k|X(i,j),k)
)
(b)
=
∑
(i,j)∈T×T c
(
hpXnE ,Y nE
(Y(I×T c)∩{(i,j)},k)− hpXnE ,Y nE (Y(I×T c)∩{(i,j)},k|X(i,j),k)
)
=
∑
(i,j)∈T×T c
(
hpXnE ,Y nE
(Y(i,j),k)− hpXnE ,Y nE (Y(i,j),k|X(i,j),k)
)
, (68)
where
(a) follows from the facts that (Ωpi(1),Ωpi(2), . . . ,Ωpi(N2)) is an N2 partition of E and each Ωh contains
exactly one edge.
(b) follows from the fact that for each (i, j) ∈ T c × T c,
hpXnE ,Y nE
(Y(I×T c)∩{(i,j)},k|X(T c×I)∩{(i,j)},k) = hpXnE ,Y nE (Y(I×T c)∩{(i,j)},k|X(i,j),k).
Let pZ(i,j),k be the distribution of the zero-mean Gaussian random variable Z(i,j),k whose variance is
σ2(i,j) for each (i, j) ∈ E and each k ∈ {1, 2, . . . , n}. It then follows from (54) and (48) that Y(i,j),k has
the same distribution as X(i,j),k + Z(i,j),k when Y(i,j),k and (X(i,j),k, Z(i,j),k) are distributed according
to pXnE ,Y nE and pX(i,j),kpZ(i,j),k respectively for each (i, j) ∈ E and each k ∈ {1, 2, . . . , n}, which implies
that
1
n
n∑
k=1
∑
(i,j)∈T×T c
(
hpXnE ,Y nE
(Y(i,j),k)− hpXnE ,Y nE (Y(i,j),k|X(i,j),k)
)
=
1
n
n∑
k=1
∑
(i,j)∈T×T c
(
hpX(i,j),kpZ(i,j),k (X(i,j),k + Z(i,j),k)− hpX(i,j),kpZ(i,j),k (X(i,j),k + Z(i,j),k|X(i,j),k)
)
.
(69)
Following (69), we consider
hpX(i,j),kpZ(i,j),k (X(i,j),k + Z(i,j),k)
(a)
≤ log
√
2pie
(
VarpX(i,j),k
[
X(i,j),k
]
+ VarpZ(i,j),k
[
Z(i,j),k
])
≤ log
√
2pie
(
EpX(i,j),k
[
X2(i,j),k
]
+ VarpZ(i,j),k
[
Z(i,j),k
])
= log
√
2pie
(
EpX(i,j),k
[
X2(i,j),k
]
+ σ2(i,j)
)
(70)
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and
hpX(i,j),kpZ(i,j),k (X(i,j),k + Z(i,j),k|X(i,j),k) = hpZ(i,j),k (Z(i,j),k)
= log
√
2pieVarpZ(i,j),k
[
Z(i,j),k
]
= log
√
2pieσ2(i,j) (71)
for each (i, j) ∈ E and k ∈ {1, 2, . . . , n}, where (a) follows from the fact that the differential entropy of
a random variable X is maximized by that of the zero-mean Gaussian random variable whose variance
is Var[X]. Combining (67), (68), (69), (70) and (71), we have
(1− Pnerr)
∑
i∈T
1
n
logMi ≤ 1
n
n∑
k=1
∑
(i,j)∈T×T c
1
2
log
1 + EpX(i,j),k
[
X2(i,j),k
]
σ2(i,j)

(a)
≤
∑
(i,j)∈T×T c
1
2
log
1 + EpXn(i,j)
[
1
n
∑n
k=1X
2
(i,j),k
]
σ2(i,j)
 (72)
where (a) follows from Jensen’s inequality. Choose {n`}∞`=1 to be a subsequence of {n}∞n=1 such that
for all (i, j) ∈ E , lim
`→∞
Ep
X
n`
(i,j)
[
1
n`
∑n`
k=1X
2
(i,j),k
]
converges to some S∗(i,j) ∈ R, i.e.,
S∗(i,j) = lim
`→∞
Ep
X
n`
(i,j)
[
1
n`
n∑`
k=1
X2(i,j),k
]
. (73)
Combining (65), (66), (72) and (73), we obtain
∑
i∈T
Ri ≤
∑
(i,j)∈T×T c
1
2
log
(
1 +
S∗(i,j)
σ2(i,j)
)
. (74)
Define S∗E , (S∗(i,j) : (i, j) ∈ E) to be an N2 dimensional-tuple. Since S∗E does not depend on T by (73),
it follows from (74) that
RI ∈
⋂
T⊆I:T c∩D6=∅
{
RI ∈ RN+
∣∣∣∣ ∑i∈T Ri ≤ ∑(i,j)∈T×T c 12 log
(
1 +
S∗(i,j)
σ2(i,j)
)}
. (75)
On the other hand, we conclude from (73), (45), (46) and (47) that
S∗(i,j) ≤ P(i,j) (76)
for each (i, j) ∈ E ,
N∑
j=1
S∗(i,j) ≤ Pi (77)
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for each i ∈ I, and
N∑
i=1
N∑
j=1
S∗(i,j) ≤ P. (78)
Combining (56), (76), (77) and (78), we have
S∗E ∈ S(PE , PI , P ). (79)
Consequently, (64) follows from (75) and (79). Since (64) holds for all channel operation sequence pi,
(63) also holds.
VII. CONCLUDING REMARKS
We investigate the MMN consisting of independent channels and propose an edge-delay model which
allows the presence of zero-delay edges in the network. Under our model, the MMN with independent
channels is characterized by multiple channels, which are operated in different orders so that an edge
may incur zero delay on some other edges. Our model is a generalization of the classical model, under
which the MMN with independent channels is characterized by a single channel and every edge incurs a
unit delay on every adjacent edge. A well-known outer bound on the capacity region under the classical
unit-delay assumption is the cut-set outer bound. In this paper, we prove that the MMN with independent
channels and zero-delay edges lies within the classical cut-set bound despite a violation of the classical
unit-delay assumption.
Next, we use our outer bound to prove the capacity region of the MMN consisting of independent
DMCs with zero-delay edges. More specifically, we show that the capacity region is the same as the set
of achievable rate tuples under the classical unit-delay assumption. This capacity region result is then
generalized to the MMN consisting of independent AWGN channels with zero-delay edges. Consequently,
the capacity regions of the two aforementioned MMNs are not affected by the handling of delays among
edges even when zero-delay edges are present.
It has been shown in Section I-A that the capacity region of some two-node MMN with dependent
channels and zero-delay edges is strictly larger than the set of achievable rate tuples under the classical
unit-delay assumption — every edge should incur a unit delay on all the edges. Future research may
investigate the capacity regions for general MMNs consisting of dependent channels with zero-delay
edges. Another interesting direction for future research is extending the network equivalence theory [6]
(which asserts the equivalence between the capacity region of any network with independent channels
and the capacity region of the deterministic counterpart of the network) for networks with unit-delay
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edges to networks with zero-delay edges.
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