We discuss the equivalence between the path integral representations of spin dynamics for anti-commuting (Grassmann) and commuting variables and establish a bosonization dictionary for both generators of spin and single fermion operators. The content of this construction in terms of the representations of the spin algebra is discussed in the path integral setting. Finally it is shown how a 'free field realization' (Dyson mapping) can be constructed in the path integral.
The dynamics of a particle with spin coupled to an external magnetic field α i can be formulated in the path integral in terms of commuting variables. A transition matrix element is given by [1] s f s i
[ds] exp(
Here s is the spin half representation, [ds] the invariant measure on the coset U(1)\SU(2), σ i the Pauli matrices, λ the spin of the particle, and α = α i σ i .
On the other hand the dynamics can also be formulated in terms of a path integral over Grassmann variables η, a transition matrix element being given by [2] η f η i
[dη] exp(
One expects these two formulations to be equivalent. Here we show that this is indeed the case by transforming a slightly more general form of the path integral representation (2) in terms of Grassmann variables into the path integral (1) in terms of commuting variables.
This process is popularly known as bosonization and plays a particularly important role in many-body physics and field-theories in, mostly, 1+1 dimensions. Indeed, the model we are about to present is a toy model for non-abelian bosonization in 1+1 dimensions, leading to the Wess-Zumino-Witten model [3] . This model is also important in the manybody physics setting, and a discussion on its bosonization and the role it plays in the many-body problem can be found in [4] .
Naturally bosonization entails a set of rules that relate equivalent fermionic and bosonic quantities. This set of rules results immediately from our procedure. In particular it enables us to write down the bosonic equivalents of the generators of the spin algebra as well as the bosonic equivalents of single fermion operators in terms of vertex operators [5] .
We first formulate our fermion model. Consider the su(2) representation [4]
on fermion Fock space, with a † m (a m ) m = ±1, ±2, . . . , ±Ω fermion creation (annihilation) operators. This representation is clearly reducible and Fock space carries many equivalent and inequivalent irreps. This is indeed our motivation for considering the specific model:
non-trivial tensor operators on Fock space can be constructed by appropriate couplings of fermion operators and their bosonic equivalents sought. We focus especially on single fermion operators a † m , a −m , which belong to a doublet, and out of which all other tensor operators can be build. Of particular importance to our discussion is the (one) singlet in Fock space spanned by the vacuum |0 , w.r.t. which operators in (3) are normal ordered:
Our strategy is to write a transition matrix element for a spin Hamiltonian with source terms for single fermion operators as a path integral over Grassmann variables. Consider then the Hamiltonian
Here α · J = α i J i where J i are the Cartesian components, α i are real valued functions of time while σ m , σ † m are Grassmann valued functions of time which anti-commute with the fermion creation and annihilation operators. The sources σ m , σ † m eventually facilitate construction of the bosonic equivalents of fermionic tensor operators. The dynamics is governed by the algebraic (depending on generators only) Hamiltonian H = α · J.
We introduce the normalized fermionic coherent state [6] 
Here χ m , χ † m are Grassmann variables which anti-commute with the fermion creation and annihilation operators and |0 was defined in (4) . This state satisfies the normal completeness relation on Fock space [6] .
We consider a general transition matrix element, ψ , t = 1|φ, t = 0 , between two arbitrary states in Fock space. Inserting the identity at times t = 0 and t = 1 in terms of the state (6) and following the standard procedure [6] we can write this matrix element as a path integral over the coherent state (6):
where
Here we have introduced a number of short hand notations:
, χ † and σ † are the row vectors χ † = (χ 1 , χ −1 . . .) and σ † = (σ 1 , σ −1 . . .), χ and σ are their adjoints, α = α i T i with T i spanning the su(2) algebra. Specifically the T i are the 2Ω dimensional block diagonal matrices given by the Kronecker product I ⊗ σ i /2 with I the Ω dimensional identity matrix and σ i the Pauli spin matrix.
It should be pointed out that we integrate over χ(0) , χ(1) in (7) with the boundary function ψ|χ(1) χ(0)|φ . Note that, apart from the exponential normalization of the coherent state, the boundary function is a polynomial in the Grassmann variables. Matrix elements of time ordered products of fermionic operators follow from (7) by differentiating w.r.t. the σ , σ † and setting them zero.
There is a subtlety connected to coherent state path integrals which has to be kept in mind when deriving (8) . The coherent state may be build on different states and this may lead to ambiguities in the path integral. We have used a very specific coherent state (6) , build on the half-filled shell, to derive the result (8) . If other coherent states, such as the one build on the fermion vacuum, are used an unwanted term is generated in the action. This term results from the normal ordering of the fermion operators w.r.t. the vacuum on which the coherent state is build. One can check directly by calculating the trace (character) that this additional term is incorrect; it violates the invariance of the trace under SU(2) transformations and leads to an incorrect character. A similar problem was also observed when deriving (1) from SU(2) coherent states [7] .
We now proceed to bosonize (7) . In order to introduce bosonic variables in the path integral, we insert the following identity into (7):
Here B = B i T i , λ = λ i T i and we have used tr(T i T j ) = Ω/2δ ij . A set of transformations is now performed that decouples α from the fermionic degrees of freedom. First we make
. This gives
We now make the change of integration variables B = −iU U † to decouple the bosonic 
. It is therefore a global normalization factor which can be dropped from the path integral.
In order to obtain the desired form of the bosonic action we also introduce the change of integration variables λ = λ 3 h † T 3 h with λ 3 ∈ [0, ∞) and h ∈ U(1)\SU (2 
3 ). With these changes in variables we have
The transformation U → h † U and the invariance of [dU ] yields a decoupling of U and h:
The final form is obtained by making the change of variables U = exp(iθT 3 )g with g ∈U(1)\SU(2). The reason for doing this is that the θ integration can be performed (see below). This enforces the constraint that the spin, λ 3 , (see (1) 
The extra boundary term in (16) has its origin in a partial integration which was performed to shift the time derivative onto λ 3 .
As before the matrix elements of time ordered products of fermionic operators are evaluated by differentiating w.r.t. the σ , σ † and setting them zero. This corresponds to making the insertions χ † g † exp(−iθT 3 )h and h † exp(iθT 3 )gχ in the path integral.
We first consider the case where no fermionic insertions are made, i.e, the fermionic sources are set zero. Doing this we note that the θ integral can be explicitly performed to yieldλ 3 = 0, i.e., λ 3 is a constant of motion. This is no surprise since we note from (1) that λ 3 is the spin or representation of SU (2) . Since the dynamics is algebraic the SU(2) representation must be a constant of motion, which is what we discovered above.
It is immediately clear that χ , χ † and g are spectators from a dynamical point of view.
Indeed the Hamiltonian determining their dynamics is simply H = 0. The χ , χ † and g integrations yield, at most, a representation dependent normalization factor. The only relevant dynamical degree of freedom, which determines the α dependency, is the h field. Furthermore the selection rule that the initial and final states belong to the same SU (2) representation is immediate. From (17) we finally infer for the SU(2) generators (currents) the bosonization rule
with the constant λ 3 determining the SU(2) representation.
Next we consider a single fermionic insertion at time t 1 ∈ (0, 1). Writing the insertion out in component form results in a linear combination of two terms, one containing exp(iθ(t 1 )/2) and the other containing exp(−iθ(t 1 )/2). Introducing a new variable λ ′ 3 = λ 3 ± s(t − t 1 )/2 with s(t) the step function, the θ integral can be performed yieldinġ λ ′ 3 = 0. This implies that λ 3 = const. ± s(t − t 1 )/2. The integrations of θ on the boundary again fixes the constant to be half-integer and imposes the selection rule that the initial and final states belong to representations j and j ± 1/2, respectively. This illustrates the intertwining properties of the fermionic operators which link representations j to j ± 1/2.
Once again it is clear that the χ † , χ and g are irrelevant from a dynamical point of view. These integrations yield a normalization factor which only depends on the initial 
Note from the form of the T i matrices that the matrix elements of h are m independent; hence no index m appears on the vertex insertions. The fact that the vertex insertion is m-independent is merely a statement of the fact that a † m , a −m transform in the same way under SU(2) for all m > 0. The different fermionic insertions are distinguished by the m-dependent Grassmann variable which goes with the vertex insertion and also takes care of the fermion statistics. For m < 0 one reads of vertex insertions which are the complex conjugates of those above. For SU(2) they are, however, equivalent. The above arguments can be generalized straightforwardly to more insertions and more general vertex insertions can be read of in this way.
To calculate the character (trace) of α · J in the present framework we simply note that this corresponds to inserting the overlap of the coherent state at time t = 0 and t = 1 as boundary function. We do not impose the usual periodic (anti-periodic) boundary conditions for commuting (anti-commuting) variables.
To evaluate (16) we have to resort to a particular parameterization of the coset
which has the invariant measure dh(z) = 1/(1 + z * z) 2 dz * dz on the coset [8] .
A 'free field realization' requires a transformation which allows for the interpretation of the path integral as a path integral over the bosonic coherent state |z = exp(−z * z/2 + z * b † )|0 (see [8] ). In order to achieve this the transformation must change the invariant measure of the path integral into the Euclidean measure, and also transform the kinetic energy into a standard form. In analogy with field theory [5] we call this a free field realization. One such transformation is z * → z * , z → z/(2λ 3 − z * z) and similarly for w.
Other transformations are also possible, leading to different free field realizations [9] . The end result is
In terms of the free fields we infer the bosonization rules (see (18))
When no vertex insertions are made the θ integral can be performed and the term
is a total time derivative. However, when vertex insertions are made, it is no longer a total time derivative. The θ integral can, however, still be evaluated using step functions as outlined before. The result is that this term leads to a total time derivative as well as insertions of the form (2λ 3 − z * z) ±1/2 at the same time as the vertex insertion. This has to be taken into account when the vertex insertions are determined in the free field realization. The result is (see (19))
It is informative to write down the bosonization rules (23) and vertex operators (24) on the second quantized level (for the purposes of evaluating in the path integral they are, of course, not required). Noting that θ is the canonical conjugate momentum of λ 3
we introduce the operators θ → q , λ 3 → p where p and q satisfy canonical commutation relations [q, p] = i. Interpreting (21) as a path integral over the bosonic coherent state we immediately infer f (z * , z) →: f (b † , b) : where : : denotes normal ordering. Note that we have been led quite naturally to introduce a complex of boson Fock spaces [5] .
From (23) we obtain the well known boson representation (Dyson mapping [4] )
and from (24) we obtain for the vertex operators
It is easy to check that these operators have the correct tensorial properties under (24).
It is well known that the free field realization of SU (2) is reducible [5] , the finite ir- have this property, as is to be expected since they were derived from fermionic insertions which are physical. Once again no additional input is required.
In conclusion we have shown that a transition matrix element in fermion Fock space for a spin Hamiltonian, expressed as a path integral over Grassmann variables, can be expressed as a path integral over complex variables (bosonization). We have identified the bosonic equivalents of the SU (2) This research was supported by grants from the Foundation for Research Development.
