The Dual-nu Support Vector Machine (SVM) is an effective method in pattern recognition and target detection. It improves on the Dual-C SVM, and offers competitive performance in detection and computation with traditional classifiers. We show that the regularisation parameters Dual-nu and Dual-C can be set such that the same SVM solution is obtained. We present the process of determining the related parameters of one form from the solution of a trained SVM of the other form, and test the relationship with a digit recognition problem. The link between the Dual-nu and Dual-C parameters allows users to use Dual-nu for ease of training, and to switch between the two forms readily.
1. Introduction. The Support Vector Machine (SVM) implements structural risk minimisation which is a learning principle that attempts to minimise the error and the complexity of the decision function [1, 17] . The supervised learning paradigm has been used with many applications in image classifications [3, 10] . The SVM learns from a two-class training set by maximising the width of a margin between the two classes in a feature space induced by a kernel, and minimising complexity by using least training points to support the decision hyperplane.
Training an SVM is formulated as solving a linearly constrained quadratic programming problem. Its objective function consists of the width of the margin 2/ w and an error penalty term, and is constrained by a box constraint and an equality constraint. The optimisation problem is large and can be solved using numerical methods such as those in [4, 8, 12, 16, 18, 19] . The setting of the error penalty in the objective function is based on repeated trial, although there are automated algorithms [13] , which still requires additional time consuming training. Prior knowledge in many applications such as the detection rate required is available. Such prior knowledge can be incorporating into SVMs to give improved generalisation and computation performance.
The ν-SVM [15] is one such formulation that provides a bound on the selection of the error penalty and reduces the need to test different error penalty values to find the optimal one. The incorporation of prior knowledge can be pursued further for training dataset with uneven class size, commonly found in target detection applications and multi-class image recognition problems. Dual-ν SVM is an effectively way to incorporate prior knowledge [2, 4] . It is designed to match performance in detection and computation with other types of SVMs and other traditional classifiers, while retaining ν-SVM's reduced error penalty selection complexity.
This paper highlights three main points. First, we introduce the Dual-C and Dual-ν SVM formulations in Section 2. The Dual-C SVM is a proven classifier for a wide range of applications [?, ?, 10] and is the class biasing extension of the original C-SVM, while the Dual-ν SVM is the extension of ν-SVM. Second, we show analytically in Section 3 that there is a relationship between the solutions of Dual-ν SVM and Dual-C SVM. That means the results of one SVM can be transformed into a solution of the other SVM, with identical decision functions. Last, an experiment using the benchmark pattern recognition dataset (MNIST) in Section 4 demonstrates transformation between the Dual-ν SVM solution and the Dual-C SVM solution. The experiment also shows the simpler error penalty selection requirements while achieving equal or better classification performance for binary classification than the Dual-C SVM.
The transformation demonstrates the ability of the new Dual-ν SVM formulation to obtain the same optimum solutions as Dual-C SVM while reducing the computational requirements.
2. Support Vector Machine Formulation. The Support Vector Machine is trained with a dataset with each data point having one of two classification labels: positive (+1) and negative (−1). The C-SVM and ν-SVM formulations both utilise a single error parameter during training to weigh the costs of errors with the width of the decision margin. A common phenomenon in pattern recognition where the numbers of training data points for each class are different, the decision boundary would be biased towards the class with less training data. The result is a classifier that makes more classification errors in that class.
A more general formulation for each type of SVM has been introduced with class biasing: Dual-C SVM (denoted as 2C-SVM) [3] and Dual-nu SVM (denoted as 2ν-SVM) [4] . A separate error parameter for each classification label allows the resulting SVM to be biased to one class, or to correct an existing training dataset bias, as documented in [3] for 2C-SVM and in [2, 7] for 2ν-SVM. We will briefly discuss these two types of SVMs in this section, and the relationship between these SVMs in the following section.
2.1. Dual-C Support Vector Machines. The original C-SVM formulation [1] uses a single error parameter C as a regularisation factor between the width of the margin and the total distance of each error from the margin. A simple change in the formulation to two error parameters, one for each class, improves the capability of the SVM to be able to incorporate classification biasing. The 2C-SVM formulation [3] introduces C + and C − as the error parameters for the positive and negative classes respectively. 2C-SVM, being a more general formulation, can reduce to C-SVM by setting C + = C − = C.
Consider a set of l data vectors {x i , y i }, with x i ∈ R d , y i ∈ {+1, −1}, i = 1, . . . , l, where x i is the i-th data vector that belongs to a binary class y i . We seek the hyperplane that best separates the two classes with the widest margin while minimising the cost of errors governed by the error parameters C + , C − > 0. The maximal margin hyperplane problem is formulated in the following primal problem:
where
The mapping function Φ : R d → R n moves from the data space to the feature space to provide generalisation for the decision function that may be a non-linear function of the training data. The vector w ∈ R n and the bias b ∈ R describes the hyperplane with w · Φ(x) + b = 0 in the feature space, and ξ i ∈ R are slack variables to relax the constraint for non-separable problems.
The problem is equivalent to maximising the margin 2/ w , while minimising the cost of the errors C i ξ i . The margins are defined by w · Φ(x) + b = ±1. The 2C-SVM training problem is convex. It can be formulated as a Wolfe dual Lagrangian problem [3, 5] , expressed as
where i, j ∈ 1, . . . , l, α i are the Lagrange multipliers, and K(· , ·) is the kernel function
The resulting decision variables α i define the decision hyperplane that separates the feature space into the positive and negative classes. The decision function thus determines the positive or negative side of the hyperplane that the data point lies on, and is given by
The Lagrange multipliers α i can be thought of as the weights to the training vectors that support the decision hyperplane. Therefore, the corresponding training vectors are termed in the following remark. The parameter C varies greatly in different classification problems, requiring many iterations to find a suitable value. In contrast, we have found that ν can be set at 0.1 in most cases for the first iteration. However, ν-SVM has only one error parameter, and its training range becomes limited when the training class sizes are different [6] . The training range to produce a feasible SVM is limited by a training set that is non-separable (lower bound) or by an unbalanced training set (upper bound).
The extension to dual errors in Dual-ν allows more flexibility in the training process, and also overcomes the limitation and restriction of ν-SVM. The Extended ν-SVM of Perez-Cruz et al. [11] extends the range of the error parameter ν but does not removes the effects of biasing. The new 2ν-SVM removes the restriction of the unbalanced training set, as the data in each class is now weighted separately. Therefore, the range of the 2ν-SVM error parameters is only limited with a lower bound by a non-separable training set and the lower bound reveals the minimum number of training errors of the set.
We introduce ν + and ν − in the Dual-ν formulation [4] as the error parameters of training for the positive and negative classes. The subscript ± is used to denote both the + and − subscripts of the corresponding variable. That is, ν ± means both ν + and ν − .
Consider a set of l data vectors {x i , y i }, with x i ∈ R d , y i ∈ {+1, −1}, i = 1, . . . , l, where x i is the i-th data vector that belongs to a binary class y i . With the error parameters 0 ≤ ν ± ≤ 1, the 2ν-SVM primal formulation takes the form of:
subject to
The position of the margins, ρ, is defined by w · x + b = ±ρ, and l + and l − are the numbers of training points for the positive and negative classes respectively. The problem is now equivalent to maximising the margin 2/ w , while minimising the position of the margins ±ρ and the cost of the errors C i ξ i . The hyperplane is defined by the normal vector, w, and the bias, b, and ξ i is the slack variable for classification errors, as in the case of 2C-SVM.
Remark 2. The ν-SVM formulation by [15] can be derived from 2ν-SVM by letting ν + = νsl 2l+ and ν − = νsl 2l− where ν s is the error parameter of ν-SVM. If the training class size is balanced, that is l + = l − , it follows that ν + = ν − = ν s , which shows the similarity of the two formulations.
Remark 3. It can be seen in Problem (P 2ν ) that we have made i C i = 1 as a result of normalising the solution and simplifying the formulation. The sum can be found from the definitions (5) and (6) as well as (4):
The 2ν-SVM training problem (P 2ν ) is a convex function. It can be formulated as a Wolfe dual Lagrangian problem [2] , as
where i, j ∈ 1, . . . , l, α i are the Lagrange multipliers, and K(· , ·) is the kernel function (1).
In solving the 2ν-SVM problem, constraint (9) can be simplified from an inequality to an equality as follows:
Proof. It can be seen that i α i > ν cannot form the optimal solution as the objective function can be maximised further by decreasing α i .
Note that a similar equality result as Lemma 2.1 exists in ν-SVM, and is discussed in [15] .
3. Relationship between 2ν-SVM and 2C-SVM. The differences in error parameters between 2ν-SVM and 2C-SVM are indeed not without relations. We proceed to show that for a classification problem, both SVMs can result in the same optimal solution with the proper setting of the corresponding error parameters. The easier selection of ν ± with 2ν-SVMs simplifies the error parameters search, as compared to 2C-SVMs, and thus can result in better performing SVMs.
Note that in this section, we denote the variables to the optimal solution of a 2C-SVM with the superscript C, and that of a 2ν-SVM with the superscript ν.
3.1. Relating 2ν to 2C. An optimal solution to 2ν-SVM has a corresponding optimal solution in 2C-SVM.
} is an optimal solution to a 2ν-SVM given the error parameters ν + and ν − , then {w
is an optimal solution to the corresponding 2C-SVM, with error parameters
Proof. Consider the primal formulation of 2ν-SVM where the optimal solution {w ν , b ν , ξ is given by C + and C − using Equation (3). The last constraint becomes ρ = ρ ν and removes ρ as an optimising variable. However, the 2C-SVM formulation requires the margins to lie at ±1, or ρ = 1. We can change the feature space by dividing by ρ ν , and have
This is the same as the Primal Problem (P 2C ), and therefore the 2C-SVM solution is {w
, and thus Equations (4)- (6), are also divided by ρ ν to give the 2C-SVM error parameters C + and C − . The normal of the hyperplane w is the combination of all the vectors weighted by α i [4] . Since w is scaled by ρ ν , both C 
subject to g(x) ≥ 0, h(x) = 0, then, y * = x * is also a feasible optimal solution of
subject to g(y) ≥ 0, h(y) = 0,
Proof. Letŷ be the optimiser of (12) , such that b(ŷ) < b(x * ), and a(ŷ) = a(x * ). Therefore
which contradicts the initial condition that x * is the optimiser of (11). Thus y * = x * is also a feasible minimiser of b(y) in (12).
Proposition 1 shows that the 2C-SVM solution is scaled from the 2ν-SVM solution by the derived margin position ρ ν . Indeed, the error parameters of 2C-SVM are scaled versions of the 2ν-SVM.
Remark 4.
Given the 2ν-SVM solution, the error parameters (10) of the corresponding 2C-SVM are } is an optimal solution to a 2C-SVM given the error parameters C + and C − , then {w
} is an optimal solution to the corresponding 2ν-SVM, with error parameters
Proof. Consider the dual formulation of 2C-SVM where the optimal solution {α C i } maximises the objective function (7). Lemma 3.2 given below states that the solution is also the optimiser of
, where C C i is given by C + and C − using Equation (3). The last constraint becomes equal to the new ν after some scaling. However, the 2ν-SVM formulation requires C i = 1 (Remark 3). This requirement is met by dividing the Dual space by i C
and thus α
The above optimisation problem is precisely the 2ν-SVM Dual Problem, and thus the 2ν-SVM solution is {α
Returning to the Primal variables, the normal w is the combination of all the vectors weighted by α i [4] . The transformation from 2C-SVM to 2ν-SVM scaled α i by ρ ν , the normal w should be similarly scaled. The same argument follows for the other optimising variables. The 2ν-SVM error parameters are calculated from C ν i and ν using Equations (4)-(6).
Lemma 3.2. If x
* is a feasible optimal solution of
subject to g(x) ≥ 0, h(x) = 0, There is an interesting observation from Proposition 2 when we have a separable dataset giving a solution with no bounded support vectors. A separable dataset has data points that can be separated by a hyperplane in the feature space. Figure 2 shows an example of a separable two-dimension dataset. There are no bounded support vectors when there are no data points that cross the margin, therefore α i < C i , ∀i.
The parameters ν ± are inversely proportional to the parameters C ± from Equation (2), as α C i will not change with increasing C ± as long as α i < C i , ∀i, as is the case for a separable dataset. This properly does not only applies to separable problems, but generally to all problems for a wide range of parameters values.
Remark 5. The parameters ν ± increases while the corresponding parameters C ± decreases for any given problem.
Similar to Remark 4, the transformation from 2C-SVM to 2ν-SVM involves the scaling by the variable ρ ν . If we consider the {C ν + , C ν − } parameters required for optimising 2ν-SVM, it would appear that the regularisation parameters do not require the solution of the 2C-SVM, but only the supplied error parameters C + and C − . Indeed this is correct, but there is another variable ν that is required for the optimisation of 2ν-SVM, and that variable requires the optimisation variables from the solution of the 2C-SVM.
Remark 6. Given the 2C-SVM solution, the variable limits in Equations (4)- (6) of the corresponding 2ν-SVM are
where {α C i } is the solution of 2C-SVM, with
From Remark 4 and Remark 6, it is evident that the corresponding solutions of 2C-SVM and 2ν-SVM are related by ρ ν . In addition, the respective decision functions are also related.
Remark 7. The decision functions for 2C-SVM (f 2C ) and 2ν-SVM (f 2ν ) are related with
We have shown with Proposition 1 and Proposition 2 that if an optimal solution exists in one formulation of SVMs, a corresponding optimal solution also exists in the other formulation. Therefore, with the correct error parameters being chosen, one formulation can perform equally as well as the other formulation. However, the search in 2C-SVM for the optimal error parameters C ± for a problem is often difficult and time consuming due to the wide search range of C ± ∈ (0, ∞). 2ν-SVM provides a more intuitive error parameter model that improves on the parameter search, and thus results in simpler search and selection, and shorter overall training times.
4. Practical Results. In order to compare the results obtained using 2ν-SVM, and the results obtained using 2C-SVM with the transformation of the parameters from νs to Cs, we will use the results of 2C-SVM to transform the parameters Cs back to νs to compare that with the original results.
The MNIST handwritten digit recognition dataset [9] is the primary source we use for comparisons between 2C-SVM and 2ν-SVM. The dataset is widely used in pattern recognition research as a benchmark. The dataset has ten handwritten digits (0-9) digitised into 28 × 28-pixel images, in 60,000 training images and 10,000 test images.
We select the one-against-rest (or winner-takes-all) strategy for its simple implementation and excellent classification performance [14] . In our experiment, we classify handwritten images of 10 digits. The one-against-rest strategy takes each class and trains a classifier against the rest of the classes. This requires ten binary classifiers, one for each digit to identify it against the other digits. The strategy's use of unbalanced training class sizes can easily be handled with 2ν-SVM and 2C-SVM.
Comparing Classifiers.
The main purpose is to compare the performance of 2C-SVM and 2ν-SVM with different error parameters. The parameters C ± ∈ (0, ∞) of 2C-SVM does not have an upper limit, and the optimal value to choose varies from problem to problem. 2ν-SVM, on the other hand, is governed by ν ± ∈ (0, 1) of a limited range. The starting value of ν ± = 0.1 is found to be a good starting value through extensive testing with different datasets and problems.
We use the MINST dataset to train both 2ν-SVM and 2C-SVM with varying parameter values using the radial basis function kernel of width 15. Table 1 shows the classification performances of the SVMs. The 2C-SVM results clearly shows that the number of trials needed to find the best performance depends on the starting parameter value. Since there is no upper limit to the parameters C ± , it is impossible to provide a general guide of where to start from. The resulting effect is the need to complete more iterative trials of different parameter values before the optimal one is found. The 2ν-SVM starting point of ν ± = 0.1 requires at least 10% of training vectors to be support vectors. In most problems, this requirement results in a well performing classifier, with the classifier not over-fitting (too few support vectors) or over-generalising (too many support vectors) to the training dataset.
We can see from Table 1 that for this hand written digit dataset, the performance of 2ν-SVM ranges between 95.2% and 98.5%, while 2C-SVM ranges between 89.9% and 98.5%. Choosing C ± = 0.01 as the starting value will result in a longer iterative search for the optimal value of C ± = 10. The strength in 2ν-SVM over 2C-SVM is the need for fewer iterations to select the optimal parameter value, as starting from ν ± = 0.1 will always result in a well performing classifier. 4.2. Verify Transformation. Proposition 1 and Proposition 2 define the transformation of the error parameters between 2ν-SVM and 2C-SVM for a particular dataset. The results in the previous section shows that 2ν-SVM provided the best performance with ν ± = 0.01. We will train a set of 2ν-SVMs (one for each digit) using the parameters in the previous section, and transform their solutions into the parameters for 2C-SVMs. The 2ν-SVM solution and the 2C-SVM solution can be compared by checking the Lagrange multipliers {α i }, with Proposition 1 stating that the resulting multipliers should be {α
ν }. The 2C-SVM solution is transformed back into the parameters for 2ν-SVM to verify Proposition 2. The multipliers should again be {α
We can also compare this final solution with the initial 2ν-SVM solution. Table 2 shows the results of the transformation from 2ν-SVM to 2C-SVM (top section), and then back to 2ν-SVM (bottom section). The 2C-SVM parameters {C + , C − } transformed from 2ν-SVM has the approximate ratio of 9 : 1. If we have ν + = ν − , Equation (10) gives the only difference between C + and C − as l + and l − . That is, the ratio of C + : C − is the inverse ratio of the training class sizes, which in our dataset is about 1 : 9. This agrees with the strategy proposed in [3] to correct unbalanced training class sizes biasing. The numerical method for training the SVMs induces a small numerical error that is dependent on the termination threshold used. Thus, the 2C-SVM solution is expected have an insignificantly small difference to the 2ν-SVM solution. The error tabled shows that we have achieved a similar solution.
The second 2ν-SVM solution that was transformed from the 2C-SVM solution has a similar set of parameters as the initial value of ν + = ν − = 0.01. The biggest difference was for Digit 9 where it is a mere 0.015%. This set of parameters and the low error between the Lagrange multipliers verifies that the transformation from 2C-SVM to 2ν-SVM works as proposed.
Conclusion.
We have derived the relationship between the solutions of 2ν-SVM and 2C-SVM to show that the two formulations can and do result in the same solution.
The relationship allows us to use 2ν-SVM with its simpler error parameters ν ± while having the same performance as 2C-SVM. It can provide the user with a reasonable set of parameters for 2C-SVM to use, by training with 2ν-SVM first and then transforming results to the 2C-SVM parameters. This method removes the need to search for the values for C ± , which is problem dependent.
The transformation shows that the 2ν-SVM and the 2C-SVM both produce the same solution, and that any solution obtained by one formulation can be obtained by the other formulation. The 2ν-SVM formulation provides an intuitive parameter selection while having similar computational load, and thus should provide users with easier and faster classification optimisation than 2C-SVM.
