We consider the multicriteria decision-making problem where there is partial information on decision maker preferences, represented by means of an imprecise multiattribute additive utility function, and where the consequences of the alternatives or strategies are also possibly imprecise. Under these circumstances we consider how useful problem-solving concepts, namely nondominated, potentially optimal, adjacent potentially optimal alternatives, can be analytically computed. Thus, the problem can be solved much more efficiently using the classical methodology of linear programming. q
Introduction
The traditional approach to decision analysis calls for single or precise values for the different model inputs, i.e. for the weight and utility assessments, as well as for the multiattributed consequences of the generated alternatives [1 -3] . Here, we take an approach that is less demanding on the decision maker (DM), who is allowed to provide ranges (value intervals) instead of single values for the above inputs [4, 5] . These ranges will be later used to allow for simultaneous variation in all the data, taking advantage of advances in optimization theory to make it easier for the DM to choose an optimal solution. Thus, although it will be possible as to output the ranking of alternatives or decision strategies based on their precise utilities, we present here some computational procedures that exploit all the information about ranges in weights, utilities and consequences, for the purpose of helping the DM to choose the most preferred alternative, as well as to reduce the set of alternatives of interest.
Let us consider the multi-objective decision making problem where the objectives can be represented in an objectives hierarchy [3, 4, 6] in which there are n lowestlevel objectives each associated with an attribute, Fig. 1 , which measures the achievement of each alternative with respect to each attribute. Thus, a vector or multi-attributed consequences will be associated with each alternative, which have to be ranked.
Suppose that a DM has to choose among a finite set of alternatives A ¼ {S 1 ; …; S q }; of which the multi-attributed consequences are not exactly known. Hence, instead of by a vector with single values as above, the alternatives are defined by means of vectors of intervals associated with each attribute of the hierarchy, which are able to reflect the situation in which there is some uncertainty about the policy effects of the consequences. In this case, the alternatives will be Mi will be the minimum ðmÞ and maximum ðMÞ values, taken by each alternative S j for the attribute i; respectively, with j ¼ 1; …; q and i ¼ 1; …; n:
We consider that the DM preferences can be represented by means of an additive utility function, [3, 7, 8] 
† On the continuity of the second derivative of the utility function at the intermediate points of the interval:
ð6Þ † On the first derivative of the utility function at the extremes of the interval for the range of each attribute:
* If the utility function is increasing:
* If the utility function is decreasing:
The u Mi are obtained by solving the same equations after substituting u Mi ; respectively, in Eq. (3). Once the extreme utility functions u mi and u Mi have been determined, we know that the condition u mi ð·Þ # u i ð·Þ # u Mi ð·Þ must hold for the true, albeit unknown, utility function u i for attribute i:
As we have allowed for imprecision for computing the individual utility functions (obtaining a class of utility functions), we get a value interval, not a single precise value, for the additive multiattribute utility function after computing the weights for the attributes and the consequences of the alternatives on each attribute. The lower limit of this interval is obtained by taking, in each attribute, the lower limit of the value interval of the respective alternative if the utility function is increasing (and the upper limit if it is decreasing), i.e. x q mi (or x q Mi ); and taking the function u mi ð·Þ as the utility function of the attribute i: We calculate the upper limit of the interval similarly.
Simplistically speaking, we could rank the alternatives using the value obtained when considering the midpoint of the utility interval of each alternative as reference, which should correspond to an approach under precision. However, the underlying idea is to exploit all the above imprecise information to aid the DM in reducing the set of alternatives of interest. To achieve this objective, let us look first at how we could obtain the nondominated strategies and then calculate the potentially optimal and, finally, adjacent potentially optimal to the optimal alternative obtained under precision, [13 -16] .
The computation of nondominated alternatives
It is interesting to output the nondominated alternatives because of the following property. If one strategy or alternative dominates another one, this alternative can be discarded as the solution of interest for the DM. Thus, this section focuses on providing a procedure to order the alternatives in a Pareto sense. Given two alternatives S A and S C ; the alternative S A dominates S C if f p CA . 0; where f p CA is the optimal value of the optimization problem:
The objective function of the optimization problem (9) is nonlinear, because the variables w i multiply to the variables a ij ; b ij ; c ij ; d ij ; with j ¼ 1-4; which correspond to the utility function u i ð·Þ: However, all the constraints are linear, although, due to the notation used, they, and specially the last two blocks, do not appear to be at first glance. This is because the constraints
represent constraints (1) or (2) - (7) or (8) if constraints (3) are substituted by
i.e. constraints (10) represent 19 linear constraints.
Examining the objective function, we find that it can be rewritten as
Þ does not depend on the weights w i : Moreover, if we carefully observe the constraints, we discover that variables w i are independent of the other variables. So, taking into account that the weights w i are nonnegative, solving problem (9) 
The objective function in problem (12) is
where
The solution to problem (12) can be determined graphically. In fact, let us make a distinction between two cases depending on what the characteristics of the utility function for attribute i are:
(1) If the utility function is increasing, we shall demonstrate that z
We prove this assertion by examining the different possibilities that can appear depending on the value intervals for the alternatives. Fig. 3 shows the cases in which each alternative is strictly better than the other for attribute i; i.e. it is better for all the possible value combinations in the value intervals (nonoverlapped value intervals). 
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For case (a), in which S C is better than S A for the attribute i; the difference between the associated utilities, u i ðx Below, we examine, the cases where the value intervals for the different alternatives overlap, as shown in Fig. 4 .
In this case, there will be combinations of values such that each alternative is better than the other one. As our aim is to minimize the difference between the utilities associated to these values of the alternatives, see Eq. (12), however, we shall retain the values that make S C better than S A and that minimize the above-mentioned difference, arriving at the same conclusion as in the cases of nonoverlapped intervals. Finally, we examine the cases in which a value interval is falls within the interval of the other alternative, shown in Fig. 5 .
Again, we reach the same conclusions as in the preceding cases.
(2) If the utility function is decreasing z
This is demonstrated similarly. Therefore, only the case in which the value intervals of the alternatives are not overlapped is shown here, Fig. 6 .
Having calculated the values z p i ; they will be substituted in problem (11) , which is very easy to solve.
The computation of the potentially optimal alternatives
The potentially optimal alternatives are alternatives that are possibly optimal for certain values of the weights, certain individual utility functions from the respective class of utility functions and certain values of the consequences of the alternative. From a mathematical point of view, the alternative S j is potentially optimal, if the optimum value of the optimization problem below is smaller than or equal to 0, min f j s:t: Note that neither a potentially optimal alternative is necessarily nondominated, nor a nondominated alternative is necessarily potentially optimal. Both concepts are independent. The idea of considering potentially optimal alternatives stems from the fact that can be used to filter the set of alternatives, reducing this set to a size more suitable for study. Again, we have a nonlinear optimization problem, because some of the constraints are nonlinear. Focusing on the objective function min f j ; we see that this term also appears in the earlier constraints. It is obvious that we are looking for as small as possible f j : If the constraints of the type P n i¼1 w i u i ðx 
Looking at problem (14), we find that it is the same optimization problem as solved for the dominance between alternatives, problem (12), although, in this case, the objective function is for maximization, which merely implies changing the sign of terms in the objective function or considering min f lj i : After solving n 2 2 n problems of this kind for each l; we have a value f ljp i for each solved problem. Moreover, the following constraints will no longer be considered
because they have already been taken into account in Eq. (14) and the value f Throughout problem solving Eq. (17), we look for a feasible solution that provides the values of the individual utility functions inside of the respective classes, i.e. we calculate the values of the variables a ij ; b ij ; c ij and d ij ; with j ¼ 1 -4; Fig. 7 . Fig. 7 shows how the value of the individual utility function is fixed taking into account the values for alternatives S l and S p on the attribute i for the dominance problem of S p with respect to S l : As we want to minimize the difference between utilities, we take the minimum and the maximum expected utilities x l mi and x p Mi ; respectively, and by means of an interpolation using these points, we get the expression of the cubic spline by intervals, which represents the individual utility function of this attribute.
The reason why we are not interested in fixing the values for the weights is fixing all the variables will guarantee that the constraints P n i¼1 w i u i ðx k i Þ 2 P n i¼1 w i u i ðx p i Þ # 0 ;kj; l are met. If we do not fix the weights in the first step, we can get for each additional constraint P n i¼1 w i u i ðx
a set of precise individual utility functions in the different attributes of the hierarchy. Now, each one of these founded feasible solutions to the problem, will be substituted in problem (16) to obtain a feasible solution.
At this point, we have an almost linear problem, because of the absolute value in the objective function, and it will be necessary to consider a transformation. Our problem (16) now has the following form min g j ¼ luðS j ; wÞ 2 uðS p ; wÞl s:t: uðS l ; wÞ 2 uðS p ; wÞ # 0 ;l -j
We use the expression uðS j ; wÞ 2 uðS p ; wÞ to indicate that the objective function depends only on the variables weight.
Problem (18) we finally obtain a set of possible solutions S 1 ; …; S r : But we have to retain the best one. We substitute each solution in the objective of problem (16) 
Þl; and the optimal solution S j will be the solution with the lowest value. 
Example
We illustrate the optimization problems with an application example based on our implemented Decision Support System. The considered scenario is lake Øvre Heimdalsvatn, located in Oppland county (Norway). This lake has been thoroughly studied [17] .
After the Chernobyl accident, the lake was contaminated with a fallout of 130 kBq/m 2 of 137 Cs, which, in principle, required no countermeasures, as a result of since the lake is not much used by human beings. However, an evaluation of alternative strategies was made for the purpose of testing the MOIRA system [4] .
For the particular case under study, the objectives hierarchy is as shown in Fig. 8 .
The system admits imprecise assignments for weights and utilities, Figs. 9 and 10, and uncertainty in the multiattribute strategies, which can be defined in terms of ranges for each attribute instead of single values.
In our example, a set of nine strategies were analysed, combining chemical countermeasures with bans on fishing so as to reduce the radiological and environmental impact, Table 1 . Observe that the first attribute, X 1 ; corresponds to 'ecosystem index', Fig. 8 , and so on, being the last 'cost of image' associated to X 7 :
We can rank the strategies, obtaining the results shown in Fig. 11 .
In Fig. 12 we show the nondominated, potentially optimal, adjacent potentially optimal strategies.
Observe that, from the nine initial strategies, three are nondominated (the set of strategies of interest has been considerably reduced), which are also potentially optimal and 'L.Liming þ Fish Bans (3)' and 'Fertilization þ Fish Bans (3)' are adjacent optimal to 'Fertilization', which is the best ranked. Fig. 9 . Attributes imprecise weights. Table 1 Strategies consequences Finally, let us emphasize that if we had not compute the nondominated strategies, and just we should have the summary results of Fig. 11 , it would be impossible to discover that the strategy 'lake liming' is dominated and for the DM should never be the optimum.
Conclusions
The optimization problems to be solved in multicriteria decision-making to determine the nondominated, potentially optimal and adjacent potentially optimal alternatives to the optimal alternative are nonlinear if we assume that there is imprecision in the consequences of the alternatives and in DM preferences. However, if such preferences can be represented by means of an additive multiattribute utility function, where the component utility functions are cubic splines, the problems in computing the nondominated and potentially optimal alternatives can be solved by means of a sequence of linear optimization problems. This approach is not directly applicable for adjacent potentially optimal alternatives, but we have proposed a heuristic, which is an important aid in their computation.
