We present a new parallel numerical method for solving the non-stationary Schrödinger equation with linear nonlocal condition and time-dependent potential which does not commute with the stationary part of the Hamiltonian. The given problem is discretized in-time using a polynomial-based collocation scheme. We establish the conditions on the existence of solution to the discretized problem, estimate the accuracy of the discretized solution and propose the method how this solution can be approximately found in an efficient parallel manner.
INTRODUCTION
We present a new numerical method for solving the timedependent Schrödinger equation with linear nonlocal condition
α k ∈ C, t k ∈ (0, T ], Ψ 0 ∈ X. It is assumed that H is a densely defined closed linear operator with the domain D(H) dense in a Banach space X = X( · , Ω). The spectrum of H is contained in the horizontal half-strip
and the resolvent R (z, H) ≡ (zI − H) −1 satisfies the bound
The linear operator H having properties (3) , (4) is called a semi-bounded half-strip operator [1] . The class of such operators can be viewed as a native extension of the class of Hermitian operators with a semi-bounded spectrum [2] . The motivation to consider equation (1) in a Banach space setting stems from fact that the technique used in this work does not rely on the notion of inner product. Thus the results established here can be readily applied to the conventional quantum mechanical models with Hermitian operators as well as to the less conventional models with PT -symmetric [3] or pseudoHermitian operators [4] . The later type of models is becoming more important due to the recent applications in nonlinear quantum optics [5] , [6] and 2-D material design [7] . Problem (1), (2) has applications in the theory of non-periodic driven * Email: sytnikd@gmail.com, Tel.: +38 044 234 55 63 quantum systems, quantum computations, and the modelling of system-bath interactions in open quantum systems. The detailed discussion of the above-mentioned applications of (1), (2) are presented in [8] .
In the current work we consider a general situation when the potential v(t) does not commute with H. As a consequence of that, the propagator e −it(H+v(t)) does not commute with itself for different values of t. This issue severely limits the list of analytical and numerical tools applicable to the solution operator exp t 0 H + v(s)ds of (1) because such solution operator is intractable within standard holomorphic function calculus of H + v(t) [1] . We refer the reader to [9] , [10] for a review of available numerical methods to solve Schrödinger equation (1) accompanied by the ordinary initial condition (all α k from (2) are zero) and with H being one-or two-dimensional scalar elliptic operator. Nonlocal condition (2) poses an additional issue that contributes to the complexity of the given problem. To our best knowledge the only available theoretical work devoted to stationary-operator version (v(t) = 0) of (1), (2) in its full generality is [8] . The particular cases of the given problem was studied in [11] , [12] , [13] . Numerical methods for (1), (2) were never reported.
To work around the highlighted issues we transfer the time dependent part v(s)Ψ(s) to the right-hand side of (1) and look for the numerical solution of the obtained problem. The above assumptions on H guarantee that e −itH is bounded and any solution to (1) also satisfies the equation
with some Ψ(0) ∈ D(H), provided that the potential V (t) ≡ −iv(t) is integrable on [0, T ] and there exists δ > 1 such that D(H δ ) is dense in X (see. [8, Section 2] ). Throughout the paper we assume the validity of both these conditions.
In order to discretize (5), (2) in-time we propose in Section 1 a polynomial-based collocation scheme on the ChebyshevGauss-Lobatto grid. This scheme permits us to reduce nonlocal problem (5), (2) to a system of linear integral equations.
Next, we study a well-possedness of the obtained system (see Lemma 1, 2) . This is done using the combination of previously obtained results [8] together with some specific transformations tailored to the structure of nonlocal condition (8) . Theorem 2 comprises the main result of the work. It states the conditions on the existence of solution to the discretized system and justifies the iterative method to approximate this solution.
In Section 2 we illustrate how the action of propagator e −itH φ can be efficiently approximated by the parallel numerical method proposed in [14] . This method reduces the sought approximation to a series of independent stationary problems
that can be solved in parallel. Section 3 is devoted to implementation of the numerical method discussed in the previous sections. In this section we present the approximation algorithm and discuss its sequential and parallel complexities.
DISCRETIZATION SCHEME
To build a discretization scheme we perform the change of variable
in (1), (2) and reduce the given problem on t ∈ [0, T ] to the equivalent problem on s ∈ [−1, 1]
The sequence of pairs
. . m will be called parameters of nonlocal condition. In order to discretize the solution to (7), (8) in-time we introduce the Chebyshev-Gauss-Lobatto (CGL) grid
It is well-known [15] that the nodes s p ∈ ω N are the zeros 
We seek the solution to (7), (8) in the form of polynomial
where L p , p = 0, ..., N are Lagrange fundamental polynomials associated with the grid ω N and ϕ : [−1, 1] → X is some unknown function.
Upon substituting (10) into (7) and evaluating the result on the grid ω N with help of (5), we arrive at the following sequence of equations
For any 1 ≤ p ≤ N the previous equation can be rewritten as follows
To get (11) we used the interpolation property P N (s p ; ϕ) = ϕ(s p ), p = 1, . . . , N, along with the fact that H does not depend on time, so e −ispH = e −isp−1H e −iτpH . Similarly, the substitution of P N (s; ϕ) into (8) yields
Equations (11), p = 1, . . . , N and (12) together form a system of N + 1 linear operator equations with respect to the unknowns Φ = (ϕ(s 0 ), . . . , ϕ(s N )). We rewrite this system in a matrix-vector form
where
is the matrix with en-
The elements of the first row of S are collected from the terms on the left of (12) . Other nonzero elements of S come from the first two terms of (11), when p goes from 1 to N .
We would like to show that the solution of (13) exists for a sufficiently large N and then characterize the accuracy of that solution. To do so, let us introduce a vector norm
and the corresponding matrix norm
N , then the matrix S is invertible and the inverse S −1 has the following representation
T are two vectors of the same size.
Proof. To prove (16) we notice that the matrix S can be decomposed as S = S 1 + 1a
T , where S 1 is a lower bidiagonal matrix with identity operators on the main diagonal. The matrix 1a
T is a rank-1 update of S 1 . Due to its specific structure, the matrix S 1 is always invertible. The inverse S −1 1 is defined by (17) . Consequently, the inverse S −1 exists and can be evaluated via the Sherman-Morrison formula [17] . It leads us to the representation
which defines a bounded inverse of S, if and only if the op-
By a direct calculation we get
To understand how the function B N is related to nonlocal condition (8) we need to recall some results from [8] . In the mentioned work authors studied the problem comprised of
and the nonlocal condition (2), under slightly more general assumptions on H than in the current work. The existence and representation of solution to (18), (2) relies upon the boundedness of
.
Theorem 1 ([8]). Let H be a closed linear operator with the spectrum Σ contained in strip (3) and the domain D(H
and is equivalent to the solution of Cauchy problem for (18) , with the initial state
if all the zeros of entire function b(z) associated with (2),
are contained in the interior of the set C\Σ.
We note that the entire function b(z), describing the existence of the solution in terms of the parameters of nonlocal condition (2) , is connected to B −1 via the Dunford-Cauchy integral (7) is Lipschitz continuous
Lemma 2. Suppose that the potential V (s) from
and
, then for a large N the matrices S −1 , C and S −1 C obey the bounds
where the positive constants
Proof. Representation (16) from Lemma 1 permits us to eval- N becomes bounded and close to B −1 , the ratio of the two norms must be bounded and no longer dependent on N . Inequality (23) is proved.
To derive bound (24), we estimate β p,l :
Note that L l (t) is zero at least at one endpoint of the interval t ∈ (s p−1 , s p ), p = 0, . . . , N . We pick a smallest of such endpoints and label it as θ, so L l (θ) = 0. Then we can add the term −V (θ)L l (θ) to the above integrand without changing the value of the norm inside the integral. This procedure leads us to the following estimates
To get the last inequality we relied on the Lipschitz continuity of V (t), expressed by (22) , and the fact that the monomials L l (t) are also Lipschitz continuous by definition. Here M V p and K L p are the upper bound on V (t) and the Lipschitz constant of L l (t) on t ∈ (s p−1 , s p ), accordingly. The previous inequality permits us to estimate the norm of | C |:
This newly obtained estimate together with (9) and (23) imply (24), (25).
Let Π N be a set of all polynomials in s of degree less then or equal to N with the coefficients from X. Then, the Lebesgue inequality
characterizes the error of the best approximation of φ by the polynomials of degree not greater than N ,
Now, we are ready to formulate the main result. 
The equation (13) posses a unique solution, which can be found by a fixed point iteration
provided that the Lipschitz constant K ψ of ψ satisfies the inequality
The accuracy of solution Φ to (13) is characterized by the bound:
where Ψ is a projection of ψ on ω N and M is some constant independent of N .
Proof. First of all we observe that every solution to (1), (2) is also a solution to (18) , (2) 
with iV (t)Ψ(t) in place of v(t).
Consequently, there exist some Ψ 0 that corresponds to such solution of (18), (2) . This entails the validity of the statement from Theorem 1 regarding the zeros of b(z) (20) , which, in turn, guaranties that B −1 is bounded. As we already mentioned B −1
. Thus, we can take N = N 0 large enough so that both Lemmas 1, 2 are true simultaneously. Then we find N ′ > N 0 from the inequality
The constant K n here is zero initially, because the initial iteration is zero. When the iteration scheme progresses this constant goes towards Lipschitz constant K ψ for the exact solution. For any N ≥ N ′ mapping (28) is a contraction, provided that the inequality from the theorem's premise regarding K ψ is valid. The Banach fixed-point theorem [18] concludes the proof of the first part. Estimate (29) needed to prove the second part, follows immediately from (25), (26).
We would like to remark that the existence result of Theorem 2 could be made independent of the Lipschitz constant K ψ of the exact solution ψ by reformulating discretized system (11) as it was done in [19] for the abstract parabolic equation. This reformulation, however, vastly complicates the evaluation of S −1 and makes the proposed numerical approach computationally infeasible. Our preliminary numerical results indicate that the iterative method defined by (28) converges, even for the oscillating potentials. The method given by (28) is not the only possible iterative method of approximating the solution to (13) . Since this equation is linear in Φ other Krylov-subspace-based iterative techniques [20] might be more effective than (28). This is especially true if H is a large sparse matrix obtained as a result of finite-element (FE), boundary-element (BE) or finite-difference (FD) discretization of the original partial differential operator.
In principle the elements of S, C from (13) can be approximated by any method capable of solving the Cauchy problem for (18) numerically, see e. g. [1] . For a whole scheme to be effective however, the chosen numerical method needs to be able to reuse the previously obtained solutions of stationary problems while evaluating the sequence e −ispH , β k,p with p, k = 0, . . . , N .
NUMERICAL METHOD FOR PROPAGATOR APPROXIMATION
In this section we illustrate how to build parallel approximation methods for two types of operator functions needed to evaluate S −1 , C. Those are
where φ ∈ X and s ′ < s. By applying the Dunford-Cauchy integral representation to (30) and interchanging the integration order in the second integral we arrive at
The function ψ h (s) can be regarded as a solution of the homogeneous problem for (18) with the initial condition Ψ(0) = φ. Similarly, ψ ih (s) is a solution to the inhomogeneous problem for (18) with the zero initial condition Ψ(s ′ ) = 0 and V (s) = v(s).
In order to proceed toward the numerical scheme for the approximation of (31) we need to define a suitable integration contour Γ I . In doing so we should keep in mind that Γ I must be positively oriented with respect to the region Σ and the integrands need to have a sufficient decay rate for the integrals from (31) to converge to (30). We choose
The parameters of the contour Γ I are specified as follows
where b s , d s are defined in (3).The parametrization z(ξ) of the contour Γ I defines a conformal mapping of the strip
(see FIG. 1 b. ) into the curvilinear stripe-like region enveloping the half-strip Σ ( see FIG. 1 a. ). Integrands from (31) remain analytic and bounded with re-
is selected in such a way that all the zeros of b(z) lay outside the mentioned stripe-like region z(D d ).
After parametrization of (31) on Γ I we obtain
with
Here ⌊δ⌋ denotes a floor of δ, i.e. the largest integer number less or equal to δ. In the formulas above we introduced a
(z−z0) r (ξ) to the resolvent R(z, H). As dis- ) and the spectral envelope domain a); Its pre-image infinite horizontal strip b).
cussed in [21] , the correction does not change the value of the integral. It is needed to cancel out the first ⌊δ⌋ terms in the Taylor expansion of R(z, H) around
If φ ∈ D(H δ ) the corrected resolvent (the part of F H (s, ξ) inside square brackets) will decay at least as |z| −⌊δ⌋ , when z ∈ Γ I and |z| is large enough [21] . To ascertain this property, we estimate the norm of the corrected resolvent on Γ I :
We applied (4) to get the above formula. Its last term (H − z 0 I) ⌊δ⌋ φ is bounded when φ ∈ D(H δ ). The next auxiliary result describes the accuracy of the trapezoid quadrature rule for the improper integrals similar to (33).
Theorem 3 ([14]). Assume that the function
with some δ > 1, L > 0, then the error of trapezoid quadrature rule satisfies the following estimate
provided that
. Here B(·, ·) is the beta function, c is the constant dependent on δ, d, L and independent on n, W(·) denotes a positive branch of the Lambert-W function [22] , i.e. for any given x > 0, W(x) is a unique positive solution of We W = x.
We assume that φ ∈ D(H δ ) with some δ > 1 and approximate ψ h from (33) by the following formula
where h is specified by Theorem 3. Similarly, for the term ψ ih we use the same trapezoid quadrature rule for the outer integral:
The inner integral µ j (s) = s s ′ e iz(ξ)t φdt does not depend on H, and hence can be approximated directly. The numerical methods represented by (36), (37) reduce the approximation of (30) to the sequence of resolvent evaluations R(z(jh), H). By definition each resolvent evaluation is equivalent to the solution of the stationary problem
where g = φ in case of (36), and g = µ j (s) in case of (37). All those problems are mutually independent, hence can be solved in parallel. According to Theorem 3 the error of approximation of (33) by (36), (37) is characterized by estimate (35) having the convergence rate on the order of O((n + 1)
1−⌊δ⌋ ) (in the big-O notation). In that regard, the proposed method is on par with other available numerical methods for propagator approximation [9] . The distinctive feature of the current method is that neither contour Γ I nor parameters h, δ are in any way dependant on s. After numerical evaluation was performed once for some s, the propagator approximation formula (36) permits us to evaluate ψ h (s) for any other value of s without re-evaluation of R(z(jh), H). It is possible because in such scenario the sequence of stationary problems (38) needs to be solved only once.
As we already mentioned, the convergence order of the proposed approximation is specified by the decay properties of F (s, ξ)φ as z ∈ Γ I , z → ∞. The speed of decay, in turn, depends on the boundedness of the factors H r φ, r = 0, 1, . . .. So, if the element φ ∈ X belongs to the domain of H δ for some integer δ > 1, i.e. all the powers H r φ, r ≤ δ are bounded, then the approximation will converge with the algebraic order δ − 1. For example, when H is a second order partial differential operator, the property φ ∈ D(H δ ) means that the function φ along with its first 2δ derivatives are bounded in the region Ω (see the definition of X above) [1] , [21] .
In practice, the upper bound on the value of δ also depends on the numerical method chosen to solve (36), as one needs to be able to accurately evaluate the corrections to the resolvent on the same grid where resolvent equation (36) is solved. For FE and BE discretization methods, δ would depend on the order of the FE-or BE-primitive element's shape functions. Similarly for FD approximations, the optimal value of δ is related to the order and the type of the scheme used for the space discretization of (36). The optimal choice of δ in each specific case deserves a separate study and is therefore omitted here. For this reason, we also omit the discussion on on how to balance the error estimates of methods from sections 1 and 2. In the next section we focus on the algorithmic aspects of the compound numerical method.
IMPLEMENTATION
In this section we present an algorithm to solve discretized version (13) of the translated nonlocal problem expressed by (7), (8) . The following algorithm is based on the iterative method proposed in Theorem 2. It uses the methods of Section 2 to evaluate the elements of S −1 and S −1 C from matrix equation (13) .
To begin with, it is worthwhile to point out that the second term from iterative formula (28) can be simplified in the following way
N Υ l . Each iteration (28) of the numerical method to solve (13) involves the evaluation of product S −1 CΦ (n) . The elements of matrix C can be pre-calculated only when the potential V (s) does not depend on the space variable. For such V (s), of course, the propagator of (7) would necessary commute with itself at different times and all the analysis performed in the paper could be greatly simplified. In a general situation one can not pre-calculate C alone because its elements b p,l contain operator functions of H acting on the product V (s)Φ (n) . Let Υ = CΦ (n) and Φ For the elements C Υ k of S −1 CΦ (n) we get
g(s, z, j) = N l=1 f (s, z, l)
Similarly to S −1 F , the action of function g(s, H, j) on the element Φ j is approximated using formula (37) with F (s, ξ)Φ j = F H (ξ)g(s, z(ξ), j)Φ j .
For the convergence of approximation formulas (36), (37) it is critical to maintain a separation between the zeros of b N (z) and the region Σ defined by (3). More precisely, for a chosen N it must be ensured that the zeros of b N (z) lay outside the strip-like region depicted on FIG. 1. Theoretically this separation for N large enough is guaranteed by Theorem 2. In order to achieve it practically one needs to choose N so that all the 
