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Semantic processing of English
sentences using statistical
computation based on
neurophysiological models
Marcia T. Mitchell *
Computer and Information Sciences Department, Saint Peter’s University, Jersey, NJ, USA
Computer programs that can accurately interpret natural human language and carry
out instructions would improve the lives of people with language processing deficits
and greatly benefit society in general. von Neumann in theorized that the human brain
utilizes its own unique statistical neuronal computation to decode language and that
this produces specific patterns of neuronal activity. This paper extends von Neumann’s
theory to the processing of partial semantics of declarative sentences. I developed
semantic neuronal network models that emulate key features of cortical language
processing and accurately compute partial semantics of English sentences. The method
of computation implements the MAYA Semantic Technique, a mathematical technique
I previously developed to determine partial semantics of sentences within a natural
language processing program. Here I further simplified the technique by grouping
repeating patterns into fewer categories. Unlike other natural language programs, my
approach computes three partial semantics. The results of this research show that the
computation of partial semantics of a sentence uses both feedforward and feedback
projection which suggest that the partial semantic presented in this research might be a
conscious activity within the human brain.
Keywords: computational linguistics, semantic, iconic neuronal circuits, neuronal network, convergence and
divergence zones, attention and consciousness
Introduction
Determining how the human brain processes the meaning of language could be important in
helping people with deficits in language comprehension, either because of specific brain disorders
dementia or brain lesions (Ullman, 2001; Cooke et al., 2003; Dronkers et al., 2004; Schirmer, 2004;
Awad et al., 2007; Sonty et al., 2007; Christensen, 2008; Pulvermüller and Fadiga, 2010; Wright
et al., 2012). These insights can inform the development of innovative artificial intelligence that
understands and carries out instructions from humans (Pollack, 2005; Russell and Norvig, 2009).
Building such intelligent entities has long been the goal of artificial intelligence research (Jurafsky
and Martin, 2008).
Current semantic processing models fail to accurately mimic key features of neuronal circuits
that process language in the human brain. Currents models fail to accurately show how a sentence
would be represented and processed with in a neuronal network.
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von Neumann (2000) theorized that the nervous system uses
a unique system of notation in which meaning is conveyed via
the statistical properties of the message (von Neumann, 2000).
I extended this idea to develop a semantic neuronal network
model that uses a mathematical language to determine the partial
semantics of sentences. The model is informed by both linguistic
theory as well as neuroscience research.
In the model each word in a sentence is mapped onto
individual neurons whose synchronous activity is summated by
a downstream special neuron representing that word category. In
this case category refers to word category (i.e., noun or verb). This
synchronous activity is modeled after the synchronous behavior
of an assembly of neurons in the human brain that represents
a given percept or concept (Fell and Axmacher, 2011, p. 105).
Thus, the special noun neuron keeps track of the sum of all
nouns occurring in the sentence using summation or arithmetic.
After all of the summations are collected by these special neurons,
they then fire another burst of synchronized spikes. Each special
neuron reduces its count by 1 until the verb category is in its
lowest term (v1).
I simplified the MAYA Semantic Technique to combine
repeating word patterns into one of two categories (verbs and
noun-phrases). The MAYA Semantic Technique utilizes the
semantic neuronal model to determine the verb in a sentence.
It also determines the object of the sentence using the same
mathematical technique. Categories in a sentence are identified
and then used to determine phrases.
The neuronal semantic model incorporates features of
iconic cortical neuronal circuits such as convergent projections,
divergent projections, and lateral excitation. In addition, the
model mimics processes occurring at the single neuron level that
are based on the Hodgkin–Huxley model.
I simulated the convergent and divergent behavior of the
model using an example English sentence. This model performed
well in determining semantics of a complex sentence. The
bottom-up is the feedforward and the top-down is the feedback
projection of the neuronal network. The model simulates
the binding and non-linear summation using the feedforward
projection. The model then simulates the reactivation or
accessing of the input neurons using the feedback projections.
Background
This Background sections serves to highlight how the semantic
network model and the MAYA semantic technique were
engineered to mimic key features of cortical neuronal circuitry,
neurophysiology and modern linguistic theory.
The MAYA Technique Incorporates Linguistic
Theory
A brief discussion of linguistic theory is important background
to the MAYA Semantic Technique, because it operates on
sentence structure. Human linguistic processing can be divided
into separate modules that process different aspects of language
(Embick et al., 2000, p. 6150) According to this theory, the
syntactic module governs the structure of words and phrases in
sentences. The MAYA technique functions as a syntactic module.
The technique first determines categories and then identifies
phrases. Then, based on this syntactic computation, the partial
semantics of the sentence is computed. Sentence meaning is
derived from syntactic structure and is dependent on the syntax
for its combinatorial properties (Kuperberg, 2007, p. 24).
There is an important relationship between the predicate and
the noun phrase in a sentence, as this structure is critical in
human language. Predication has a one-to-one relationship in
terms of the potential argument positions of a “predicate and
the argument positions that are actually filled” (Smelser and
Baltes, 2001, p. 15414), because English sentences have a verb
noun repeating pattern within its syntactic structure. “Chomsky
describes this one-to-one requirement between the predication
position and the noun phrases filling this position as the theta-
criterion” (Smelser and Baltes, 2001, p. 15414). This relationship
is also expressed in the MAYA Semantic Technique. Within
the MAYA Semantic Technique, summations are collected by
special neurons. The summation is implemented to determine
the number of verb noun repeating patterns within the sentence.
A set of synchronized firings takes place and each special
neuron reduces its count by 1 until the verb category (verb) is
in its lowest term (v1). The reason that the MAYA Semantic
Technique reduces each frequency count by 1 is that there is
a one-to-one relationship between the verb and its object. This
relationship is important in terms of the syntactic processing of
sentences.
The MAYA Technique Emulates Key Features of
Cortical Neuronal Circuits
I developed this model based on two related theoretical
frameworks, whereby cortical circuits combine information from
multiple sources (Byrne and Roberts, 2009, p. 526). The first
framework is the convergence zone, which represents a many-
to-one feedforward behavior. The sentence processing circuit of
the anterior temporal cortex is considered to be a convergence
zone (Damasio et al., 2004; Humphries et al., 2006; Jefferies and
Lambon Ralph, 2006; Jefferies et al., 2008; Lau et al., 2008; Kiefer
and Pulvermüller, 2012; Jefferies, 2013; Pulvermüller, 2013). The
second framework is the divergence zone that represents a one-
to-many feedback behavior of the neuronal circuit (Dayan and
Abbott, 2005; Nicholls et al., 2011).
The MAYA frequency technique dynamically implements the
convergent zone concept. It is modeled on a neuron’s ability
to non-linearly combine information received from several
input neurons, in a compartmentalized gain modulation (Poirazi
et al., 2003; Sarro, 2004; Spruston and Kath, 2004; Sidiropoulou
et al., 2006). Each verb or noun phrase is mapped onto a
single input neuron in the model network. In the frequency
step, the information from all the different noun neurons
(each representing an individual noun phrase in the sentence)
converges onto one special neuron as a non-linear summation
(this computes the total sum of noun phrases). The same
computation is performed for verb phrases. This feedforward
circuit is illustrated in more detail in the Methods Section that
follows.
The MAYA reduction technique emulates the divergence
zone. This technique is conceptually based on persistent action
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potential firing observed in some cortical neurons in the absence
of stimulation (Sidiropoulou et al., 2006; Borzenko, 2010). In this
step, the same special noun neuron that summated all the inputs,
now fires bursts of spikes and activates all the input neurons
representing different noun phrases in the sentence. Similarly
the special verb diverges to activate multiple input verb neurons.
This process reactivates the input neurons in the temporary
neuronal network. More detailed explanation is provided in
the Methods Section. Both the convergence and divergence
projection of the neuronal network are parallel and sequential
processes (Damasio, 1989, p. 36). Meaning is determined by
the feedback reactivation of the input neurons (Damasio, 1989,
p. 26).
The MAYA Technique Emulates Computational
Processes at the Cellular Level
The computational model implements the Hodgkin–Huxley
model of neuronal computation at the cellular level. The
neuronal computation is a non-linear computation. A
computational model situated between the behavioral level
and neurophysiological level was constructed to demonstrate the
convergence and divergence projection of the neuronal network.
The model is at the neurophysiological level because it models
neurons and at the circuit level because it models the physiology
of brain parts (Meeter et al., 2007).
Method: The Mathematical Model Derived
from Iconic Neuronal Circuits
The six processes of the MAYA Semantic Technique are shown
below. For some sentences, the MAYA technique is able to
compute other partial semantics that are specific only for those
particular sentence structures (see the Supplementary Material II
file). Thus, I developed a computer program that incorporates
the six basic processes outlined below, in order to determine
the partial semantics of sentences. The system includes a
preprocessor that prepares the text, and it uses the part-of-speech
tagger, parser, and name entity recognition software from the
Stanford Natural Language Processing Group. In addition, I used
the MontyLingua part-of-speech tagger from MIT.
Process 1. The convergence behavior of the neuronal network
is implemented mathematically using the frequency
technique to compute partial semantics.
Process 2. The divergence behavior of the neuronal network
is implemented mathematically using the reduction
technique to compute partial semantics.
Process 3. The full semantics outputs the noun and
prepositional phrase are outputted.
Process 4. The partial semantics I outputs a shorter version of
the full semantics.
Process 5. The partial semantics II outputs a general overview
of the sentence and it can be computed for some
sentences.
Process 6. The partial semantic III outputs a brief meaning of
the sentence, which includes the main verb and its
object.
Processes 1 and 2 combine the Frequency and Reduction
techniques of the MAYA Semantic Technique:
The frequency technique is implemented first, followed by the
reduction technique. To illustrate the method, the processes for
computing semantics of an example sentence will be presented in
detail with figures below.
Supplementary Table 1 shows the categories used by the
MAYA Semantic Technique. Before each category is the ASCII
code used to represent the categories during processing.
Five categories and their associated colors used in the
demonstration:
The categories in the sentence are each represented by a
different color. Each word in the sentence is given a number.
noun pronoun verb particle preposition conjunction
pink pink green green orange blue
Many sentences are classified as complex sentences because
they can be analyzed into a root sentence and at least one
subordinate clause (Lyons, 1996).
Once a sentence has been broken down into categories,
Process 1 and 2 of the MAYA Semantic Technique is applied in
six basic steps outlined below:
Step 1: Determined the categories, and identify only the noun
and verb phrases in the sentence.
Step 2: Locate the first verb in the sentence.
Step 3: Determine the subject of the sentence and words that
may come before the first or main verb in the sentence.
Step 4: Remove the subject from the sentence.
Step 5: Determine the frequency of the categories in a non-linear
summation.
Step 6: Reduce the categories until the verb is in its lowest
term (v1).
The example sentence:
A 23 year old physics student has discovered an error in sir Isaac
Newton’s “Principia” that had gone undetected since the work laid
out the laws of motion and gravity 300 years ago (from The New
York Times Corpus, Sandhaus, 2008).
In the semantic neuronal model, each word is mapped
onto a different input word neuron in the network. Special
neurons serve to compute information frommultiple input word
neurons. For example, the verb neuron receives input from
three different neurons and integrates the inputs to produce
an output that is the frequency of the verb categories. The
equation below shows that the verb neuron has a count of three,
meaning that the sentence has three verb neurons. It is possible
that the special neuron achieves this computation using spatial
summation.
S0 = v
3
Later, in the reduction technique the verb neuron reactivates
three different neurons in the verb network to determine the
main verb of the partial semantics. The equations below show
the reduction of the verb neuron until it is in its lowest term in
Equation S2.
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S0 = v
3
S1 = v
2
S2 = v
1
Processes 1 and 2:
Step 1: Determine the categories and identify the phrases in the
sentence.
The MAYA Semantic Technique begins by grouping related
categories. Hence, adjectives are grouped with nouns, and
adverbs are grouped with verbs.
Each word in the sentence is represented as a neuron, as
follows:
a 23 year old physics student has discovered an error in sir Isaac
Newton principia that had gone undetected since the work laid out
the laws of motion and gravity 300 years ago.
Each category in the sentence is also represented as a neuron,
as follows:
art adject adject adject noun noun verb verb art noun prep
noun art verb verb adject prep art noun verb adverb art noun prep
noun conjun noun cardinal noun adverb.
The individual words and their categories are displayed in a
table-like structure with numbers.
1 2 3 4 5 6
a 23 year old physics student
art adject adject adject noun noun
Figure 1 below shows how the words and categories are
represented as a feed-forward iconic neuronal circuit, with
each word mapped to a conceptual neuron in the circuit.
The “art” neuron is stimulated by the “a” neuron in the
network.
1 2 3 4 5 6
a 23 year old physics student
art adject adject adject noun noun
FIGURE 1 | Convergence projection of the neuronal network for a noun
phrase.
7 8
has discovered
verb verb
9 10 11 12 13 14 15
an error in sir isaac newton principia
art noun prep noun
16 17 18
that had gone
art verb verb
19 20 21 22
undetected since the work
adject prep art noun
23 24
laid out
verb adverb
25 26 27 28 29 30 31
the laws of motion and gravity 300
art noun prep noun conjun noun cardinal
32 33
years ago
noun adverb
The neurons can concatenate adjacent words in a sentence in
order to form phrases before the frequency of the category is
determined, as shown here:
a-23-year-old-physics-student has-discovered an-error-in-sir-
isaac-newton-principia that had-gone undetected-since-the-
work laid-out the-laws-of-motion-and-gravity-300-years ago.
This grouping into phrases is achieved by the forward
projection behavior of the convergence zone. Figure 1 illustrates
the convergence projection behavior of the neuronal network.
Here the noun phrase “a-23-year-old-physics-student” is
represented as a neuronal network. In this case the “noun”
neuron receives input (stimulation) from six different neurons
and integrates the inputs to produce an output.
Then, the frequency of each category is computed, reflecting
the convergence of the objects. The frequency technique is used
to determine howmany verb and noun phrase patterns are in the
sentence. The sentence is color-coded to show the categories and
the phrases.
1 2 3 4 5 6
a 23 year old physics student
noun
7 8
has discovered
verb
9 10 11 12 13 14 15
an error in sir isaac newton principia
noun
16 17 18
that had gone
art verb
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19 20 21 22
undetected since the work
noun
23 24
laid out
verb
25 26 27 28 29 30 31 32 33
the laws of motion and gravity 300 years ago
noun adverb
Each category is represented by an ASCII character.
Sentence= noun verb noun verb noun verb noun.
The categories are represented by Equation (1). Figure 2
depicts the entire model semantic neuronal network with all its
verb and noun phrases.
S = n+ v+ n+ v+ n+ v+ n (1)
The equation for the entire semantic neuronal network.
Step 2: Locate the first verb, “has-discovered,” in the sentence.
Step 3: Determine the subject of the sentence and the words
preceding the first verb in the sentence.
Subject= a-23-year-old-physics-student.
Step 4: Remove the subject from the sentence.
Equation (2) and Figure 3 represent the semantic neuronal
network after the removal of the subject.
S = v+ n+ v+ n+ v+ n (2)
The semantic neuronal network after Step 4.
Next, steps 5 and 6 of the MAYA Semantic Technique will be
discussed in detail along with the conceptual model of the verb
neuronal network.
Step 5: The frequency technique determines the number of
verb and noun phrase patterns in a sentence. This
step uses non-linear summation modeled after neuronal
behavior (Segev and Rail, 1998). The categories can be
thought of as analogous to neuronal inputs to different
dendrites that are summed. To compute the non-linear
summation of categories the neurons in the network
must fire simultaneously to their special neuron. After all
the neurons in the network fire simultaneously, the non-
linear spatial summation takes place. Step 5 of theMAYA
Semantic Technique incorporates both the simultaneous
network bursting and the spatial summation behavior
observed in neurons the brain. Network bursting is
when many neurons in a neuronal network all fire
simultaneously followed by a period of quiescence
(Thomas et al., 1999; Izhikevich, 2010). In the model
network, the special neurons use spatial summation
in the form of simultaneous addition from multiple
neurons (Byrne and Roberts, 2009, p. 487). Equation
(3) expresses the frequency of the verb and noun and
Figure 4 depicts the semantic neuronal network for
step 5.
S0 = v
3 + n3 (3)
The frequency for both the verb and noun phrase.
The indicators v3 (verb) and n3 (noun) show that there are
three verbs in the verb network and three nouns in the noun
network. Figure 4 demonstrates a convergence projection for
both the noun and verb networks. The verb3 and noun3 neuron
are special neurons that are stimulated by three different neurons
and keep track of the sum of the individual categories.
Step 6: The reduction technique is used to identify the verb
and noun phrase groups within the semantic neuronal
network. After all of the summations are collected by
the special neurons, another set of synchronized firing
takes place. Each special neuron reduces its count by 1
until the verb category (verb) is in its lowest term (v1).
FIGURE 2 | The semantic neuronal network for the example sentence.
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FIGURE 3 | Semantic neuronal network after Step 4.
FIGURE 4 | Convergence projection of the neuronal network for the verb and noun phrase.
In the model each reduction that takes place is analogous
to an action potential. Thus, multiple reductions result
in repetitive firing of the special neuron. The frequency
for each category is reduced by 1. It is important to note
that the special neuron, in this case, verb3, points to the
third neuron in the sentence and processes the sentence
in the reverse order (from the end of the sentence to
the beginning of the sentence) in order to determine
the main verb in the sentence. At the completion of the
reduction technique, the special neuron projects to the
main verb in the sentence.
The reduction technique is a variation of the derivative in
calculus.
d
dx
xy = nxy−1
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The coefficient n is not represented in the equation.
Supplementary Table 1 shows the categories used by the
MAYA Semantic Technique. Before each category is the ASCII
code used to represent the categories during processing.
The reduction technique is as follows:
S0 = v
t + nw
S0 is the structure of the sentence under investigation, where
n and v, represent the categories making up S0, and t and w,
represent the count of each category of S0. S1 is the first reduction
of the sentence S0, which is derived by reducing each count of
each category by 1.
If {ve} = 1, thenstop, else{ve−1}
Subtract 1 from each count until the count of the verb category is
one.
S1 = v
t−1 + nw−1
Sy = v
t−y + nw−y
The letter t represents the highest count of the category “verb”
Therefore, Sy is the final reduction of sentence S0.
Here is an example of a sentence being reduced:
S0 = verb
4 + noun4
S1 = verb
3 + noun3
S2 = verb
2 + noun2
S3 = verb
1 + noun1
The computation was developed based on the conceptual model
of the verb network shown in Figure 5. Here the verb3 neuron
is stimulated by three different verb neurons (convergence)
and the verb3 neuron stimulates the three different neurons
(divergence).
FIGURE 5 | Convergence/divergence projection behavior of the
neuronal network for the verb phrase.
To show the feedback to the input neurons an additional layer
was added to the divergence projection neuronal network. This
is the first demonstration of semantic neuronal network with an
added layer of divergence.
Simulating the Reduction Technique on the Verb
Phrase Network
The next three figures further illustrate the reduction technique.
Figure 6 represents a divergence projection of the neuronal
network that shows the special neuron projecting to the last
neuron (the third verb) in the verb network, which points to the
words “laid-out.” The next step in the reduction technique is to
reduce each of the frequencies by 1.
S0 = v
3 + n3 (4)
The frequency for both the verb and noun phrase.
S1 = v
2 + n2 (5)
The first reduction. S1 denotes the first reduction occurred.
S1 means that the first reduction has taken place. In the first
reduction step the frequency of each category is reduced by one
(Equation 5, Figure 7). The v2 and n2 indicates that the second
verb and the second noun in the sentence are being pointed to by
their special neurons. Figure 8 shows that verb2 fires and that its
count is reduced by 1. Then verb2 projects to the second neuron
in the verb network, which projects to the verb with the label
“had-gone.” This is followed by the second reduction in which
verb1 fires reduces the category count by 1 (Equation 6, Figure 8).
The S2 cannot be reduced further, because the category v
1 is in its
lowest terms. The verb1 neuron projects to the first neuron in the
verb network, which has the label “has-discovered.”
S2 = v
1 + n1 (6)
The second reduction.
Equation (6) shows that the first verb and the first noun are
the verb and its object in the sentence.
FIGURE 6 | The verb neuron starts the reduction.
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FIGURE 7 | The verb neuron after the first reduction.
FIGURE 8 | The verb neuron after the second reduction.
Equation (6) and Figure 8 show the special neuron pointing
to the first verb phrase.
Table 1 shows the verb and noun phrase group for the
sentence, where S = v3 + n3 points to the last verb and noun
phrase group in the sentence.
Figure 9 shows the divergence projection of the neuronal
network for the entire sentence. Each time the reduction
technique executes, it points to a different verb and noun phrase
group in the sentence.
The reduction technique implements the feedback projection
within the network, and as a result, it reactivates the
words grouped into verb and noun phrases. The sentence
is parsed into several verb and noun phrase groups, since
English sentences have a repeating pattern of verb-and-
noun phrase. The divergence projection of the semantic
neuronal network identifies the main verb phrase in the
sentence.
TABLE 1 | The verb and noun phrase patterns in the sentence.
The reduction The corresponding words for the verb and noun phrase
S0 = v
3 + n3 Laid out the laws of motion and gravity 300 years ago
S1 = v
2 + n2 That had gone undetected since the work
S2 = v
1 + n1 Has discovered an error in sir Isaac Newton principia
S = v1 + n1 + v2 + n2 + v3 + n3 (7)
The general equation.
In Equation 7, v3 + n3 represents the third verb and noun
phrase group in the sentence.
The general equation of the sentence is used to determine the
full semantics, partial semantics I, and partial semantics III.
Process 3: The full semantic
The general equation for the full semantics of the sentence is
as follows:
The full semantics = V1 +N1 + V2 +N2 + V3 +N3 (8)
V3 + N3 represents the third position within the sentence.
Within each Verb Noun group the verb phrase and the
noun phrase and/or prepositional phrase are determined. To
determine the full semantics of the sentence the noun phrase
must be changed into noun and prepositional phrases. The object
typically follows the verb phrase. If the first phrase after the verb
phrase is a noun phrase then it will be the object. If a prepositional
phrase also follows the noun phrase, then it will also will be
included as part of the object. The noun phrase (np) and the
prepositional phrase (pp) will represent the object for that group.
Figure 10 depicts the entire sentence with its full semantics. Each
verb and noun phrase group represents a verb and its object. The
verbs and their object patterns are listed in Supplementary Table
2. Adjectives are changed to nouns in order to determine the
object.
The verb and noun group patterns along with the
corresponding words for the sentence are listed in Supplementary
Table 3.
The output of the full semantic process, shown below, is
almost an exact reproduction of the original sentence except for
a few details.
a 23 year old physics student has discovered an error in sir Isaac
Newton principia had gone undetected since the work laid out the
laws of motion and gravity 300 years.
Process 4: The partial semantics I
The partial semantics I process produces a slightly
smaller version of the sentence than the full semantics. The
verb, as well as the first and the last noun phrase within
each verb-noun phrase group are computed. The network
processing in partial semantics I is analogous to lateral
excitation. Lateral excitation is implemented to determine the
meaning of the sentence. Figure 11 shows the verb and noun
phrases that are included in the partial semantics I for the
sentence.
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FIGURE 9 | The divergence projection of the neuronal network for the entire sentence.
FIGURE 10 | The network model for the full semantics of the entire sentence with its verb and object patterns.
The general equation for the partial semantics I is:
Partial Semantic I = Verb1+ noun11+ noun
1
y +Verb
2
+ noun21
+ noun2y + Verb
3
+ noun31+ noun
3
y
+ . . .Verbm+ nounm1 + noun
m
y
where Verb3 + noun31 + noun
3
y represents the third verb and noun
phrase group in the sentence.
Specifically, noun31 + noun
3
y denotes the first noun and the
last noun, respectively in the third verb and noun phrase group
within the sentence.
The partial semantics I for the sentence is:
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FIGURE 11 | The network model for the partial semantics I for the example sentence.
TABLE 2 | The subject with the verb and its first and last noun phrase.
Subject Verb1 noun1
1
noun1y
A 23 year old physic student Has discovered An error Newton principia
Partial Semantic I = Verb1+ noun11+ noun
1
y +Verb
2
+ noun21
+ noun2y +Verb
3
+ noun31+ noun
3
y
Supplementary Table 4 shows a detailed equations for each verb
and noun phrase group within the sentence.
The partial semantics I for the sentence is:
a 23 year old physic student has discovered an error Newton
principia had gone undetected the work laid out the laws 300 years.
Table 2 illustrates the subject with the first verb and its noun
phrase pattern. Verb1 is the first and main verb in the sentence.
The first noun in the noun phrase is noun11 and the last noun in
the phrase is noun1y.
Figure 11 shows the partial semantics I for the sentence where
the Verb+ noun1 + noun
1
y pattern is computed.
Process 6: The partial semantic III
The partial semantics III computes a brief meaning of the
sentence that includes the main verb and its object. This is
illustrated in Table 3.
TABLE 3 | The partial semantic III.
Subject Verb Object/Complement
A-23-year-old-physics-
student
Has-discovered An-error-in-sir-
Isaac-Newton-principia
Figure 12 depicts the network model of the subject, verb, and
object for the sentence. The object is composed of a noun and a
prepositional phrase.
In processes 3 through 6, lateral excitation is used to determine
partial semantics. Semantic processing for English sentences is
executed from left to right. As a result, the lateral excitations are
processed from left to right within the sentence.
Results
A simulation of semantic processing of the example sentence in a
model network.
Computational models were constructed from the conceptual
model in Figure 9. A Hodgkin–Huxley network model was used
to demonstrate the verb network for the sentence above.
The conceptual model in Figure 9 was used to develop two
computational models that simulate the steps in the MAYA
Semantic Technique. Two different simulations of the verb
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FIGURE 12 | The partial semantics III network model for part of the
example sentence.
network were performed in order to show how the neurons in the
cortex might execute a small segment of the example sentence.
The first neuronal model simulates the convergence projection
of the verb and noun neuronal network for the frequency of the
neurons. The second neuronal model simulates the divergence
projection of the verb neuronal network (step 6 of the MAYA
Semantic Technique). The default values from the Simulator for
Neuronal Networks and Action Potentials (SNNAP) software
from the University of Texas Health Science Center was used for
the network.
Simulation I of the Convergence Projection
Behavior of the Semantic Neuronal Network
I simulated the frequency technique of the MAYA Semantic
Technique in which the non-linear summation takes place on
the categories. The conceptual model is shown in Figure 9.
Supplementary Table 5 displays the labels used in the simulation.
Supplementary Table 6 shows each neuron with an duration of
3ms and a current injection stimulation value of 5µA/cm2.
Supplementary Figure 1 shows that an action potential for
the verb and noun neurons occurred at about 3ms, and, that
at approximately 11ms, it approached the resting potential
of −60mV. Because it is a convergence projection of the
neuronal network, all the input neurons execute in parallel
(simultaneously), giving the “Verb” neuron a numeric value
of three. The noun network in Supplementary Figure 1 has
the same values as the verb network. Therefore, the neurons
in both the verb and noun networks in Supplementary Figure
1 fired simultaneously followed by a period of quiescence.
Supplementary Figure 1 shows the parallel execution of the three
input neurons to produce a single action potential, the non-linear
summation for the verb and noun categories. It is theorized that
the verb and noun neurons with the value of three may produce
an action potential in order to point to the last verb in the verb
network based on the frequency value because the next step
requires the verb neuron to execute the reduction technique. The
reduction technique requires the verb neuron to point to the last
verb in the sentence in order to successfully implement Step 6 of
the MAYA Semantic Technique.
Simulation II of the Divergence Projection
Behavior of the Verb Neuronal Network
I simulated the reduction technique of the MAYA Semantic
Technique. The reduction technique reduces each category by
one until the verb category is in its lowest term. The conceptual
model is shown in Figure 6. Supplementary Table 7 shows that
the firing of the neuron has a duration of 3ms, and each neuron
starts 1ms after the previous neuron, with a current injection
stimulation value of 5µA/cm2. Supplementary Figure 2 shows
that an action potential for the first input neuron occurred at
about 3ms, and that at approximately 13ms, it approached the
resting potential of -60mV. At the beginning of the processing,
the “verb” neuron projects to verb “laid out” (see Figure 7). At
the end of the processing, the “verb” neuron projects to the main
verb in the sentence, which is “has-discovered” (see Figure 8).
Supplementary Figure 2 shows how the verb neuron produces
three action potentials 1ms apart. This simulates the reduction
technique, which equates to the firing of the neuron in the
absence of stimulation.
While working on the neuroscience research I realized I had
to modify the original mathematical technique. The original
mathematical technique grouped the categories into several
phrases such as verb, noun, and prepositional phrase into an
equation. I realize that I had to group the categories into only
two phrases: verb and noun, since it was the repeating pattern in
English sentences.
Another finding of this neuroscience research was the lateral
excitation which took place after the reduction technique
executed. I found that during the lateral excitation the neuronal
network might select the phrases that will be included in the
partial semantics. Hence, this current research found three partial
semantics that might be computed by the neuronal network.
The three partial semantics includes the full, partial semantic I,
partial semantic II (see the Supplementary Material II file), and
the partial semantic III. These partial semantics have not been
implemented within a natural language processing program.
Discussion
Cognitive scientists have begun to formulate mechanistic
accounts of how language is processed in the brain (MacWhinney
and Ping, 2008). MacWhinney and Ping (2008, p. 234) discussed
a syntactic emergencemodel of “ambiguity resolution in sentence
processing that is grounded on competition between lexical
items.” They noted that these syntactic emergent models are able
to model the temporal properties of sentence processing, but
these do not decode the basic addressing system of the brain
(MacWhinney and Ping, 2008, pp. 234–235). The simulation of
a neuronal network in this paper demonstrates detail processing,
where each word in a sentence is represented by a neuron
implementing integrate-and-fire techniques.
Pulvermüller (2013) presented amodel of language processing
at a macroscopic level within a distributed neuronal networks.
This research demonstrated sentence processing at a microscopic
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level. The simulation of the partial semantics of a sentence
demonstrated how the mathematical techniques was represented
at a microscopic level where each word was represented as a
neuron.
My model emulates features of neuronal language processing
both at the circuit and cellular level. The feedback and
feedforward projections of the network emulate circuit behavior.
The neuronal summation mimics cellular behavior. The feedback
projection can reactivate the input neurons by a reduction
technique as described by the MAYA Semantic Technique.
Interestingly, the feedback behavior of the model network may
also be a feature of the neural correlates of consciousness.
Frontoparietal feedback connectivity was dramatically affected by
either propofol treatment or general anesthesia (Ku et al., 2011,
p. 3).
In the semantic neuronal network model, binding takes place
when the neurons in the network all fire simultaneously. The
forward projection behavior of the convergence zone groups the
categories into phrases. Then the frequency of each category is
computed which reflects the convergence of the objects. The
frequency technique is used to determine how many verb and
noun phrase patterns are in the sentence.
The networkmight also use feedback projections to in order to
select one input neuron at the exclusion of the others. Although
not present in the current network, inhibitory neurons would
be crucial for this selection task, because they could block or
exclude certain parts of the network. Thus, these signals would
be excluded from attention during the feedback propagation
(Strüber et al., 2015, p. 1). It is theorized that during the selection
or feedback projection, neurons exhibit a cascading behavior to
select parts of the network to be included in attention. Thus,
the network model shares features with neuronal circuit behavior
important for attention.
Future research is needed to demonstrate how the brain
comprehends sentences within a distributed semantic neuronal
network that implements lexical relations among the verb and
noun phrases in the sentence. A larger goal is to determine how
the brain comprehends more complex text, such as news articles,
which would involve multiple semantic neuronal networks.
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