In 1995, Brouwer proved that the toughness of a connected k-regular graph G is at least k/λ − 2, where λ is the maximum absolute value of the non-trivial eigenvalues of G. Brouwer conjectured that one can improve this lower bound to k/λ − 1 and that many graphs (especially graphs attaining equality in the Hoffman ratio bound for the independence number) have toughness equal to k/λ. In this paper, we improve Brouwer's spectral bound when the toughness is small and we determine the exact value of the toughness for many strongly regular graphs attaining equality in the Hoffman ratio bound such as Lattice graphs, Triangular graphs, complements of Triangular graphs and complements of point-graphs of generalized quadrangles. For all these graphs with the exception of the Petersen graph, we confirm Brouwer's intuition by showing that the toughness equals k/(−λ min ), where λ min is the smallest eigenvalue of the adjacency matrix of the graph.
Introduction
The toughness t(G) of a connected graph G is the minimum of |S| c (G\S) , where the minimum is taken over all vertex subsets S whose removal disconnects G, and c(G \ S) denotes the number of components of the graph obtained by removing the vertices of S from G. A graph G is called t-tough if t(G) ≥ t. Chvátal [10] introduced this parameter in 1973 to capture combinatorial properties related to the cycle structure of a graph. The toughness of a graph is related to many other important properties of a graph such as Hamiltonicity, and the existence of various factors, cycles or spanning trees and it is a hard parameter to determine exactly (see the survey [2] ). Two of Chvátal conjectures from [10] motivated a lot of subsequent work. The first conjecture stated that there exists some t 0 > 0 such that any graph with toughness greater than t 0 is Hamiltonian. This conjecture is open at present time and Bauer, Broersma and Veldman [3] showed that if such a t 0 exists, then it must be at least 9/4. The second conjecture of Chvátal asserted the existence of t 1 > 0 such that any graph with toughness greater than t 1 is pancyclic. This was disproved by several authors including Alon [1] , who showed that there are graphs of arbitrarily large girth and toughness. Alon's results relied heavily on the following theorem relating the toughness of a regular graph and its eigenvalues. If G is a connected k-regular graph on n vertices, we denote the eigenvalues of its adjacency matrix as follows: k = λ 1 > λ 2 ≥ · · · ≥ λ n and we let λ = max(|λ 2 |, |λ n |). Theorem 1.1 (Alon [1] ). If G is a connected k-regular graph, then
Around the same time and independently, Brouwer [6] discovered slightly better relations between the toughness of a regular graph and its eigenvalues. Theorem 1.2 (Brouwer [6] ). If G is a connected k-regular graph, then
Brouwer [7] conjectured that the lower bound of the previous theorem can be improved to t(G) ≥ k λ − 1 for any connected k-regular graph G. This bound would be best possible as there exists regular bipartite graphs with toughness very close to 0. Brouwer [7] mentioned the existence of such graphs, but did not provide any explicit examples. At the suggestion of one of the referees, we briefly describe a construction of such graphs here. Take k disjoint copies of the bipartite complete graph K k,k without one edge, add two new vertices and make each of these new vertices adjacent to one vertex of degree k − 1 in each copy of K k,k minus one edge. The resulting graph is bipartite k-regular and has toughness at most 2/k since deleting the two new vertices creates k components.
Liu and Chen [15] found some relations between the Laplacian eigenvalues and the toughness of a graph. They also improved the eigenvalue conditions of Alon and Brouwer for guaranteeing 1-toughness. Theorem 1.3 (Liu and Chen [15] ). If G is a connected k-regular graph and
In the first part of our paper, we improve Theorem 1.1, Theorem 1.2 and Theorem 1.3 in certain cases. For small τ , we obtain a better eigenvalue condition than Alon's or Brouwer's that implies a regular graph is τ -tough. We also determine a best possible sufficient eigenvalue condition for a regular graph to be 1-tough improving the above result of Liu and Chen. We note here that Bauer, van den Heuvel, Morgana and Schmeichel [4, 5] proved that recognizing 1-tough graphs is an NP-hard problem for regular graphs of valency at least 3. Our improvements are the following two results. Theorem 1.4. Let G be a connected k-regular graph on n vertices, k ≥ 3, with adjacency eigenvalues k = λ 1 > λ 2 ≥ · · · ≥ λ n and edge-connectivity κ
Theorem 1.5. If G is a connected k-regular graph and
The proofs of Theorem 1.4 and Theorem 1.5 are similar to the one of Liu and Chen [15] and are contained in Section 2. We show that Theorem 1.5 is best possible in the sense that for each k ≥ 3, we construct examples of k-regular graphs whose second largest eigenvalue equals the right hand-side of inequality (4), but whose toughness is less than 1. These examples are described in Section 3. Our examples are regular graphs of diameter 4 and their existence also answers a question of Liu and Chen [15, p. 1088 ] about the minimum possible diameter of a regular graph with toughness less than 1.
In [7] , Brouwer also stated that he believed that t(G) = k λ for many graphs G. Brouwer's reasoning hinged on the fact that a connected k-regular graph G with n vertices attaining equality in the Hoffman ratio bound (meaning that the independence number α(G) of G equals
; see e.g. [8, Chapter 3] or [13, Chapter 9] ) and having λ = −λ min , is likely to have toughness equal to k/λ = k/(−λ min ). Brouwer argued that for such a graph G, k/λ is definitely an upper bound for the toughness, (as one can take S to be the complement of an independent set of maximum size = k/λ) and Brouwer suggested that for many such graphs k/λ is the exact value of t(G).
In the second part of the paper, we determine the exact value of the toughness of several families of strongly regular graphs attaining equality in Hoffman ratio bound, namely the Lattice graphs, the Triangular graphs, the complements of the Triangular graphs and the complements of the point-graphs of generalized quadrangles. Moreover, for each graph G above, we determine the disconnecting sets of vertices S such that |S| c(G\S) equals the toughness of G. We show that for all these graphs except the Petersen graph, the toughness equals k/(−λ min ), where k is the degree of regularity and λ min is the smallest eigenvalue of the adjacency matrix. These results are contained in Section 4. In Subsection 4.1, we prove that the Lattice graph
is the line graph of K v,v , and is also known as the Hamming graph H(2, v); it is a strongly regular graph with parameters (v 2 , 2v − 2, v − 2, 2). In Subsection 4.2, we prove that the Triangular graph T v has toughness v − 2 = k/(−λ n ) for v ≥ 4. The graph T v is the line graph of K v ; it is a strongly regular graph with parameters v 2 , 2v − 4, v − 2, 4 . We remark here that these two results can be also deduced by combining a theorem of Matthews and Sumner [16] stating that the toughness of a connected noncomplete graph not containing any induced K 1,3 , equals half of its vertex-connectivity, with a theorem of Brouwer and Mesner [9] stating that the vertex-connectivity of a connected strongly regular graph equals its degree. Our proofs are self-contained, elementary and we also determine all the disconnecting sets S such that . In Section 4.4, we prove that the complement of the point-graph of a generalized quadrangle of order (s, t) has toughness st = k/(−λ min ). A generalized quadrangle is a point-line incidence structure such that any two points are on at most one line and if p is a point not on a line L, then there is a unique point on L that is collinear with p. If every line contains s + 1 points and every point is contained in t + 1 lines, then we say the generalized quadrangle has order (s, t). The complement of the point-graph of a generalized quadrangle is the graph with the points of the quadrangle as its vertices, with two points adjacent if and only if they are not collinear. This graph is a strongly regular graph with parameters ((s + 1)(st + 1),
2 Proofs of Theorem 1.4 and Theorem 1.5
We first give a short proof of Theorem 1.4.
Proof of Theorem 1.4. We prove the contrapositive. Assume τ ≤ κ ′ /k ≤ 1 is a positive number and that G is a connected k-regular graph such that t(G) < τ . Then there exists
. We denote by H 1 , . . . , H r the components of G \ S. For 1 ≤ i ≤ k, let n i be the number of vertices in H i and let t i be the number of edges between H i and S. The number of edges between S and H 1 ∪ · · · ∪ H r is t 1 + · · · + t r ≤ ks < kτ r. Also, t i ≥ κ ′ for 1 ≤ i ≤ k. By pigeonhole principle, there exist at least two t i 's such that t i ≤ τ k. This is true since otherwise, if at least r − 1 of the t i 's are greater than τ k, then kτ r > t 1 
Thus, n 1 ≥ k + 1 and by a similar argument n 2 ≥ k + 1. For i ∈ {1, 2}, the average degree of the component H i is
. As the largest eigenvalue of the adjacency matrix of a graph is at least its average degree (see e.g. [8, Proposition 3.1.2]), we obtain that min(
. By eigenvalue interlacing (see e.g. [8, Section 2.5]), we obtain
This finishes our proof.
In order to prove Theorem 1.5, we need to do some preliminary work. If t is a positive even integer, denote by M t the union of t/2 disjoint K 2 s. If G and H are two vertex disjoint graphs, the join G ∨ H of G and H is the graph obtained by taking the union of G and H and adding all the edges between the vertex set of G and the vertex set of H. The complement of a graph G is denoted by G.
Let k ≥ 3 be an integer. Denote by X (k) the family of all connected irregular graphs with maximum degree k, order n ≥ k + 1, size e with 2e ≥ kn − k + 1 that have at least 2 vertices of degree k when k is odd and at least 3 vertices of degree k when k is even. Denote by θ(k) the minimum spectral radius of a graph in X (k).
Proof. If k ≥ 3 is odd, then the partition of the vertex set of X k into the 2 vertices of degree k and the k − 1 vertices of degree k − 1 is an equitable partition whose quotient matrix is
The largest eigenvalue of X k equals the largest eigenvalue of this quotient matrix which is
(see e.g. [8, Section 2.3] ). If k is even, the proof is similar.
It is clear that X k ∈ X k for any k ≥ 3 and consequently, θ(k) ≤ λ 1 (X k ). In the next lemma, we show that actually θ(k) = λ 1 (X k ) and that X k is the only graph in X k whose largest eigenvalue is θ(k).
Proof. When k is even, this was proved in [12, Theorem 2] so for the rest of the proof, we assume that k is odd. Let X ∈ X k \ {X k }. We will prove that λ 1 (X) > λ 1 (X k ). Assume first that n ≥ k + 2, where n is the number of vertices of X. As X ∈ X k , we know that 2e ≥ kn − k + 1, where e is the number of edges of X. Because the largest eigenvalue of X is at least the average degree of X, after some straightforward calculations we obtain that
Assume now that n = k + 1. If 2e > kn − k + 1, then, since k is odd, we must have 2e ≥ kn − k + 3. We obtain that
The only possible case remaining is n = k + 1 and 2e = kn − k + 1. Let V 1 be a subset of two vertices of degree k and let V 2 the complement of V 1 . The quotient matrix of the partition of the vertex set into V 1 and V 2 is
Eigenvalue interlacing [8, Section 2.5] gives
with equality if and only if the partition V 1 ∪ V 2 is equitable. This happens if and only if
= λ 1 (X k ) which finishes our proof.
We are ready now to prove Theorem 1.5. The proof is similar to the one of Theorem 1.4.
Proof of Theorem 1.5. We prove the contrapositive. We show that t(G) < 1 implies that
As in the proof of Theorem 1.4, let H 1 , H 2 , ..., H r be the components of G \ S. For 1 ≤ i ≤ r, denote by t i ≥ 1 denote the number of edges between S and H i and by n i the number of vertices of H i . Then r i=1 t i = e(S, V \ S) ≤ ks. We claim there exists two t i 's such that t i < k. Indeed, if there exists at most one such t i , then at least r − 1 of the t i 's are greater than k and thus, ks ≥ r i=1 t i ≥ (r − 1)k + 1 > ks which is a contradiction. Thus, there exist at least two t i 's (say t 1 and t 2 ) such that max(t 1 , t 2 ) < k. If n 1 ≤ k, then t 1 ≥ n 1 (k − n 1 + 1) ≥ k which is a contradiction. Thus, n 1 ≥ k + 1 and by a similar argument
This implies H i contains at least two vertices of degree k when k is odd and at least 3 vertices of degree k when k is even. Thus, H i ∈ X k for i ∈ {1, 2}. By Lemma 2.2, we get that min(λ 1 (H 1 ), λ 1 (H 2 )) ≥ θ(k). By Cauchy eigenvalue interlacing [8, Section 2.5], we obtain
The following is an immediate corollary of Theorem 1.5 that can be used to determine the toughness of the n-dimensional cube H(n, 2) and of even cycles. Corollary 2.3. If G is a bipartite k-regular graph with
then t(G) = 1.
Proof. Let S be the set of vertices of one part of the bipartition. Then |S| c(G\S) = 1, and so t(G) ≤ 1. Theorem 1.5 implies that t(G) = 1.
We believe that Corollary 2.3 can be improved by proving a similar result to Lemma 2.2 for bipartite graphs. 
Examples showing Theorem 1.5 is best possible
In this section, we construct k-regular graphs with second largest eigenvalue θ(k) that are not 1-tough, for every k ≥ 3. This shows that the bound contained in Theorem 1.5 is best possible.
If k ≥ 3 is odd, consider k pairwise vertex disjoint copies of M k−1 ∨ K 2 . Consider also a set T of k − 1 isolated vertices. The graph G k is obtained by adding a matching of size k − 1 between the vertex set of T and the k − 1 vertices of degree k − 1 in each of the k − 1 copies Figure 1 contains a picture of G 5 . By choosing S ⊂ V (H k ) as the independent set T of k − 1 vertices, the graph G k has toughness at most
can be ordered so that its adjacency matrix is partitioned in the form
where J denotes an all-ones matrix of appropriate size. The n = k 2 + 2k − 1 vertices of G k can be ordered so that its adjacency matrix is partitioned in the form
where 0 denotes a zero matrix of appropriate size, and B = I 0 , where I is an identity matrix of order k − 1. The eigenvectors of G k that are constant on each part of its 2-part equitable partition have eigenvalues given by the quotient matrix
These are 1 2 k − 2 ± √ k 2 + 8 , and the positive eigenvalue is λ 1 (G) = θ(k) from Lemma 2.2. Let x and y be eigenvectors of G associated with these two eigenvalues.
If u is a column eigenvector of A(G), consider the k − 2 column n-vectors
where the zero vectors are of appropriate size, and the first zero vector is always present (corresponding to the k − 1 isolated vertices). It is straightforward to check that these k − 1 vectors are linearly independent eigenvectors of A(G k ) with the same eigenvalues as u. Thus each eigenvalue of A(G) of multiplicity m yields an eigenvalue of A(G k ) of multiplicity at least m(k − 1). In particular, taking u = x and u = y, we see that the two eigenvalues of A(G), 1 2 k − 2 ± √ k 2 + 8 , yield eigenvalues of A(G k ) of multiplicity at least k − 1 each. Thus, λ 1 (G) = θ(k) is an eigenvalue of G k with multiplicity at least k − 1. Now consider the (2k + 1)-part equitable partition of G k obtained by extending the 2-part partition of the k copies of G k in G k . Let W be the space consisting of n-vectors that are constant on each part of the partition, which has dimension 2k + 1. Note that each of the 2(k − 1) independent eigenvectors of G k inherited from the eigenvectors x and y of G k are in W . The natural 3-part equitable partition of G k has quotient matrix
with eigenvalues k and −1 ± √ 2. Their corresponding eigenvectors lift to eigenvectors of G k in W with the same eigenvalues, and these three eigenvalues are different from those above. Thus the three lifted eigenvectors, together with the previous 2(k − 1) eigenvectors of G k inherited from G, form a basis for W .
The remaining eigenvectors in a basis of eigenvectors for G k may be chosen orthogonal to the vectors in W . They may be chosen to be orthogonal to the characteristic vectors of the parts of the (2k + 1)-part partition because the characteristic vectors are also a basis for W . Therefore, they will be some of the eigenvectors of the matrix A(Ĝ k ) obtained from A(G) by replacing each all-ones block in each diagonal block of A(G) by an all-zeros matrix. But A(Ĝ k ) is the adjacency matrix of a graphĜ k with k + 1 connected components, one of which is the graph G ′ obtained by attaching k copies of M k−1 to a set of k − 1 independent vertices by perfect matchings. Each of the remaining k components is a copy of K 2 . It follows that the greatest eigenvalue ofĜ k is that of a component of G ′ . Because G ′ has a 2-part equitable partition with quotient matrix 0
its greatest eigenvalue is
, which is less than
Consider also a vertex disjoint copy T of M k−2 . The graph H k is obtained by adding a matching of size k −2 between the vertices in T and the k − 2 vertices of degree k − 1 in each of the k − 1 copies of M k−2 ∨ K 3 . Figure 1 contains a picture of the graph H 6 . The graph H k is a connected k-regular graph on (k − 1)(k + 1) + k − 2 = k 2 + k − 3 vertices. By choosing S ⊂ V (H k ) as the vertices in T , it is easy to check that H k has toughness at most
Similarly to the case k odd, we can show that λ 2 (H k ) =
The full details of the proof of this fact can be found in the second author's Ph.D. Thesis [17] . At the suggestion of one of the referees, we omit these details here. 4 The toughness of some strongly regular graphs attaining equality in the Hoffman ratio bound
In this section, we determine the toughness of several families of strongly regular graphs attaining equality in the Hoffman ratio bound. Except for the Petersen graph and the Triangular graph T v with v odd, every graph described in the next four subsections attains equality in the Hoffman ratio bound. For each such graph, we have an upper bound of k/(−λ min ) for the toughness. In the next subsections, we prove that k/(−λ min ) is also a lower bound for the toughness of such graphs.
The toughness of the Lattice graphs
In this section, we determine the exact value of the toughness of the Lattice graph
is the line graph of the complete bipartite graph K v,v and is a strongly regular graph with parameters (v 2 , 2v − 2, v − 2, 2). The spectrum of the adjacency matrix of
, where the exponents denote the multiplicities of the eigenvalues. Consider the vertices of L 2 (v) arranged in a v × v grid, with two vertices adjacent if and only if they are in the same row or the same column. We may assume that the components of L 2 (v) \ S are pairwise row disjoint and column disjoint h i × w i rectangular blocks for 1 ≤ i ≤ r. Indeed, if some component C with maximum height h and width w was not a rectangular block, we can redefine this component as the rectangular block of height h and width w that contains C. This will not affect any other components in G \ S and will decrease |S|, and thus will decrease |S| c(G\S)
. Obviously, any two vertices from distinct components must be in different rows and different columns. Therefore 2 ≤ r ≤ v.
We may also assume that
Otherwise, if S contains an entire row r (or column c) of vertices, we can simply add w i (or h i ) vertices from that row (column) to one of the components h i × w i of L 2 (v) \ S. This will decrease |S| and has no effect on c(G \ S), and therefore it will decrease |S| c(G\S)
. These facts imply that
where the last inequality is true since 2 ≤ r ≤ v. This proves
≥ v −1. Equality happens above if and only if (after an eventual renumbering of the components) h i = w i = 1 for each 1 ≤ i ≤ r − 1, h r = w r = v − r + 1 and r = 2 or r = v. This means S is the neighborhood of some vertex of L 2 (v) (when r = 2) or S is the complement of an independent set of size v (when r = v). This finishes our proof.
The toughness of the Triangular graphs
In this section, we determine the exact value of the toughness of the Triangular graph T v for v ≥ 4. The graph T v is the line graph of K v ; it is a strongly regular graph with parameters Proof. The Triangular graph T v has independence number α(T v ) = ⌊v/2⌋ and attains equality in the Hoffman ratio bound when v is even as
= v/2. By our discussion at the beginning of the paper, this implies t(T v ) ≤ k/(−λ min ) = v − 2 when v is even. If S is the neighborhood of some vertex of T v , then T v \ S consists of two components: one isolated vertex and a graph isomorphic to T v−2 . This shows that t(T v ) ≤ (2v − 4)/2 = v − 2 regardless of the parity of v.
Let S ⊂ V (T v ) be a disconnecting set of vertices and let r = c(T v \ S) and s = |S|. We prove that s/r ≥ v − 2 with equality if and only if S the complement of a maximum independent set of size v (when v is even) or S is the neighborhood of some vertex of T v . The . Thus, without loss of generality we may assume that there exist integers 0 = a 0 < a 1 < a 2 < · · · < a r−1 < a r = v such that a j − a j−1 ≥ 2, and the vertex set of the j-th component of T v \ S is formed by all the 2-subsets of {a j−1 + 1, a j−1 + 2, . . . , a j } for 1 ≤ j ≤ r. By letting n j = a j − a j−1 ≥ 2, we see
where the last inequality is true since 2 ≤ r ≤ ⌊ , equality occurs when v is even and all the components of T v \ S are isolated vertices, meaning S is the complement of a maximum independent set.
The toughness of the complements of the Triangular graphs
The complement T v of the Triangular graph T v has the 2-subsets of a set [v] with v elements as its vertices, with two subsets being adjacent if and only they are disjoint. It is a strongly regular graph with parameters . By a simple case analysis, it can be shown that actually t(T 5 ) = 4/3 < 3/2.
= v/2 − 1, then S is the complement of an independent set of maximum size in T v .
Proof. Let S ⊂ V (T v ) be a disconnecting set of vertices and let r = c(T v \ S) and s = |S|. We prove that s/r ≥ v/2 − 1 with equality if and only if S the complement of a maximum independent set of size v − 1. As S is a disconnecting set of vertices, we get that |S| ≥ v−2 2
with equality if and only if S is the neighborhood of some vertex of T v (see [9] ). If |S| = v−2 2 , then T v \ S has two components: one isolated vertex and a subgraph of T v isomorphic to the complement of a perfect matching in a complete bipartite graph on 2v − 4 vertices. In this case, we get that
> v/2 − 1, and we are done in this case. Also, if r = v − 1, then the set formed by picking a single vertex from each component of T v \ S is an independent set of maximum size v − 1, and therefore it consists of all 2-subsets containing some fixed element of [v] . This implies that T v \ S is actually an independent set of size v − 1 and we obtain equality 
The toughness of the complements of the point-graphs of generalized quadrangles
A generalized quadrangle is a point-line incidence structure such that any two points are on at most one line and if p is a point not on a line L, then there is a unique point on L that is collinear with p. If every line contains s + 1 points and every point is contained in t + 1 lines, then we say the generalized quadrangle has order (s, t). The point-graph of a generalized quadrangle is the graph with the points of the quadrangle as its vertices, with two points adjacent if and only if they are collinear. The point-graph of a generalized quadrangle of order (s, t) is a strongly regular graph with parameters ((s+1)(st+1), s(t+1), s−1, t+1) (see e.g. [ [7] observed that the toughness of the complement of the point-graph of a generalized quadrangle of order (q, q) is between q 2 − 2 and q 2 . Our next theorem improves this result.
Theorem 4.4. If G is the complement of the point-graph of a generalized quadrangle of order (s, t), then t(G) = st. Moreover, S is a disconnecting set of G such that |S| c(G\S) = st if and only if S is the complement of a maximum independent set or S is the neighborhood of a vertex (when s = 2).
Proof. Since a generalized quadrangle is triangle-free, the points of an independent set of size at least 3 in G must be on a line in GQ(s, t). Hence, α(G) = s + 1, which meets the Hoffman ratio bound
= s + 1. Taking S to be the complement of a maximum independent set, we conclude that
Let S be a disconnecting set of vertices of G. We claim that if G \ S contains at least three components, then the components of G \ S must be isolated vertices. Otherwise, G \ S would contain an induced subgraph with two isolated vertices, v 1 and v 2 , and an edge v 3 v 4 . This would imply that v 1 and v 2 are on two different lines in GQ(s, t), a contradiction. ≥ st, with equality if and only if S is the complement of an independent set of maximum size in G. The only remaining case is when G \ S has exactly two components. Brouwer and Mesner [9] proved that the vertex-connectivity of any connected strongly regular graph equals its degree and the only disconnecting sets are neighborhoods of vertices. This implies that |S| ≥ s 2 t when c(G \ S) = 2. Thus,
≥ st with equality if and only S is the neighborhood of a vertex and s = 2. This finishes our proof.
We recall here the fact (see e.g. [13, Section 10.8]) that s = 2 implies t ∈ {1, 2, 4}. The complement of the point-graph of GQ(2, 1) is the Lattice graph L 2 (3). The complement of the point-graph of GQ(2, 2) is the triangular graph T 6 . The complement of the point-graph of GQ (2, 4) is the Schläfli graph.
Final Remarks
In this paper, we improved some spectral lower bounds of Alon [1] , Brouwer [6] and Liu and Chen [15] for the toughness of a connected k-regular graph in certain ranges of the toughness. Following the suggestion of one of the referees, we remark here that while a connected kregular graph with small λ has large toughness, the converse is not true. One can construct easily circulant claw-free graphs (certain Cayley graphs of finite cyclic groups) that would have toughness equal to half their valency (by Mathews-Sumner result [16] ) while λ would be very close to k (see e.g. [11] ).
We also showed that with the exception of the Petersen graph, the toughness of many strongly regular graphs attaining equality in the Hoffman ratio bound for the independence number, equals k/(−λ min ), thus confirming Brouwer's belief [7] . It would be interesting to extend our results and determine the toughness of other strongly regular graphs such as Latin square graphs or block graphs of Steiner systems.
The Kneser graph K(v, r) has as vertex set the r-subsets of set with size v and two r-subsets are adjacent if and only if they are disjoint. The Erdős-Ko-Rado theorem is a fundamental result in extremal graph theory stating that for v ≥ 2r + 1, the independence number of the Kneser graph K(v, r) is v−1 r−1 and any independent set of maximum size consists of all r-subsets containing a fixed element. The independence number of the Kneser graph can be obtained using eigenvalue methods as the Kneser graphs K(v, r) attain equality in the Hoffman ratio bound (see e.g. [13, Sections 7.8 and 9.6]). We leave the detailed calculation of the toughness of Kneser graphs K(v, r) for v ≥ 2r + 1 and r ≥ 3 for a future work [18] . Another interesting problem would be determining whether or not there exists a regular graph except the Petersen graph, attaining equality in Hoffman ratio bound and having toughness not equal to k/(−λ min ).
