Introduction
Problems in community ecology often require the inferring of species-environment relationships from community composition data and associated habitat measurements. Typical data for such problems consist of two sets: data on the occurrence or abundance of a number of species at a series of sites, and data on a number of environmental variables measured at the same sites. (A "site" is the basic sampling unit, sepa? rated in space or time from other sites, e.g., a quadrat, a woodlot, a light trap, or a plankton sample.) When the data are collected over a sufficient habitat range for species to show nonlinear, nonmonotonic relationships with environmental variables, it is inappropriate to summarize these relationships by correlation coeffi? cients or to analyze the data by techniques that are based on correlation coefficients, such as canonical cor? relation analysis Wentworth 1976, Gittins 1985 ). An alternative, two-step approach has become popular: (1) extract from the species data the dominant pattern of variation in community composition by an ordination technique, such as (detrended) correspon-1 Manuscript received 18 March 1985; revised 12 Novem? ber 1985; accepted 22 January 1986. dence analysis, and (2) attempt to relate this pattern (i.e., the first few ordination axes) to the environmental variables (Gauch 1982a ). The particular merit of de? trended correspondence analysis in this context is that it removes nonlinear dependencies between axes (Hill and Gauch 1980) and has been shown to be an efficient technique to extract one or more ordination axes ("gra? dients") such that species show unimodal (bell-shaped) response curves or surfaces with respect to these axes (Ter Braak 1985/?). The axes can be thought of as hy? pothetical environmental gradients, which are subse? quently interpreted in terms of measured environmen? tal variables in the second step of the analysis. This two-step approach is essentially Whittaker's (1967) indirect gradient analysis.
What can be inferred from indirect gradient analysis? If the measured environmental variables relate strong? ly to the first few ordination axes, they can "account for" (i.e., they are sufficient to predict) the main part of the variation in the species composition.
If the en? vironmental variables do not relate strongly to the first few axes, they cannot account for the main part of the variation, but they may still account for some of the remaining variation ?which can be substantial. Fur? ther, it is nontrivial to detect by indirect gradient anal-Ecology, Vol. 67, No. 5 ysis the effects on community composition of a subset of environmental variables in which one is particularly interested (Carleton 1984) . These limitations can only be overcome by methods of direct gradient analysis, in which species occurrences are related directly to en? vironmental variables (Gauch 1982a ). Methods of di? rect gradient analysis in current use consider essentially one species at a time. Simple methods involve plotting species abundance against a single environmental vari? able, or isopleths in a space of two environmental vari? ables (Whittaker 1967 munity composition can be explained by the environ? mental variables and is equal to the correlation be? tween the site scores {x*}, which are weighted mean species scores (calculated by Eq. 4), and the site scores {x;-}, which are a linear combination ofthe environ? mental variables (calculated by Eq. 2 or Eq. 6). This equality requires the assumption that sites are weighted proportional to yi+, as in steps S4 and S6, and this weighting of sites is assumed in the calculation of means, variances, and correlations throughout the paper.
The standardization of the site scores in S6 is convenient in the algorithm, but it has more meaning ecologically to rescale the solution according to Eq. A.8 ofthe Appendix, as proposed by Hill (1979) . Then, the tolerance of the fitted Gaussian response curves is (on average) about 1 unit, and a species' response curve can be expected to rise and decline over an interval of about 4 units.
More than one dimension and detrending
Second and additional axes can be extracted as in correspondence analysis by adding to the algorithm, after S5, a step that makes the trial site scores uncorrelated with the previous axes. The two-dimensional solution is intended to fit bivariate Gaussian response surfaces to the species data (Ter Braak 1985/)) but often gives a bad fit because of the arch effect, an approxi? mately quadratic dependence between the scores ofthe first two axes. This effect crops up whenever a short gradient is dominated by a long gradient (Gauch 1982a ticollinearity in the species data; the number of species is therefore allowed to exceed the number of sites.
Ordination diagram
The solution of canonical correspondence analysis can be displayed in an ordination diagram with sites and species represented by points, and environmental variables represented by arrows (see Fig. 1 ). The species and site points jointly represent the dominant patterns in community composition insofar as these can be ex? plained by the environmental variables, and the species points and the arrows of the environmental variables jointly reflect the species' distributions along each of the environmental variables. For example, when an arrow refers to "water content," the diagram allows us to infer?by rules explained in the following paragraphs?which species largely occur in the wettest sites, which in the driest sites, and which in sites with in? termediate moisture values. We shall limit the discus? sion to two-dimensional diagrams because these are the most convenient to visualize. The rules for construction and interpretation of higher-dimensional or? dination diagrams are the same.
For the diagram to represent the approximate com? munity composition at the sites, we must plot species scores and site scores that are weighted mean species scores, as in Hill's (1979) program DECORANA. Be? cause each site point then lies at the centroid of the species points that occur at that site, one may infer from the diagram which species are likely to be present at a particular site. Also, insofar as canonical corre? spondence analysis is a good approximation to the fitting of Gaussian response surfaces, the species points are approximately the optima of these surfaces; hence the abundance or probability of occurrence of a species decreases with distance from its location in the dia?
gram.
At which values of an environmental variable a species occurred in the data can conveniently be summarized by the weighted average. The weighted av?
erage of a species distribution (k) with respect to an environmental variable (j) is defined as the average of the values of that environmental variable at those sites at which that species occurs, the weighting of each site being proportional to species abundance, i.e.,
2kj
= S yikZi/y+k- Table 4 ). The species abundance data have been transformed by taking square roots; the integer part is shown, a blank denoting absence ofthe species and 9 denoting >80 individuals captured. For this table, the range of each environmental variable was divided into 10 equal-sized classes (denoted by 0-9) after the data were transformed. Abbreviations and a description of the biological system are given in legend of Fig. 1 .
Tests on Real Data
Hunting spider data
The first data set, taken from Van der Aart and Smeenk-Enserink (1975), concerns the distributions of 12 species of hunting spiders (Fig. 1) Eighteen variables were removed on a priori grounds, and two more variables were removed because they were strongly correlated with one of the remaining six variables (Fig. 1) . The species data were transformed by taking square roots to down-weight high abundances; the environmental data were trans? formed by taking logarithms, as in the original paper.
The ordinations by detrended correspondence anal? ysis (DCA), canonical correspondence analysis (CCA), and detrended canonical correspondence analysis (DCCA) are very similar for these data. The first eigenvalue of CCA is only slightly lower than the first eigenvalue of DCA, and the species-environment cor? relations ofthe first three axes are all high (Table 1) (Fig. 3) , six of which (all but ?D) were transformed by taking logarithms in our analysis because of skewed distribu? tions. The first axis of DCA and that of CCA nearly coincided (Table 6) 3) explains most ofthe variance (73%), the diagram is unsatisfactory because ofthe arch effect (Gauch 1982a ). The detrending in DCCA largely removes this effect (Fig. 4) and shows that the variation in species com? position on the second axis is small (X2 = 0.08). This variation has surprisingly high correlation with the en? vironmental variables (Table 6 ). The canonical coef? ficients of the second axis ( Canonical correspondence analysis can be used fruitfully in combination with (detrended) correspondence analysis, as in the examples described. When the so? lutions do not differ much, we infer that the measured environmental variables can account for the main vari? ation in the species data. When the solutions do differ, we infer either that the environmental variables ac? count for less conspicuous directions of variation in the species data (when the correlations between species and environment axes are high) or that they cannot account for any ofthe variation (when the correlations are small). These possibilities considerably extend the analytical power of ordination by allowing comparison of results from indirect and direct gradient analysis techniques that have a common theoretical basis. Di? rect and indirect gradient analysis can also be com? bined in a single analysis to answer such questions as "Does the known environmental variation account for all the community variation, or is there a substantial residual variation?" Suppose we believe two environ? mental variables govern the species composition in a Table 8 . Data on algae along a pollution gradient, from 
APPENDIX
Here canonical correspondence analysis is shown to be (1) an approximation to Gaussian canonical ordination, (2) an eigenvector technique akin to canonical correlation analysis, and (3) a method for weighted least squares approximation of weighted averages of species with respect to environmental variables. For an explanation of the notation, see Theory.
The model of Gaussian canonical ordination is Eq. 1 in conjunction with Eq. 2 (see Theory). It is assumed that the species data are Poisson-distributed counts with E(yik) = iilk and that the species tolerances are all equal to 1. Then the maximum likelihood equations for uk and b} are, after some rearrangement, respectively:
