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DESCRIPTIVE CELLULAR HOMOLOGY
M.Z. AHMADα AND J.F. PETERSβ
Dedicated to J.H.C. Whitehead and Som Naimpally
ABSTRACT. This article introduces descriptive cellular homology on cell complexes, which
is an extension of J.H.C. Whitehead’s CW topology. A main result is that a descriptive
cellular complex is a topology on fibres in a fibre bundle. An application of two forms of
cellular homology is given in terms of the persistence of shapes in CW spaces
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FIGURE 1. Descriptive
Homology Space
Homology separates cycles (connected paths)
from boundaries of holes in shapes in topolog-
ical spaces. Descriptive cellular homology pro-
vides a means of characterizing and compar-
ing cycles and boundaries in terms of descrip-
tions of cell complexes. A cell complex K on
a space X is a finite collection of subsets of X
called cells such as 0-cells (vertices) and 1-cells
(open arcs). A descriptive cellular homology is
an extension of Whitehead Closure-finite Weak
(CW) topology [5], which is a form of descrip-
tive topology introduced in [3]. A straightfor-
ward application of these two forms of homol-
ogy is the study persistence of shapes in CW
spaces.
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2. PRELIMINARIES
A Hausdorff space is a nonempty set K in which every pair of distinct elements in K
is contained in disjoint open set. A decomposition of K is a partition of K into subsets
called cells. Let clA, bdyA denote the closure and boundary of a cell A, respectively. The
interior of a cell A (denoted by intA) is defined by intA = clA − bdyA. A complex with
n cells in K is denoted by σn. The closure of σn (denoted by clσn) is the image of an
n-simplex σn in a continuous homomorphic map f : σn −→ clσn. A Hausdorff space
K with a cell decomposition is called a CW complex [5] (briefly, complex) in which the
following conditions hold.
(1) For each cell σ ∈ K, clA intersects a finite number of other cells (Closure finite-
ness).
(2) A cell A ∈ K is closed, provided A ∩ clσn 6= ∅ is also closed (Weak topology).
The n-skeleton Kn is the union of all σj ∈ K, such that j ≤ n. A fibre bundle (E,B, pi, F )
is a structure, where E is the total space, B is the base space, pi : E → B is a continuous
surjection on E onto B and F ⊂ E is called the fibre. A region based probe function
φ : 2K → Rn attaches description to sets. A descriptive cell complex KΦ is a fibre bundle,
(KΦ,K, pi, φ(U)) on a complex σ
n ∈ K, and U ⊂ K.
Example 1. Sample Descriptive Cell Complex.
In Fig. 1, K is a CW complex. A region-based probe function φ : 2K → R is used to
attach description to each of the cells in K (denoted by KΦ). Probes define a signature for
a cell complex [4]. In KΦ, every cell has a description defined by an appropriate function,
as opposed to K, where the description is assumed to be constant. The map pi : KΦ →
K, is a continuous surjective projection map. Thus, the descriptive CW complex is a fibre
bundle (KΦ,K, pi, φ(U)), where U ∈ K. The region-based probe is the section of the bundle.
Moreover, we illustrate a family of maps {να s.t. α ∈ img φ(K)}, each of which maps from
KΦ to a CW complex Kˆα. A cycle of σ
1 is illustrated in blue color. The idea is that p-cycle
is a chain or a formal sum of σp which starts and ends at the same point. Each region of
constant description in KΦ is a descriptive hole and the family of maps {να}α maps KΦ in
such a way that a particular descriptive hole is projected to a hole (a void) in a abstract CW
complex K´α. 
A descriptive cellular complex is represented as F → E
π
−→ B. The fibre bundle must
satisfy the local trivialization condition, i.e., in a small neighborhood U ⊂ B, such that
pi−1(U) is homeomorphic to U × F . This means that the diagram in Fig. 2, commutes, i.e.
each directed path with same endpoints lead to same result. Also from this diagram, the
function φ is the section, i.e. a continuous map from the base space to the total space, of the
descriptive cellular complex (XΦ, X, pi, φ(U)).
FIGURE 2. Local
Trivialization Con-
dition
Algebraic structures are defined over CW approxi-
mations of topological spaces. A p-chain is a formal
sum of p-cells(σp) in X , cp =
∑
aiσ
p. For compu-
tational simplicity, ai ∈ {0, 1}. Under component-
wise addition, the set of p-chains would form an
abelian group (Cσp ,+). These are to be distinguished
from the simplicial and singular chain complexes
(Cp,+). Boundary map is defined as, ∂
σ : σpα 7−→∑
β dαβσ
p−1
β . Here σ
p
α ∈ {σ
p
α}α is the set of all σ
p ∈
K, and σpβ ∈ {σ
p
β}β, is the set of all σ
p ∈ K. dαβ
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is the degree of the map f : Sp−1α → K
p−1 → Sp−1β .
Observe that Sp−1α → K
n−1 is the attachment map of σpα and K
p−1 → Sp−1β is the quotient
map that collapses {Kp−1 − σβ} to a point. The map f : S
p−1
α → S
p−1
β induces a homo-
morphism between infinite cyclic groups as f⋆ : Hn(S
p−1
α ) → Hn(S
p−1
β ) and hence should
be of the form f⋆(α) = dα. The constant d is called the degree of the map f[2, § 2.2]. The
boundary map is a homomorphism between chain groups, ∂σ : Cσp+1 → C
σ
p . The group of
p-cycles is defined as the kernel of boundary homomorphism, Zσp = ker ∂
σ. The group of
p-boundaries are the defined as, Bσp = img ∂
σ. The pth homology group is the quotient
group,Hσp = Z
σ
p /B
σ
p . The rank of H
σ
p is the p
th Betti number, βp = rankH
σ
p .
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FIGURE 3. Descriptive
relative cycles
Next, we establish the connection be-
tween singular homology and cellular homol-
ogy. The chain complexes in cellular homol-
ogy, (Cσp ,+) are the relative homology groups
Hn(K
n,Kn−1) ≡ Hn(Kn/Kn−1). The under-
lying chain groups are (Cp(K
n)/Cp(K
n−1),+).
The elements in Hn(K
n,Kn−1) are represented
by relative chains, cr ∈ Cn(Kn) such that ∂cr ∈
Cn(K
n−1). The relative boundaries are defined
as, cr = ∂cˆr + γ such that ∂cr ∈ Cn(Kn),
cˆr ∈ Cn+1(Kn+1) and γ ∈ Cn−1Kn−1. The relative boundaries are trivial elements in
Hn(K
n,Kn−1). Thus, Hn(K
n,Kn−1) has σn ∈ K as its basis. For the details, see A.
Hatcher [2].
3. MAIN RESULTS
This section introduces the main results for a descriptive cellular homology. Let να : KΦ →
K´α be a mapping on a descriptive cellular complex(KΦ) into abstract cellular complex(K´α).
Here, K´α = {K \ σ2 s.t. σ2 ∈ K and |φ(σ2) − α| ≤ δ} , and δ is an arbitrary constant.
From this definition, K´α ⊂ KΦ, where α ∈ img φ, and Xφ =
⋃
α K´α. We define homol-
ogy groups, Hα0 , H
α
1 on each of these complexes K´α. These groups require cellular chain
groups,Hn(Kˆ
n
α , Kˆ
n−1
α ) and boundary homomorphisms, ∂
σ.
Lemma 1. Let (K,KΦ, pi) be a descriptive cellular complex, {ναi : KΦ → K´αi s.t. αi ∈
img φ} be a class of maps. Then, Hn(K´
n
α , K´
n−1
α ) is a subgroup of Hn(K
n,Kn−1).
Proof. As K´αi ⊆ K, all σ´p ∈ K´αi are included in K. Hence, Hn(K´nα , K´
n−1
α ), with basis
σ´p ∈ K´αi is a subset of Hn(Kn,Kn−1), a basis σp ∈ K. Equipped with a chain addi-
tion, we can identify the identity element. The identity element in Hn(K´
n
α , K´
n−1
α ) can
be constructed by setting the weight of each σ´p ∈ K´αi equal to 0. This identity can be
seen as the result of restriction of the identity of Hn(K
n,Kn−1) to only those σ ∈ K
which are also σ´n ∈ K´αi. The inverse of each element c =
∑
i aiσ´
n
i ∈ Hn(K´
n
α , K´
n−1
α )
is c´ =
∑
i−aiσ´
n
i . The inverse of each element is by definition in Hn(K´
n
α , K´
n−1
α ) as
it is a formal sum of σ´n. Assume two chains c =
∑
j aj σ´
n and c´ =
∑
j bj σ´
n, then
c + c´ =
∑
j(aj + bj)σ´
n, By definition c + c´ ∈ Hn(K´nα , K´
n−1
α ) as it is a formal sum of
σ´n ∈ K´αi. Thus, Hn(K´nα , K´
n−1
α ) is closed under chain addition. It can be seen from
the definition of the cellular boundary map that coefficients of σ´n are integers. Thus as-
sociativity of chain addition in Hn(K´
n
α , K´
n−1
α ) follows from the associativity of integers,
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Z. As Hn(K´
n
α , K´
n−1
α ) ⊆ Hn(K
n,Kn−1) and Hn(K´
n
α , K´
n−1
α ) is it self a group. Hence,
Hn(K´
n
α , K´
n−1
α ) is a subgroup of Hn(K
n,Kn−1). 
Example 2. Let us look at an illustration in Fig. 3 to clarify Lemma 1. The cellular complex
K is a union of σ1. The probe function is chosen as the curvature. Thus, using the function
να ◦ φ we can construct K´α, by removing the blue arc from K. We can see that the cycle
in red, cycA´ ∈ K´α is also a cycle in cycA ∈ K. The same is true for the arc in black
i.e. arcB´ ∈ K´α ≃ arcB ∈ K, and for the arc in green i.e. arcC´ ∈ K´α ≃ arcC ∈ K.
Thus all the arcs and the cycles in K´α are in K, as all the σ
1 ∈ K´α ≃ σ
1 ∈ K. Since
H1(K´
1
α, K´
0
α) is a formal sum of σ
1 ∈ K´α and H1(K1,K0) is a formal sum of σ1 ∈ K,
H1(K´
1
α, K´
0
α) ⊆ H1(K
1,K0). We just have to proof that H1(K´
1
α, K´
0
α) is itself a group as in
the proof of Lemma 1. Moreover, we can extend the argument to Hn(K´
1
α, K´
0
α). 
Using Lemma 1, we show that the Fundamental lemma of homology is satisfied for the
chain groups Hn(Kˆ
n
α, Kˆ
n−1
α ).
Lemma 2. Let us consider Hn(Kˆ
n
α , Kˆ
n−1
α ) to be chain groups with boundary homomor-
phisms associated as follows:
· · ·
∂σ
n+2
→ Hn+1(Kˆ
n+1
α , Kˆ
n
α)
∂σ
n+1
→ Hn(Kˆ
n
α , Kˆ
n−1
α )
∂n→ Hn−1(Kˆ
n−1
α , Kˆ
n−2
α ) · · · .
Then ∂σn+1 ◦ ∂
σ
n = 0.
Proof. The composition ∂σn+1 ◦ ∂
σ
n = 0 holds for Hn(K
n,Kn−1) as a result of Lemma
2.34 [2]. The proof via diagram chasing, is detailed in [2, § 2.2, p.139].
Using this proof as the basis and the Lemma 1 stating thatHn(Kˆ
n
α , Kˆ
n−1
α ) is a subgroup
of Hn(K
n,Kn−1), it can be concluded that ∂σn+1 ◦ ∂
σ
n = 0 holds for Hn(Kˆ
n
α , Kˆ
n−1
α ). 
Theorem 1. img∂σn+1 ⊂ ker∂
σ
n .
Proof. From Lemma 2, we can conclude that img∂σn+1 ⊂ ker∂
σ
n . Thus, the sequence
· · ·
∂σ
n+2
→ Hn+1(Kˆn+1α , Kˆ
n
α)
∂σ
n+1
→ Hn(Kˆnα , Kˆ
n−1
α )
∂n→ Hn−1(Kˆn−1α , Kˆ
n−2
α ) · · · is an exact se-
quence. 
Theorem 2. The condition |φ(σ2)− α| ≤ δ is equivalent to φ(σ2) ∈ τφstd.
Proof. For a space X , we define a topology (imgφ(X), τφstd). Any set U ∈ τ
φ
std is defined
as: for all p ∈ X , there exists an arbitrary positive real number δ such that Bδ
φ(p) ⊆ U .
Here Brx is a ball of radius r and centered on a point x. Hence from this definition, we
can see that |φ(σ2) − α| ≤ δ ⇒ φ(σ2) ∈ τφstd. Moreover, the statement φ(σ
2) ∈ τφstd ⇒
|φ(σ2) − α| ≤ δ, also follows from the definition of τφstd. From this argument it follows
that, |φ(σ2)− α| ≤ δ is equivalent to φ(σ2) ∈ τφstd. 
Descriptive homology gives a local view of a space, since it is associated with subgroups
Hn(Kˆ
n
α , Kˆ
n−1
α ) of Hn(K
n,Kn−1). Next, we establish a relationship between Hp(K) and
Hαp (K). To do this, we assume a standard topology (img φ(X), τ
φ
std), and define K´α =
{K \ σ2 s.t. σ2 ∈ K and |φ(σ2) − α| ≤ δ}. The the pth homology group is denoted by HVp ,
where V ∈ τφstd.
Theorem 3. Let (Xphi,X, pi, φ(U)) be a descriptive cellular complex where U ∈ X . (imgφ(X), τ
φ
std)
is the topology defined on the fibres.Then,
HVp ≡ Hp(X) whenV =
⋃
τφstd
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4.1: Changing temperature of regions in
space
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4.2: Changing area of regions in space
FIGURE 4. Persistence over time in CW complexes.
Proof. HVp is defined as the cellular homology group associated with K´α = {X\σ
p s.t. σp ∈
K and |φ(σp)−α| ≤ δ}. If V =
⋃
τφstd = img φ(K) Then, K´α = X as all the two simplices
regardless of their description would be included.Thus, by definition it would equal the
classical cellular homology group Hp of space K. 
Remark 1. Each fibre bundle has a local trivialization as illustrated in Fig. 2, and the base
K in the case of a cellular complex has intersecting subsets. This raises the question of how
the fibre φ(U) transitions between such intersecting sets. This can be done by associating
with (Kφ,K, pi, φ(U)) a topological group G, which acts continuously on the fiber, φ(U)
from the left. That is, for e ∈ G, the identity element, ex = x, where x ∈ φ(U). The notion
of continuity requires the group G to be a topological group. Let us formalize the action of
group G on the fibre.
Theorem 4. Let (E,B, pi, F ) be the fibre bundle, where E is the total space, B is the base
space, pi is a continuous surjection and F is the fibre. Let (Ui, φi) and (Uj , φj) be two
intersecting sets, Ui ∩ Uj 6= ∅, in B with their sections φi, φj . Then the following holds:
φi ◦ φ
−1
j : (Ui ∩ Uj)× F → (Ui ∩ Uj)× F
φi ◦ φ
−1
j (x, f) 7−→ (x, tij(x)f) s.t. tij : Ui ∩ Uj → G.
Proof. The fibre bundle satisfies local trivialization condition. Consequently, φi : Ui →
Ui × F and φj : Uj → Uj × F . Since, we assume Uj ∩ Ui 6= ∅, there are two different
trivializations for the region Ui ∩Uj. The map φ
−1
j : Uj ×F → Uj . Since a region Ui ∩Uj
has two trivializations in the fibre bundle, we can shift between the two. Thus, we can
define a composition map, φi ◦ φ
−1
j : (Ui ∩ Uj)× F → (Ui ∩ Uj)× F . Such a map can be
defined as φi ◦φ
−1
j (x, f) 7−→ (x, tij(x)f). In this case tij ∈ G and G is the structure group
or the gauge group defined in [1]. 
In Theorem 4, tij is the transition function and G is the structure group or the gauge
group. Since G is a group of transition functions tij ∈ G, tij must satisfy certain conditions.
That is, tii = 1 is the identity element and tijtji = 1 gives the inverse of each element.
Moreover, there is a group operation such that tik = tijtjk. If there is no other g ∈ G except
the identity, such that gx = x for all f ∈ F , then G is a group of homeomorphisms on F .
4. APPLICATION: PERSISTENCE IN CW SPACES
.
We illustrate Theorem 4 and its implications, using an expansion of Fig.1 shown in Fig. 4.
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The probe function φ : 2K → R2, maps each region to a feature vector, [temperature, area].
Consider, for example, two subsets Ui, Uj ∈ 2Ksuch that Ui ∩Uj 6= ∅. Ui, Uj are represented
by two planar regions in Fig. 4, namely, Ui in gray and Uj in light gray are two regions in
the base spaceK, which have been colored for the sake of distinction. The intersection in this
case is the shared σ1. We assume that the functions φ and pi change with respect to the value
of a parameter, {θi}i.
The parameter {θi}i can be thought of as time or spatial location. In this example, we
consider {θi}i to be time. We will consider the changes in each of the components of the
feature vector, namely temperature (Fig. 4.1) and area (Fig. 4.2) separately. Using the local
trivialization condition for θi, the fibre for the region Ui, φ(Ui) = [green, 0.25] and the
fibre for region Uj is φ(Uj) = [red, 0.75]. The temperature is represented by color, where
temperature red > yellow > green. Thus, Theorem 4 states that the transition of the
description from the region Ui to Uj across the common intersection is governed by transition
functions that form a group G. Next, consider Ui, Uj for different values of the parameters,
namely, θj , θk.
Let us first look at Fig. 4.1, in which the areas remain unchanged while the temperature
of Ui decreases as it changes from red to yellow and then to green. In keeping with changing
temperature, the transition functions that describe the changes across Ui ∩ Uj also change.
This leads to a change in the group G with the value of the temperature parameter. Thus,
a change in G is an indicator of transitions in the description of the topological space with
respect to the value of the parameters. Again, for example, consider Fig. 4.2 in which the
area of the Ui reduces with time while the area of Uj remains the the same. This also results
in a change in the transition function values and hence in the group G.
We can combine these observations in the study of persistence with a shape signature
introduced in [4, §2.5], to develop shape signatures for topological spaces based on the
description. Persistence in CW spaces focuses on the stability of topological signatures with
respect to one or more parameters.
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