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We consider periodically-driven arrays of weakly coupled wires with conduction and valence bands
of Rashba type and study the resulting Floquet states. This non-equilibrium system can be tuned
into non-trivial phases such as of topological insulators, Weyl semimetals, and dispersionless zero-
energy edge mode regimes. In the presence of strong electron-electron interactions, we generalize
these regimes to the fractional case, where elementary excitations have fractional charges e/m with
m being an odd integer.
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Introduction. Topological effects in condensed matter
systems have been at the center of attention for many
years. From quantum Hall effect over topological insu-
lators (TIs) [1–12] and Weyl semimetals [13–17], to ex-
otic bound states such as Majorana fermions [18–40] and
parafemions [41–50], the interest is driven both by funda-
mental physics and the promise for topological quantum
computation. Despite the fact that there are many pro-
posals by now for observing such topological effects in
experiments the search for the most optimal system still
continues unabated.
While most of these studies were focused on static
structures, it has recently been proposed to extend the
concept of topological phases to non-equilibrium systems,
described by Floquet states [51–61]. Remarkably, this
approach no longer relies on given material properties,
such as strong spin orbit interactions (SOI), typically
necessary for reaching topological regimes, but instead
allows one to turn initially non-topological materials such
as graphene [51] and non-band-inverted semiconducting
wells into TIs [53] by applying an external driving field.
An even bigger challenge is to describe topological ef-
fects that involve fractional excitations. This requires the
presence of strong electron-electron interactions. How-
ever, given the difficulties in the search of conventional
TIs, it would be even more surprising to expect such
phases to occur naturally. Moreover, even if they existed,
two-dimensional (2D) systems with electron-electron in-
teractions are difficult to describe analytically and often
progress can come only from numerics [59].
Here, we circumvent this difficulty by considering
strongly anisotropic 2D systems [62–65] formed by
weakly coupled Rashba wires (see Fig. 1), where each
of them can be treated as a one-dimensional Luttinger
liquid by bosonization [66–77]. This will allow us to in-
troduce the Floquet version not only of TIs but also of
Weyl semimetals in driven 2D systems. Importantly, in
this way we can also address fractional regimes and are
able to obtain the Floquet version of fractional TIs and
Weyl semimetals.
Topological dispersionless edge modes in driven sys-
tems. We consider a 2D model formed by weakly tunnel-
FIG. 1. A periodic array of weakly coupled Rashba wires
(blue cylinders) aligned in the x direction in the xy plane.
The sign of SOI changes from positive (dark blue) to negative
(light blue) inside the unit cell composed of two (four) wires
in the first (second) model, see below. The driving field E(t)
with period ω applied along z (orange arrows) results in a
coupling of the conduction and valence bands (separated by
a gap ∆g) at resonance when ~ω = ∆g.
coupled Rashba wires, see Fig. 1. The spectrum of such
one-dimensional wires consists of conduction and valence
bands with Rashba SOI, separated by a gap ∆g, and
labeled by the index η = ±1, see Fig. 2. Semicon-
ducting wires, atomic chains, as well as graphene and
metal dichalcogenide nanoribbons can be used. How-
ever, for simplicity, we refer to all such one-dimensional
or single channel systems as wires in this work. The
wires are aligned along the x axes and lie in the xy
plane. The unit cells labeled by the index n are com-
posed of two wires with opposite SOI labeled by the index
λ = ±1. The kinetic part of the Hamiltonian (density)
corresponding to the λ wire in the nth unit cell is written
as H0nλ =
∑
ησ ηΨ
†
nλησ
(
δ1η∆g − ~
2∂2x
2m0
+ αλσ∂x
)
Ψnλησ.
Here, m0 is the effective mass, and α is the strength of
the SOI, with corresponding wavevector kso = m0α/~2
and energy Eso = ~2k2so/2m0. Without loss of generality,
we choose the SOI vector to point in z direction. Here,
Ψnλησ(x) is the annihilation operator acting on the par-
ticle of the η band with spin σ, and located at position x
of the λ wire in the nth unit cell. We assume the chem-
ical potential µ to be tuned to the SOI induced crossing
of the valence bands.
Next, we allow for an oscillating electric field, at fre-
quency ω, either due to an external electromagnetic ra-
diation, or induced by periodically driving a voltage dif-
ference between a back- and top gate enclosing the wire
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2FIG. 2. The unit cell of the 2D system composed of two
Rashba wires with opposite SOI is shown in ky-momentum
space, where Rλησ ≡ Rkyλησ etc. The gap ∆g separates the
valence (η = 1¯) and conduction (η = 1) bands. The index
σ = 1 (σ = 1¯) refers to the spin up (spin down) band shown
in red (blue). The chemical potential µ is tuned to Eso and
the driving frequency is chosen as ~ω = ∆g, resulting in res-
onant scattering between bands with amplitude tF (vertical
black arrows), opening gaps. The inter-wire tunneling with
amplitude t1 + t2e
ikyay is shown by green arrows.
array. Driving at resonance across the band gap, that is
with ~ω = ∆g, opens a dynamical gap [78, 79], essen-
tial for inducing non-trivial topology [53, 56, 80]. Using
the Floquet representation [81–83], this gap arises as a
splitting of degeneracies in the quasi-energy spectrum of
the Floquet operator. It corresponds to the lowest or-
der of the degenerate perturbation theory in the electric
field amplitude, or, in another words, to a single pho-
ton emission/absorption process. In this approximation,
the dipole matrix element plays then the role of an effec-
tive tunneling amplitude which connects the two bands
in resonance as described next.
To simplify calculations, we work in the regime of
strong SOI and linearize the problem [84, 85] by rep-
resenting operators in terms of spatially slowly-varying
left and right mover fields defined around the Fermi
points kF = 0,±2kso (see Fig. 2) as Ψnλησ =
Rnλησ(x)e
ikso(η−σλ)x + Lnλησ(x)e−ikso(η+σλ)x. The sys-
tem is translation invariant in y direction, so we introduce
the conserved momentum ky via Ψn =
∑
ky
einkyayΨky ,
where ay is the unit cell size. The kinetic term becomes
H0 = i~υF
∑
kyλησ
(L†kyλησ∂xLkyλησ − R
†
kyλησ
∂xRkyλησ)
with υF being the Fermi velocity. The inter-
wire tunneling term, Ht =
∑
nησ(t1Ψ
†
n1ησΨn1¯ησ +
t2Ψ
†
(n+1)1ησΨn1¯ησ) + H.c., becomes in linearized form
Ht =
∑
kyσ
tye
iφ
(
L†ky1σ¯σRky 1¯σ¯σ +R
†
ky1σσ
Lky 1¯σσ) + H.c.,
where we keep only slowly oscillating terms. Here,
we introduced (t1 + t2e
ikya) ≡ tyeiφ with ty =√
t21 + t
2
2 + 2t1t2 cos(kyay). The magnetic field is ap-
plied in-plane and perpendicular to the SOI vec-
tor, say, in x direction and is described by HZ =
∆Z
∑
ησσ′nλ Ψ
†
nλησ(σx)σσ′Ψnλησ′ , yielding the linearized
version
HZ = ∆Z
∑
kyλη
R†kyλη(λ·η)Lkyλη(λ·η¯) + H.c. (1)
The time-dependent driving term couples two bands
and is given by HF = tF
∑
nλσ Ψ
†
nλ1σΨnλ1¯σ + H.c., or
after linearization by
HF = tF
∑
nλησ
R†nλησLnλη¯σ + H.c., (2)
where we neglected the fast-oscillating terms and the
weak photon-assisted inter-wire inter-subband scatter-
ing. The amplitude tF is proportional to the inter-band
dipole matrix element and the E-field amplitude, see Ref.
[86]. The weak driving which we consider corresponds to
tF  ∆g.
The bulk spectrum is given by E21 = (~υF kx)2 + t2F
and E22±± = (~υF kx)2 + (tF ± ty ±∆Z)2. The system is
gapless in the bulk if ty = ±(tF ±∆Z). For simplicity, we
assume henceforth that all amplitudes are non-negative.
There are two pairs of dispersionless zero-energy modes
for tF < |ty −∆Z |. If |ty −∆Z | < tF < |ty + ∆Z |, there
is only one zero-energy mode. The system is trivial if
tF > |ty+∆Z |. The phase diagram recalculated in terms
of the tunneling amplitudes t1 and t2 is shown in Fig. 3.
Interestingly, there emerges also a topological phase sim-
ilar to Weyl semimetals [13–17], see Fig. 4. Indeed,
the spectrum is gapless due to two (possibly four) Dirac
cones located at ±k±, defined by the condition for clos-
ing the bulk gap, cos(k±a) = [(tF ±∆Z)2− t21− t22]/2t1t2.
In addition, there are dispersionless zero-energy edge
modes (Fermi arcs) that connect the Dirac cones, see
e.g. Fig. 4b. For details on the wavefunctions we refer
to the Supplemental Material [86], where we also discuss
the generalization of the model to the fractional Weyl
semimetal regime.
Floquet TI. The model considered above hosts only
zero-energy edge modes. In our second model we propose
FIG. 3. The phase diagram of the model shown in Fig. 2
as a function of the Floquet coupling tF and the tunneling
amplitude t2. For fixed values of the tunneling amplitude t1
and the Zeeman energy ∆Z we determine t
±
1 = t1±∆Z (here,
we assume that ∆Z < t1 such that t
−
1 > 0). The system in
the topological phase is gapped in the bulk and hosts either
one zero-energy edge mode (green area) or two zero-energy
edge modes (yellow area). In contrast, in the trivial phase,
the system does not support edge modes in the gap (gray
area). In the Weyl phase (blue area), edge modes connect
two gapless bulk cones, see Fig. 4b.
3a) b)
c) d)
FIG. 4. The dependence of the minimum bulk gap ∆ of E2±±
occurring at kx = 0 on the transverse momentum ky. The
parameters are chosen as t2/t1 = 0.1, ∆Z/t1 = 0.3. (a) The
system is in the trivial phase for tF /t1 = 2. (b) As tF de-
creases, tF /t1 = 1.4, the bulk gap closes at ky = ±k−, and
a single zero-energy mode at each edge (green line) connects
two Dirac cones (bulk spectrum). (c) For tF /t1 = 1, the
bulk gap reopens and leaves one of the bands (red lines) in
the topological phase with a single zero-energy mode at each
edge. (d) At small tF , tF /t1 = 0.1, both bands are in the
topological phase resulting in two zero-energy modes at each
edge (yellow line).
a setup that will host helical edge modes. To achieve this,
we need to break the symmetry between hoppings along
the edge in positive and negative directions. This can be
implemented in a model based on a unit cell consisting of
four wires, labeled by two indices λ, τ = ±1, see Fig. 5.
The sign of the Rashba SOI αλ ≡ λα alternates between
wires as well as the band gap ∆gτλ = ∆g + τ(1− λ)δ/2.
The chemical potential is tuned to the SOI energy in-
side each wire and the driving frequency matches the
resonance between the Fermi level and the conduction
band with the same momentum, ~ωτλ = ∆gτλ + 2Eso,
see Fig. 5. We note that the bias between the wires due
to different chemical potentials results in a small leakage
current, which we estimate in Ref. [86]. Due to trans-
lation invariance along the wire, the inter-wire tunneling
is assumed to be momentum-and spin-conserving. For
simplicity, we assume that all inter-wire tunneling am-
plitudes are equal. In the limit t1  tF , we perform the
perturbation in two steps. First, similarly to the previous
model, we linearize the Hamiltonian close to the Fermi
level. The operators Ψnτλησ are represented in terms of
left Lnτλησ and right Rnτλησ movers. In the tunneling
term we keep only resonant slow-varying terms,
H1 = t1
∑
nτλ
R†
nτλ1¯λ
Lnτλ¯1¯λ + t1
∑
nτ
R†nττ¯1τLnτ¯τ1τ (3)
+ t1
∑
nτ
(R†
n1¯1¯11
L(n+1)1111 + L
†
n1¯1¯11¯
R(n+1)1111¯) + H.c.
All modes appearing in H1 are gapped out with a gap of
size t1. The remaining modes are gapped out by the pe-
riodic driving. We note that here we can use the Floquet
technique for each wire independently. The correspond-
ing Hamiltonian density is given by
HF = tF
∑
nτλη
R†nτλη(ηλ)Lnτλη¯(ηλ) + H.c. (4)
Again, the bulk modes in HF are gapped out. However,
there are two modes, one at each edge wire, that are nei-
ther coupled by H1 nor by HF to the rest. For example,
if the system is composed out of an integer number of
unit cells N , there are two gapless modes with opposite
spins and velocities at each of the two edge wires. The
most right (left) wire hosts helical edge modes L(n=1)1111
and R(n=1)1111¯ (L(n=N)1¯1¯11¯ and R(n=N)1¯1¯11). Thus, the
system is in the topological regime and represents the
Floquet version of a two-dimensional TI.
Fractional Floquet TI. The same model as in the pre-
ceding section can also be brought into the fractional
regime. To get, for example, the effective filling fac-
tor ν = 1/3, we tune the chemical potential down to
Eso/9 [69, 74]. However, in this case, the inter-wire
tunneling is possible only if backscattering events due
to electron-electron interactions are involved. We note
that Floquet representation remains unchanged also in
the presence of interactions since they commute with the
driving field operator. The interactions can be treated
non-perturbatively by standard bosonization: Rnτλησ =
eiφn1τλησ and Lnτλησ = e
iφn1¯τλησ , and by introducing new
bosonic fields φ˜nrτλησ = (2φnrτλησ − φnr¯τλησ)/3. Next,
we use a two-step perturbation procedure and assume
that the tunneling term describes the dominant process.
This process involves the back-scattering of two elec-
trons and is the lowest order process in t1 that satisfies
both spin and momentum conservation, where gB is the
electron-electron back-scattering amplitude [47, 48, 50],
Hee1 = g1
∑
nτλ
cos[3(φ˜n1τλ1¯λ − φ˜n1¯τλ¯1¯λ)] + g1
∑
nτ
(5)
cos[3(φ˜n1ττ¯1τ − φ˜n1¯τ¯τ1τ )] + g1
∑
n
(
cos[3(φ˜n11¯1¯11
− φ˜(n+1)1¯1111)] + cos[3(φ˜(n+1)11111¯ − φ˜n1¯1¯1¯11¯)]
)
.
Again, the driving frequency matches the energy differ-
ence between the bands, see Fig. 5. For weak driving it
is sufficient to include the electron-electron interactions
inside each band. The term that commutes with Hee1 and
satisfies the conservation laws such that it could be or-
dered simultaneously in the renormalization group sense
[47, 48, 50] leads to a gap and is given by
HeeF = gF
∑
nτλη
cos[3(φ˜n1τλη(ηλ) − φ˜n1¯τλη¯(ηλ))]. (6)
Here, the amplitude g1 ∝ t1g2B (gF ∝ tF g2B) depends on
the amplitude gB of back-scattering processes. Similarly
to the integer case, two helical fields at each edge (for ex-
ample, φ˜(n=1)1¯1111 and φ˜(n=1)11111¯ in the first unit cell)
4nth unit cell
a)
b)
FIG. 5. The unit cell of a Floquet TI, consisting of four wires labeled by τ, λ = ±1. The sign of the SOI alternates between
wires while the band gap alternates between ∆g and ∆g± = ∆g ± δ. (a) In the integer regime, µτ is tuned to Eso and the
driving frequencies are chosen to match the band gaps. The interwire hopping of amplitude t1 opens gaps at kx = 0 if resonant.
The remaining gaps of size tF are opened by the time-dependent driving. At each edge of the array, there is a pair of helical
modes left gapless. For example, if the system is terminated as shown in this figure, the modes Ln1111 and Rn1111¯ at the left
edge stay gapless. (b) In the fractional regime, µτ is shifted to Esoλ/9 and the driving frequency is re-adjusted accordingly.
The leading term in the tunneling between wires Hee1 (green arrows) of amplitude g1 involves two back-scattering events and
opens a partial gap due to strong interactions. The driving term HeeF of amplitude gF (black arrows) commutes with H
ee
1 and
both can order simultaneously.
do not enter into the coupling Hamiltonians and stay gap-
less. In addition, elementary excitations in these modes
have fractional charge e/3. All this shows that we have
generated a Floquet version of a fractional TI. The same
procedure can be straightforwardly generalized to other
odd integer values m, giving rise to fractional Floquet
TIs with fractional excitations e/m.
Conclusions. We have studied arrays of weakly cou-
pled Rashba wires that can be brought into the topolog-
ical regime by periodic driving. Our first model hosts
dispersionless zero-energy modes and may be identified
with Weyl semimetals. The second model is in the TI
(quantum spin Hall effect) regime and hosts helical edge
modes. The models can also exhibit the fractional regime
where the elementary excitations have fractional charge
e/m with m being an odd integer. The proposed effects
can be measured in transport experiments or via the den-
sity of states [51–54]. It is worth noting that the same
models can be obtained without driving but instead by
doubling the wires [87].
Finally, an important issue is non-equilibrium heating
and relaxation mechanisms producing mobile bulk quasi-
particles. These difficulties can be overcome along the
lines suggested in Refs. [51–54], e.g., by using adiabatic
build-up of states. In addition, irrespective of the degree
of disturbance the direct transitions have on the occupa-
tion of Floquet bands, the existence of edge modes can
be probed directly by observing their propagation [88]
or localization [89] at the edge. While the goal of the
present work is to provide a proof-of-principle for Flo-
quet versions of (fractional) TIs and Weyl semimetals in
the ideal case, it will be interesting to undertake a de-
tailed analysis of such non-ideal effects for our particular
models in future work.
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EDGE MODE WAVEFUNCTIONS
In the absence of magnetic fields and if tF < |t1 −
t2|, the system hosts two dispersionless zero-energy edge
states at each edge. The corresponding wavefunctions at
the left edge are given by
Φ1 =

eiφ(e−x/ξ− − e−x/ξte2iksox)
0
ieiφ(e−x/ξ− − e−x/ξte2iksox)
0
i(e−x/ξte−2iksox − e−x/ξ−)
0
(e−x/ξte−2iksox − e−x/ξ−)
0

(7)
and
Φ2 =

0
eiφ(e−x/ξ− − e−x/ξte−2iksox)
0
ieiφ(e−x/ξte−2iksox − e−x/ξ−)
0
i(e−x/ξ− − e−x/ξte2iksox)
0
(e−x/ξte2iksox − e−x/ξ−)

. (8)
in the basis (Ψ111, Ψ1¯11, Ψ11¯1, Ψ1¯1¯1, Ψ111¯, Ψ1¯11¯, Ψ11¯1¯,
Ψ1¯1¯1¯). The localization lengths are ξt = ~υF /tF and
ξ− = ~υF /(ty − tF ).
In the presence of a magnetic field, the phase diagram
is more complex. If ∆Z > ty and |ty − ∆Z | < tF <
(ty + ∆Z), the zero-energy edge mode wavefunction is
given by
Φ1(x) =

eiφ(e−x/ξ1− − e−x/ξte2iksox)
ieiφ(e−x/ξte−2iksox − e−x/ξ1−)
−ieiφ(e−x/ξte2iksox − e−x/ξ1−)
−eiφ(e−x/ξ1− − e−x/ξte−2iksox)
i(e−x/ξte−2iksox − e−x/ξ1−)
−(e−x/ξte2iksox − e−x/ξ1−)
(e−x/ξte−2iksox − e−x/ξ1−)
−i(e−x/ξte2iksoFx − e−x/ξ1−),

(9)
where the localization length is defined as ξ1− =
~υF /(tF − ty − ∆Z). For tF < |ty − ∆Z |, there is a
second zero-energy edge mode given by
Φ2(x) =

ieiφ(e−x/ξ2− − e−x/ξte2iksox)
eiφ(e−x/ξte−2iksox − e−x/ξ2−)
eiφ(e−x/ξte2iksox − e−x/ξ2−)
ieiφ(e−x/ξ2− − e−x/ξte−2iksox)
(e−x/ξ2− − e−x/ξte−2iksox)
−i(e−x/ξ2− − e−x/ξte2iksox)
−i(e−x/ξ2− − e−x/ξte−2iksox)
(e−x/ξ2− − e−x/ξte−2iksox)

, (10)
where the localization length is defined as ξ2− =
~υF /(tF − ty + ∆Z).
DERIVATION OF THE DYNAMICAL GAP
We consider the following microscopic single particle
Hamiltonian of the electron in the nanowire
H =
p2
2me
+ Vlat(r) + Vw(r) +Hso(p,σ), (11)
7with me the free electron mass, p = −i~∇ the canoni-
cal momentum operator, r the position operator, Vlat(r)
the crystal lattice potential with the symmetry of the
lattice, and Vw(r) the confinement potential defining the
nanowire. The last term is the spin-orbit interaction,
Hso(p,σ) =
gµB
4mec2
(∇Vlat(r)× p) · σ, (12)
with g = 2 the free electron g-factor, c the speed of light,
σ the vector of sigma matrices, and we neglected the
electric fields generated by Vw with respect to those from
Vlat. We include effects of an external time dependent
electric field E(t), parametrized by the vector potential
through E(t) = −∂tA(t). We consider a field uniform in
space [1], oscillating in time with frequency ω, amplitude
E0, and linearly polarized along unit vector zˆ,
El(t) = E0zˆ cosωt. (13)
The most straightforward realization of such a field would
be a harmonic drive of the potential difference between a
back- and topgate enclosing the wire array. Alternatives
include, e.g., a linearly polarized electromagnetic radi-
ation propagating along the wire array plane, or a TE
mode of a waveguide [2].
Though we do not consider it in the main text, for the
sake of discussion of the selection rules below, we mention
also the case of a field circularly polarized along the wire
axis xˆ,
Ec(t) = E0(zˆ cosωt± yˆ sinωt), (14)
with ± for left and right handed polarization, respec-
tively. Such a polarized light could be used to open (or
modulate) the gap ∆g, in analogy to Ref. [3].
The electric field enters the Hamiltonian in Eq. (11)
through the minimal coupling p→ p+eA with e > 0 the
elementary charge. Since the A2 term is, for a spatially
uniform field, a function of time only, it can be gauged
away from the total Hamiltonian [4], which then becomes
a sum of the unperturbed part and the linear coupling to
the field, H = H0 + ∆(t), with the latter given as
∆(t) = eA(t) ·
(
p
me
+
gµB
4mec2
σ ×∇Vlat(r)
)
. (15)
For fields in Eqs. (13)-(14) one can check that
A(t) =
1
ω
E(t+ pi/2ω) ≡ 1
ω
E(t′). (16)
Together with the operator identity obtained from
Eq. (11)
p =
me
i~
[r, H −Hso], (17)
we can write the coupling to the field as
∆(t) =
e
i~ω
[E(t′) · r, H], (18)
which shows that in this gauge the driving field does not
influence energies of the unperturbed system eigenstates.
If the nanowire dimensions are larger than the atomic
scale, the eigenstates of Eq. (11) can be well described by
the effective mass envelope function approximation. This
means the effects of the crystal potential is to define bulk
bands indexed by integer b, each parametrized with the
corresponding set of Bloch wave functions Φb,σ(r), (taken
at the point k = 0, with the (pseudo-)spin σb according
to the band degeneracy), and the band specific effective
parameters (massmb, g-factor and spin-orbit interaction)
which define the envelope part Hamiltonian
Hb =
p2
2mb
+ Vw(r) +Hso,b(p,σb), (19)
with σb the band (pseudo-)spin operator. The eigen-
states ψb,i(r) of Hb, which are labelled by index i com-
prising quantum numbers corresponding to the symme-
tries of the wire confinement Vw, then complete the total
wave function by the envelope part,
Ψb,i(r) = Φb,σ(r)ψb,i(r). (20)
Here, the first function has the lattice periodicity, while
the second is approximately constant on the atomic scale.
The matrix element of the field between two states Ψ1
and Ψ2, with energies E1, and E2, follows from Eq. (18)
as
〈Ψ1|∆(t)|Ψ2〉 = E2 − E1
i~ω
eE(t) · d12, (21)
where we defined the dipole moment
d12 =
∫
dV Ψ†1(r) rΨ2(r). (22)
To proceed, we split the integration over the wire vol-
ume V to a sum over integrals within the unit cell vol-
umes Vα indexed by α with positions rα and use the fact
that within the unit cell the envelope function is approx-
imately constant, while the Bloch functions are periodic.
We get
d12 =
∑
α
Φ†1(rα)Φ2(rα)
∫
dVα ψ
†
1(r)[rα + (r− rα)]ψ2(r)
≈ 〈Φ1|r|Φ2〉〈ψ1|ψ2〉+ 〈Φ1|Φ2〉〈ψ1|r|ψ2〉,
(23)
where the scalar products are defined as integrals over
the wire volume V for the envelope functions, and over
the unit cell centered at r = 0 for the Bloch functions,
respectively [5].
Equation (23) elucidates how the coupling selection
rules arise. Taking for example a cylindrical wire, the in-
dex i comprises the transverse main and orbital quantum
numbers m, l, the spin σ, and the longitudinal momen-
tum kx. If the two states derive from the same bulk band,
8with b1 = b2, we have 〈Φ1|Φ2〉 = 1. If, on the other hand,
the two states derive from different bulk bands, the Bloch
parts are orthogonal and only the first term in Eq. (23)
can contribute. The envelope functions must have the
same symmetries for a non-zero overlap. (As in this sce-
nario the masses will be in most of the cases different, the
radial numbers may differ and the selection rule requires
only l1 = l2 and kx1 = kx2.) In both cases the field polar-
ization may impose selection rules according to angular
momentum of the two states.
Let us assume for concreteness that the system we con-
sidered in the main text is realized as the conduction
band being the s-orbital electronic band (spin ±1/2) and
the valence band the p-orbital heavy hole band (with an-
gular momentum ±3/2 along the wire axis xˆ), and the
electric field is linearly polarized along zˆ. We illustrate
the arising dynamical gap by considering the following
block of the (infinite, see Ref. [6]) Floquet matrix, see
Ref. [7], 
Hc 0 0 ∆
(−1)
cv
0 Hv ∆
(−1)
vc 0
0 ∆
(1)
vc Hc + ~ω 0
∆
(1)
cv 0 0 Hv + ~ω
 . (24)
Here the sub-blocks separated by lines correspond to pho-
ton indexes 0 (upper) and 1 (lower). The off-diagonal
elements correspond to Fourier components defined by
O(n) =
1
T
∫ T
0
dtO(t)e−inωt, (25)
with T = 2pi/ω the driving period. We also assume that
all quantum numbers except σ are fixed, i.e., m, l, kx,
so that each entry in Eq. (24) is a 2 by 2 matrix in the
pseudo-spin space (that is, σ ∈ ±1/2 for the conduction
band and σ′ ∈ ±3/2 for the valence band). Assuming the
quantum numbers respect the selection rules described
above for the off-diagonal elements to be non-zero (for
the specific example, the longitudinal momenta kx and
orbital momenta l along the wire axis have to be the
same), the matrix elements are found from Eqs. (13),
(21), and (25) as
[∆(±1)cv ]σσ′ = ±i
Hσσc −Hσ
′σ′
v
~ω
eE0
2
dσσ
′
cv 〈ψc,σ|ψv,σ′〉, (26)
with
dσσ
′
cv = 〈Φc,σ|z|Φv,σ′〉. (27)
For our example, the non-zero elements are d
+1/2,+3/2
cv =
d
−1/2,−3/2
cv ≡ dcv, the dipole moment between the con-
duction and valence band.
This selection rule allows us to simplify the coupling
matrix elements further, assuming the envelope wave
functions are factorized into the orbital and spinor parts
ψi,σ = ψi ⊗ |σ〉, to [8]
[∆(±1)cv ]σσ′ = ±i
Hσσc −Hσ
′σ′
v
~ω
eE0
2
dcv〈ψc|ψv〉〈σc|σ′v〉.
(28)
If, as we assumed in the main text, the spin-orbit fields
in the two bands are parallel, at the degeneracy point
Hσσc − Hσ
′σ′
v ≈ ~ω the electric field opens a gap 2tF in
the spectrum of the Floquet matrix with
tF = |∆(−1)cv | ≈ eE0dcv/2. (29)
However, we also note that in the more general case the
only consequence of non-collinear spin-orbit fields is a
suppression of the dynamical gap by the last term in
Eq. (28), e.g. equal to 1/2 in case of orthogonal spin-
orbit fields.
INTER-WIRE SCATTERING
In addition to terms given in the main text in Eq. (3),
the electric field allows also for an inter-wire photon-
assisted tunneling, described by the term (we skip the
ky index which is the same on all fields)
H ′F =
∑
λησ
t′F,σσ′Ψ
†
λησΨλησ′ . (30)
After the linearization the following spin diagonal terms
survive
H ′F,σσ = t
′
F,σσ
∑
λσ
(R†λ(λ·σ)σRλ(λ·σ)σ + L
†
λ(λ·σ)σLλ(λ·σ)σ),
(31)
which correspond to scattering events described by the
two green arrows in Fig. 2 with swapped endpoints (ar-
rowheads). We note that this term does not result in an
opening of gaps in the spectrum [9, 10] and, thus, do not
change the topological criteria on the qualitative level.
However, it leads to small re-normalization of the Fermi
velocities and therefore of the localization lengths.
In addition, if the spin-orbit fields are non-collinear,
there is also the term
H ′F,σσ = t
′
F,σσ
∑
λησ
(R†λησLλησ + L
†
λησRλησ). (32)
Importantly, the magnitudes t′F are much smaller than
the intra-wire scattering tF , since they are suppressed by
the same factor as is the inter-wire coupling suppressed
with respect to the intra-wire coupling (the orbital part
overlap in last term in Eq. (26); this factor is small for
wave function corresponding to a wire pair, as the model
assumes weakly coupled wires). Therefore, the inter-wire
photon assisted scattering is negligible.
9TUNNELING CURRENT
For the models realizing helical edge states, we need a
difference in electrochemical potentials between coupled
wires. If one neglects charging effects (or considers that
the wires are well grounded), such difference would lead
to tunneling current. Let us first estimate the magnitude
of this current, considering a pair of wires detuned in
electrochemical potentials by δµ. To efficiently block the
tunneling at the Fermi energy by the energy mismatch,
the detuning has to be bigger than the tunnel coupling
t1 by an energy equal to max{kBT, ~vF /L}, with kB the
Boltzman constant, T the temperature, and L the mini-
mum of the wire length, coherence length, and the mean
free path along the wire. The detuning then results in a
window of energy approximately equal to δµ, where the
wire 1 is filled and wire 2 is empty. If the spectrum is
linearized, there is one to one correspondence between
the states in the wire 1 and wire 2. The tunneling then
transports this whole energy window in time ~/t1 from
wire 1 to wire 2, which is the tunneling current to be
expected. If the temperature dominates the limit on the
minimal detuning, δµ ≈ kBT , we get the current per unit
length of the wire,
j ≈ et1
~
kBT
~vF
, (33)
which evaluates to I = 32 nA for a wire length of 1 µm,
T = 1 K, vF = 10
5 m/s, and t1 = 100 µeV. If, on the
other hand, the finite momentum resolution dominates
the limit on the minimal detuning, δµ ≈ ~vF /L, we get
a current
I = e
t1
~
, (34)
which evaluates to a similar value of I = 24 nA for
t1 = 100 µeV. Such leakage currents were also addressed
both theoretically and experimentally in biased quantum
wells, where the bias is applied to generate indirect exci-
tons [11–14].
However, for nanostructures the single electron charg-
ing energies are appreciable. Approximating a nanowire
pair by a classical capacitor model for parallel cylinders
of radius a at distance d, the mutual capacitance per unit
length is [15]
c =
pi0r
arccosh(d/2a)
, (35)
which gives the single electron charging energy
EC =
1
2
e2
cL
. (36)
Choosing the relative permittivity r = 12.9 of GaAs,
and d = 4a, L = 1 µm, we get EC/kB = 4.2 Kelvin. If
the detuning energy is made smaller than this, which is
well possible if the temperature is much smaller, we see
then that the tunneling current is completely blocked by
the effect of the Coulomb blockade.
FRACTIONAL WEYL SEMIMETAL DUE TO
ELECTRON-ELECTRON INTERACTIONS.
In the main part, we have generalized topological insu-
lators to the fractional regime by lowering the chemical
potential correspondingly. The same can be done also for
the Weyl semimetal setup considered in the main text
in the presence of strong electron-electron interactions
which provide the missing momenta to open up new scat-
tering channels. For definiteness, the Fermi wavevectors
are given by ±kso(1± 1/3). In what follows we keep the
notation for the fields Rnλησ and Lnλησ used in the main
text. The regime of the interest is defined by ty being
non-zero for the momenta ky under consideration. This
could be easily achieved if, for example, t1  t2. If the
tunneling between wires is the dominant process, which
corresponds to the weak driving regime, it can be written
in leading order (in the RG sense [16–22]) as
Heet =
∑
kyλσ
gte
iλφR†kyλ(λσ)σLkyλ¯(λσ)σ (37)
× (R†kyλ(λσ)σLkyλ(λσ)σ)(R
†
kyλ¯(λσ)σ
Lkyλ¯(λσ)σ) + H.c.,
where gt ∝ tyg2B . The corresponding driving term that
commutes with Heet is given by
HeeF = gF
∑
kyλσ
R†
kyλ(λ¯σ)σ
Lkyλ(λσ)σ (38)
× (R†
kyλ(λ¯σ)σ
Lkyλ(λ¯σ)σ)(R
†
kyλ(λσ)σ
Lkyλ(λσ)σ) + H.c.,
where gF ∝ tF g2B . Again, we introduce first standard
bosonic fields φkyrλησ defined as Rkyλησ = e
iφky1λησ
and Lkyλησ = e
iφky 1¯λησ . Subsequently, we switch to
φ˜kyrλησ = (2φkyrλησ−φky r¯λησ)/3. We note that the new
fields describe quasiparticle excitations with a fractional
charge e/3 [23]. Without magnetic fields the spin is a
good quantum number and each state is two-fold degen-
erate in the spin degree of freedom, thus we can focus only
on one of the two spin components, say, σ = 1. In what
follows we suppress the indices ky and σ to keep the ex-
pressions more compact. As a result, the non-quadratic
terms in the Hamiltonian become
Heet = 2gt
∑
λ
cos[3(φ˜1λλ − φ˜1¯λ¯λ) + λφ], (39)
HeeF = 2gF
∑
λ
cos[3(φ˜1λλ¯ − φ˜1¯λλ)]. (40)
To determine the edge modes, we need to impose van-
ishing boundary conditions at the system edge. To do
this in the bosonization language, it is most convenient
to follow the unfolding procedure [23] by doubling the
system size and halving the number of fields involved by
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imposing the following rule
φ1λ(x) =
{
φ1λλ(x), x > 0
φ1¯λλ(−x), x < 0
, (41)
φ1¯λ(x) =
{
φ1¯λ¯λ(x), x > 0
φ1λ¯λ(−x), x < 0
, (42)
such that the sum of the right-moving and left-moving
fields at x = 0 is zero by construction. This yields
Hee =
{
2gt
∑
λ cos[3(φ˜1λ − φ˜1¯λ) + λφ], x > 0
2gF
∑
λ cos[3(φ˜1λ − φ˜1¯λ¯)], x < 0
. (43)
In a final step, we introduce the conjugated fields φλ and
θλ defined as
φrλ = [φ1 + rθ1 + 3λ(φ1¯ + rθ1¯)]/6. (44)
The non-quadratic part of the Hamiltonian assumes then
the form
Hee =
{
4gt cos(θ1) cos(3θ1¯ + φ), x > 0
4gF cos(θ1) cos(3φ1¯), x < 0
. (45)
As we can see, there is a domain wall at x = 0
between two non-commuting fields, [θ1¯(x), φ1¯(x
′)] =
(ipi/3) sgn(x − x′). Such interfaces were studied before
and it was shown that the domain wall hosts zero en-
ergy states [16–19, 23]. By analogy, the scheme could be
generalized to other fractional filling factors of the form
e/m, where m is an odd integer. We emphasize that
the derived energy spectrum of the edge modes is disper-
sionless as it does not depend on the momentum ky and
thus forms a flat band. The electron-electron interaction
inside this flat band, potentially, could lift this degener-
acy, however, the study of this effect is beyond the scope
of the present work as it requires a numerical approach.
Similarly to the non-interacting case considered in the
main part, the amplitude gt depends on the momentum
ky, thus, it could happen that H
ee
t is dominant only in a
finite range of momenta. This results in two Dirac cones
with edge modes existing only between them, as shown in
Fig. 4b of the main text. If magnetic fields are included,
also in the interacting case, the initially spin-degenerate
Dirac cones split and only one single flat band emerges
between them.
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