In order to improve the convergence speed and the drawback of easily converging to the local optimum of the standard particle swarm optimization (PSO) 
forecasting energy demand [11] ; Wang et al. proposed the co-evolution PSO algorithm combined with simulated annealing algorithm to effectively overcome the premature convergence of PSO algorithm by utilizing global convergence of simulated annealing algorithm and cooperative search of the two algorithms [12] ; Liu et al. proposed a hybrid PSO with distribution estimation algorithm operator and applied the minimization-of-waiting-time local search to enhance the algorithm performance [13] . Hu et al. simplified particle swarm optimization update equation and presented improved simple particle swarm optimization algorithm (SPSO), and the algorithm evolutionary process was only controlled by the position of the particle [14] . To a certain extent, the convergence speed and precision was improved in the SPSO. The shortcomings are that the convergence success rate cannot reach one hundred percent on the part of the optimization function, and the SPSO algorithm cannot converge to the optimal solution in Rosenbrock optimization function.
In this paper, differential mutation operator in the differential evolution algorithm and thermodynamics selection operator in the thermodynamic genetic algorithm are adopted to improve SPSO algorithm. Two improve simple particle swarm optimization algorithm are proposed, that is, simple particle swarm optimization based on the differential mutation (DSPSO) and simple particle swarm optimization based on thermodynamic selection strategy (TSPSO). Experimental results show that the DSPSO and TSPSO algorithms have good performance, can effectively solve some of the typical complex global optimization problems, and compensate for the deficiencies of the SPSO to some extent. 
Proposed algorithm

Basic particle swarm optimization
where t is the number of current iteration; 1  and 2  is a uniformly distributed number between 0 and 1; the parameter  is called the inertia weight; 1 c and 2 c are acceleration constants, usually these parameter are equal to 2. Furthermore, every dimension of the i V is constrained by the parameter max V .
Simple particle swarm optimization
By analyzing the basic particle swarm optimization algorithm, the concept of particle velocity was proved to be not required. The particle swarm optimization equation without velocity can be simplified as
In the right of Eq. (2), the first item is the history part and it represents the influence of the past on the current, adjusting the degree of influence through  ; the second item is the cognition part and it represent the particle's thinking of itself; the third item is the social part and it represents imitation and comparison with neighbor particles, this part realizes the information sharing and cooperation. These are consistent with the basic PSO algorithm. In the SPSO, there is particle position update without velocity update. Moreover, the max limit velocity set is not necessary.
Improved DSPSO
Taking into account the excellent performance of the differential mutation operator, as well as play a significant role in promoting performance of some intelligent algorithms, the differential mutation operator also is used to modify the particle position update formula. The improved formula is as follows:
where  is the coefficient, j and k is the index of randomly selected particles, and
. Through analyzing the Eq. (4), it will be found that the hybrid strategy of DE and PSO in this paper differs from previous methods [15] [16] [17] [18] : in this paper differential mutation operator directly acts on the current position update of the particle, however differential operator is used in the current velocity of the particle, the historical best position of the particle, or the global best position of the particle in previous references. The steps of the simple particle swarm optimization algorithm based on differential mutation (DSPSO) are described as follows:
{compute the fitness of the particle i X ; } 3) update the extreme i P and g ; 4) )
update the j-th dimension of the particle i X according to Eq. (4); 5) if reach the end condition, stop the DSPSO algorithm; otherwise go to step 2).
Improved TSPSO
Selection strategies play a decisive role on the performance of the algorithm. Different selection strategies will lead to different selection pressures, and a greater selection pressure makes the algorithm fast convergence, but also makes the algorithm be prone to premature convergence. Relatively smaller selection pressure generally makes the population maintain sufficient diversity, thereby the probability of the algorithm converging to global optimum increases, but the convergence speed is generally slower. Commonly used selection strategies in evolutionary computation are divided into three categories: (1) the selection mechanism based on the fitness value proportion; (2) the selection mechanism based on of rank; (3) selection operator based on local competition mechanism.
This section introduces a thermodynamic selection strategy [19] to improve SPSO algorithm. The selection mechanism simulated the competitive mode of energy and entropy in the solid annealing process to balance the conflict between selection pressure and population diversity. The strategy selects the particle not depending on the absolute fitness, but according to the relative energy and entropy of the particle. The control parameter temperature is also introduced in thermodynamic selection mechanism. It is similar to the Boltzmann tournament selection strategy. However, the parent particle competes with sub-particle according to their free energy component. The particle with smaller free energy will be retained; the particle with bigger free energy will be discarded. Concepts are defined as follows.
The particle absolute energy: Suppose f is the fitness function and the problem that the TSPSO algorithm solve is the minimal optimization problem, then the absolute energy ( )
e X f X  . The particle relative energy: according to the particle absolute energy, the absolute energy is divided into K intervals, if the absolute energy of the particle belongs to the k-th interval, the relative
. The particle free energy component: assuming that the number of the particles which belong to the same interval with i X is n, and the population temperature is T, the particle free
. The process of simple particle swarm optimization based on the thermodynamic selection (TSPSO) is as follows. 1) ; } 9) compare the M particles from current population with the M particles form sub-population, if the sub-particle free component is less than the parent particle free energy component, the sub-particle will replace the parent particle of the current population, so form a new population; 10) if reach the end condition, stop the TSPSO algorithm; otherwise go to step 3).
Experiment results
In the experiments, twelve classic test functions, often used by many scholars, are adopted to test the performance and reliability of the optimization algorithms. Four different particle swarm algorithms are applied to solve optimization problems, include basic PSO, SPSO, DSPSO and TSPSO. All experiments are executed on a computer of AMD dual-core 3.0G CPU/4G memory. so the subpopulation size is the same with the other three algorithms, the initial temperature T is 100. The parameters settings of DSPSO and TSPSO algorithm for the certain function need fine-tuning.
For the comparison between the four algorithms, each algorithm experiment on each optimization function is executed 30 times. Table I summarizes the results of these algorithms. Figure 1 to Figure 6 shows the convergence curves of the four PSO algorithms for the six functions
. The experimental data include the average of the best fitness of 30 runs, standard deviations (SD) and convergence ratio. The results obtained by the four algorithms below 10 
10
 are considered the convergence success for the functions except 4 F , 7 F and 9 F . And for 4 F , 7 F and 9 F , the results obtained by the algorithms are around -0.998, -3600 and -1.0316 are considered the convergence success. Figure 1 and Figure 3 show the convergence speed of the SPSO is faster DSPSO and TSPSO; Figure 2 , Figure 4 and Figure 6 show the convergence rate of the three algorithms is similar; Figure 5 shows the speed of the DSPSO, and TSPSO algorithm is faster than SPSO. So, the convergence rate of the three algorithms is not comparable. But the stability of the DSPSO and TSPSO algorithm is better than SPSO. Since except the function 10 F , DSPSO, and TSPSO algorithms are able to obtain the optimal solutions, and the convergence of success rate is 100%, but the SPSO is not. For function 10 F , all the four algorithms cannot converge to the optimal solution, and the best solutions are basically at the 1 10 order of magnitude. These can be confirmed from Table I . Therefore, it can be concluded that DSPSO and TSPSO are better than PSO and SPSO, and differential mutation technology and
thermodynamic selection mechanism is an effective method for the particle swarm optimization algorithm performance improvement. The function 10 F , called Rosenbrock, is a classic optimization problem, also known as Banana function. The global optimum is inside a long, narrow, parabolic shaped flat valley, also called Rosenbrock's valley. The chance to find the valley is trivial, however convergence to the global optimum is difficult and hence this problem has been repeatedly adopted to evaluate the performance of optimization algorithms. Further experiments showed that the DSPSO algorithm can solve this problem, but TSPSO algorithm cannot. The dimensionality of Rosenbrock is set to 2, 10, 20 and 30, respectively. And the maximum number of generations is set to 2000, 100000, 200000 and 300000 in turn. The DSPSO algorithm is executed in ten times for each situation. The results are summarized in Table II . Figure 7 and Figure 8 show the convergence curves of the DSPSO algorithm when the dimension of the function 10 F is 2 and 10, respectively. With the increase of dimension, the precision obtained by DSPSO algorithm decreases and the running generation increase. It proves the problem be more difficult. However DSPSO algorithm is still able to obtain satisfactory experimental results. At the same time, there is not any improvement in the experimental results obtained by the other three algorithms. It shows that DSPSO algorithm is more effective.
Conclusions
In this paper, two simple particle swarm optimization algorithms are designed based on the differential evolution algorithm and thermodynamic selection strategy, which effectively improve the standard PSO algorithm convergence precision and avoid the premature convergence phenomenon. Except the Rosenbrock function, the DSPSO and TSPSO algorithms can obtain the optimal solution on the remaining eleven optimization functions, and the convergence precision is less than 1e-10. In particular, the DSPSO algorithm can obtained the optimal solution on the Rosenbrock function when increasing the number of iterations or the number of function evaluations, and convergence precision is almost at the 1e-7 order of magnitude. The further research will focus on analyzing TSPSO algorithm and adjusting the thermodynamic selection mechanism of the TSPSO algorithm to obtain better experimental results on the Rosenbrock function.
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