Abstract-Resistance to overfitting is observed for neural networks trained with extended backpropagation algorithm. In addition to target values, its cost function uses derivatives of those up to the 4 th order. For common applications of neural networks, high order derivatives are not readily available, so simpler cases are considered: training network to approximate analytical function inside 2D and 5D domains and solving Poisson equation inside a 2D circle. For function approximation, the cost is a sum of squared differences between output and target as well as their derivatives with respect to the input. Differential equations are usually solved by putting a multilayer perceptron in place of unknown function and training its weights, so that equation holds within some margin of error. Commonly used cost is the equation's residual squared. Added terms are squared derivatives of said residual with respect to the independent variables. To investigate overfitting, the cost is minimized for points of regular grids with various spacing, and its root mean is compared with its value on much denser test set. Fully connected perceptrons with six hidden layers and 2 · 10 4 , 1 · 10 6 and 5 · 10 6 weights in total are trained with Rprop until cost changes by less than 10% for last 1000 epochs, or when the 10000 th epoch is reached. Training the network with 5 · 10 6 weights to represent simple 2D function using 10 points with 8 extra derivatives in each produces cost test to train ratio of 1.5, whereas for classical backpropagation in comparable conditions this ratio is 2 · 10 4 .
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I. INTRODUCTION
O VERFITTING is a common fault of neural networks that occurs in many different applications [21] , [12] , [7] , [11] . Consider a case of supervised learning: network N is to be trained to represent vector function F : X → Y known only by a finite set of its arguments x a ⊂ X and corresponding outputs y a ⊂ Y . It is a common practice to subdivide x a ,y a into at least two sets: training x b ,y b and test x c ,y c . Whatever algorithm is used for minimization, it is not run for elements of x c ,y c . This is done to later observe network's performance on previously unknown data. Overfitting can be broadly described as different behavior of cost function E = ||N ( x) − y|| for x ∈ x b , y ∈ y b and x ∈ x c , y ∈ y c . For example, its average values on those two sets can be orders of magnitude away. In broad terms, the ratio between cost function averaged on test and train set shows how much attention training procedure pays to the actual input rather than to the function behind it. However, this relation between averages is not important all by itself, since the absolute values of E c on test set x c ,y c are the goal of training procedure. There are numerous ways to tackle with overfitting. It is possible to directly address negative effects for E c by introducing a special set of patterns x cv ,y cv called cross validation set. Its elements are not fed to minimization algorithm as well, but during the training, cost function for them is observed. When it starts to increase, while the cost on x b ,y b continues to lower, one can draw a conclusion that negative effect of overfitting started to overpower positive effects of the training itself. If one choses to stop, the decision effectively puts a lower bond on approximation error. One might also say that before E c started to increase, any presence of overfitting was not practically significant. Many ways to handle such situations were developed [17] , [13] , [4] . For example, neural network can be pruned [15] , or some special statistical rule for updating weights can be used [6] , [20] , [22] . Generally, the more approximation abilities a neural network has the more it is prone to overfitting.
If random noise is present and the network is overtrained, i.e. backpropagation algorithm was run long enough to start paying too much attention to the training set, it almost inevitably leads to worsening of performance on the test set, since noise on the one is not correlated with noise on the other. However, if data is noiseless, then even having an extremely low error on training points can bring no negative effects to cost on the test set. This paper is using various derivatives of target function and, therefore, is unable to take noise into consideration, since even the slightest variations of neighboring points can have profound consequences to numerically calculated derivatives even of the first, not to mention higher orders. Vice versa, if derivatives up to say the 4 th order are known then nearby points can be calculated by Taylor approximation virtually without any noise. Therefore, in the scope of this paper overfitting is defined not as a worsening of performance on the test set, which was not observed, but rather as an ability of network to pay more attention to the training set. Thus, an absence of overfitting can be expressed as an inability to distinguish between statistical properties of the cost function on the test and training sets.
II. EXTENDED BACKPROPAGATION
Algorithms for supervised training of neural networks with cost functions that include derivatives were described in a number of publications [3] , [9] . Most notable are double backpropagation [2] and tangent propagation [19] . They both consider image classification problem and their cost functions in addition to squared difference between output and target classes include the first order derivatives of that difference.
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Double backpropagation calculates them with respect to values of individual input pixels, so derivatives of output can be viewed as a slope of network's reaction to subtle distortions. Derivatives of target with respect to distortions are zero since they do not change class, thus, training tries to minimize derivatives of output with respect to input for each meaningful pattern. Tangent propagation is more elaborate and calculates derivatives along special directions of input space. For each image I, a direction is another pseudo-image J that can be multiplied by small factor α and added to I, so that I+αJ simulates an infinitesimal geometrical distortion of I, for example, a rotation through small angle. Such distortion do not change class either, so derivative of output with respect to α is trained to be zero. Described methods are rarely used in practice, which might be due to their limited benefits, an increase in training time and a tricky process of calculating derivatives. This study does not consider complicated mappings like image classifiers, and tasks are limited to somewhat artificial, where functions are from space C ∞ , and their derivatives are easily computable. This allows to closely investigate effects of using high order terms on perceptron training.
Another case when derivatives appear in cost function, is solving differential equations [8] , [10] , [14] , [18] . Classical approach is to construct a neural network that maps each vector of independent variables to solution. Consider a boundary value problem inside a region Γ for function u(x, y) written as:
U (x, y, u, u x , u y , u xx , ...) = 0
The first step is to make a substitution using relation:
where φ(x, y) is a known function that vanishes on the boundary ∂Γ and is non zero inside Γ, and v(x, y) is to be constructed by a neural network [10] . The term f is now a smooth continuation of the boundary condition into Γ that is supposed to exist. The equation is written as:
and the boundary condition is simply:
A network with two inputs, one output and a suitable number of hidden layers and neurons is then created. Its weights are initialized and trained to minimize cost function E -a measure of a local cost function e = V 2 on Γ calculated using a finite set of grid points. If it reaches small enough values, v(x, y) · φ(x, y) + f can be considered as an approximate numerical solution, and as long as the procedure converges to a finite v, the boundary condition is satisfied. An extension of classical backpropagation is required due to the presence in e terms like v xx , which are derivatives of the neural network's output with respect to input. Various types of differential equations can be solved using this approach [9] , [23] . The smaller effect of overfitting is, the fewer points are required to capture the behavior of function e on Γ for proper discretization of E and, therefore, to solve the equation in the entire region.
Study [1] found significant improvements from using high order derivatives in learning process. For classical supervised training, the cost, which is equal to squared difference between output and target, was added with squared differences of their derivatives with respect to input up to the 4 th order. In the study target function was chosen as a piece of 2D Fourier series and all derivatives were readily available. Such modifications were found to enhance precision up to ∼ 100 times and allowed to use three times less points for training, but required to increase the number of neurons and layers as well. Another obvious cost of such enhancements was that derivatives of target must be known beforehand. For the case of solving partial differential equations the situation is different. The expression V behind the cost function e is simply all terms of the equation put together, therefore, it is possible to introduce extra derivatives simply by applying operators like ∂/∂x, ∂/∂y to V and adding squares of the results to the local cost function. For partial differential equations inclusion of extra derivatives up to the second order allowed to use 8 times less grid points and obtain 5 times smaller error. Paper [1] , however, was mostly focused on precision and implemented a cascade procedure when training is started with all available derivatives, and then higher order terms are turned off as the process continues. A contradiction between the necessity to increase network size and decrease in minimum number of points that prevent overfitting leads to this study. Since absolute precision is not the goal, the process of altering cost functions is omitted and instead the one with maximum number of available derivatives is used. Overfitting properties of extended training are investigated for both cases -supervised learning and solving PDE.
III. METHOD

A. Direct function approximation
Neural network is trained to represent a scalar function f :
To gather a cost function the following terms are used:
Here i can run through all or some of the input variables. If k = 0, all terms are the same and the sum can be omitted turning the expression into classical backpropagation cost:
The next order term k = 1 is used in double backpropagation. The cost of order s for one pattern (i.e. local) is defined as follows:
A network is trained on a set of M patterns, so the total cost is:
Results for s = 0 will be compared with the ones for s = 4.
B. Solving differential equation
Boundary value problem inside 2-dimensional region Γ is considered:
According to (1) the function is substituted, and the equation is written for v:
which is to be represented by a neural network v = N . Boundary condition is satisfied automatically. Similarly to (2) terms of different order are written as:
And one can omit the sum for k = 0. Classical method of solving PDE involves only e 0 = V 2 . The local cost function of the order s is similar:
Used grids are very close to regular, therefore, the total cost function which is a measure of e local s on Γ can be discretized on M points as:
IV. RESULTS
Analytical functions are approximated inside 2D box and 5D unit sphere. Boundary value problem is solved inside 2D unit circle. Regions are denoted as Γ and their boundaries as ∂Γ. For all cases the cost is minimized on grids that are generated in similar manner and comprised of two partsinternal and surface. The internal part is a regular grid, which is generated in three steps. At first, a Cartesian grid with spacing λ inside sufficient volume is created. Two random vectors in input space are then chosen, and the grid is rotated from one to another. Finally, it is shifted along each direction by a random value from interval [− λ 4 , λ 4 ], and after that all points outside of Γ are thrown away. The surface part contains equidistant points from ∂Γ with distance τ = λ unless otherwise stated.
Training is based on RProp [16] procedure with parameters η + = 1.2, η − = 0.5. Weights are forced to stay in [−20, 20] interval, no min/max bonds for steps are imposed. Initial step ∆ 0 is set to 2·10 −4 . Due to the absence of a minimal step a lot of them are reduced to zero after certain number of epochs. To tackle that, after each 1000 epochs all zero steps are restored to 10 −6 . The precision is single. Weights are initialized [5] with random values from range ±2/ √ s, where s is a number of senders. Thresholds are initialized in range ±0.1. All of the layers are fully connected and have non linear sigmoid activation function:
except for the input and output layers which are linear. To make sure that backpropagation is run long enough to produce overfitting, weak rules for stopping are implemented. During both classical and extended training modes, the root mean of e 0 for grid points e 0 train is tracked and after its best value has changed by less than 10% for the last 1000 epochs, or when the 10000 th epoch is reached, the training is stopped. The weights from the best iteration are saved, and 2 box:
A series of grids with various densities is generated. It starts with λ = 0.073 and a grid containing 804 points. For each next grid λ is increased, so that the total number of points would be approximately 10% less. The last grid has λ = 1.45 and 5 points, 4 on the boundary and 1 near the middle. In each point derivatives from the 1 st to the 4 th order are calculated with respect to x 1 and x 2 . Extended training is using i = 1, 2 in expression (2) and s = 4 in (3), therefore, the total number of parameters for a grid of M points is N = 9M . For classical training s = 0 and N = M . To plot curves on the same interval of N extended training is run only on grids from 88 to 5 points (λ from 0.24 to 1.45), and classical one is run on grids from 804 to 43 points (λ from 0.073 to 0.37). It is worth mentioning that calculating the target function 9M times is exactly enough to evaluate derivatives up to the 4 th order with respect to x 1 and x 2 in M points using the first order finite difference stencil. To investigate how network's architecture affects overfitting three different layer configurations are used: is finished, the performance of each network is tested on a grid with 3400 points and λ = 0.035. Base 10 logarithm of the ratio e 0 test / e 0 train is plotted on fig. 1 . The network with the most number of weights trained by extended algorithm is compared with three networks trained with classical cost function. The ratio itself and its variance, which is related to amount of filling above and below each curve, are much smaller for extended method. Fig. 2 shows overfitting ratio for networks trained by extended algorithm. Plots for different architectures are very close to each other, unlike when the same networks are trained with classical cost function. From about 200 parameters and more, which corresponds to 23 grid points, all curves lie mostly below the zero, which means that the root mean square error calculated on the dense test grid is a bit smaller than the one calculated on the training grid. Fig. 3 depicts the final root mean square error on the test set. It represents an inevitably more important aspect in a sense that the previous plots alone do not necessary mean that training was successful. Only one curve is shown for extended algorithm, since others lie very close to it.
2) 5D function: networks are trained to represent the following expression inside 5D unit sphere Γ : x p and x q out of five possible. Extended training is using i = p, q in expression (2) and s = 4 in (3), therefore the total number of parameters for a grid of M points is N = 9M . Extended training is run on grids from 166 to 11 points (λ from 0.55 to 1.1) and classical training on grids from 1579 to 98 points (λ from 0.336 to 0.62). Calculating target function 9M times is again exactly enough to evaluate derivatives with respect to two mentioned variables. Test grid has 11000 points and λ = 0.15. Network configurations are the same as for 2D case, except now input layers have 5 neurons instead of 2. Similarly to previous case, fig. 4 shows overfitting ratio for the biggest network trained with extended mode, and all networks trained with classical mode. Unlike 2D case, even on the most dense grids overfitting is very strong for larger networks trained without derivatives. Fig. 5 plots the same ratio for three architectures trained with extended cost. It is again small, barely different and has low variance between training attempts. Finally, fig. 6 compares performance of networks on the test set. It shows that extended mode not only produces very close test and train errors, but also a better approximation. Different curves for extended training are not shown since they lie very close to each other. One can notice that among results of classical training, the 1 · 10 4 network (the line marked with triangles) shows both: lower overfitting on fig. 4 and better test cost on fig. 6 . This could make the network a preferable choice for the task. However, when derivatives are used, any architecture demonstrates much smaller overfitting ratio and nearly one extra order in final precision. The only advantage of smaller network left is training time. Despite this being a 5D task, for each input vector it is enough to train derivatives with respect to two directions, provided they are randomly chosen from point to point.
B. Solving differential equation
Poisson equation inside 2D unit circle Γ : x According to (1) the following substitution can be made:
where v is to be found using a neural network. To make results comparable to previous cases, analytical solution is chosen as:
where f (x 1 , x 2 ) is the expression used for 2D approximation.
The function u a is substituted into (5) to calculate the source g that would produce it. This way a neural network in the process of minimizing the equation's residual would have to fit exactly the same function as in 2D approximation case. The distinction from direct approximation is that instead of being a squared difference between output and target, e 0 is a square of the equation's residual. A series of grids is generated with the first one having λ = 0.07 and 704 points and the last one having λ = 1.62 and 3 points. Classical mode is using s = 0 in 4, therefore, in addition to values themselves, 4 derivatives of v encountered in the residual V must be calculated in each point:
Extended training casts 8 extra operators on V :
where i = 1, 2. Due to overlapping this produces only 24 different derivatives of v. Therefore, an equivalent classical grid for M points in this mode is N = 5M . Extended training is run on grids from 139 to 3 points (λ from 0.16 to 1.62), and classical one is run on grids from 704 to 16 points (λ from 0.07 to 0.6). Test grid has 3000 points and λ = 0.033. Neural networks have the same configurations as for 2D function approximation. Fig. 7 compares overfitting ratio between one network trained by extended method and all three processed by classical one. Fig. 8 compares performance of the same networks on the test set. Results are similar to those on fig. 1  and 3 . Overfitting ratios for different architectures trained with extended cost are nearly indistinguishable, so instead, fig. 9 depicts the maximum absolute difference between analytical and numerical solution averaged across 5 solving attempts. Extended mode is about one order ahead of classical method on grids that are not too dense. Particular details for boundary value problem are worth mentioning. As grid spacing λ is increased, the last "accurate" solution (max |u − u a | < 3 · 10 th order stencil has ω = 1.6 · 10 −5 for λ = 0.29 and ω = 3 · 10 −3 for λ = 0.68. However, the 6 th order stencil requires at least 7 points in each direction, therefore, it can not be used on a grid with 12 points in total. On the 52-point grid its implementation is possible, but unlikely that precise, since in a lot of points derivatives will have to be calculated using not central but forward or backward stencil, approximation error ω for which is 20 times higher.
C. Eliminating few trivial explanations
The simplest explanation of lower overfitting for extended training could be an early stopping. To summarize data the lower 3-quantiles for the number of epochs were calculated for each problem, training mode and network size. For 2D classical approximation they are 7000, 6000 and 4000 and for extended one 5000, 4000 and 4000 for 2 · 10 4 , 1 · 10 6 and 5 · 10 6 networks respectively. For 5D case they are 6000, 4000 and 3000 for classical and 6000 for all networks on extended mode. Finally the boundary value problem has got 5000, 3000 and 2000 for classical and 4000 for all networks on extended algorithm. The difference is not quite significant. Even if extended training was run as long as classical whenever possible, it would not bring any noticeable changes to the plots.
Another concern arises from a specific property of RProp. If a landscape of a cost function has a lot of oscillations, then steps for many weights will be reduced to zero quite quickly, and the procedure will not go along those directions. If inclusion of high order derivatives creates such "ripples", training could effectively be constrained to a network of much smaller capacity, therefore, it can exhibit lower overfitting. To investigate this, the following measurement was made: the amount of non zero steps δ was observed for 2 · 10 4 network during classical and the 4 th order training for 5D function approximation with N = 449. In both cases the procedure was run for 6000 epochs. It resulted in e 0 train = 1 · 10 −4 and e 0 test = 3 · 10 −2 for classical and e 0 train = 2 · 10 −3 , e 0 test = 4 · 10 −3 for extended training. In both cases δ ∼ 300, except for small intervals of epochs close to the beginning or resetting of steps. The ratio δ extended /δ classical was calculated with the following results: minimum 0.45, the lower 3-quantile 0.8, and median 0.82. Value δ is relatively small, so another measurement was made: an average probability of a weight to be changed within 10 epochs is estimated as 11% for classical and 14% for extended training. It does not seem possible that overfitting ratios of 300 and 2 are due to the δ being 20% less. Usage of additional derivatives does not restrict training to a smaller subset of weights.
Another simple explanation of overfitting ratio can be obtained as follows: consider 1-dimensional function f approximated by a network N trained on n 1 points uniformly distributed on [0, 1] . Error e on the test set can be approximated as a difference between network's value N and target f in the middle of an interval between two neighboring training points a and b. Its length is 1/n and from Taylor expansion in a one can write:
After dividing this expression by N − f one obtains the overfitting ratio between e on train and test sets:
If one chooses to split n points into two parts, distribute half of them uniformly and then use the rest to calculate derivatives of target in each point using the first order finite difference stencil, the error in between points and the ratio will be written as:
The term (N − f ) is being minimized by classical algorithm and its derivative (N − f ) is what is included in the first order extended training. From numerical experiments it was found that, if a neural network trained by classical algorithm shows the train set precision ε it has the first derivative on this set off by about 10ε (this factor also depends on the network size). For extended mode, the precisions for different trained derivatives are approximately the same , and the first non trained derivative is similarly 10 off. Therefore, one can estimate test to train ratio 6: e test e train ∼ 1 + 10ε ε 1 2n = 1 + 5 n
And the ratio 7:
e test e train ∼ 1 + 1 n = 1 + 1 n For rather small n used in this paper, the difference between logarithms of those expressions is about 0.2. The same analysis expanded by higher order terms and applied to 2D and 5D cases can more or less explain differences between curves for classical and extended training shown on figure 10, provided ratios (N − f ) {k} /(N − f ) are obtained from experiment. Thus, overfitting ratio can be seen as a consequence of two reasons: extended training being simply a higher order approximation and existence of synergy between derivatives, which happens when inclusion of higher order terms enhances precision of the low order ones. However, this description is by no means complete. Note the solid line on fig. 7 : from the initial number of 139 grid points down to 11 logarithm of the overfitting ratio for the network with 5 · 10 6 weights does not exceed 0.03. Meanwhile, logarithm of the test precision log e 0 test represented by the solid line on fig. 8 increases from −4.5 to −2.0. It means that a network with few millions of connections have not established them in a way that would satisfy 9 conditions in 11 training points more precisely than anywhere else in Γ. Similar situation can be spotted in 2D and 5D cases of function approximation.
V. CONCLUSION
Unexpectedly low overfitting was observed when derivatives of target up to the 4 th order were included in backpropagation. Cost function values on train and test sets were very similar whether neural network approximated a smooth analytical expression or solved partial differential equation. Increasing the capacity of a network from thousands up to millions of weights barely affected those results. Test and train precisions were less than 8% different for a network with 5 · 10 6 weights up until 23 points left for 2D function approximation and 11 points left for solving 2D Poisson equation. Whereas approximating smooth analytical functions can be regarded as highly artificial task, solving partial differential equations on a very sparse grids can have more practical applications.
