Abstract-Nowadays, the necessity of rendering reliable services to the customers in business markets is assumed as a crucial matter for the service providers, and the importance of this subject in many fields is undeniable. Design of systems with high complexity and existence of different resources in network cloud leads the service providers to intend to provide the best services to their customers. One of the important challenges for service providers is fault tolerance and reliability and different techniques and methods have been presented for solving this challenge so far.
INTRODUCTION
Upon increasing development of information technology, a great volume of computations was created that its implementation by supercomputers was very costly and not available for all. Therefore, a new technology in the name of cloud computing was emerged. Using this technology, all systems existing in a network are assumed as a computational resource and may be used for computation. Accordingly, a great and powerful source is created using the networkconnected systems resources that are able to perform complex and great operation.
The cloud computations provided the requirements for using computing resources shared by the computers in different networks that are different from each other in structure as well as geographically may be situated within different intervals.
Currently, various definitions of cloud computing have been presented. The definition used in this paper is as follows:
The cloud computing is a computational model therein lots of systems are connected to each other as private or public networks to provide dynamic and scalable infrastructure for the applied programs, data storage and files. Upon emergence of this technology, the computations cost, applied programs hosting, content storage, and delivery of services was reduced considerably. The idea of cloud computing principally is formed based on "reuse of technological capabilities" [1] .
One of the important problems in cloud networks is management of time and resources, because as the viewpoint of different users, one of the most important criteria in selection of resources is implementation time. Whatever the implementation time is shorter and has lower cost, will be more appropriate as the viewpoint of users.
Cloud computing customers don't need to pay any cost for management, commissioning, maintenance and increasing the scale of their service for traffic control. They only ought to invest their cost and time for web development and pay easily the needed resources they want to provide for the web.
The cloud computing has frequent advantages, but also there are a few reasons for caution; risks such as losing services in case of occurring any problem or failure of cloud computing provider services or closure of their business. The legal problems are created when personal information has been stored in international level and security concerns are also created when the users have lost the control on their data protection. Hence, unilateral services are provided to the users for compensating the probable loss at the time of occurrence of a disaster. Fault tolerance is one of major concerns in applied programs implementation. In order to implement the applied programs correctly and reduce the effect of error on them, at first the error ought to be predicted, later managed and controlled. The fault tolerance methods are offered for prediction of these errors and performance of a proper action before fault.
The fault tolerance is the ability of a system for continuing the fulfillment of supposed tasks even in case of error. In fact, in this paper, byzantine fault tolerance technique in interconnected network cloud was used to avoid the irreparable loss, and colored petri nets were used to show the reliability of this technique.
In continue, the paper structure is as follows: in second chapter (2), the fundamental concepts related to cloud computing and fault tolerance, colored petri nets and reliability related to the subject are explained. In third chapter (3), a useful selection of previous studies and researches and similar to the subject of paper are explained briefly and usefully, and in fourth chapter (4) , the proposed method is described. Finally, to show the accuracy of proposed method, in fifth chapter (5), a case study is provided for evaluation and modeling of proposed method. www.ijacsa.thesai.org II. FUNDAMENTAL CONCEPTS Currently, different definitions of concepts are provided based on their application and performance. In this paper, the concepts were defined based on the application and type of usage. The cloud computing should not to be mistaken with network computations, because in network computations, the options and information are in general provided only on the servers of a specific company, whilst the cloud computations are much more bigger and include several companies and a large number of servers and equipment. 
A. Fault tolerance
Whereas in cloud networks one of the important topics is fault tolerance, in other word, it is necessary for the service receivers to have the reliability and security of their stored data in the highest level, therefore the service providers to retain their customers and render appropriate services ought to use specific mechanisms for applying security and high reliability factor.
The purpose of fault tolerance in cloud systems is that in case of occurrence of error, the system to have the ability of tolerating to the happened occurrence and can continue its process. In this type of systems, definitions of error, fault and failure are presented to associate the difference between them in the mind of reader. Therefore:
 Failure: whenever a system doesn't perform its expected job correctly, a failure has been occurred.
 Fault: The reason of failure occurrence is existence of an error in the system.
 Error: The reason of fault is existence of an error in the system.
B. Colored petri net
These nets present a graphic and clear exhibition of system together with a mathematical approach and can show the communication patterns, control patterns and information processes. These nets provide a framework for analysis, validation and evaluation of performance, the basis of petri nets has been formed based on the graph and informally it is a twopart directional graph consisted of two elements of time and transition. These nets are status-based and not event-based and it makes the explicit status modeling of each case possible.
Petri nets provide models of structural and behavioral aspects of a discrete event system. Moreover, provide a framework for analysis, performance validation and evaluation, and reliability [2] .
Colored petri nets figure 2, provide exacter models of complex asynchronous processing systems. In these nets, contrary to the petri nets, the tokens are distinguishable from each other, because each one of tokens has traits in the name of color. This type of nets provides exacter and detailer modeling from complex asynchronous processes. The tokens may be different from each other, so that a property called color is added to each token. The arcs may include mathematical phrases consisting of combination of color sets and variables related to them. Guard is a Boolean expression that is attributed to a transition and creates conditions for activation of input arc. In colored petri nets, each one of places, arcs and transitions depending on their color have their own guard [2] . 
C. Reliability
However, nowadays the cloud nodes have been considered by the people so much, nonetheless one of the major challenges that cloud computing face it, is procedure of data protection and applying security for users processes. The security that is provided in the cloud environment is very important for the organizations and the people, because a few organizations suppose the transfer of important applied programs and their sensitive data to a general cloud environment as a great risk. Therefore, to reduce these concerns, a cloud provider must make this confidence that the customers can reserve their security and privacy control on the applied programs, so the cloud providers to convince their customers about the security issues ought to perform actions such as service level agreement. This agreement is a document that specifies the relationship between provider and receiver and indeed is a legal agreement between service provider and customer. The cloud computing has not always provided continuous reliability.
III. PREVIOUS WORKS
Within recent years, various methods were propounded for evaluation of fault tolerance and reliability in cloud networks and these methods were studied in various researches. A few cases are analyzed in this paper.
Zh.Shan simulated and analyzed the performance in grid system in consideration of priority queues and applying priority for tasks and subtasks. This model has been made based on stochastic petri nets and analysis of its performance was provided based on properties of petri nets [4] .
In another model, the modeling and simulation of tasks scheduling procedure in grind environment was analyzed and studied to reach the maximum operational power and reliability. This study is based on the queue systems and has no formal definition and ultimately the simulation was made based on the petri nets [5] .
Genetic algorithm that is a hybrid evolutionary algorithm was presented for solving independent tasks scheduling problem in cloud network. The main objective in this algorithm is finding a solution therein the overall implementation time is minimum. Whereas genetic algorithm searches throughout the problem environment and is weak in local search, upon its combination to thermal simulation that is a local search algorithm, it is attempted to remove this defect and so the combination of advantages of these two algorithms were used. The chromosomes are exhibited by RFOH algorithm. Genetic algorithm includes a random population producer, elitist selection operator, repetitive combination and mutation aiding thermal simulator. Based on the fitness function, selection operator selects half of the best chromosomes from population. The combination operator is running and so the new children are generated for the next generation [6] .
In a method, to evaluate the reliability of byzantine fault in a system, byzantine fault tolerance technique was used. In this method, interconnected network cloud was used. This method includes the characteristics such as an automatic job scheduling instrument that allows the job plan to be provided automatically to several heterogeneous clouds, and a massage system that creates the secure connection between the cloud and interconnected networks cloud and a fault tolerance adjudication system was presented as well. In this method, to prove the accuracy of method, two virtual machines were tested experimentally [7] .
A method was presented for tasks distribution modeling and reliability calculation in cloud networks with star topology therein the tasks scheduling for reaching to the appropriate quality level as one of important and outstanding fields in cloud networks was analyzed. In this method, the reliability in grid services was examined and using the colored petri nets, a model was offered for computation. In this study, the grid environment has star topology and consequently RMS is connected with all resources in the grid. As specified, task of RMS is receiving tasks consisted of a series of subtasks from user and later distribution of the corresponding subtasks on the resources available on the grid. The general schema of job of tasks receipt and division thereof to subtasks by RMS and distribution among the resources is shown in fig. [3] . Fig. 3 . Breaking the tasks and distribution of subtasks by RMS [3] RFOH algorithm was presented for task scheduling with fault tolerance in computational grid aiding colored petri nets. This method records the history of fault event in resources in a table called fault event history table in information server of grid. Each row of FOHT table for each resource includes two columns; one column shows the history of failure event in that resource and the other one specifies the number of tasks implemented by that resource that was modeled by colored petri nets [8] .
The modeling along with reliability computation methods with lower performance was studied and only a few case and specific studies were applied on the grid. In a few other methods that Y-Sh.Dai et al computed reliability in grid services, it was concluded that these studies provide the computations related to reliability and performance in grid services and only a solution for their calculation and maximization was presented and no virtual model thereof was presented [9] .
In another method, the workflow procedure in grid environment was examined based on service and using UML charts [10] . In another method, workflow modeling in grid environment was discussed using simple petri nets and FhRG software. In this paper, the resulted petri network was presented, but this network was simple and allocated for the said software [11] .
The hybrid HPSO algorithm in fact is combination of PSO and thermal simulation that upon using thermal simulation gets away from falling into a local optimum. To map the scheduling problem to a solution in this paper, the research environment is assumed as NxM dimensions, therein N is referred to the number of subtasks and M to the number of resources. Each particle is comprised of M pars and each part has N independent tasks that show the combination of N tasks on M machines [12] .
A new scheduling algorithm was designed based on two basic Min-Min and max-Min algorithms so that the advantages of these two algorithms were used and yet the faults were covered. The criterion for selecting the proposed algorithm, the algorithm selected from two foregoing algorithms, is standard deviation of tasks completion period on resources. Min-Min www.ijacsa.thesai.org algorithm includes two stages; at the first stage, the waiting time for each subtask is specified and in the next stage, the tasks are sorted and marked based on job completion time on descending basis.
The tasks are allocated to their corresponding resources based on the priority of resources and this process is continued until all duties existing on MT are processed. Max-Min algorithm is similar to Min-Min algorithm with this difference that at the first stage, the tasks and jobs are sorted and marked based on the job completion time on ascending basis [13] .
In another method, genetic algorithm was presented for solving the dependent tasks scheduling therein two important parameters of service quality including time and cost were taken into account. In this algorithm, instead of production of initial population randomly, disturbed variables were used. The combination of genetic algorithm advantages to the disturbed variables resulted in distribution of produced solutions by this algorithm throughout the research space and avoided the early convergence in the algorithm and the better solutions and products to be achieved within shorter time, and the algorithm convergence speed to be increased [14] .
In a method, an algorithm was presented using queue theory for reduction of programs running cost in cloud network environment. The algorithm presented in this method is system-oriented and in addition to considering the performance and productivity factors focused on cost parameter that is raised more in business cloud environments [15] .
IV. PROPOSED METHOD
The proposed method is formed based on byzantine fault tolerance. The interconnected clouds, in other word multiple clouds that each one has a specific policy and management and also is administrated differently were studied and analyzed using this technique. Colored petri nets were used to show the fault tolerance in cloud network aiding this technique. In addition, to avoid extra costs before implementation and execution phase, the respective method was simulated by colored petri nets aiding cpntools to evaluate the reliability in the proposed method.
Byzantine fault tolerance is not used for single cloud networks considering reducing the network reliability [7] .
In continue, to introduce the method, at first byzantine tolerance and thereafter reliability computation procedure in the proposed method was analyzed and ultimately upon evaluation of fault tolerance and computation of reliability aiding colored petri nets and presentation of an executive model of proposed method in cpntools, obtained results were computed and exhibited.
A. Byzantine fault tolerance technique in interconnected cloud computing
Whereas cloud networks are assumed as one of main principles of computational systems, reliability in these systems is one of essential concerns, therefore the error potential in this type of systems is due to high simplicity. Hence, different techniques were developed for fault tolerance in these systems and in this paper byzantine technique was used.
In fact, byzantine fault is appeared when therein the server may provide any response optionally simultaneous to emergence of problems such as enemy attacks, user fault and software fault. A solution for avoiding this problem is use of byzantine fault tolerance (BFT). Byzantine fault tolerance figure 4, is the name of a problem that is occurred in distributed systems that is occurred due to creation of intentional failures. FT-FC (Fault Tolerant -Fault Control) is one of fault tolerance frameworks in interconnected network cloud that that has various features such as having an automatic job scheduling tool that provides the possibility of showing job plan automatically to several heterogeneous clouds and a massage-based system that makes the safe communication between the cloud and FT-FC and also includes a fault tolerance adjudication system. Figure 5 , exhibits the system created based on FT-FC framework. The modules shown in the figure are described in continue. The obtained results are stored in local database. In consideration of the foregoing, at the next stage, the reliability evaluation in this method should be assessed and in continue its procedure is described.
B. Reliability computation procedure
In this study, to compute the reliability, a failure rate is labeled to each one of nodes. However, all of these rates are designed dynamically in the model so that to be closer to the reality. To assess the reliability, equation (1) is used [16] . In above equation, f denotes reliability and F the error rate or failure factor. After that each time in case of error occurrence, the reliability was computed, is averaged and updated with the new event of failure and new reliability.
In other word, in each cloud, an error factor or fault may be occurred due to byzantine error reasons. Equation (1) is used for evaluation of fault tolerance and a backup is used in each cloud for upraising the fault tolerance threshold limit of byzantine framework.
C. Creation of executable model
In this paper, colored petri nets and CPN Tools were used for creation of executable model. Reliability is evaluated in FT-FC framework using byzantine fault tolerance upon labeling the failure rate in each cloud. In continue, figure 6 , shows the executable model of a distinct cloud network. In this paper, to show the applicability of method and accuracy of offered method, an example of cloud network with five distinct clouds were analyzed due to high complexity. Metric analysis of reliability is provided using the proposed method and simulation of executable model.
In order to evaluate the accuracy of performed simulation, Master provides five commands for sending to the clouds that each one of these commands were specified in the name of Job Properties. To show the dynamism in job, each command is repeated 10 times and 30 times; in other word, the possibility of data exchange between Master and clouds was shown. According to the results obtained from simulation of studied method in this paper, the effect of increase and decrease of number of jobs on fault tolerance value and finally total reliability of system is observable.
In other word, the resources management considering the increase of requests will intensify the faults and the fault tolerance is declined. As a result, reliability of system is reduced. figure 9 , shows the results of reliability evaluation with 10 and 30 tasks for each job in the simulated model. Fig. 9 . Reliability evaluation by failure rate for 10 and 30 requests for each job Byzantine fault tolerance n interconnected clouds that are stronger in management and have powerful infrastructure and are managed by the great cloud producers such as Amazon and Google is higher than byzantine fault tolerance with optional resources clouds that include lots of users and combined their computational resources.
In optional resources, due to dynamism of environment, reliability of a system is a critical issue and a byzantine fault tolerance system was presented for solving this problem. If number of our resources is 3F+1, F tolerates byzantine error. Commonly, infrastructure of clouds with optional resources is cheaper and more dynamic than greater clouds, but has lower power and reliability. Moreover, communication links between modules is not reliable [17] .
In table 2, results obtained from execution of number of different works on byzantine fault tolerance method in clouds with optional resources is shown. In figure 10 , a comparison between proposed model and byzantine fault tolerance method is provided in clouds with optional resources. The method presented in this paper analyzed byzantine fault tolerance in interconnected network clouds and colored petri nets were used to evaluate the reliability aiding this method that has strong math support. According to the results obtained from simulation, the fault tolerance using offered method is appropriate in comparison to the fault tolerance method in clouds with optional resources.
One of advantages of proposed method is combination of byzantine technique and colored petri nets that reliability was evaluated and analyzed using provided modeling. It was concluded that upon increase of requests, the fault tolerance is reduced and consequently reliability is also reduced and vice versa. In other word, resources management is under impact of requested services. One of limitations of proposed method for the subsequent activities is that in case the fault gets beyond the threshold limit and cloud tolerance, how reliability may change or which technique can be used to answer this question if the best option is tolerance or fault removal.
