Our purpose of this paper is to study stochastic control problem for systems driven by mean-field stochastic differential equations with elephant memory, in the sense that the system (like the elephants) never forgets its history in both cases, finite and infinite time horizon.
Introduction
We are interested in what consequences it will have for the market we are modeling, if we assume that the dynamics involve a large number of stock prices and there is a dependence on previous values. This makes the problem non-Markovian, and then it will be more difficult to find an explicit pricing formula as discussed in Arriojas et al [10] . The mean-field systems with delay are the natural models for such a problem, because prices depend on people and people have memories about what happened, e.g. yesterday, last week, last month and maybe even last year.
There are many ways of interpreting systems with memory. Here we are interested in stochastic differential equations (SDEs) where the coefficients of the system depend upon the whole past. We say that the system has elephant memory, inspired by the folklore that an elephant never forgets. In addition we allow the dynamics of the system to depend on both the current and previous laws of the state. Specifically, we assume that the state X(t) at time t satisfies the following equation:
   dX(t) = b(t, X(t), X t , M(t), M t )dt + σ(t, X(t), X t , M(t), M t )dB(t) + R 0 γ(t, X(t), X t , M(t), M t , ζ)Ñ(dt, dζ); t ≥ 0, X(0) = x 0 , (1.1) {eq1.1} {eq1.1}
where X t := {X(t − s)} 0≤s≤t is the path of X up to time t, M(t) = L(X(t)) is the law of X(t), and M t := {M(t − s)} 0≤s≤t is the path of the law process. We call equation (1.1) a mean-field stochastic differential equation (MF-SDE) with elephant memory.
A historical process X t := {X(s)} 0≤s≤t was studied by Dynkin [14] , but in a different framework. Different types of systems with memories were discussed in the seminal work of Mohammed [22] . A stochastic version of Pontryagin's maximum principle for systems with delay (discrete/distributed) has been derived by Chen and Wu [11] , Dahl et al [12] and Øksendal et al [25] .
The above mentioned works deal only with the finite horizon case. We refer to Agram et al [1] , [3] for the infinite time horizon setting.
Systems with discrete delay and mean-field have been studied by Meng and Shen [21] , Agram and Røse [8] but the mean-field terms considered there are the expectation of a function of the state, i.e. E[ϕ(X(t − δ))] for some bounded function ϕ and δ is a positive delay constant.
In this paper we consider a more general situation, where the dynamics of the state X(t) at time t depends on both the history of the state, the law for the random variable X(t) and the history of this law, as we have seen in (1.1). Moreover, we consider both the finite horizon case (Section 3) and the infinite horizon case (Section 4).
Since the system is not Markovian, it is not obvious how to derive the dynamic programming approach, but one can still get the HJB equation by using the minimal BSDE. This has been studied by Fuhrman and Pham [16] by using the control randomisation method, considering measures defined on the Wasserstein metric space of probability measures with finite second moment and using Lions lifting technics for differentiating the function of the measure.
In our paper, we use the Hilbert space of measures constructed in Agram et al [6] , [5] , [7] . Dual operators of certain Fréchet derivatives are given by means of the Riesz representation theorem. Having these tools, we obtain finite horizon maximum principles for the optimal control of such systems. As an illustration, using the closed formula for mean-field linear backward stochastic differential equation with jumps given in Agram et al [2] , we will solve the mean-field linear quadratic problem.
In the infinite horizon case in Section 4, we show that by replacing the terminal value of the BSDE for the adjoint processes with a suitable transversality condition at infinity, we can derive stochastic maximum principles also in this case. As an illustration we study an infinite horizon version of an optimal consumption problem.
Framework
We now explain our setup in more detail:
Let B = (B(t)) t∈[0,T ] andÑ(dt, dζ) be a d-dimensional Brownian motion and a compensated Poisson random measure, respectively, defined in a complete filtered probability space (Ω, F , F, P). The filtration F = {F t } t≥0 is assumed to be the P-augmented filtration generated by B andÑ .
Define the following spaces:
• Let n be a given integer. Then we defineM =M n to be the pre-Hilbert space of random measures µ on R n equipped with the norm
with y = (y 1 , y 2 , ..., y n ) ∈ R n , andμ is the Fourier transform of the measure µ, i.e.
µ(y) := R e −ixy dµ(x); y ∈ R n , where xy = x · y = x 1 y 1 + x 2 y 2 + ... + x n y n is the scalar product in R n .
• We let M denote the completion ofM and we let M denote the set of deterministic elements of M.
• LetM t be the pre-Hilbert space of all pathsμ = {µ(s)} s∈[0,t] of processes µ(·) with µ(s) ∈M n =M for each s ∈ [0, t] equipped with the norm
• We denote byM 0,t the set of all deterministic elements ofM t and by M t and M 0,t their completions respectively.
• Ifx ∈ R [0,∞) (the set of all functions from [0, ∞) into R), we definex t ∈ R [0,∞) bȳ
•
The following result is essential for our approach:
Lemma 2.1 In the following we denote by C 0 a constant that may change from line to line:
Then there exists a constant C 0 not depending on X (1) and X (2) such that
(ii) Let {X (1) (t)} t≥0 , {X (2) (t)} t≥0 be two processes such that
Then, for all t,
Proof. By definition of the norms and standard properties of the complex exponential function, we have
Similarly we get that
We will also use the following spaces:
• C d stands for the space of R d -valued continuous functions defined over the time interval [0, T ].
• A given finite time horizon
• We define Sx[0, T ] similarly. For finite T we identify functionsx : [0, T ] → R with functionsx ∈ Sx such that x(s) = 0 for s > T , and we regard them as functions defined on all (−∞, ∞) by setting x(s) = 0 for s < 0.
• By U we denote a nonempty convex subset of R d and we denote by U adm the set of paths U-valued G-predictable control processes where G := {G t } t≥0 with G t ⊆ F t for all t ≥ 0; we consider them as the admissible control processes.
Fréchet derivatives and dual operators
In this subsection we review briefly the Fréchet differentiability and we introduce some dual operators, which will be used when we in the next sections study Pontryagin's maximal principles for our stochastic control problem.
Let X , Y be two Banach spaces and let F : X → Y. Then
• We say that F has a directional derivative (or Gâteaux derivative) at v ∈ X in the direction w ∈ X if
exists in Y.
• We say that F is Fréchet differentiable at v ∈ X if there exists a continuous linear map
where A(h) = A, h is the action of the liner operator A on h. In this case we call A the gradient (or Fréchet derivative) of F at v and we write
• If F is Fréchet differentiable at v with Fréchet derivative ∇ v F , then F has a directional derivative in all directions w ∈ X and
In particular, note that if F is a linear operator, then ∇ v F = F for all v.
Next, we introduce some useful dual operators. In the following we regard any real function
• For T ∈ (0, ∞) let G(t) = G(t, ·) : Sx → R be a bounded linear operator on Sx for each t, uniformly bounded in t ∈ [0, T ]. Then the map
is a bounded linear functional on the Hilbert space Sx. Therefore, by the Riesz representation theorem there exists a unique process denoted by G * ∈ Sx such that
for all Y ∈ Sx.
• Similarly we see that if G : M 0 → L 1 (P) is a bounded linear operator on M 0 , then by Lemma 2.1, we have
Hence the map
is a bounded linear functional on L 2 (P). Therefore by the Riesz representation theorem there exists a random variable G * ∈ L 2 (P) such that
• In the same way we see that if
is a bounded linear operator on M 0 for each t, uniformly bounded in t ∈ [0, T ], then by Lemma 2.1 we see that the map
is a bounded linear functional on Sx, as follows:
Therefore, by the Riesz representation theorem there exists a unique process denoted by G *
for all X ∈ Sx.
• Proceeding as above, we also see that if
is a bounded linear operator on M 0 for each t, uniformly bounded in t, then the map
is a bounded linear functional on Sx. Therefore, there exists a unique process denoted by G *
We illustrate these operators by some auxiliary results.
Lemma 2.2 Consider the case when G(t, ·) : Sx → Sx has the form
satisfies (2.2), where
Proof.
We must verify that if we define G * (t) by (2.5), then (2.2) holds. To this end, choose Y ∈ Sx and consider
is a bounded function with compact support, let F (x) be the averaging operator defined by
(ii) Similarly, if G is evaluation at t 0 , i.e.
The finite horizon case
In this section we consider the case with a finite time horizon T < ∞. We are interested in the mean-field stochastic control problem with elephant memory, composed of a controlled diffusion equation defining the dynamics which are defined through the following equation:
where x 0 ∈ R d is a constant and u ∈ U adm (the set of admissible controls) is our control process, and with coefficients b :
satisfying suitable assumptions (see below). Here and in the following U is the set of possible control values. For given u ∈ U adm we define its corresponding performance functional J(u) by
where
We assume that f (t, x,x, m,m, u) and g(x, m) are F t -and F T -measurable, respectively. We consider the following finite horizon mean-field elephant memory control problem:
For simplicity (but without loss of generality), from now on we will consider only the onedimensional case.
Existence and uniqueness of the MF-SDE with elephant memory
We begin with the existence and uniqueness results for MF-SDE with elephant memory, let us consider the following equation
We make the following assumptions on the coefficients b :
Here the drift b, the volatility σ and the jump coefficient γ are supposed to be F-predictable. (ii) There is a constant C 0 such that, for all t ∈ [0, T ], ψ, ψ ′ ∈ R,ψ,ψ ′ ∈ C, m, m ′ ∈ M 0 and allm,m ′ ∈ M 0,t , the following holds for h = b and for h = σ:
. Similarly, we assume that γ is predictable and
).
Theorem 3.2 Under the assumptions (i) − (ii) our MF-SDE with elephant memory
We recall the following inequality which will be useful for our proof.
Lemma 3.3 (Kunita's inequality [19] ) Suppose p ≥ 2 and
Then there exists a positive constant C p,T , (depending only on p, T ) such that the following inequality holds
Proof of Theorem 3.2. Existence. For the convenience of the reader, but without loss of generality of the method, we assume that b = σ = 0. In the following we denote by C p the constant that may change from line to line.
Then, by the Kunita's inequality, the following estimation holds for all p ≥ 2 :
Applying the Lipschitz assumption (ii), we get
Hence, from a standard argument we see that there is some
Finally, taking the limit in the Picard iteration as n → +∞, yields
Uniqueness. The proof of uniqueness is obtained by the estimate of the difference of two solutions, and it is carried out similarly to the argument above.
Stochastic maximum principles
Let R denote the set of Borel measurable functions r : R 0 → R.
Define the Hamiltonian
and H(t, x,x, m,m, u, p, q, r) = 0 for all t > T. We assume that all the coefficients f, b, σ, γ and g are continuously differentiable (C 1 ) with respect to x and u admit Fréchet derivatives with respect to x, m, m. Then the same holds for the Hamiltonian H.
We define the adjoint processes (p, q, r) as the solution of the following finite horizon backward stochastic differential equation (BSDE):
where g(T ) = g(X(T ), M(T )) and H(t, x,x, m,m, u, p, q, r) x=X(t),x=Xt,m=M (t),m=Mt,u=u(t),p=p(t),q=q(t),r=r(t,ζ) .
In the next section, we will give an example on how to calculate this adjoint operator in particular cases. We are now able to give a sufficient (a verification theorem) and a necessary maximum principles. We do not give the proofs in this section, since they are similar to the proofs in the infinite horizon case, which will be discussed later. 
(t),q(t),r(t, ζ), ω),
concave P-a.s. for each t.
(Maximum condition)

E[H(t,X(t),X t ,M(t),M t ,û(t),p(t),q(t),r(t, ·))|G
Thenû is an optimal control for Problem 3.1.
Next we consider a converse, in the sense that we look for necessary conditions of optimality.
To this end, we make the following assumptions:
• Assumption A1. Whenever u ∈ U adm and π ∈ U adm are bounded, there exists ǫ > 0 such that for λ ∈ (−ǫ, ǫ) we have u + λπ ∈ U adm .
• Assumption A2. For each t 0 ∈ [0, T ] and each bounded G t 0 -measurable random variables α, the process
belongs to U adm .
• Assumption A3.
is a process depending on u, and if π ∈ U we define the operator D = D π on K by
whenever the derivative exists. In particular, we define the derivative process
We assume that for all bounded π ∈ U adm the derivative process Z(t) = Z π (t) exists and satisfies the equation
Remark 3.5 Using the Itô formula we see that Assumption A3 holds under reasonable smoothness conditions on the coefficients of the equation. We omit the details.
Theorem 3.6 Letû ∈ U adm with corresponding solutionsX and (p,q,r) of the forward and the backward stochastic differential equations (3.1) and (3.3) respectively with corresponding derivative processẐ given by (3.5).
Then the following are equivalent:
(t,X(t),X t ,M (t),M t , u,p(t),q(t),r(t, ·)) u=û |G t ] = 0. (3.7) {eq3.27} {eq3.27}
Example: A mean-field LQ control problem
As an example, consider the following optimization problem which consists to maximize the following performance functional
where X(t) is subject to for some given deterministic functions b 0 (t), σ 0 (t) and γ 0 (t, ζ) > −1 dP ⊗ dt ⊗ dν(ζ)-a.s. We associate to this problem the Hamiltonian
Here the operator F is defined by
Note that, since H does not depend on x,x,m, we have ∂H ∂x (t) = ∇xH(t) = ∇mH(t) = 0.
And, since m → H(t, m) is linear, we have ∇ m H(t, ·) = H(t, ·).
We want to find
i.e.
which is satisfied iff
Hence, the adjoint equation for (p, q, r) is    dp( In order to write the closed form for p(t), we will need the following results which are slight modification of existing results, we refer to Agram et al [2] for more details.
In the following we let D t denote the Hida-Malliavin derivative at t with respect to B(·). Similarly D t,ζ denotes the Hida-Malliavin derivative at t, ζ, with respect toÑ(·, ·).
In the next example, we will give the Malliavin derivative of the solution of the BSDE.
Example 3.1 (Representation of solutions of BSDE) Suppose that ϕ, p, q and r are given càdlàg F-adapted processes and they satisfy the BSDE of the form dp(t) = ϕ(t)dt + q(t)dB(t)
Then for a.a. t, q(t) = D t p(t), (3.12) {eq2.25} {eq2.25}
and for a.a. t and ζ, we have r(t, ζ) = D t,ζ p(t). For a given X(T ), the linear mean-field BSDE (3.10) can be written as follows.
(3.14) {e.meanp} {e.meanp}
Denoting p(t) := E[p(t)], q(t) := E[q(t)] and r(t, ζ) = E[r(t, ζ)].
Hence
From (3.14) we get that
(3.15)
We know that q(t) is the Malliavin derivative of p(t), i.e.
Taking the expectation, we have
(3.17) {e.meanr} {e.meanr}
Equations (3.14), (3.16) and (3.17) can be used to obtain p, q, r. In fact, we let
and
Define a mapping from
Then Equations (3.14), (3.16) and (3.17) can be written as 
Equation (3.18) is a linear equation, it can now be solved easily.
Summarizing, we have proved the following:
The optimal controlû of the mean-field LQ problem is given bŷ
The infinite horizon case
We now study the case when the time horizon is [0, ∞). Consider the equation
where x 0 ∈ R is the initial condition, u ∈ U adm , and the coefficients b :
Here C stands for the space of R-valued continuous functions defined over the time interval [0, ∞). We assume that
For given u ∈ U adm , we define its corresponding performance functional by
We consider the following infinite horizon mean-field elephant memory control problem:
Define the Hamiltonian
In the following we assume that all the coefficients f, b, σ and γ are continuously differentiable (C 1 ) with respect to x and admit Fréchet derivatives with respect to x, m, m and u.
Associated to the controlû we define the following infinite horizon SDE for the adjoint processes (p,q,r):
Remark 4.2 Note that without further conditions there are infinitely many solutions (p,q,r) of this equation.
Sufficient infinite horizon maximum principle
In this subsection, we give sufficient conditions which ensure the existence of an optimal control in the infinite horizon case. is concave P-a.s. for each t,p,q,r.
(Maximum condition)
3. (Transversality condition) For all u ∈ U adm with corresponding solution X u = X we have lim
Thenû is an optimal control for Problem 4.1.
Proof. Choose arbitrary u ∈ U adm . We want to show that J(u) ≤ J(û), i.e.,
By concavity of the Hamiltonian (4.3), we have
For fixed T ≥ 0, define an increasing sequence of stopping times τ n , as follows
it clearly holds that τ n → T P-a.s. By the Itô formula applied top 0 (τ n )X(τ n ), we get
(t)dp(t) + τn 0q
(t)σ(t)dt
where we have used that the expectation of the martingale terms, i.e. the dB(t)-and N (dt, dζ) -integrals, have mean zero. Taking the limit sup and using the transversality condition (4.6) combined with (4.8) we obtain, using that u andû are G-adapted,
is maximal at u =û(t). That completes the proof.
Necessary maximum principle under partial information
We now consider the converse, i.e. we look for necessary conditions of optimality. The following result is the infinite horizon version of Theorem 3.6: Theorem 4.4 Assume that Assumptions A1-A3 of Section 3.2 hold. Let u ∈ U adm with corresponding solutions X and (p, q, r) of the forward and the backward stochastic differential equations (4.1) and (4.4) respectively with corresponding derivative process Z given by (3.5) but now with the time horizon [0, ∞).
Moreover, assume that the following transversality condition holds:
Proof. Assume that (4.10) holds. Then
By the definition of the Hamiltonian (4.3), we have
where ∇ = (
). Define a sequence of stopping times by
Clearly τ n → T P-a.s. as n → ∞. Applying the Itô formula, we get
Taking the limit sup, combining this with (4.12) and using the transversality condition (4.9), we get 0 = lim
Now choose π(t) = α1 (t 0 ,T ] (t), where α = α(ω) is bounded and G t 0 -measurable and t 0 ∈ [0, T ). Then we deduce that E[
Differentiating with respect to t 0 we obtain
Since this holds for all such α, we conclude that This argument can be reversed, to prove that (4.11) =⇒ (4.10). We omit the details.
Optimal consumption from an elephant memory cash flow
To illustrate our results, let us consider an example of an infinite horizon optimal consumption problem, where the wealth process of the investor X = (X u (t)) t≥0 is given by the following dynamics:
where u(t) ≥ 0 denotes the consumption rate (our control), β > 0 (constant) denotes the volatility and F (·) : L 0 (R) → R is a bounded linear operator on the whole memory path X u t = {X u (t − s)} 0≤s≤t of X up to time t, to be specified below. We define U adm to be the set of nonnegative adapted processe u such that
For u ∈ U adm we also require that u satisfies the following budget constraint:
The expected total discounted consumption is bounded by the initial capital x 0 , i.e.:
where ρ > 0 is a given discount exponent.Consider the following problem:
where the performance functional J(u) is the total discounted logarithmic utility of the consumption u, i.e.
for some constant δ > 0.
The Hamiltonian in this case takes the form
and the adjoint process pair (p(t), q(t)) is a solution of the corresponding adjoint SDE dp(t) = − βq(t)
Note that by Lemma 2.2 we have
For example, let us from now on assume that F (·) is a weighted average operator of the form 
The adjoint BSDE (5.1) will take the form dp(t) = − βq(t) + E[
∞ 0 e −ρr p(t + r)dr|F t ] dt + q(t)dB(t); t ∈ [0, ∞). dt + βX(t)dB(t); t ≥ 0, X(0) = x 0 , and dp(t) = − βq(t) + E[ We want to find a solution (p,q) of this infinite horizon BSDE such that the transversality condition holds, i.e. which is a stochastic Volterra equation of the type studied in [4] and [9] .
Let us try to assume thatq = 0 and hence thatp is deterministic. Then the equation for p(t) reduces to the integral equation dp(t) = − By a similar procedure as above we obtain that this equation can be transformed to the equation dp(t) = − 1 ρ (1 − e −ρt )p(t)dt, (5.14)
which has the general solution p(t) =p (0) The problem is to findp(0) such that the following two conditions hold: and let λ 0 > 0 be the top Lyapunov exponent of y 0 . See e.g. [19] and [21] for more information about Lyapunov exponents. Then, since clearly The admissible value ofp(0) that gives the maximal consumption is therefore, by (5.16), We summarise what we have proved as follows:
Theorem 5.3 Assume that ρ < 1 λ 0 .
Then the optimal consumption rateû(t) for Problem 5.1, with F defined by (5.6), is given by (5.16), wherep(0) is given by (5.23).
