There exist several endeavours proposing a new family of extended distributions using the beta-generating technique. This is a wellknown mechanism in developing flexible distributions, by embedding the cumulative distribution function (cdf) of a baseline distribution within the beta distribution that acts as a generator. Univariate beta-generated distributions offer many fruitful and tractable properties, and have applications in hydrology, biology and environmental sciences amongst other fields. In the univariate cases, this extension works well, however, for multivariate cases the beta distribution generator delivers complex expressions. In this chapter the proposed extension from the univariate to the multivariate domain addresses the need of flexible multivariate distributions that can model a wide range of multivariate data. This new family of multivariate distributions, whose marginals are beta-generated dis-
Introduction
In many of the problems of interest to scientists, data consists of proportions and thus are subject to non-negativity and unit-sum constraints. Examples of such data can be found when analyzing rock compositions, household budgets, pollution components to name a few. Datasets such as these are known as compositional datasets and arise naturally in a great variety of disciplines such as biology, medicine, chemistry, economics, psychology, environmetrics, psychology and many others. The most widely studied distribution on the simplex is the Dirichlet distribution [3] . Various generalizations of the Dirichlet distribution are proposed in literature, for example see [7] , [5] , [9] , [31] , [11] and [13] . For an extensive review see [24] and [16] . In particular, the Liouville distribution has been widely studied (see [14] ). Specifically, a flexible Dirichlet was proposed by [26] , by extending the basis of gamma independent random variables which generates the Dirichlet distribution. The Dirichlet prior is widely used in estimating discrete distributions and functionals of discrete distributions, and in fact the Dirichlet distribution is the conjugate prior of the categorical distribution and multinomial distribution.
In this chapter we propose a general multivariate construction methodology using the Dirichlet probability density function (pdf) as the generator. This Dirichletgenerated class serves as good alternatives to the Dirichlet and generalized Dirichlet distributions for the statistical representation of specific proportional data. This class is an evolution from the univariate framework describes below into a multivariate setting:
with pdf h(x) = f (G(x)) g(x), (1.2) where G(·) is a continuous cumulative distribution function (cdf) and f (·) is the pdf of a random variable with support [0, 1]. By introducing extra parameters in f (·) and G(·) the resulting distribution provides greater flexibility in adapting modality and skewness. [12] was the first to introduce the family of beta-generated normal 
where α > 0, β > 0, and g(·) and G(·) are the pdf and cdf respectively. The beta distribution f (·) is referred to as the generator and G(·) as the baseline distribution.
Another development of (1.4) is based on the ith order statistic in a random sample
where [15] extended the pdf of the ith order statistic by allowing a = i and b = n+1−i which is the pdf in (1.4) . Note that the relation X = G −1 (F (·)) with F (·) being a beta-distributed random variable, can be used to simulate X values. It is clear that special choices of the baseline model G(·) yield specific models generated by the classic beta distribution. In recent years, several scholars have shown great interest in defining new generalized classes of univariate continuous distributions by using this "mother technique" (see (1.1)) to generate new models. The interested reader is referred to [10] (and the references therein), [17] , [2] , [4] , [23] , [33] , [19] and [22] for related studies, amongst others.
Mimicking the same construction methodology (1.1), three classes of extended bivariate distributions with the beta as generator, can be obtained as follows:
• Builder 1:
• Builder 2:
• Builder 3:
where G i (·), i = 1, 2, can be any cdf of a baseline univariate distrbution and G * (·, ·)
is the cdf of the baseline bivariate distribution, α > 0, β > 0.
From Builder 1, the pdf has the form
where g(·) is the pdf relative to the cdf G(·). In this case only one cdf contributes as baseline to develop the bivariate distribution and is a special case of Builders 2 and 3. The advantage of Builder 1 compared to Builder 2, is that it has fewer number of parameters. Makgai et al (2019) proposed Builder 3 and studied the properties and dependence structure of the class formed along with multivariate beta-generated distribution. Samanthi and Sepanski (2017) employed copulas to construct a bivariate extension of beta-generated distributions.
From completely a different viewpoint, [29] formed a bivariate distribution (see also [27] ), using the [25] beta pdf as generator:
However, the purpose of this study is not to study Builders 1-3, but to propose a general multivariate construction methodology using the Dirichlet pdf as the generator, with the baseline as the product of independent cdfs. This range of baseline distributions can be the exponential, Weibull, gamma, Fréchet, etc. Suppose that G(·) belongs to the Pareto class, then H(·) is referred to as the Dirichlet-Pareto dis-tribution function. The introduction of the Dirichlet distribution as the generating distribution F (·), creates the opportunity to apply a wide range of multivariate distributions. In this context, Section 2 provides the basic elements of the construction, that will be described in Section 3, with specific emphasis on the Dirichlet-Gamma distribution. In Section 4 some properties of the newly proposed multivariate distribution are discussed. To illustrate the effectiveness of the latter model, the well-known Dirichlet distribution is compared to the Dirichlet-Gamma distribution via a simulation studies and an analysis of real datasets using different measures. Finally, some conclusions are given in Section 5.
Ingredients
In this section, the basic notation and definitions (ingredients) underlying the construction that will described in Section 3, are recalled. A random vector Y = (Y 1 , . . . , Y p ) ∈ R p is said to have Dirichlet distribution (or standard Dirichlet) with parameters α = (α 1 , · · · , α p ; α p+1 ) for α i > 0, i = 1, ..., p + 1, p ≥ 2., if the pdf is given by
with the understanding that Y ∈ Ω p and Y ′ ∈ S p+1 where Ω p = (y 1 , . . . , y p ) ∈ R p :
For any α with α i > 0, i = 1, ..., p + 1 and
.
(2.10)
[8] and [16] provide detailed discussions on the properties of the Dirichlet distribution.
Assume the baseline distributions to be Gamma(θ i , β i ), i = 1, ..., p, with cdfs
for this chapter. The gamma distribution, which belongs to the exponential class, is a flexible distribution model with shape parameter β, that may offer a good fit to some sets of data.
Recipe
The construction methodology for the proposed model is as follows:
• Builder 4:
where G i (·), i = 1, . . . , p, can be any cdf.
Let the joint pdf of G i (·), i = 1, . . . , p, be the Dirichlet pdf given by
i.e. the Dirichlet combines the marginals G i (·), i = 1, . . . , p, with parameters α = (α 1 , · · · , α p ; α p+1 ) for α i > 0, i = 1, ..., p + 1.
Then, according to (1.1), the joint generated distribution, namely the Dirichlet-
Then, the marginal pdf of X i , i = 1, ..., p, has the form
this is useful for determining the moments of X i , i = 1, ..., p,.
Although the baseline cdf 's G i (·) could be presented by several distributions in this chapter, the case where g i (·) is the pdf Gamma(θ i , β i ), i = 1, · · · , p is considered.
Properties
Firstly an expression for the product moments will be derived, followed by the moment generating function (mgf) of the DG(α, θ, β) distribution. For this purpose, the following lemma is derived.
where u = (u 1 , . . . , u p ). Then
Proof.
Now apply the transformation
v i = u i 1−u 1 , for i = 2, · · · , p, with J(u 2 , · · · , u p → v 2 , · · · , v p ) = (1 − u 1 ) p−1 to obtain u 2 = v 2 (1 − u 1 ), p i=2 u α i −1 i = (1 − u 1 ) p i=2 α i −(p−1) p i=2 v α i −1 i .
Hence this results in
At this stage making the transformation w i = v i 1−v 2 once more, for i = 3, · · · , p, with Jacobian equal to (1 − v 2 ) p−2 , it follows that
Continuing this procedure, finally yields(4.17).
The following result for the product moment is stated, assuming the pdf (3.14) ,
holds.
Theorem 2 Let n i , i = 1, . . . , n p are positive integer values. Then, the product moments of X ∼ DG(α, θ, β) admit the following explicit form
The theorem is completed by applying the Lemma for I
where, t = (t 1 , . . . , t p ), x = (x 1 , . . . , x p ) θ = (θ 1 , · · · , θ p ) and β = (β 1 , · · · , β p ).
Proof:
It follows that
where ⊤ denotes transpose of vector.
The result follows by Theorem 1.
5 The proof of the pudding is...
The basic construction of the DG (α, θ, β) model entails embedding the cdf of a gamma distribution within the pdf of the Dirichlet distribution, that acts as a generator. The exact generation procedure for the Dirichlet-Gamma random variates is given as Algorithm 1 follows:
Algorithm 1
Step 1:
Generate independent gamma random variables W 1 , W 2 , . . . , W p+1
where W i ∼ Gamma (α i , 1) for α i > 0, i = 1, 2, . . . , p + 1;
Step 2:
W j for i = 1, 2, . . . , p;
Step 3:
is the cdf of the gamma distribution;
Step 4:
. , p;
Step 5:
. parameters α i , θ j , β j > 0, i = 1, 2, . . . , p + 1; j = 1, 2, . . . , p.
Model presentation
In Figures 1-6 , various pdfs and contour plots of (3.14) for different values of (α, θ, β) are provided. A 1000 simulated Dirichlet-Gamma values accompany the graphs.
Simulation study 1
Suppose N vector observations X 1 , . . . , X N of dimension (p − 1) × 1 are drawn independently and identically from the DG(α, θ, β) distribution. Therefore, the log- Confidence intervals (CI) for the model parameters by implementing the parametric bootstrap method are also provided. Tables 1-3 reflect also the coverage probabilities (CP) and average lengths of the intervals based on these two methods. 
Simulation study 2
A model testing technique, referred to in this chapter as the empirical estimator of the cdf of a multivariate distribution, is proposed in analysing the performances of the two competing models, namely the Dirichlet (D) and Dirichlet-Gamma (DG).
The technique compares the empirical cdfs of the observed and simulated datasets.
The following steps ( Algorithm 2) are taken in order to assess the competence of the models.
The advantage of this technique, is that one can also use the empirical cdfs to rank the simulated data. Ranking data makes it possible to calculate more accurate distances between the observed data points and the simulated points. Figure 7 illustrates an observed dataset (in black) and simulated points from the simulated artificial datasets Dirichlet (in blue) and the Dirichlet-Gamma (in red). The challenge lies in choosing the correct simulated point to calculate the distances. The solution that is proposed in this chapter is to rank the simulated data from the two competing models according to their calculated empirical cdfs respectively. The distances (as shown with the arrows) between the observed (in black) and the simulated data points can be more accurately calculated based on the quantile positions.
Algorithm 2
From the observed dataset x n×p , calculate the empirical cdf
where I (·) is the indicator function;
Obtain the parameter estimates for the two competing models, D and DG distributions and simulate artificial datasets;
x * D = x * 1 , x * 2 , · · · , x * p and x * DG = x * 1 , x * 2 , · · · , x * p of sizes d > n.
Step 3: Calculate the empirical cdfs for each simulated artificial dataset
Repeat step 2 -3 m times, and for each simulation, compute Kolmogorov-Smirnov (KS) distances between the empirical cdf (as computed in step 1) and the empirical cdfs of the competing models (as computed in step 3) where KS measure is defined in this case as
Compute the average KS distances over the m simulated artificial datasets;
Step 6:
Compare the KS distances of the DG to the KS distance of the D in terms of the ratio KS of DG KS of D .
In this chapter for the implementation of this technique, the focus is on the ratio of the KS distances between the two competing models. To test this model testing It is observed in Figure 8 that the Dirichlet-Gamma distribution is flexible enough to model Dirichlet distributed variables. The KS distance of the Dirichlet-Gamma is seen to be smaller for all simulated groups.
Simulation study 3
A further simulation study is carried out to illustrate the flexibility of the Dirichlet-Gamma when outliers are present within a dataset. Suppose that two non-Dirichlet artificial compositional datasets, where outliers are present, are generated, using Algorithm 3.
Algorithm 3
Step 1: Generate n random variates W i˜W eibull (k i , λ i ) for i = 1, 2, 3.
and generate artificial dataset y = (y 1 , y 2 , y 3 )
The construction of random variables Y 1 , Y 2 , Y 3 yields a compositional dataset with a negative correlation. The initial values for the Dirichlet and Dirichlet-Gamma used in the R package optim are obtained through a grid search. Figures 9 and 10 illustrates the flexibility of the Dirichlet-Gamma over outliers.
Real data analysis
To investigate the performance of the Dirichlet-Gamma distribution with respect to the Dirichlet distribution, different goodness-of-fit measures will be used to evaluate the models as candidates for the different datasets, namely the Q-Q plot, the Akaike information criterion (AIC, [1] ) and the Bayesian information criterion (BIC, [30] ), with the last 2 measures defined as
where m is the number of free parameters and l max is the maximized log-likelihood value. Models with lower values of AIC and BIC are considered more preferable.
EXAMPLE 1-Pekin ducklings dataset
As first illustration, the Serum-protein data of white Pekin ducklings are considered (see [20] Figure 11 shows the Q-Q plots on distances to origin of observed and Dirichlet simulated data. Figure 12 shows the observed data (black dots) versus simulated data from the Dirichlet distribution (blue dots), accompanied by a contour plot. It is clear that the Dirichlet distribution does not cover all the data points well. Similarly, the red dots show the simulated Dirichlet -Gamma values with a contour plot (second row on Figure 12 ). The results presented in Figure 12 , illustrates that the Dirichlet-Gamma distribution provides a dataset closer to the observed data compared to the Dirichlet distribution. The Dirichlet-Gamma covers the outlier while the Dirichlet model could not detect it. Table 3 shows a summary of the ML fittings (note Log-likelihood is indicated as ll in the tables). Using the model testing technique as described by Algorithm 2, it is observed that the KS distance is smaller in the case of the proposed Dirichlet-Gamma model versus the Dirichlet model (see Figure 13 ). 
EXAMPLE 2-White cells dataset

Conclusion
This chapter's broader target was to show that the "mother technique" ( see1.3) can still generate novel progeny. A unique contribution is made by introducing a constructive methodology for families of multivariate distributions through the model tributions could be used, similarly a more general structure for the generator could be the Dirichlet-hyper-geometric function type I distribution [21] . To accommodate for positive correlation structure in the data, the authors consider the Dirichlet type III distribution (see [9] ) or the Liouville distribution of the second kind ( [14] , [6] ) in a follow-up paper. Note that, in contrast with the Dirichlet and like the generalized Dirichlet, the covariance can be positive or negative. The builder would be of the form:
• Builder 5:
H(x 1 , ..., x p ) = This new approach to construct multivariate distributions expands the body of knowledge within the distribution theory domain.
