As software is increasingly used to control safety-critical systems, correctness becomes paramount. Formal methods in software development provide many bene ts in the forward engineering aspect of software development. Reverse Engineering is the process of constructing a high level representation of a system from existing lower level instantiations of that system. Reverse engineering of program code into formal speci cations facilitates the utilization of the bene ts of formal methods in projects where formal methods may not have previously been used, thus facilitating the maintenance of safety-critical systems.
Introduction
As software is increasingly used to control safety-critical systems, correctness becomes paramount.
The demand for software correctness becomes more evident when accidents, sometimes fatal, are due to software errors. For example, recently it was reported that the software of a medical diagnostic system was the major source of a number of potentially fatal doses of radiation 1]. Other problems caused by or due to software failure have been well documented and with the change in laws concerning liability 2], the need to reduce the number of problems caused by software increases.
Formal methods in software development provide many bene ts in the forward engineering aspect of software development 3, 4, 5, 6, 7] . One of the advantages of using formal methods in software development is that the formal notations are precise, veri able, and facilitate automated processing 8]. Reverse Engineering is the process of constructing high level representations from lower level instantiations of an existing system. One method for introducing formal methods, and therefore taking advantage of the bene ts of formal methods, is through the reverse engineering of existing program code into formal speci cations. Considering the high price of re-implementation and, even worse, the failure of software, reverse engineering of program code into formal specications provides a good alternative approach to traditional methods for maintaining safety-critical systems.
This paper presents an approach to reverse engineering that focuses on representing of block structured programming language constructs in a form that facilitates the translation of programming statements into formal speci cations. One of the di culties in automating the abstraction of a formal speci cation from program code is that the speci cation can often be too tightly bound to the implementation. Ultimately, this coupling necessitates user interaction in order to correctly obtain a high level speci cation that is free of implementation bias. By taking full advantage of the logical properties of programming constructs, a precise determination of a program's purpose can be represented at a higher level of abstraction, as compared to program code. The corresponding formal speci cation, along with information provided by a domain expert (someone who is knowledgeable about the speci c domain, implementation details, and functionality requirements), facilitates determining program correctness using automated reasoning techniques. Furthermore, any implementation changes due to e ciency considerations, platform di erences, or new requirements can be formally veri ed to determine whether the critical properties of the original system are preserved.
The remainder of this paper is organized as follows. Section 2 discusses basic properties associated with block structured languages. Section 3 describes the methods used to represent the major features of block structured languages, including a discussion of how those representations are translated into formal speci cations. A few examples that emphasize the major facets of the abstraction process are described in Section 4. Related work in the area of reverse engineering is presented in Section 5. Conclusions as well as future work is outlined in Section 6.
Properties of Block Structured Languages
The fundamental concepts of block structured languages originated with the development of AL-GOL 60 9] and have since been incorporated into the design of many programming languages, such as Ada 10] and Pascal 11] . Programs written using block structured languages are organized into nested blocks, where each block introduces a new local referencing environment. Because of their widespread and longstanding use, block structured languages have become a common object of study by maintenance engineers 12] . In order to analyze and maintain programs written using block structured languages, an understanding of the rules that govern block structured languages is necessary. The remainder of this section describes the fundamental concepts needed to understand block structured languages, where Pascal is used as a model for imperative (procedural) languages.
Static Scope Rules
Static scope rules provide the de nition of the context of a declaration within a program. In order to determine the intended behavior of a subject system, it is important that the rules that de ne the scope of variables within a system are understood. When abstracting a formal speci cation from program code, the scope of a variable and its potential values play a major role in expressing the e ects of statements. The static scope rules for block structured languages are as follows 9]:
1. The declarations at the beginning of any block de ne the local identi ers for a block. 2. Any identi ers referenced within a block for which no local declaration exists refer to the immediate parental block for a declaration. If no declaration is located in the parent block then the next ancestor is referenced. This identi cation process continues until the declaration is found (success) or no declaration is found (i.e., the top-most environment is reached and no declaration is present). 3. Declarations in nested child blocks are completely hidden from parent blocks and cannot be referenced by parents or ancestors. 4. Named subblocks in the form of subprograms are members of the parent's local referencing environment.
Statements
Imperative programming language constructs generally consist of four di erent types of basic statements regardless of whether the language is block structured or not. The programming constructs are assignment, alternation, iteration, and sequence. It is important to note that alternation, iteration, and sequence statements can contain one or more nested statements within the body of the where the if statement contains a begin-end statement and, additionally, the begin-end statement contains two assignment statements. This property will be referred to as the nesting property.
Subprograms
At issue in the use of subprograms is parameter association. Knowing the methods for binding formal and actual parameters as well as determining the parameter transmission schemes (i.e., value, value-result) of a language are necessary prerequisite tasks for the correct abstraction of formal speci cations from program code. The rules for parameter association in Pascal are as 
Variables, Symbols, and Types
Section 2 discussed properties (including static scope rules) relevant to the reverse engineering of program code written using imperative block structured languages. Static scope rules de ne the methods for determining the context of an identi er within a program. As is common in 1 Note that the OMT approach includes the use of object models, data ow diagrams, and statecharts. In this discussion, OMT refers exclusively to the use of object models.
compiler construction 22], a hierarchical approach has been developed for both determining scope and recording histories of identi ers within a program. This approach is implemented in the form of an abstract data type (ADT) called SymbolTable.
A SymbolTable is an ADT containing a set of SymbolTableElements (referred to as the symbols set) and a link to a parent referencing environment. Each SymbolTableElement object in the symbols set represents an identi er, a table of the values of the instances for that identi er (history), and an index used to reference the last instance of the identi er in the history table. The SymbolTableElement objects contained in the symbols set are uniquely identi ed within the set by the name given to each identi er. The notation convention for referring to the name, history table, and index of the last instance added to the history table for a given identi er i will be i.name, i.history, and i.index, respectively. The formal speci cation of the SymbolTableElement ADT, written in the Larch Shared Language, is given in Figure 1 and is used to de ne a method for determining the e ects of certain programming constructs. In the speci cation, SymTabElement is the name of the SymbolTableElement ADT, the includes keyword indicates that the de nition for the Integer type is used, the introduces keyword delimits the signature of the operators of the ADT, and the asserts keyword introduces the semantics of the operators, including the types of the arguments for the operators. The formal de nitions for the operations of SymbolTableElement are used in the next section in the discussion of the abstraction process. Figure 2 contains a graphical depiction of the SymbolTable ADT using the OMT notation that shows SymbolTable as an aggregate of one or more SymbolTableElements and zero or one SymbolTables, where aggregation is symbolically represented by a diamond, the \one or more" relation is represented by the lled circle, and the \zero or one" relation is represented by the hollow circle. The functional approach to programming constructs has many bene ts, including the natural correspondence to annotating program code with formal preconditions and postconditions. In order to support the functional view of programming constructs, the notion of a referencing environment local to a programming statement is introduced. It is important to note that in order to abstract away the details underlying an implementation, it becomes necessary to treat programming statements as \mini-programs" with the assumption that programming statements are single entry, single exit. Currently, this assumption e ectively excludes goto statements but facilitates the hierarchical management of the abstraction process using SymbolTable objects.
Statements

Assignment
Given an assignment statement of the form x:= e; and a precondition U, where U is a logical where each y i is replaced by E i , respectively, in expression R. In the above example, the wp of the assignment is U, which is satis ed by the original precondition.
One of the main purposes of the SymbolTable ADT is to support the construction of specications. The history capabilities of a SymbolTable directly supports the construction of speci cations by providing information about the values of various instances of a given identi er and by providing a means for storing the e ects of an assignment statement. Expressions are resolved using textual substitution of the value of the last instance of an identi er contained in an expression and found in a SymbolTable object. For example, an expression typically found in a program might be as follows q + r ? s + t:
(1) An expression can be processed such that the identi ers in the expression are replaced with the representation of the last instance of each identi er. Expression (1), for example, can be translated into an internal representation such that each identi er in (1) is replaced with the corresponding internal representation of the last instance for the identi er. If it is assumed that the last instance for q, r, s, and t are q 1 , r 3 , s 0 , and t 1 , respectively, then Expression (1) would be translated into the following q 1 + r 3 ? s 0 + t 1 ; (2) where the subscripts represent the i th instance of an identi er. For example, in Expression (2), r 3 represents the third instance of identi er r. Once the initial substitution of the last instance for each identi er is completed, the representation of an instance of an identi er is replaced with the actual value of the instance. For illustration purposes, assume that the values of instances q 1 , r 3 , s 0 , and t 1 are 5, 9, s 0 , and x 1 , respectively. Then Expression (2) would be translated into the following 5 + 9 ? s 0 + x 1 :
This process repeats until all terms of the expression are either initial instances (e.g. s 0 ), conditional instances, that is, the instance depends on the evaluation of a number of logical conditions (this concept is further explained in the following section), or constant values.
Alternation
An alternation statement takes the form if B then S1; else S2;
where B is an expression and S1 and S2 are statements. An equivalent representation using the x := p; 5.
x := q 6. end 7. else 8. begin 9.
x := r; 10.
x := x + q; 11.
x := x -p; 12. x := p; 4.1 (* x1 = p & U *) 5.
x := q 5.1 (* x2 = q & U *) 6. end 7. else 8. begin 9.
x := r; 9.1 (* x1 = r & U *) 10.
x := x + q; 10.1 (* (x2 = x1 + q) & U *) 11.
x := x -p; 11.1 (* (x3 = x2 -p) & U *) 12. can often lead to an incoherent speci cation for line 15 due to the multiple instance subscripts for identi er x. As mentioned earlier, each level of nesting in our approach is managed by using separate referencing environments through the use of SymbolTable objects. Using this approach we de ne the notion of dirty sets and last instances, which will aid in the de nition of methods for correctly combining the speci cations of nested statements. These methods can then be used to determine the speci cation such as that required for line 15. De nition 1 (Last Instance) Assuming that a begin-end sequence is single entry, single exit, then a last instance is the most recent value of any identi er accessible during the context of the sequence.
In some cases, the last instance may be the same as the initial instance, while in other cases the last instance is di erent. Given that a SymbolTable object, called symtab, is used to manage an arbitrary level of nesting, we de ne the last instance of an identi er id to be last instance(id; symtab) = ( retrieve(id,lastIndex(id)) id 2 symtab:symbols unde ned otherwise where retrieve(id,lastIndex(id)) represents the value obtained by referencing the last item in the history table for identi er id, and the identi er id must be accessible in the current environment.
De nition 2 (Dirty Set)
A dirty set is a construct that can be used to determine whether an assignment statement has been performed on an identi er in a nested sequence of statements. In addition to being useful for combining speci cations of nested statements, a dirty set also aids in simplifying speci cations. Formally, a dirty set is de ned in the following manner dirty set(orig,target) = fy 2 origjlast instance(y; orig) 6 = last instance(y; target)g;
where orig and target are SymbolTables of the containing and contained nested statements, respectively.
The method for abstracting speci cations from Pascal alternation statements uses three SymbolTables. The main SymbolTable is used to manage the entire alternation construct while two auxiliary SymbolTables are used to manage the identi ers of the guarded command constructs, assuming that the alternation statement is composed of two guarded commands, that is, one guarded command corresponds to the if case, and the other corresponds to the else case. (For case statements, an auxiliary SymbolTable object would be used to manage each separate case.) By using dirty sets, identi ers that are modi ed within the scope of the guarded commands contained within an alternation statement can be determined. That is, a set of all identi ers that are conditional are speci ed formally as follows I = fdirty set(main; aux 1 ) dirty set(main; aux 2 )g; where main represents the main SymbolTable, and aux 1 and aux 2 refer to the SymbolTables used to manage the guarded commands of the alternation statement. Upon determining the identi ers that t this criterion, the main SymbolTable is updated in order to satisfy the following condition:
(8i : i 2 I : (9j : j 2 aux 1 : i:name = j:name^last instance(j; aux 1 ) = last instance(i; orig)) _ (9j : j 2 aux 2 : i:name = j:name^last instance(j; aux 2 ) = last instance(i; orig))) which states that all identi ers in the dirty set are in one of the auxiliary SymbolTables Finally, with knowledge about the values of last instances of identi ers that would result from the execution of nested subblocks, a formal speci cation can be completed. Consider again the sequence of code given in Figure 5 . The nal version of the code with annotated speci cations of the alternation statements using the notation idfnestginstance for identi ers, where id is the identi er in question, nest is the level of nesting, and instance is the instance number within the current context, is given in Figure 6. 
Iteration
A Pascal iteration statement and an equivalent Dijkstra version take the forms, respectively. x := r; 9.1 (* (x{3}1 = r0) & U *) 10.
x := (x + q); 10.1 (* (x{3}2 = r0 + q0) & U *) 11.
x := (x -p); 11.1 (* (x{3}3 = ((r0 + q0) -p0)) & U *) 12. Figure 7 gives the steps for constructing a speci cation for a loop that was developed using the replace a constant by a variable strategy for the loop invariant.
When no automated strategy can be applied to a loop or the constructed speci cation is incorrect, the domain expert is prompted for the proper speci cation of the statement. The following items are then identi ed in order to con rm that the speci cation of the loop is complete: invariant (P): an expression describing the conditions prior to entry and upon exit of the iterative structure. bound function (t): an integer expression representing the bound on the number of iterations.
If at least one of the guards is true and the invariant is true, then the number of iterations is bounded below by t (P^BB ! (t > 0)).
statements that make progress towards termination (S i ): these statements must decrease the bound function after each iteration. Each loop iteration is guaranteed to decrease the bound function. Formally, this condition is: fP^B i gt 1 :=t; S i ft < t 1 g; for 1 i n;
where P^B i indicates that the invariant P and guard B i are true, the assignment to t 1 preserves the value of t before the iteration, and S i represents the statements guarded by B i .
1. The abstraction algorithm begins with the template for a quanti ed expression of the form (Qi : range(i) : expression(i));
where Q represents one of the quanti er symbols 8; 9; .
2. The quanti ed variable(s) are determined by examining the identi ers occurring in guards B j .
3. The ranges of the quanti ed variables are determined by nding statements occurring prior to entry into the loop that assign values to incremented (decremented) variables and their occurrences in the guards. 4. For each guarded command, the corresponding statement list includes statements that ensure progress towards termination; the postcondition for the remaining statements constitutes expression(i).
5. The bound function becomes the di erence between the upper (lower) bound for a variable that is being incremented (decremented) and its value during loop iterations. value-result y; result z ); fPgh body ifQg where x, y, and z represent all the value, value-result, and result parameters for the procedure, respectively. The notation h body i represents one or more statements making up the \procedure", while fPg and fQg are the precondition and postcondition, respectively. The syntactic signature of a procedure appears as proc p : (input type) ! (output type) where the Kleene star (*) indicates zero or more repetitions of the preceding unit, input type denotes the name of an input parameter to the procedure p, and output type denotes the name of an output parameter of procedure p. A speci cation of a procedure can be constructed of the form f pre: U g proc p : E 0 ! E 1 f post: post(body)^U g where E 0 is one or more input parameter types with attribute value or value-result, and E 1 is one or more output parameter types with attribute value-result or result. The postcondition for the body of the procedure, post(body), is constructed using the previously de ned guidelines for assignment, alternation, and iteration as applied to the statements of the procedure body. , where a; b; and c represent the actual parameters of type value, valueresult, and result, respectively. Local variables of procedure p used to compute value-result and result parameters are represented using u and v, respectively. Informally, the condition states that PR must hold before the execution of procedure p in order to satisfy R. In addition, PR states that the precondition to procedure p must hold for the parameters passed to the procedure and that the postcondition for procedure p implies R for each value-result and result parameter. Using this theorem for the procedure call, an abstraction of the e ects of a procedure call can be derived using a speci cation of the procedure declaration. 
Example
The following example demonstrates the use of three major programming constructs described in Particular attention is directed to the speci cations for the swap procedures given in Figure 9 named swapa and swapb. Although each implementation of the swap operation is di erent, the code in each procedure e ectively produces the same results, a property appropriately captured by the respective speci cations for swapa and swapb. In addition, Figure 10 shows the formal speci cation of the funnyswap procedure. The feature emphasized in this procedure is the di erent way that parameters are passed to the procedure, a property exhibited by the speci cation of the e ects of the call to funnyswap in Figure 10 . The procedure FindMaxMin provides another example of the speci cation of alternative statements, with the speci cation of the procedure shown in Figure 9 , and the e ect of the call to the procedure given in Figure 10 . 
Conclusion
Formal methods provide many bene ts in the development of software. Automating the process of abstracting formal speci cations from program code is sought but, unfortunately, not completely realizable as of yet. However, by providing the tools that support the reverse engineering of software, much can be learned about the functionality of a system. The approach described in this paper to reverse engineering of program code into formal speci cations is a two step process involving the architectural (object) modeling of a programming language in order to capture the information pertinent to determining the semantics of a program and translations of the representations of particular instances of programs into formal speci cations. Formal speci cations constructed using the described approach facilitate the maintenance of programs and aid in preserving the safety-critical properties when code is modi ed.
Our previous investigations led to the development of AutoSpec, a tool that abstracts formal speci cations from program code using a translational approach to determining the e ects of basic programming constructs 16]. The prototype has since been modi ed to incorporate the modeling and translation approach described in this paper. Future investigations include the increased diversity in the methods used to determine the function of iteration statements including the use of slicing 30] as well as increasing the scope of the system to handle recursive procedures. We will also be investigating the application of the remaining OMT modeling techniques to the representation of a programming language, that is, capturing the functional and behavior models.
