Distributed optimisation can be formulated as an n player coordination game. One of the most common learning techniques in game theory is fictitious play and its variations. However fictitious play is founded on an implicit assumption that opponents' strategies are stationary. In this paper we present a new variation of fictitious play in which players predict opponents' strategy using a particle filter algorithm. This allows us to use a more realistic model of opponent strategy. We used pre-specified opponents' strategies to examine if our algorithm can efficiently track the strategies. Furthermore we have used these experiments to examine the impact of different values of our algorithm parameters on the results of strategy tracking. We then compared the results of the proposed algorithm with those of stochastic and geometric fictitious play in three different strategic form games: a potential game and two climbing hill games, one with two players and the other with three players. We also tested our algorithm in two different distributed optimisation scenarios, a vehicle target assignment game and a disaster management problem. Our algorithm converges faster to the optimum than both the competitor algorithms in the strategic form games and the vehicle target assignment game. Hence by placing a greater computational demand on the individual agents, less communication is required between the agents. In the disaster management scenario we compared the results of particle filter fictitious play with the ones of Matlab's centralised algorithm bintprog and the centralised preplanning algorithm of [1] . In this scenario our algorithm performed better than the preplanning algorithm in two of the three performance measures we used.
INTRODUCTION
Disaster management refers to a process that is designed to prevent, reduce the impact, respond or recover from a natural or manmade disaster, like earthquakes, fires or floods. In these cases the resources that are available should be allocated in an optimal way to minimise the losses either in terms of human lives or damaged properties and environment [2] .
A centralised solution is infeasible for many different reasons. One is restrictions in the communications between the emergency units. It is highly probable that after the disaster there will be a restriction in the communication range of the emergency units, and thus they will be able to communicate and exchange information only with other units that are near them. A second is that these situations are of large scale and of high complexity. The demand of computational power and the amount of time that is needed to find an optimal solution makes the results inefficient. Taking into account these difficulties it seems necessary to find a way for the emergency units to coordinate by themselves without the help of a central decision maker.
Thus algorithms for distributed optimisation are needed.
Besides disaster management [3] , these algorithms are also useful in applications such as sensor networks [4] , traffic control [5] and scheduling problems [6] where centralised approaches are inefficient.
Distributed optimisation cannot be applied in every optimisation task. When an optimisation task of dimensionality k and of utility function u g , which is the function we want to optimise, can be defined as k different subproblems with a utility function u d , where d = 1, . . . , k, then we can solve it using distributed optimisation algorithms. It is possible for the different subproblems to be related and thus the different u d 's will have some common features. Each of the sub-problems can be solved separately and u g is an aggregation of the separate u d 's [7, 8] . Distributed optimisation algorithms can be used to propose a solution for each subproblem taking into account the relationships between the different utility functions u d 's. Then the solution will be the combination of the solutions of each sub-problem.
A class of algorithms that are used in distributed optimisation tasks are pre-planning algorithms. These algorithms solve the problem in advance using a centralised method, when time and computational power is not restrictive as in the real scenario. Then the results that have been acquired in advance are used to obtain a solution in the real task. An example of this approach is [1] , where a disaster management scenario is solved. A centralised random neural network is trained in advance, and when the disaster occurs each individual independently uses the fitted network to decide which action to take. These methods have small communication cost since the agents should exchange once the information which is necessary as input for the pre-planning algorithm. When the real situation is similar to the ones that were used to train the preplanning algorithm these algorithms result in solutions which are approaching the global optimum. But in cases where either the scenarios are continuously changing and it is necessary for the algorithms to adapt to the new environment, or the scenarios that were used to train the algorithm are different from the real one, then these algorithms are not efficient.
On the other hand there are algorithms that provide distributed solutions. A category of these algorithms is the distributed complete algorithms. This category includes algorithms like Dynamic Programming Optimisation (DPOP) [9] , Asynchronous Distributed Optimisation (ADOPT) [10] and Optimal Asynchronous Partial Overlay (OptAPO) [11] . The solution of these algorithms approach the global optimum but they are intractable for large scale scenarios or very complicated problems. This is because these algorithms require the agents to exchange complicated data structures, that are costly to be transmitted to everyone in large scale problems. Also the memory that is required by some of them increases exponentially with the complexity of the problem.
Message passing algorithms are another class of distributed optimisation algorithms with the canonical example being the Max-Sum algorithm [12] . In contrast to distributed complete algorithms, algorithms that belong in this class result in agents that iteratively exchange data structures locally. This reduces the cost of communication and also the complexity of the problem each agent has to solve, since each agent only solves a sub-problem that involves the agents that are in his range. The solutions of message passing algorithms can be less efficient than the distributed complete algorithms in some problem scenarios.
Iterative algorithms based on best response such as regret matching [13] , the maximum gain algorithm [14] and fictitious play [15] are another category of distributed optimisation algorithms in which the problem is cast as a game.
They require less communication than the other two categories described above, since their only requirement is that agents should inform the others about their current state. Since these algorithms use less information than the message passing and distributed complete algorithms they are more likely to get stuck in local optima. Nevertheless these algorithms are tractable when there are severe restrictions on communication. They are also robust to situations in which some agents do not follow the correct algorithm.
Fictitious play is an iterative algorithm that can be used to solve games. Under fictitious play each player maintains some beliefs about his opponents' strategies, and based on these beliefs he chooses the action that maximises his expected reward. The players then update their beliefs about their opponents' strategies after observing the actions of their opponents. There are theoretical proofs that fictitious play converges to Nash equilibrium for certain kind of games, but in practice this convergence can be very slow [16, 17] . This is because it implicitly assumes that the other players use a fixed strategy in the whole game.
In this paper we introduce a variation of fictitious play in which, in contrast with the classic algorithm, players do not assume that their opponents have fixed strategies. Therefore they attempt to track other players' strategies using particle filters. We observe that this approach reduces the number of steps that fictitious play takes to converge, and hence the communications overhead between the distributed optimisers that are required to find a solution to the distributed optimisation problem.
The remainder of this paper is organised as follows. We start with a brief description of game theory, different categories of games, fictitious play and stochastic fictitious play. Section 3 introduces a particle filter based algorithm to update the beliefs about opponents' strategy and the results of a tracking scenario.
Section 4 presents the results of the method described in Section 3 when incorporated in stochastic fictitious play, comparing with the results of classic stochastic fictitious play [16] and geometric stochastic fictitious play [18] .
Sections 5 and 6 include the description and the results for the vehicle target assignment game and the disaster management simulation scenario respectively. We finish with a conclusion.
GAMES

Game Theory
Game theory is the field of science that deals with the way someone should take a decision when there
Dynamic opponent modelling in fictitious play 3 is interaction between the decision makers. Games can be divided into two general categories: strategic form games and extensive form games. The main difference between strategic and extensive form games is that in strategic form games the actions are made simultaneously but in extensive form games the decision makers might act with knowledge of the action of their opponents. For that reason a basic element of extensive form games is the order of the moves. Generally we can say that extensive form games are a form of multiplayer decision trees. The rest of this paper will focus on strategic form games since they map more naturally to the distributed optimisation framework.
The elements of a strategic form game are [19] • a set of players i ∈ 1, 2, . . . , I,
• a set of actions s i ∈ S i for each player i,
where u i (s) is the utility that player i will gain after a specific joint action s has been played. We will often write s = (s i , s −i ), where s i is the action of Player i and s −i is the joint action of Player i's opponents. The rules that the players use to select the action to be played in the game are called strategies. When an action of Player i is selected from his set of available actions using a deterministic rule then the player acts according to a pure strategy. In the case that he chooses an action based on a probability distribution σ i over the available actions he acts according to a mixed strategy. We will use σ = (σ 1 , . . . , σ I ) to denote a joint mixed strategy and will often write σ = (σ i , σ −i ) analogously to s = (s i , s −i ). We will denote the expected utility a player i will gain if he chooses a strategy σ i (resp. s i ), when his opponents choose the joint strategy σ
). Different kinds of strategic form games can be classified according to their payoff functions.
In particular we separate games into coordination and noncoordination games. Two player zero-sum games are a class of non-coordination games where i u i (s) = 0. In this kind of game when Player i obtains some utility u i his opponent obtains a utility −u i . Another class of non-coordination games are the constant sum games where i u i (s) = c, where c is a constant. Generally we can characterise non-coordination games as competitive games since the utility that a player gains is his opponent's loss. Although non-coordination games are the most-studied games, they are the least applicable to distributed optimisation.
On the other hand in coordination games the players' payoffs are simultaneously maximised and agents must collaborate to choose the action that maximises their payoffs. A subcategory of coordination games are potential games. In a potential game utilities follows the formula:
where φ is a potential function and the above equality stands for every player i, for every action s −i ∈ S −i , and for every pair of actions s i ,s i ∈ S i , where S i and S
−i
represent the set of all available actions for Player i and his opponents respectively. Ordinal potential games provide us with a more relaxed connection of the utility and the potential function φ which is:
Considering again the distributed optimisation problem, one of the desired properties that the utilities of each subproblem should have is that their association with the global utility should be monotonic.
In particular this implies that an action which improves or reduces the utility of a subproblem should respectively increase or reduce the global utility. It is not necessary that the change in the local utility should be the same as the one in the global utility. If we denote as u d (s) the utility that it is related with the d th subproblem after a set of actions s has been chosen by the agents and u g (s) the global utility the set of actions s, then we can formulate this property as:
If we choose an appropriate form of the global utility then it can act as a potential function and so the relation between the local utility, u d (s), and the global utility, u g (s), as it is described in (3), becomes the same with the one of the ordinal potential games. Thus we can represent a distributed optimisation task as a multiplayer potential game. Wonderful Life Utility (WLU) is such a utility function. It was introduced in [20] and applied in [21] to formulate distributed optimisation tasks as ordinal potential games. Furthermore it has been proved [22] that also Distributed Constraint Optimisation Problems (DCOPs) can be formulated as ordinal potential games.
So the task of finding an optimum in a distributed optimisation problem can be seen as a search for a Nash equilibrium in a game. A set of pure strategies satisfying the property that, when the players choose these actions none of them can do better by unilaterally changing his or her strategy, is called a pure strategy Nash equilibrium [23] . In general we can define the Nash equilibrium as a joint mixed strategyσ that for each player i satisfies
Every potential game has at least one pure strategy Nash equilibrium [17] (there may be more than one). A sub case of the pure equilibria are the strict equilibria. A pure equilibrium is strict if each player at the equilibrium has a unique best response to his opponents actions. Risk Dominant Equilibria. This can be seen from the Stag-Hunt game in Table 2 , which depicts a potential game where there is a risk dominant strategy. In this game the players will gain greater utilities if they collaborate and play the combination (U,L), yet this is a risky choice since if your "opponent" fails to cooperate you receive nothing (the task cannot be completed by you alone). On the other hand if Player 1 plays D he will always gain some utility. This payoff will be less than 9 utility units which is the maximum payoff but he will earn at least 7 utility units whatever the action of Player 2 will be. The same also stands for Player 2, if he chooses to play R. For that reason the two players will be able to coordinate to the (U,L) equilibrium only if Player 1 believes that Player 2 will play L with probability greater than 0.875 and Player 2 believes that Player 1 will play U with probability greater than 0.875. This level of confidence is difficult to obtain in a distributed setting.
Fictitious Play
We have seen that distributed optimisation can be framed as the task of finding a Nash equilibrium in a game. Game-theoretical learning algorithms solve this problem by evolving each player's initial strategy in response to the actions selected by the opponents. There is then a strong correspondence between learning in games and iterative distributed optimisation.
One of the most widely used learning techniques in game theory is fictitious play. According to fictitious play each player chooses his action according to the best response to his beliefs about the strategy of his opponent, where best response is defined as
Initially each player has some prior beliefs about the strategy that his opponent uses to choose an action. After each turn the players update their beliefs about their opponent strategy and play again the best response according to their beliefs. More formally arbitrary non-negative initial weight functions κ j 0 , j = 1, . . . , I are updated using the formula:
for each j, where I s
. The mixed strategy of opponent j is estimated from the following formula:
This update rule is the maximum likelihood estimator for the opponents strategies if we assume that these strategies are stationary.
Note therefore that an alternative to that rule is the maximum a posteriori (MAP) estimation following a Bayesian approach. The player starts with a prior belief for the set of the distributions over the actions and updates his beliefs using the Bayes rule.
If the prior is chosen to be Dirichlet distributed then the two approaches are equivalent [16] . A Bayesian approach which goes beyond MAP estimation is given in [24] .
Player i then chooses the action which maximises his payoffs according to his beliefs about his opponents' play as they have been constructed using the formulas (6) and (7).
These updating methods treat the environment of the game as stationary and implicitly assume that the actions of the players are sampled from a fixed probability distribution, since the recent observations have the same weight as the initial ones. This approach leads to poor adaptation when the other players choose to change their strategies.
A variation of fictitious play that treats the opponents' strategies as dynamic and gives bigger weights to recent observations while we calculate each action's probability is geometric fictitious play [18] . According to this variation of fictitious play we estimate each opponent's probability to play an action s j using the formula:
where z ∈ (0, 1) is a constant.
The main aim for a learning algorithm like fictitious play is to converge to a set of strategies that are a Nash equilibrium. For classic fictitious play (7) it has been proved [16] that if σ is a strict Nash equilibrium and it is played at time t then it will be played for all the other iterations of the game. Also that any steady state of fictitious play is a Nash equilibrium. Furthermore, even given that fictitious play is based on the incorrect assumption of a stationary environment, it has been proved that it converges for 2 × 2 games with generic payoffs [25] , zero sum games [26] , games that can be solved using iterative dominance [27] and potential games [17] . There are also games where fictitious play does not converge. An example of such a game is Shapley's game [28] .
Stochastic Fictitious Play
A player i of a game who is selecting his actions s i using fictitious play is actually selecting his actions from his strategy space S i according to his beliefs about his opponent's actions. Randomisation is allowed only
Dynamic opponent modelling in fictitious play 5 in the case that the player is indifferent between his available actions, but it is very rare in generic payoff strategic form games for a player to be indifferent between the available actions [29] . Stochastic fictitious play is a modification of fictitious play that allows players to play the available actions according to a mixed strategy σ i . This was originally introduced to allow convergence of strategies to a mixed strategy Nash equilibrium [16] but has the added advantage of introducing exploration into the process. There are two equivalent formulations of stochastic fictitious play. The first one is based on Harsanyi's purification theorem [30] , which allows randomisation and chooses actions according to mixed strategies using randomly distributed perturbations of the players' estimated payoffs. An equivalent formulation [31] is for players to use a mixed strategy obtained by maximising a perturbed reward function. This allows randomisation even when the players are not indifferent about the opponents strategy. Each player i chooses his actions according to a smooth best response to the estimated strategies of the other players. The most common smooth best response to σ −i is the distribution over player i s actions which satisfies:
where λ is the randomisation parameter. Values of λ close to zero allow very little randomisation, whereas large values of λ result in complete randomisation [16] . We reinforce the fact that the difference between classic fictitious play and stochastic fictitious play is in the decision rule the players use to choose the actions. But the updating rules that are used to update the beliefs of the opponents strategies are the same in both algorithms.
USING PARTICLE FILTERS TO TRACK
OPPONENTS' STRATEGY
Introduction
In this section we only consider inference over opponent mixed strategy in fictitious play. Separate estimates will be formed identically and independently for each opponent. We therefore consider only one opponent, drop all dependence on player i, and write s t and σ t for the opponent's action and strategy respectively. In fictitious play, as depicted in Figure 1 , we are assuming that Player i's opponent has a fixed mixed strategy σ over time, from which all of their actions arose. A more rational assumption about the strategies of Player i's opponents is that they are changing over time, instead of having a fixed value. According to this assumption, at every time t Player i's opponent has a different strategy σ t . Figure 2 depicts fictitious play when opponent strategy is changing over time. For the tracking scenario Player i's objective is to predict efficiently his opponent's strategy σ t , using the information he has from the actions s 1:t−1 he has observed and his beliefs about his opponents strategies till that time σ 1:t−1 . This objective can be represented as a Hidden Markov Model (HMM). HMMs try to predict the value of an unobserved variable x t , the hidden state, using the observations of another variable z t based on the following two assumptions:
• The Markovian assumption. This implies that the probability of being at any state x t at time t depends only at the state of time t − 1, x t−1 . More formally we can write this as p(x t |x t−1 , . . . , x 1 ) = p(x t |x t−1 ).
• The conditional independence assumption.
According to this assumption the observation at time t depends only on the current state x t , and it is independent of previous observations and states, p(z t |x 1:t , z 1:t−1 ) = p(z t |x t ).
If we take into account these assumptions we can write the marginal p(x 1:t , z 1:t ) as:
In control theory this kind of problem is referred to as the filtering problem. The process that we want to predict, the strategies of Player i's opponents, is a nonGaussian process and thus we use particle filters. From the family of particle filter algorithms we will use the Sequential Importance Sampling (SIS) filter with resampling [32] .
SIS is a method that performs nonlinear filtering approximation of p(x t |x 1 , . . . , x t−1 , z 1 , . . . , z t ) based on Importance Sampling integration.
To introduce importance sampling we consider the case where we want to estimate the following expectation E p (f (x)) = f (x)p(x)dx, where p(x) is the probability density of x. A natural solution of this expectation when we are able to draw M samples x
There are cases where sampling from p(x) is difficult or even impossible. In these cases we can sample from a distribution q(x) with heavier tails than p(x) and use the Importance Sampling identity to approximate the desired integral.
q(x) and x m are drawn from q(x). SIS with resampling, samples from the posterior of x 1:t given the observations z 1:t . The posterior can be expressed iteratively as:
Like importance sampling, instead of using p(x 1:t |z 1:t ), which is infeasible to sample from, we use a distribution q(x 1:t |z 1:t ) with similar properties. We can choose a density q which can be recursively defined as:
q(x 1:t |z 1:t ) = q(x t |x 1:t−1 , z 1:t−1 )q(x 1:t−1 |z 1:t−1 ) (13) Like importance sampling, we are going to use the following formula to compute the weights of the sample
substituting equations (12) and (13) to the weights equation we have:
In cases where q(x t |x 1:t−1 , z 1:t ) = q(x t |x t−1 , z t ), equation (15) becomes
since w(x 1:t−1 ) = p(x1:t−1|z1:t−1) q(x1:t−1|z1:t−1) this is equivalent to
So we can produce a new sample and its corresponding weights, (x 1:t , w 1:t ), using the existing particles and weights, (x 1:t−1 , w 1:t−1 ), by sampling from distribution q(x t |x t−1 , z t ) and weight the new samples using equation (17) .
Summarising, we sample M particles from a distribution q(·|·) (importance function) which has similar characteristics to the density function of the data and we associate some weights w m t to each sample. At the initial step we set equal weights w • Compute the effective sample size, N ef f
• If N ef f < N threshold resample according to the weights using stratified resampling [33] . the density function of the data p(·|·) because in most cases it is difficult to sample directly from p. A general algorithm for SIS filters is depicted in Table 3 .
The reason for resampling is that after some iterations most of the weights will be approximately zero with very few of them large enough to influence the results. Using resampling avoids this phenomenon since it multiplies particles with high weights and discards particles with small weights in such a way as to maintain the correct importance sampling approximation.
An SIS algorithm to update fictitious play beliefs
In this section we describe how to use the particle filter within fictitious play. Since we are going to track opponent's strategy using SIS we need to sample from this probability distribution and also to propagate this sample. But we cannot propagate the strategies since we don't know the model according to which they are propagated. A way to avoid this problem is to introduce a new layer to Figure 2 with unconstrained propensities of our opponent, sample from them, and propagate this sample instead of the strategies. Figure 3 depicts the propagation of fictitious play using the propensities, where Q t , σ t and s t are the propensity, the strategy and the action of Player's i opponents at time t respectively. We assume that Q 0 ∼ M V N (0, I) and that Q t depends only on its previous value • Compute the effective sample size, N ef f
• If N ef f < N threshold resample according to the weights using stratified resampling. 
where
We also assume that σ t (s) ∝ exp (Q(s)/τ ) for each action. We can represent the algorithm of SIS with resampling (Table 3 ) using the fictitious play notation, where Q t and s t will replace x t and z t respectively. So in every iteration of the particle filter we can use equation (9) to sample the M particles from our opponent's propensity, Q t (s t ), and use a form of Boltzmann distribution to update the beliefs about the opponents actions given the opponents propensities. For an action s t ∈ S:
where τ is a temperature constant. We can observe in Table 3 that the weights are propagated using the following formula:
. From the assumptions we have made for the distribution of Q, we know that the distribution of Q t |Q t−1 is a normal distribution. Since it is easy to sample from a normal distribution we can draw our M samples from the normal distribution such as p(x t |x t−1 ) = q(x t |x t−1 ) so we will be able to simplify the formula which is used to evaluate the weights. The simplified formula can been written w t = w t−1 · p(z t |x t ). Using fictitious play notation we can write w t = w t−1 · p(s t |Q t ). Table 4 summarises the SIS algorithm with resampling using fictitious play notation for tracking.
Experiments to test the impact of algorithm parameters
Initially simulations were employed to examine if the proposed model is able to track sufficiently a prespecified opponent's strategy over time. Also these In the pure strategy space we can observe that large values of v result in faster tracking as we can see in Figure 4 . This happens because if we use large values of v then our algorithm actually has little memory and just follows the previous action of our opponent. This is an effective tactic in a steady environment like that of the pure strategy space. However when with large v we allowed mixed strategies then the results were too noisy and the tracking of our opponent policy was poor as we can observe in Figure 5 . Note that in Figure 5 all the plots approximately track the shape of the opponents strategy, with more or less noise according to the value of v.
Figures 6 and 7 depict the tracking results of the game for different values of τ and fixed value of v = 0.1 Both in pure and mixed strategy space (Figures 6 and 7 respectively) we can observe that small values of τ makes the changes in the shape of the predicted distribution sharper and allow predictions close to 0 and 1. On the other hand very big values of τ i.e. τ = 2 make the prediction too smooth and the prediction never reaches 1. The value of the parameter τ doesn't affect directly the memory of our system, unlike the The result of the proposed algorithm were compared with those of fictitious play when we estimate opponents strategy. Figures 8 and 9 depict the fictitious play estimate of the opponent strategy and the opponents real strategy in contrast with the predictions of the proposed algorithm.
The parameters which were used for our algorithm were 0.3 and 0.7 for v and τ respectively. In both figures we can observe that the results of the proposed algorithm outperforms the results of the tracking that the fictitious play algorithm achieves. 
IMPLEMENTATION IN GAMES
Particle Filter Stochastic Fictitious Play
Until now we have managed to show that the proposed method of updating the beliefs of fictitious play performs better in tracking opponent strategy than classic fictitious play. We will combine the algorithm in Table 4 with decision making using smooth best response to introduce a new version of stochastic fictitious play. The change to the algorithm of [34] 4 is that after propagating the Q values, we use them to predict opponent strategy and thus select an action. Specifically, we calculate the estimate
then select an action using BR(σ t ) as defined in (9) . A compact representation of that algorithm is depicted in Table 4 .
Results
In this section we examine the performance of the particle filter stochastic fictitious play algorithm. For that purpose we compared the results of our algorithm with the ones of classic stochastic fictitious play and geometric fictitious play in three coordination games. These games are depicted in Tables 5,6 and 7. Table  5 depicts a simple coordination game with asymmetric penalties for off-diagonal play. Table 6 introduces the climbing hill game used by Claus and Boutilier [34] to demonstrate the slow convergence of algorithms that estimate action values based on the entire history of play, in which we expect geometric fictitious play and our new algorithm to significantly outperform classical stochastic fictitious play. Table 7 presents a more extreme version of this game in which three players must climb up a utility function; in this scenario each agent estimates the strategy of each opponent independently. We present the results of 1000 replications of a learning episode of 1000 iterations for each game. We selected the values of the parameters for each algorithm on the premise that the algorithms with these parameters have the best results in the tracking experiment with pre-specified opponents strategy. The values of the parameters for the particle filter tracking algorithm were 0.3 and 0.7 for v and τ respectively. The value of the learning parameter z of geometric fictitious play was set 0.05. To allow the same exploration for all algorithms we set the randomisation parameter λ in the smooth best response function equal to 1 for all the algorithms. For the Stag hunt game the particle filter algorithm converged to the Pareto efficient equilibrium (Stag, Stag) in 92% of the replications. For each replication of 1000 iterations we computed the mean payoff. After the end of the 1000 replications the overall mean of the 1000 payoff means was computed. The overall mean payoffs for player 1 and 2 were 7.78 and 7.74 respectively. The classic stochastic fictitious play converged to the (Stag, Stag) equilibrium in all replications but very slowly with overall mean payoff 7.53 for both players. The results for geometric fictitious play were better than our algorithm since it converged always to the Pareto efficient equilibrium with mean payoff 7.9 for both players.
In the Climbing hill game with two players our algorithm failed to reach the equilibrium (U,U) where the players gain the highest utility and it converged to the (M,M) equilibrium. The overall mean payoffs for player 1 and 2 were 6.98. In this game the stochastic and geometric fictitious play also converged to the (M,M) equilibrium. The overall mean payoffs for player 1 and 2 were 6.95 and 6.96 respectively. The results are very close because both algorithms converge quickly to the equilibrium point. If we take a game with 100 iterations then the results are not so close. The mean payoff for stochastic fictitious play is 6.46, for geometric fictitious play 6.53 and for the proposed algorithm is 6.85. The difference we observe is because our algorithm converges faster to the equilibrium than the other two algorithms. We can observe this difference in Figure 10 . FIGURE 11. Probability of playing the (U,U,D) equilibrium for the particle filter algorithm (dash line), stochastic fictitious play (solid line) and geometric fictitious play (dot line) for the three player climbing hill game
In the more complicated environment of the Climbing hill game with three players our algorithm also outperformed both geometric and stochastic fictitious play. The overall mean payoffs for player 1,2 and 3 were 98.6 when payoffs for dynamic and stochastic fictitious play were 91.7 and 70.3 respectively. Stochastic fictitious play didn't converge to the Nash equilibrium after 1000 replications. Also when we are concerned about the speed of convergence of the particle filter algorithm and geometric fictitious play our algorithm outperforms geometric fictitious play. This can be seen if we reduce the iterations of the game to 200. Then the overall mean payoff of our algorithm is 93.2 utility units when for geometric fictitious play is 63.12. This is because our algorithm needs 50 iterations to reach the Nash equilibrium when geometric fictitious play needs at least 300. This difference is depicted in Figure 11 .
VEHICLE TARGET ASSIGNMENT GAME
We compared the results of our algorithm against those of geometric fictitious play in the vehicle target assignment game that is described in [21] . Agents here should coordinate to achieve a common goal which is to maximise the total value of the targets that are destroyed. In particular in a specific area we place I vehicles and J targets. For each i, S i = J, i.e the actions are simply the choice of target to engage. Each vehicle can choose only one target to engage but a target can be engaged by many vehicles. The probability that player i has to destroy a target j is p ij if it chooses to engage j. We assume that the probability each agent has to destroy a target is independent from the other agents so the probability a target j is destroyed from the vehicles that engage it is 1 − i:s i =j (1 − p ij ). Each of the targets have a different value V j . The expected utility that is produced from the target j is the product of its value V j and the probability it has to be destroyed by the vehicles that engage it. More formally we can express the utility that is produced from target j as:
The global utility is then the sum of the utilities of each target.
Results
Two different instances of the vehicle target assignment game were used to compare the two algorithms. In the first there are twenty vehicles with twenty targets placed uniformly at random in a unit square. A vehicle i has probability to destroy a target j proportional to the inverse of its distance from this target 1/d ij . In this example there is no range restriction, so that all the targets can be engaged by all the vehicles and there is also interaction between all the vehicles. In the second example we placed fifty targets and vehicles in a unit square. The probability to destroy a target is the same as the former example but here each vehicle is able to interact only with other vehicles that are at most 0.6 distance units away, and can only engage targets that are at most 0.3 distance units away. We compared our algorithm against geometric fictitious play in both examples.
In both cases the positions of the vehicles and the targets were the same for predictive and geometric fictitious play, as well as the values of the targets. The vehicles had to "negotiate" with the other vehicles (players) for a fixed number of negotiation steps before they choose a target to engage.
A negotiation step begins with each player choosing a target to engage and it ends by the agents exchanging this information with the others, and updating their beliefs about their opponents' strategies based on this information. The targets that the players will decide to engage will be the ones of the joint action of the final negotiation step for both learning algorithms. For the range restricted version of the game each vehicle could communicate, exchange information and update his beliefs only with the players that were in its communication range of 0.6 distance units. Figures 12 and 13 depict the results that we obtain for particle filter fictitious play and geometric fictitious play in the full range and the restricted range version of the vehicle target assignment game respectively. The values of the parameters for the particle filter tracking algorithm were 0.3 and 0.7 for v and τ respectively in the full range version of the game. In the range restricted version smoother estimators of the opponents' strategies where needed and for that reason we change the parameter τ to τ = 10. These values are different from the ones we propose in section 3 because the likelihood of opponents strategies are very sharp in this case, and thus if we use the values we proposed previously we eventually react only to the last observed action. So to obtain smooth estimations of opponents strategies we had to choose a significantly larger value of τ than 0.7 which was the proposed value in section 3. The value of the learning parameter z of geometric fictitious play was set to 0.1. Like in the strategic form games for both algorithms we set the randomisation parameter λ in the smooth best response function equal to 1, allowing the same randomisation. In Figure 12 we observe that both algorithms result in the same final reward but the particle filter algorithm reaches that reward faster than the geometric fictitious play. Our algorithm converges to a higher reward in the range restricted version of the game since the geometric fictitious play converged to a joint action with smaller reward as is depicted in Figure 13 
DISASTER MANAGEMENT SCENARIO
We also have tested our algorithm in a disaster management scenario as described in [1] . Consider the case where a natural disaster has happened (an earthquake for example) and because of this N I simultaneous incidents occurred in different areas of a town. In each incident j a different number of people N p (j) were injured. The town has a specific number of ambulances N amb available that are able to collect the injured people. An ambulance i can be at the area of the incident j in time T ij and has capacity c i . We will assume that the total capacity of the ambulances is larger than the number of injured people. Our aim is to allocate the ambulances to the incidents in such a way that the average time 1 N amb i:s i =j T ij that the ambulances need to reach the incidences is minimised while all the people that are engaged in the incident will be saved. Then we can formulate this scenario as follows. There are N amb players that can each choose one of the N I incidents as actions. The utility to the system of an allocation is: (23) where i = 1, . . . , N amb and s i is the action of player i. The emergency units had to "negotiate" with each other and choose the incident that will be allocated using fictitious play.
The first component of the utility function expresses our first aim, to allocate the ambulance to an incident as fast as possible. Thus the agents have to choose an incident with small T ij . The second objective, which is to save all the injured people that are engaged in an incident, is expressed as the second component of the utility function. It is a penalty factor that adds to the average time the number of the people that were not able to be saved. Like the vehicle target assignment game each player can choose only one incident to help, but in each incident more than one player can provide his help.
Results
We tested our algorithm in simulations with 3 and 5 incidents, and 10, 15 and 20 available ambulances. We run 200 trials for each of the combinations of ambulances and incidents.
Since this scenario is NP-complete [1] our aim is not to find the optimal solution after 200 iterations, but to reach a sufficient or a near optimal solution. The algorithm presented here is "any-time", since the system utility generally increases as the time goes on, and therefore interruption before termination results in good, if not optimal actions. In each of the 200 instances the time T ij that an ambulance needs to reach an incident was a random number uniformly distributed between zero and one, the capacity of each ambulance was an integer uniformly distributed between one and four, and the total number of injured people involved in each incident was a uniformly distributed integer between
, where c t is the total capacity of the emergency units
The results we obtain are the average of 200 different instances for each combination of number of incidents and number of ambulances. In each trial we allowed 200 negotiation steps. The randomisation parameter λ was set to be 0.001. This results in a decision rule which approximates best response. Furthermore parameter v was set to 0.3 for all the simulation scenarios. Also we set the temperature parameter of the Boltzman equation τ to be 10 because smoother predictions of the opponents strategies are needed when a lot of opponents influence the utility, as in the range restricted vehicle target assignment game.
We tested our algorithm using the same performance measures as [1] . We compared the solution of our algorithm against the centralised solution which can be obtained using binary integer programming. In particular we compared the solution of our algorithm against the one we obtained using Matlab's command bintprog using the ratio
fopt , where f f p is the negative of the utility that the agents could gain if they used the particle filter fictitious play and f opt is the utility that the agents should gain if they were using the solution of bintprog. We used the negative utility of the particle filters fictitious play because bintprog solves the minimisation form of the problem so the solutions of the two algorithms had opposite sign. Furthermore we measured the percentage of the instances in which all the casualties were rescued, and the overall percentage of people that were rescued. Table 8 includes the results we obtain using the results of the last step of negotiations between the ambulances for the disaster management scenario. We can observe that the results we obtain for 3 incidents cases are better, in two of the three performance measurements we used, than the cases where 5 incidents had occurred. The percentage of the people that finally the emergency units were able to collect was similar for cases of 3 and 5 incidents. A reason that we observe this phenomenon is that in the 5 incidents cases, because of the problem's structure, more people are engaged and also the ambulances have more allocation choices. These facts result in a more complicated problem than the one where 3 incidents occurred, so it is easier for the algorithm to be trapped into a local minimum.
The differences we can observe from Matlab's centralised solution can be explained from the structure of the utility function. The first component of the utility is a number between zero and one since it is the average of the times, T ij , that the ambulances need to reach the incidents. On the other hand the penalty factor, even in the cases where only one person is not collected from the incidents, is greater than the first component of the utility. Thus a local search algorithm like particle filter fictitious play initially searches for an allocation that collects all the injured people, so the penalty component of the utility will be zero, and afterwards for the allocation that minimises also the average time that the ambulances needed to reach the incidents.
When we consider the two performance measures that take into account only the number of people that have been collected, then we can notice that the results we obtain within the two groups of simulations, with 3 and 5 incidents respectively, are similar for all the different combinations of the available ambulances we examined. But this is not the case when we take into consideration the ratio of f f p /f opt , where we always had better results when the number of the available ambulances was increased. Especially in the simulations where 5 incidents had occurred the results were better when 20 ambulances were available when we compared with the occasions were 10 and 15 ambulances were available, by 13.69% and 6.34% respectively.
This difference can be explained by the choice of parameters λ, and τ . When the utility of a player is influenced by his predictions over many opponents strategies then these predictions should be smooth so he will not respond only to the last action of one of his opponents, that may be an exploratory action. Thus we have chosen a big value for the smoothing parameter τ . This value of τ is suitable for a large number of opponents, like the case of the 20 ambulances, but it is not working efficiently in less complicated scenarios like the one of the 10 ambulances. Also, because of the small chance the agents had to explore after setting parameter λ = 0.01, the agents could coordinate more easily, but pay the cost that when they were trapped in a local minimum they weren't able to escape.
In addition the particle filter fictitious play algorithm performed better than the RNN presented in [1] , when we consider the percentage of the cases in which all the injured people were collected and the overall percentage of people that were rescued. The percentage of instances where the proposed allocations by the RNN could collect all the casualties were from 25 to 69 percent while the respective results of particle filter fictitious play algorithm were from 84.5 to 96.5. Also the overall percentage of people that were rescued from the RNN algorithm were between 85 and 98.5 percent, when our algorithm manages to collect, in all cases, more than 99 percent of the casualties. As expected from a centralised solution the results of the ratio of the utility that produced by the RNN by the utility produced by bintprog is better since the maximum value of the ratio was 1.1. Another reason that the results of our algorithm were considerably different from these of RNN in this score is that we included all the cases when in [1] only the cases where all the casualties were rescued were included in the evaluation of the ratio.
We also examined how the results are influenced by the number of iterations we use in each of the 200 trials of the game. For that reason we compared all the performance measures of our algorithm for 50,100,150 and 200 negotiation steps. Tables 9, 10 , and 11 show the results that we would have obtained if in each instance of the simulations we had stopped the negotiations between the emergency units after 50, 100, 150 and 200 iterations, for the % of cases that all the injured people were collected, the average % of people that were collected and the average value of the ratio between the solution of our algorithm and the optimal solution of bintprog respectively. In addition the boxplots of Figures 14 and 15 depict the changes in the results we obtained after 50, 100, 150 and 200 iterations for the total percentage of people that were saved and the ratio f f p /f opt respectively for the case with the 3 incidents and the 20 ambulances. Table 9 shows that the more negotiations steps we allow to the emergency units the greater the chances are to collect all the casualties. Thus we need the 200 iterations and a lot of communication resources to achieve that goal. As expected this affected also the results of the ratio f f p /f opt through the negotiation steps. As it is presented in Table 11 we can see that the ratio drops as the negotiation steps are increasing for all the cases, especially in the 5 incidents cases where the differences in the percentage of the instances in which all casualties were rescued was higher as the negotiation steps increased. We can also observe the influence of the percentage of the instances all casualties collected in the ratio f f p /f opt in Figure 15 . The median were always less than 1.2 but at the early stages of the negotiations the values were more spread and also more outliers (depicted as +) existed. On the other hand, as depicted in Table 10 , if we mainly focus on the total number of people that the ambulances can collect then even with less negotiation (and so less communication cost) a large percentage of the casualties can be collected. In particular the difference in the results after 100 and 200 negotiation steps were between 2.88% and 4.28%. We can observe also in Figure 14 that the difference from 50 to the 200 iterations is that as we increase the iterations fewer outliers (depicted as +) exist.
CONCLUSIONS
Distributed optimisation problems can be formulated as a game. It is therefore natural to try to find optima by employing game-theoretical learning algorithms. The classic learning algorithm is fictitious play, but this is formed on an (incorrect) stationarity assumption. Therefore we have introduced a modification of fictitious play that uses Hidden Markov Models for the beliefs about opponent strategies. We have examined the impact that the two parameters τ and v have in particle filter algorithm results. Parameter v controls the memory of our algorithm. The larger v is the less memory our algorithm has. For values of v greater than 1.5 our algorithm mimics our opponent's previous action. This can be derived in the way we propagate our beliefs about our opponent's strategy: Q t = Q t−1 + η t , where Q 0 ∼ N (0, I) and η t ∼ N (0, v 2 I). Introducing a noise greater than the scale of the Q values means that the values of Q t−1 lose their importance and the algorithm chooses all the Q t values to give large σ t (s t ).
The other parameter is the temperature τ of the Boltzman equation.
This parameter has greatest impact on the range and the sharpness our estimation of the opponent's strategy will have. Our prediction of the opponent's strategy is computed based on the following formula: The value of τ affects the value that the exponential will have and so the amplitude and the shape of our prediction. Large values of τ make the differences between the probabilities of the actions smaller than they are, and small values of τ have exactly the opposite result. In Section 3.3 we show that a value of τ = 0.7 produces predictions that are neither too smooth nor too sharp. Nevertheless there are cases where the players should choose smoother predictions of the opponents strategies than the real ones. An example of such an occasion is when there are many opponents and the likelihood function has a very sharp peak. Then even small changes in opponents strategies have a high impact on the actions of the other players. In these cases the players should choose a reasonably large value of τ , higher than 0.7.
Finally, the last parameter of the algorithm λ has an effect on the randomisation of stochastic fictitious play. Large values of λ allows randomisation even if the player is not indifferent between the actions [16] . The player can choose an action which is not the best response to his beliefs with bigger probability. When this parameter tends to zero there is no randomisation. Stochastic fictitious play with particle filters to update its beliefs about the opponents strategy performs better in the three strategic form games than classic fictitious play. Although it was outperformed by geometric fictitious play in the potential game, the speed of convergence to the equilibrium point in both variations of the climbing hill game is faster when using particle filters. Furthermore particle filter fictitious play converged faster to the same solution as geometric fictitious play in the full range vehicle target assignment game, and also converge to a better solution for the restricted range version of this game. In the disaster management scenario we compared the solution of particle filter fictitious play with that of Matlab's bintprog. Our algorithm performed worse than bintprog, but this can be explained by the structure of the utility function and the local searching nature of the particle filter fictitious play algorithm that tended to choose solutions that were focused on collecting all the injured people. Furthermore, because of the big value of the smoothing parameter and the decision rule that approximated best response when the algorithm was trapped in a local minimum, it was difficult to continue exploring. The pre-planning algorithm of [1] performed better when we concern as performance measure the ratio of each algorithm's utility by the one of bintprog's. But our algorithm performed better when we concerned the number of cases that all the casualties were rescued, and the overall number of people that the emergency units were able to rescue.
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