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Abstract
We consider a numerical scheme for a one-dimensional, time-dependent, singularly perturbed convection–di)usion prob-
lem. The problem is discretized in space by a standard 2nite element method on a Bakhvalov–Shishkin type mesh. The
space error is measured in an L2 norm. For the time integration, the implicit midpoint rule is used. The fully dis-
crete scheme is shown to be convergent of order 2 in space and time, uniformly in the singular perturbation parameter.
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1. Introduction
We will study the time-dependent boundary value problem in one dimension
ut = uxx − b(x; t)ux − c(x; t)u+ f(x; t); 0¡x¡ 1; 06 t6T; (1.1a)
with boundary conditions
u(0; t)= 0; u(1; t)= 0; 06 t6T; (1.1b)
and initial condition
u(x; 0)= u0(x); 0¡x¡ 1: (1.1c)
Eq. (1:1) is an example of a linear convection–di)usion equation. Linear convection–di)usion equa-
tions may result from, e.g., linearization of more complicated equations, such as the Navier–Stokes
equations.
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Frequently, the di)usion parameter becomes very small. For example, this is the case when the
equation models a Cow at large Reynolds number. The convection–di)usion equation becomes then
singularly perturbed, and the solution will usually contain a layer.
Equations with solutions containing a layer are diDcult to treat numerically, even in the case of
one space dimension, see, e.g., [3,5–7,10–12]. Standard discretizations do not lead to stable schemes.
Various numerical methods have been developed to discretize singular perturbation problems. An
example is the streamline-di)usion 2nite element method, see, e.g., [7,11]. If piecewise linear 2nite
elements are used, the L2 error of the method is of order 32 in that part of the domain where the
solution is smooth.
In order to resolve the boundary layer, specially adapted meshes have been introduced. Shishkin
has proposed piecewise equidistant meshes, condensing at layers [10,12]. In [13], such a 2tted mesh
is used, together with upwind 2nite di)erences for the space derivatives. When the scheme is applied
to (1:1), the convergence is of order almost O(N−1), uniformly in , when N is the number of nodes
on the x- and t-axis.
The streamline-di)usion method can be combined with a Shishkin mesh. This is done in [5],
with piecewise linear elements, for an equation similar to (1:1). It is shown that the approximation
converges pointwise, with an accuracy of order almost O(N−5=4) away from the layer, and of order
almost O(N−3=4) within the layer, where N is as before.
It has been observed that the use of a Shishkin mesh alone may suDce to stabilize a numerical
scheme, see, e.g., [11]. For stationary, one-dimensional problems it was shown that standard central
di)erences for the space derivatives lead to a stable scheme. Moreover, this scheme converges
pointwise, with an accuracy of order almost O(N−2), where N is the number of nodes, see [1,8].
Many of the estimates referred to above contain a logarithmic factor. Such a logarithmic factor is
common when a Shishkin mesh is used. A slight modi2cation of the Shishkin mesh in the spirit of
Bakhvalov’s earlier paper [3] may lead to convergence estimates without such a logarithmic factor,
see [9].
It is interesting to see whether the use of a Bakhvalov–Shishkin type mesh still suDces to stabilize
schemes for the time-dependent Eq. (1:1). In this work, we prove that this is indeed the case.
In Section 2, we discretize (1:1). We use a simple scheme, standard, linear 2nite elements for
the space discretization and the implicit midpoint rule for the time integration. The mesh is of
Bakhvalov–Shishkin type. We also formulate a convergence estimate.
In Section 3, we derive properties of the space discretization operator. The convergence estimate
of Section 2 is proved in Section 4. A numerical example is given in Section 5. It is shown that
the scheme of Section 2 is convergent. On the other hand, time integration that is formally of order
two may not lead to a convergent scheme.
2. Numerical scheme and convergence result
One approach to the construction of discrete schemes for singular perturbation problems is based
on the use of a layer adapted mesh. We choose a mesh of Bakhvalov–Shishkin type as in [9]. Let
N be a multiple of four. Put
=


ln(N ):
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Here  is a constant such that 6 0=6, with 0 as in (2.7). The constant  is chosen such that
ln(1+2)6 =maxx; t b(x; t). It is assumed that  is small, so that 6 1=2. On the interval [0; ], we
use a coarse, equidistant mesh of width H; 0= x0¡x1¡ · · ·¡xN=2 = 1−. On the interval [1−; 1],
we use a 2ne mesh. The nodes xi are chosen so that
exp
(
−

(1− xi)
)
=
1
N
+ (i − N=2); N=26 i6N:
The parameter  is taken such that xN =1.
The mesh widths hi are hi = xi − xi−1; i=1; : : : ; N .
By vi; bi; : : : ; we denote the value of the functions v; b; : : : at the node xi.
We will discretize in space by the 2nite element method. Therefore, we start from the variational
formulation of (1:1). We seek u(:; t)∈H 10 (0; 1) such that u(:; 0)= u0(:) and∫ 1
0
utv dx=
∫ 1
0
(−uxvx − buxv− cuv+ fv) dx; (2.1)
for all v∈H 10 (0; 1) and 06 t6T .
The subspace of H 10 (0; 1) consisting of piecewise linear functions on the above mesh is denoted
by V . It is convenient to identify V and RN−1.
We approximate the solution u by the function uh. This function is determined such that uh(:; t)∈V ,
06 t6T , and such that (2.1) holds for all v∈V and 06 t6T . We introduce the functions
uhi (t)= u
h(xi; t), 16 i6N − 1, 06 t6T . With this notation, the initial condition is uhi (0)= u0(xi),
16 i6N −1. To compute the left-hand side of (2.1), mass lumping is used. The functions b and c
are replaced by their linear interpolants. The term fv is integrated using the trapezoidal rule. Thus,
we get a system of ordinary di)erential equations:
d
dt
M


uh1(t)
: : :
uhN−1(t)

=− A(t)v


uh1(t)
: : :
uhN−1(t)

+M


f1(t)
: : :
fN−1(t)

 ; 06 t6T; (2.2a)
uhi (0)= u0(xi); 16 i6N − 1: (2.2b)
The mass matrix M equals
M =diag
(
h1 + h2
2
; : : : ;
hN−1 + hN
2
)
:
For 06 t6T , introduce the di)erence operator L, de2ned by
hi + hi+1
2
· Lvi :=
(
− 
hi
− 1
6
bi−1 − 13bi +
hi
12
(ci−1 + ci)
)
vi−1
+
(

(
1
hi
+
1
hi+1
)
+
1
6
(bi−1 − bi+1)
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+
hi
12
(ci−1 + 3ci) +
hi+1
12
(3ci + ci+1)
)
vi
+
(
− 
hi+1
+
1
3
bi +
1
6
bi+1 +
hi+1
12
(ci + ci+1)
)
vi+1: (2.3)
Here, 16 i6N − 1 and v∈V . The coeDcients b and c are evaluated at time t.
The matrix A(t) in (2:2) is such that
M−1A(t)(v1; : : : ; vN−1)T = (Lv1; : : : ; LvN−1)T;
for all v∈V and 06 t6T .
The system of ordinary di)erential equations (2:2) is integrated in time by the implicit midpoint
rule. We use a constant step size, k. The approximation to u(xi; jk) is denoted by u
j
i , 06 i6N ,
06 jk6T .
It will be assumed that b and c are smooth functions with
b¿ 0; 06 x6 1; 06 t6T; (2.4)
c − 1
2
bx ¿ 0; 06 x6 1; 06 t6T: (2.5)
It is assumed that (2.5) also holds for the linear interpolants of b and c.
The quantity C will denote a positive constant, independent of  and N . The notation O(:) is used
for a bound independent of .
We assume the data of the problem are such that the solution u admits a decomposition u= us+ul
into a smooth part and a layer part. The smooth part is such that∣∣∣∣ @k+m@xk@tm us(x; t)
∣∣∣∣6C; (2.6)
while the layer part satis2es (1.1a) with f=0, and∣∣∣∣ @k+m@xk@tm ul(x; t)
∣∣∣∣6C−k exp
(
−0

(1− x)
)
: (2.7)
Here, 06 x6 1; 06 t6T; 06 k6 4; 06m6 3, and 0 is some positive number. It is also as-
sumed that 206minx; t b(x; t). We do not aim to verify the validity of (2.6) and (2.7), but we refer
to similar decompositions in [6,9–14].
The singular perturbation parameter  is assumed to be small,
=O(N−2): (2.8)
The error ej =(uj1− u(x1; jk); : : : ; ujN−1− u(xN−1; jk))T at time level j is measured in the discrete L2
norm,
‖ej‖=((ej)TMej)1=2:
We will show that it satis2es the estimate of Theorem 2.1.
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Theorem 2.1. Under the above assumptions; the error ej satis4es
‖ej‖=O(N−2) + O(k2); 06 jk6T: (2.9)
3. Properties of the space discretization
In this section, the value of t is 2xed, with 06 t6T . We consider the system of equations
Lvi = !i; 16 i6N − 1; (3.1)
where !i; 16 i6N − 1, are given, v0 = vN =0; and where vi; 16 vi6N − 1, are unknown. We
will establish estimates for the solution vi, under certain assumptions on the right-hand side !i. These
estimates will be used in Section 4.
In deriving the estimates, we will make use of monotonicity properties (see, e.g., [2, p. 200).],
[11, p. 26).]) of the operator L. Unfortunately, the operator L is not monotone. However, in [8] it is
shown that elimination of the unknowns vi associated with the odd nodes in the coarse mesh leads
to a system of equations with a monotone matrix.
Let p= =H , and let, for 16 i6N=2,
qi =− 16bi−1 −
1
3
bi +
hi
12
(ci−1 + ci);
ri =
1
6
(bi−1 − bi+1) + hi12(ci−1 + 3ci) +
hi+1
12
(3ci + ci+1);
si =
1
3
bi +
1
6
bi+1 +
hi+1
12
(ci + ci+1):
After elimination of the unknowns vi; i=1; 3; : : : ; N=2− 1, we 2nd the relations
LMvi :=−(p− qi)(p− qi−1)H (2p+ ri−1) vi−2 +
(
(p− qi)(−p+ si−1)
H (2p+ ri−1)
+
2p+ ri
H
+
(−p+ si)(p− qi+1)
H (2p+ ri+1)
)
vi − (−p+ si)(−p+ si+1)H (2p+ ri+1) vi+2
= !i +
p− qi
2p+ ri−1
!i−1 +
p− si
2p+ ri+1
!i+1; (3.2)
and
LMvN=2 :=− 2H + hN=2+1
(p− qN=2)(p− qN=2−1)
2p+ rN=2−1
vN=2−2
+
2
H + hN=2+1
(
(p− qN=2)(−p+ sN=2−1)
2p+ rN=2−1
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+ 
(
1
H
+
1
hN=2+1
)
+ rN=2
)
vN=2 +
2
H + hN=2+1
(
− 
hN=2+1
+ sN=2
)
vN=2+1
= !N=2 +
2H
H + hN=2+1
p− qN=2
2p+ rN=2−1
!N=2−1: (3.3)
In the proofs below, we need bounds for the mesh widths hi. Indeed, some calculations give
hi6 −1 ln(1 + 2) for i¿N=2; (3.4)
hN=2+1¿ −1 ln(1 + ) for large N; (3.5)
hi exp
(
−

(1− xi+1)
)
6CN−1 for i¿N=2; (3.6)
06 1− hi+1
hi
6CN−1 exp
(


(1− xi+1)
)
for i¿N=2: (3.7)
It will turn out that the matrix for the system of equations (3.2), (3.3), and (3.1) with N=2 +
16 i6N − 1, is an M -matrix. To verify this, we 2rst check the sign pattern of this matrix.
It can be veri2ed that (2.5) implies
riH−1¿C; 16 i6N=2− 1: (3.8)
Assumptions (2.4) and (2.8), and (3.8) show that, when N is suDciently large, the coeDcients in
front of the quantities vi−2; vi+2, and vN=2−2 in (3.2) and (3.3) are negative. From (3.4), the de2nition
of , and assumption (2.4), it follows that also the coeDcient in front of vN=2+1 in (3.3) is negative.
Similarly, the coeDcients in front of vi−1 and vi+1 in (2.3) are negative for i¿N=2.
In the following lemmata, we will derive truncation error estimates and construct barrier functions.
The arguments are very similar to those in [14] or [8], and will be presented succinctly.
The 2rst three lemmata deal with the truncation error for smooth functions and for layer functions.
Lemma 3.1. Let w be an arbitrary; smooth function on [0; 1]. The truncation error
!i =Lwi − (wxx − b(:; t)wx − c(:; t)w)i (3.9)
satis4es
!i =


O(N−2); i ¡N=2;
O(N−1); i=N=2;
O(N−2); i ¿N=2:
Proof. For i6N=2, this follows from a Taylor expansion. For i¿N=2, Taylor expansion shows
that !i =O(hi). The bound (3.4) and assumption (2:8) imply that !i =O(N−2).
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Lemma 3.2. Let !i; 16 i6N=2 − 1; be as in (3:9). Then the right-hand sides of (3:2) and (3:3)
satisfy
!i +
p− qi
2p+ ri−1
!i−1 +
p− si
2p+ ri+1
!i+1 =O(N−2); 26 i6N=2− 2;
!N=2 +
2H
H + hN=2+1
p− qN=2
2p+ rN=2−1
!N=2−1 =O(N−1):
Proof. This follows from a Taylor expansion.
Lemma 3.3. Let w=w0(:; t); where w0 is a function satisfying (1:1a) with f=0 and (2:7). The
truncation error
!i =Lwi − (wxx − b(:; t)wx − c(:; t)w)i (3.10)
satis4es
!i =O(N−3);
!i =
(
1− hi+1
hi
)
hiO(|w('0)|+ |w′('1)|+ |w′′('2)|+ |w′′′('3)|)
+ h2iO(|w('4)|+ |w′('5)|+ |w′′('6)|+ |w′′′('7)|+ |w′′′′('8)|);
for i6N=2 and i¿N=2; respectively; with xi−1¡'j ¡xi+1; 06 j6 8.
Moreover; the right-hand sides of (3:2) with 26 i6N=2− 2; and (3:3) are of order O(N−2).
Proof. First, we estimate the truncation error !i in the case where i6N=2.
The quantities wj involved in the expression for Lwi can be bounded by
wj6C exp
(
−0

(1− xN=2+1)
)
=C exp
(
−0


)
exp
(
0

hN=2+1
)
:
The de2nition of  and (3.4) imply that wj6CN−6, j6N=2+1. Further, (1.1a) gives wxx−bwx−
cw=wt . From (2.7), we see that the (wt)j satisfy the same bound as the wj. Inserting these bounds
in the de2nitions of !i and L, and using (3.5), we see that !i =O(N−3).
For i¿N=2, the estimate for !i follows from a Taylor expansion.
Finally, consider the right-hand sides of (3.2) and (3.3). It follows from (3.8) and the bounds for
!i that these are of order O(N−2).
The following two lemmata provide barrier functions for the smooth part and for the layer part,
respectively.
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Lemma 3.4. Let ubaro =1;
ubari =
p− qi−1
−p+ si−1 u
bar
i−2; i=2; 4; : : : ; N=2;
ubari = u
bar
N=2 + )(xi − xN=2); i=N=2 + 1; N=2 + 2; : : : ; N:
Then, the function ubari is bounded below and above; C06 u
bar
i 6C1. For ) su7ciently large; it
satis4es
LMubari ¿C; i=2; 4; : : : ; N=2; (3.11a)
LMubarN=2¿CN
−1; (3.11b)
Lubari ¿C; i=N=2 + 1; N=2 + 2; : : : ; N − 1: (3.11c)
Proof. It is easily veri2ed that ubari is bounded below and above by constants C0 and C1, respectively.
We show (3.11a). So, let i be even, 26 i6N=2− 2. Then
LMubari =
2p+ ri
H
ubari :
Therefore, (3.11a) follows from (3.8).
To prove (3.11b), we observe that
LMubarN=2 =
2
H + hN=2+1
(( 
H
+ rN=2
)
ubarN=2 −

hN=2+1
(ubarN=2+1 − ubarN=2) + sN=2ubarN=2+1
)
¿
2
H + hN=2+1
(−)+ sN=2ubarN=2)
¿CN−1:
In the last inequality, we used (2.4) and (2.8).
To prove (3.11c), we assume that N is large enough. Some calculations show that there exists a
constant ) such that (3.11c) holds.
Lemma 3.5. Let ubar0 = 1;
ubari =
p− qi−1
−p+ si−1 u
bar
i−2; i=2; 4; : : : ; N=2;
ubari =(1 + ’i)u
bar
i−1; i=N=2 + 1; N=2 + 2; : : : ; N;
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where
’i =
20hi
3
; i=N=2 + 1; N=2 + 2; : : : ; N:
Then ubari is a barrier function with
LMubari ¿ 0; i ¡N=2; (3.12a)
LMubarN=2¿ 0; (3.12b)
Lubari ¿C
ubari

; i¿N=2: (3.12c)
Proof. Inequality (3.12a) follows from (3.11a). Calculations like those for the proof of (3.11b) show
(3.12b).
We show (3.12c). We have, for i¿N=2,
hi + hi+1
2
Lubari = u
bar
i−1
(
− 
hi
+

hi
(1 + ’i) +

hi+1
(1 + ’i)− hi+1 (1 + ’i)(1 + ’i+1)
− 1
6
bi−1 − 13bi +
1
6
(bi−1 − bi+1)(1 + ’i)
+
(
1
3
bi +
1
6
bi+1
)
(1 + ’i)(1 + ’i+1) + O(hi)
)
= ubari−1
(
−20
3
’i − 12bi +
1
2
bi(1 + ’i)(1 + ’i+1) + O(hi)
)
¿Cubari
((
−20
3
+
1
2
bi
)
’i + O(hi)
)
¿Cubari
hi

: (3.13)
Here, we used the de2nition of 0, the lower bound (2.4), and (2.8). A division of (3.13) by
(hi + hi+1)=2 gives (3.12c).
We compare the decay behaviour of the function ubari in Lemma 3.5 with the shape of the boundary
layer.
Lemma 3.6. Let ubari be as in Lemma 3:5. Then
exp
(
−20
3
(1− xi)
)
6
ubari
ubarN
; i=0; 2; : : : ; N=2; N=2 + 1; : : : ; N: (3.14)
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Proof. This is almost the same inequality as in [14, p. 365].
The preceding estimates enable us to estimate the solution vi to the system of equations (3.2),
(3.3), and (3.1) with i¿N=2. In the right-hand side, we take ! as in (3.9) or (3.10).
We will make use of the following monotonicity property. Let Lm be a monotone di)erence
operator, and let Lmvi = gi, 16 i6 n− 1, v0 = 0. Assume the function ubari is a barrier function for
Lm. Then
vi6
(
|vn|
ubarn
+max
j
|gj|
Lmubarj
)
ubari ; 16 i6 n− 1: (3.15)
Lemma 3.7. Let !i; 16 i6N − 1; be as in (3:9). Then the solution vi to the system of equations
(3:2); (3:3); and (3:1) with i¿N=2 satis4es
vi =O(N−2); i=2; 4; : : : ; N=2; N=2 + 1; : : : ; N − 1:
Proof. This follows from property (3.15). To estimate the right-hand sides of the equations for vi,
we can use Lemma 3.2, and Lemma 3.1 with i¿N=2. The barrier function ubari can be taken as in
Lemma 3.4.
Lemma 3.8. Let !i; 16 i6N −1; be as in (3:10). Then the solution vi to the system of equations
(3:2); (3:3); and (3:1) with i¿N=2 satis4es
vi =O(N−2); i=2; 4; : : : ; N=2; N=2 + 1; : : : ; N − 1:
Proof. We apply property (3.15) with the barrier function u2i + u
2
N · u1i , where u1i and u2i are as in
Lemmas 3.4 and 3.5, respectively.
First, let i be even with 26 i6N=2 − 2. Let gi be the right-hand side of (3.2). Then Lemmata
3:3–3:5 imply that
|gi|
LM (u2i + u
2
N · u1i )
6C
N−2
u2N
: (3.16)
A similar inequality holds for i=N=2.
Now suppose that i¿N=2. By Lemma 3.3 and (2:7) we have
|!i|6C
((
1− hi+1
hi
)
hi
2
+
h2i
3
)
exp
(
−0

(1− xi+1)
)
:
Using also (3.7), (3.6), the de2nition of  and (3.14), we see that
|!i|6CN−1 hi2 exp
(
 − 0

(1− xi+1)
)
+ C
h2i
3
exp
(
−0

(1− xi+1)
)
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6C
N−2

exp
(
2 − 0

(1− xi+1)
)
6C
N−2

exp
(
−20
3
(1− xi+1)
)
6CN−2
u2i+1
u2N
6CN−2
u2i
u2N
: (3.17)
Therefore, by Lemmata 3:4 and 3:5,
|!i|
L(u2i + u
2
Nu
1
i )
6C
N−2
u2N
: (3.18)
It follows from (3.16), (3.18) and property (3.15) that
|vi|6CN
−2
u2N
(u2i + u
2
Nu
1
i )6CN
−2:
We have established a bound for the values vi at the nodes in the 2ne mesh and at the even
nodes in the coarse mesh. In order to estimate the values vi at the odd nodes in the coarse mesh,
we show that these vi ful2l a system of equations associated with a monotone di)erence operator.
Then, we use property (3.15).
Lemma 3.9. Let !i be as in (3:9) or as in (3:10). Then the solution vi of (3:1) satis4es
vi =O(N−2); i=1; 3; : : : ; N=2− 1:
Proof. Consider (3.1) with i=1; 2; : : : ; N=2− 2. Elimination of the unknowns v2; v4; : : : ; vN=2−2 gives
the relations
LMv1 :=
(
2p+ r1
H
+
(−p+ s1)(p− q2)
H (2p+ r2)
)
v1 − (−p+ s1)(−p+ s2)H (2p+ r2) v3
= !1 +
p− s1
2p+ r2
!2; (3.19)
and (3.2) with i=3; 5; : : : ; N=2− 3.
To begin with, we estimate the quantity vN=2−1, which occurs in (3.2) with i=N=2− 3. Consider
the equation LvN=2 = !N=2. Lemmata 3:1 and 3:3 show that !N=2 =O(N−1). Moreover, by (2.4), (2.8)
and (3.5), the coeDcients of the di)erence operator 0:5(H + hN=2+1)L satisfy
| − p+ qN=2|¿C;
∣∣∣∣p+ hN=2+1 + rN=2
∣∣∣∣6C;
∣∣∣∣− hN=2+1 + sN=2
∣∣∣∣6C:
From Lemmata 3:7 and 3:8, it follows that vN=2 and vN=2+1 are of order O(N−2). Hence, also vN=2−1
is of order O(N−2).
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Next, we consider the right-hand side of (3.19). By Lemmata 3:1 and 3:3, and (3.8), this is of
order O(N−1). Further, by virtue of Lemmata 3:2 and 3:3, we know that the right-hand sides of
(3.2), i=3; 5; : : : ; N=2− 3, are of order O(N−2).
In order to apply monotonicity property (3.15), we need a barrier function for (3.19) and (3.2)
with i=3; 5; : : : ; N=2− 3. We de2ne ubar1 = 1, and
ubari =(1− )iH)
p− qi−1
−p+ si−1 u
bar
i−2; i=3; 5; : : : ; N=2− 1:
Here, )3 is a suDciently small positive number, and the coeDcients )i are determined such that
)i =
)i−2
1− )i−2H
(p− qi−2)(2p+ ri−1)(−p+ si−3)
(p− qi−1)(2p+ ri−3)(−p+ si−2) ; i=5; 7; : : : ; N=2− 1:
It can be veri2ed that ubari is a barrier function with L
Mubar1 ¿CN , and L
Mubari ¿C for i=3; 5; : : : ; N=2−
3. An application of (3.15) gives the estimate
vi6
( |vN=2−1|
C
+max
{
O(N−1)
CN
;
O(N−2)
C
})
ubari =O(N
−2); i=1; 3; : : : ; N=2− 3:
The above lemmata provide pointwise estimates for the solution vi of (3.1). However, these bounds
do not suDce for the derivation of (2.9). In addition to pointwise estimates, we will need a bound on
the di)erence quotients (vi+1 − vi)=(hi + hi+1). Results of this type are common for 2nite di)erence
and 2nite element schemes for second order equations. However, it is not evident whether such
results still hold in the singular perturbation case. Lemma 3.10 shows that some generalization is
possible.
Lemma 3.10. Let !i be as in (3:9) or (3:10). Then the solution vi of (3:1) satis4es
∣∣∣∣vi+1 − vi−1hi + hi+1
∣∣∣∣6


CN−2; i ¡N=2;
CN−1; i=N=2;
CN−2(1 + −1ubari =u
bar
N ); i ¿N=2;
(3.20)
where ubari is the barrier function from Lemma 3:5.
Proof. Consider 2rst the case where i is odd, 16 i6 3N=8. Let Di be the di)erence quotient
Di =(vi+1 − vi−1)=(hi + hi+1), 16 i6N=2− 1.
Rewriting Eq. (3.2) and using Lemmata 3:2 and 3:3, we see that
2HDj+2 =
(p− qj+1)(p− qj)(2p+ rj+2)
(2p+ rj)(−p+ sj+1)(−p+ sj+2)2HDj
+
(
(p− qj+1)(−2p+ sj + qj)
H (2p+ rj)
+
2p+ rj+1
H
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+
(−p+ sj+1)(2p− qj+2 − sj+2)
H (2p+ rj+2)
)
H (2p+ rj+2)
(−p+ sj+1)(−p+ sj+2)vj+1
− H (2p+ rj+2)
(−p+ sj+1)(−p+ sj+2)O(N
−2); 16 j6N=2− 3: (3.21)
A Taylor expansion shows that the coeDcient in front of vj+1 is of order O(N−2). The coeDcient
in front of Dj is of the form 2H (1 + O(N−1)). Further, all vj are of order O(N−2), by Lemmata
3:7–3:9. By assumption (2:4), the last term in (3.21) is of order O(N−4). Therefore, we have the
lower and upper bounds
Dj+2¿ (1 + O(N−1))Dj + O(N−3); (3.22a)
Dj+26 (1 + O(N−1))Dj + O(N−3): (3.22b)
Using (3.22a) and the assumption that i6 3N=8, we get
vN=2 = vi−1 +
N=2∑
j=i+1
(vj − vj−2)= vi−1 + 2H
N=2∑
j=i+1
Dj−1
¿CDi + O(N−2):
As vN=2 =O(N−2), we 2nd that Di6CN−2. Using (3.22b) instead of (3.22a), we 2nd that Di¿−
CN−2. Hence, Di =O(N−2).
Of course, the condition that i is odd or that i6 3N=8 is not essential. Hence, for all i with
16 i6N=2− 1, we have Di =O(N−2).
For DN=2, we have, by Lemmata 3:7–3:9,
DN=2 =
vN=2+1 − vN=2−1
H + hN=2+1
=
O(N−2) + O(N−2)
H + hN=2+1
=O(N−1):
It remains to consider the case when i¿N=2. Instead of proving (3.20), it is more convenient to
show that∣∣∣∣vi − vi−1hi
∣∣∣∣6CN−2 + CN−2ubariubarN ; i¿N=2: (3.23)
Estimate (3.20), for the values of i under consideration, follows from (3.23).
To show (3.23), one can use monotonicity properties of the operator L. It is possible, though
somewhat laborious, to construct functions u−j and u
+
j , similar to the barrier functions in Lemmata
3:4 and 3:5, such that (cf. Lemma 3.1 and (3.17))
Lu−j 6−CN−2 − CN−2
ubarj
ubarN
6 !j6CN−2 + CN−2
ubarj
ubarN
6Lu+j ;
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and such that suitable boundary conditions are ful2lled. Due to monotonicity, this implies
u−j 6 vj6 u
+
j :
A proper choice of the functions u−j and u
+
j leads to the bound (3.23).
4. Proof of the convergence result
In this section, we analyse the fully discrete scheme described in Section 2. In this scheme, there
is a space and a time error. Correspondingly, we de2ne local truncation errors for the space and for
the time discretization.
Let uj be the vector (u(x1; jk); : : : ; u(xN−1; jk))T ; 06 jk6T , where u is the solution to (1:1).
Similarly, we will use the notations uj+1=2; fj+1=2, etc. The truncation error of the implicit midpoint
rule is de2ned by
!j+1=2k =
uj+1 − uj
k
− uj+1=2t ; 06 jk6T:
By (2.6) and (2.7), we have
!j+1=2k =O(k
2): (4.1)
The truncation error associated with the space discretization is de2ned by
!j+1=2h =M
−1A((j + 1=2)k)
(
uj+1 + uj
2
)
− (−uj+1=2xx + (bux)j+1=2 + (cu)j+1=2):
The true solution satis2es the recursion
uj+1 − uj
k
+M−1A((j + 1=2)k)
(
uj + uj+1
2
)
− fj+1=2
= !j+1=2k + !
j+1=2
h ; 06 jk ¡T: (4.2)
The numerical approximation uji also satis2es (4.2), but with a homogeneous right-hand side. Sub-
tracting these equations and rearranging terms, we 2nd that the error ej satis2es the recursion(
I +
k
2
M−1A((j + 1=2)k)
)
ej+1 =
(
I − k
2
M−1A((j + 1=2)k)
)
ej
−k!j+1=2k − k!j+1=2h ; 06 jk ¡T: (4.3)
Usually, in the error analysis of numerical schemes for time-dependent partial di)erential equations,
one 2rst estimates the local truncation errors. Then, some form of stability of the numerical scheme
is used to obtain bounds on the growth of the error in time.
We need a slight modi2cation of this procedure. Let
d0 =−A(k=2)−1M!1=2h ;
dj =A((j − 1=2)k)−1M!j−1=2h − A((j + 1=2)k)−1M!j+1=2h ; 0¡jk ¡T:
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With these notations, recursion (4.3) can be rewritten as
(
I +
k
2
M−1A((j + 1=2)k)
)ej+1 −∑
l6j
dl


=
(
I − k
2
M−1A((j + 1=2)k)
)ej −∑
l6j
dl

− k!j+1=2k : (4.4)
It turns out that (4.4) is more convenient for analysis than the standard recursion (4.3).
We will give estimates for the quantities dj. In the derivation of these estimates, we need the
following lemma.
Lemma 4.1. Let 06 t6T; and != !j+1=2h . Let vi be the solution of
M−1A(t)vi = !i; 16 i6N − 1: (4.5)
Then the estimates
|vi|6C0N−2 + C1kq; 16 i6N − 1; (4.6)
∣∣∣∣vi+1 − vi−1hi + hi+1
∣∣∣∣6


C2N−2 + C3kq; i6N=2;
C2N−1 + C3Nkq; i=N=2;
(C2N−2 + C3kq)(1 + −1ubari =u
bar
N ); i ¿N=2:
(4.7)
hold with constants C0; C1; C2 and C3; q=2; and ubari as in Lemma 3:5.
Proof. The average (uj+1 + uj)=2 ful2ls
uj+1 + uj
2
= uj+1=2 − 1
2
∫ ( j+1)k
( j+1=2)k
(1− (j + 1)k)u1=ktt d1+
1
2
∫ ( j+1=2)k
jk
(1− jk)u1=ktt d1:
Hence, the truncation error !j+1=2h equals
!j+1=2h =M
−1A((j + 1=2)k)uj+1=2 − (−uj+1=2xx + (bux)j+1=2 + (cu)j+1=2)
−1
2
∫ ( j+1)k
( j+1=2)k
(1− (j + 1)k)M−1A((j + 1=2)k)u1=ktt d1
+
1
2
∫ ( j+1=2)k
jk
(1− jk)M−1A((j + 1=2)k)u1=ktt d1: (4.8)
The contribution of the 2rst two terms can be separated into a contribution
!s =M−1A((j + 1=2)k)us; j+1=2 − (−us; j+1=2 + (busx)j+1=2 + (cus)j+1=2)
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from the smooth part us, and an analogous contribution !l from the layer part ul. Assume v0i satis2es
(4.5) with !i = !si or with !i = !
l
i. The contributions !
s
i and !
l
i are of the form (3.9) and (3.10),
respectively. Therefore, it follows from Lemmata 3:7–3:10 that (4.6) and (4.7) hold with C1 =C3 = 0.
Next, consider the quantities
!1 =M−1A((j + 1=2)k)us; 1=ktt and !2 =M−1A((j + 1=2)k)u
l; 1=k
tt
that contribute to the integrands in (4.8). First, let v1i satisfy (4.5) with !i = !
1
i . Repeating the
arguments in the proofs of Lemmata 3:7; 3:9 and 3:10 shows that (4.6) and (4.7) hold with
vi = v1i ; C0 =C2 = 0 and q=0.
Secondly, let v2i satisfy (4.5) with !i = !
2
i . As in the proof of Lemma 3.3, we have !
2
i =O(N
−3),
when i6N=2. On the other hand, when i¿N=2, we can write
!2i =− ulttxx(xi; 1) + bj+1=2i ulttx(xi; 1) + cj+1=2i ultt(xi; 1) + 2i:
From (2.7) and (3.14), we see that the 2rst three terms on the right-hand side are bounded by
−1 exp
(
−0

(1− xi)
)
6
ubari
ubarN
:
The term 2i is a truncation error, similar to (3.10) in Lemma 3.3. It follows as in (3.17) that
|2i|6CN−2 u
bar
i
ubarN
:
Repeating the arguments in the proofs of Lemmata 3:8–3:10, we see that (4.6) and (4.7) hold with
vi = v2i ; C0 =C2 = 0 and q=0.
Finally, let != !j+1=2h in (4.5). From (4.8) and the properties of v
0
i ; v
1
i and v
2
i , we conclude that
(4.6) and (4.7) hold with constants C0; C1; C2 and C3, and with q=2.
We apply Lemma 4.1 to estimate the quantity d0. Indeed, the quantity −d0 is the solution of
(4.5) with t= k=2 and != !1=2h . Hence, we have from (4.6) that
d0 =O(N−2) + O(k2): (4.9)
Estimates for the other dj are contained in Lemma 4.2 below.
Lemma 4.2. The quantities dj satisfy the estimate
dj =O(kN−2) + O(k3); 0¡jk ¡T: (4.10)
Proof. Introduce the vectors v0; v1 and v2, de2ned by
M−1A((j − 1=2)k)v0 = !j−1=2h ;
M−1A((j + 1=2)k)v1 = !j−1=2h ;
M−1A((j + 1=2)k)v2 = !j+1=2h :
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Then, we can write dj = v0 − v2, and we get the estimate
|dji |6 |v2i − v1i |+ |v1i − v0i |; 16 i6N − 1: (4.11)
We will estimate the terms v1i − v0i and v2i − v1i separately. First, consider v1i − v0i . De2ne v(t); (j −
1=2)k6 t6 (j + 1=2)k, by
M−1A(t)v(t)= !j−1=2h : (4.12)
Di)erentiation gives, for (j − 1=2)k6 t6 (j + 1=2)k,
M−1A(t)v′(t)=−M−1A′(t)v(t): (4.13)
An examination of the right-hand side of (4.13) shows that its components, 2i say, are bounded,
with
|2i|6Cmax
j
|vj(t)|+ C
∣∣∣∣vi+1(t)− vi−1(t)hi + hi+1
∣∣∣∣ : (4.14)
Eq. (4.12) is equivalent to (4.5) with != !j−1=2h . Thus, we can apply Lemma 4.1 to the solution v(t)
of (4.12). We 2nd from (4.14) and the estimates (4.6) and (4.7) that
|2i|6


CN−2 + Ck2; i ¡N=2;
CN−1 + CNk2; i=N=2;
C(N−2 + k2)(1 + −1ubari =u
bar
N ); i ¿N=2:
It can be veri2ed that the solution v(t) of (4.12) ful2ls inequalities analogous to (3:22). Using this,
it can be seen that the right-hand sides of (3.2) and (3.3), with !i replaced by 2i, are of order
O(N−2) + O(k2) and O(N−1) + O(Nk2), respectively.
Applying the arguments in the proofs of Lemmata 3:7–3:9 to (4.13), we get
|v′i(t)|6C(N−2 + k2); 16 i6N − 1: (4.15)
From these estimates for v′i(t), we obtain
|v1i − v0i |6
∫ ( j+1=2)k
( j−1=2)k
|v′i(t)| dt
= O(kN−2) + O(k3); 16 i6N − 1: (4.16)
Secondly, we derive a bound for v2i − v1i . Now, we de2ne v(t); (j − 1=2) k6 t6 (j + 1=2)k, by
M−1A((j + 1=2)k)v(t)= !t=kh : (4.17)
Di)erentiation of (4.17) gives
M−1A((j + 1=2)k)v′(t)=
d
dt
!t=kh : (4.18)
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Calculations of the same kind as before show that
∣∣∣∣ ddt !t=kh
∣∣∣∣6


C(N−2 + k2); i ¡N=2;
C(N−1 + Nk2); i=N=2;
C(N−2 + k2)(1 + −1ubari =u
bar
N ); i ¿N=2:
Further, the right-hand sides of (3.2) and (3.3), with ! replaced by (d=dt)!t=k , are of order O(N−2)+
O(k2) and O(N−1)+O(Nk2), respectively. Applying the arguments in the proofs of Lemmata 3:7–3:9
to (4.18), we get (4.15), for the new function vi(t). From these estimates, we obtain
|v2i − v1i |=O(kN−2) + O(k3); 16 i6N − 1: (4.19)
The bound (4.10) follows from (4.11), (4.16) and (4.19).
We use recursion (4.4) and the bounds (4.9) and (4.10) to estimate the error ej+1 at time level
t=(j + 1)k.
Proof of Theorem 2.1. The matrix A(t) stems from a 2nite element discretization. The integrals
involved in the computation of the matrix A(t) are evaluated exactly, after replacement of the
functions b and c by their linear interpolants. Therefore, (see [11, p. 63])
vTA(t)v¿ 0; for all v∈RN−1:
Equivalently, the vector function (t; v) → −M−1A(t)v; 06 t6T; v∈RN−1, is dissipative with re-
spect to the discrete L2 norm ‖v‖=(vTMv)1=2 (see [4]).
Equation (2:2) is integrated by the implicit midpoint rule. This integration method is algebraically
stable (see [4]). Further, also the implicit Euler method is algebraically stable. Therefore, we have
from (4.4)∥∥∥∥∥∥ej+1 −
∑
l6j
dl
∥∥∥∥∥∥6
∥∥∥∥∥∥ej −
∑
l6j
dl
∥∥∥∥∥∥+ k‖!j+1=2k ‖
6
∥∥∥∥∥∥ej −
∑
l6j−1
dl
∥∥∥∥∥∥+ ‖dj‖+ k‖!j+1=2k ‖; 06 jk ¡T:
Applying this estimate recursively, and using (4.1), (4.9) and (4.10), we obtain
‖ej+1‖6 2
∑
l6j
‖dl‖+
∑
l6j
k‖!l+1=2k ‖
6O(N−2) + O(k2); 06 jk ¡T;
or (2.9).
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Table 1
L2 error and L∞ error and
N convergence rate convergence rate
8 3:248× 10−1 3:534× 10−1
16 7:952× 10−2 2:03 8:823× 10−2 2:00
32 1:990× 10−2 2:00 2:208× 10−2 2:00
64 4:985× 10−3 2:00 5:859× 10−3 1:91
128 1:247× 10−3 2:00 1:541× 10−3 1:93
256 3:118× 10−4 2:00 3:955× 10−4 1:96
5. A numerical example
We consider Eq. (1.1a) with, for 06 x6 1; 06 t6 1,
b(x; t)= 1 + t +
1− x
1 + t
; c(x; t)=
1
1 + t
;
f(x; t)=
cos(3x)
1 + t
+ 32 cos(3x)− 3b(x; t) sin(3x):
The boundary and initial conditions are chosen so that the solution is
u(x; t)=
1
1 + t
exp
(
−1 + t

(1− x)
)
+ cos(3x)
for 06 x6 1 and 06 t6 1.
We discretize as in Section 2, with =1 and =0:25. The step size for the implicit midpoint
rule equals k =2=N , where N is the number of positive nodes on the x-axis.
Table 1 shows the errors at t=1 for a range of values of N . The errors are measured in the
discrete L2 norm, and the corresponding convergence rates are also given. It is interesting to compare
the convergence behaviour in L2 with the convergence behaviour in L∞. Therefore, the errors e are
also measured in the L∞ norm max16i6N−1 |ei|, and the corresponding convergence rates are also
given.
The errors depend only weakly on the singular perturbation parameter . The results in the table
were computed with the value =10−12.
It is seen that the actual convergence behaviour in the discrete L2 norm for the discretization
in Section 2 is in full agreement with Theorem 2.1. On the other hand, not every straightforward
discretization of (1:1) leads to a convergent scheme, not even on a layer adapted mesh. If the
implicit midpoint rule in Section 2 is replaced by the two-stage LobattoIIIB method (see [4]), then
the choice N =16 leads to an error ∼ 8× 103 in the discrete L2 norm, and even ∼ 7× 109 in L∞!
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