We prove a generalization to infinite Galois extensions of local fields, of a classical result by Noether on the existence of normal integral bases for finite tamely ramified Galois extensions. We also prove a self-dual normal integral basis theorem for infinite unramified Galois field extensions of local fields with finite residue fields of characteristic different from 2. This generalizes a result by Fainsilber for the finite case. To do this, we obtain an injectivity result concerning pointed cohomology sets, defined by inverse limits of norm-one groups of free finite-dimensional algebras with involution over complete discrete valuation rings. r
Introduction
Let K be a field complete with respect to a discrete valuation, R the valuation ring of K; and k the residue field of K assumed to be finite. Furthermore, let L+K be a Galois field extension with Galois group G and ring of integers S: We consider G as a topological group with the Krull topology (see, e.g. [L93, p. 329] ). We say that L+K is unramified (tamely ramified, odd) if every finite extension K 0 +K; such that L+K 0 ; is unramified (tamely ramified, of odd degree).
Suppose that L+K is finite. The normal basis theorem asserts that there is xAL such that B :¼ ðs:xÞ sAG form a basis for L as a vector space over K: In fact, this is true for general Galois field extensions (see e.g. [J80, p. 283] ). If B is an R-basis for S; then B is called a normal integral basis and x is called a normal integral basis generator. Normal integral bases do not always exist. In fact, by a result of Noether [N32] , the following theorem is true. Theorem 1.1. The extension L+K has a normal integral basis if and only if it is tamely ramified.
Note that the corresponding problem in the global case is much more complicated (see [Fr83] ). The extension L+K being separable, the trace form q L : L Â L-K; defined by q L ðx; yÞ ¼ tr L=K ðxyÞ; x; yAL; is a nondegenerate symmetric bilinear form. It is also a G-form, that is, it is invariant under the action of G: If the normal basis B is self-dual with respect to q L ; that is, if q L ðs:x; t:xÞ ¼ d s;t ; s; tAG; then it is called a self-dual normal basis and x is called a self-dual normal basis generator. Note that the existence of such a basis can alternatively be formulated by saying that ðL; q L Þ and ðK½G; q 0 Þ are isomorphic as G-forms, where q 0 is the unit Gform, that is, it is the K-bilinear map K½G Â K½G-K defined by q 0 ðs; tÞ ¼ d s;t ; s; tAG: The problem of when a self-dual normal basis exists is still open. The best result so far is the following. Theorem 1.2. If the order of G is odd, then ðL; q L Þ and ðK½G; q 0 Þ are isomorphic as G-forms.
This was proved for general Galois field extensions by Bayer-Fluckiger in [Ba89] . Restricting q L to S gives us an R-bilinear G-form q S : S Â S-R and we can analogously define the concept of a self-dual normal integral basis. Fainsilber has in [F94] obtained an ''arithmetical'' version of Theorem 1.2. Theorem 1.3. If the order of G is odd, L+K is unramified and the characteristic of k is different from 2; then ðS; q S Þ and ðR½G; q 0 Þ are isomorphic as G-forms.
In fact, she proves a more general result which can be formulated in terms of pointed cohomology sets in the following way. Let K ur denote the maximal unramified extension of K; G ur the Galois group of K ur +K and R ur the ring of integers in K ur : If we for an algebraic group A over R use the notation H 1 ðR; AÞ :¼ H 1 ðG ur ; AðR ur ÞÞ; then:
Theorem 1.4. Let U be the norm-one group of a free finite-dimensional Ralgebra with involution. If L+K is an unramified odd extension and the characteristic of k is different from 2; then the canonical map from H 1 ðR; UÞ to H 1 ðS; UÞ is injective.
It is not known if Theorems 1.3 and 1.4 hold if the characteristic of k is 2: For other results and examples concerning self-dual normal bases and Gforms, see [BaL90, BaS94, FM99] .
For infinite extensions Theorem 1.1 makes no sense. However, if we let ðG; RÞ denote the set of functions f : G-R and we let G operate on ðG; RÞ by ðs:f ÞðtÞ ¼ f ðs À1 tÞ; s; tAG; then the existence of a normal integral basis can be formulated by saying that there is a left R-module isomorphism F : ðG; RÞ-S that respects the action of G: Namely, if B is an R-basis for S; then we can define F by F ðf Þ ¼ P sAG f ðsÞs:x; f AðG; RÞ: Conversely, if F : ðG; RÞ-S is an isomorphism as above and hAðG; RÞ is defined by hðsÞ ¼ d s;1 ; sAG; then x :¼ F ðhÞ is a normal integral basis generator for L+K: In this paper we first prove, using an idea introduced by Lenstra in [Le85] for the case of normal bases for infinite Galois field extensions, that this version of Theorem 1.1 is valid for infinite extensions provided we only consider the continuous functions G-R: Theorem 1.5. Let CðG; RÞ denote the R-module of continuous functions f : G-R; where R is equipped with the discrete topology. If we let G operate on CðG; RÞ by ðs:f ÞðtÞ ¼ f ðs À1 tÞ; s; tAG; then there is an isomorphism of Rmodules CðG; RÞ-S that respects the action of G if and only if L+K is tamely ramified.
For the proof, see Section 4. Secondly, we obtain an infinite version of Theorem 1.3. Theorem 1.6. If L+K is an unramified odd (possibly infinite) extension and the characteristic of k is different from 2, then ðS; q S Þ and ðCðG; RÞ; q 0 Þ are isomorphic as coherent G-forms.
For the definition of the concept of coherent G-forms, see Section 5. We give two different proofs of Theorem 1.6. The first proof is completely elementary (see Section 5), whereas for the second one we prove (see Section 7) and utilize (see Section 8) the following infinite version of Theorem 1.4. Theorem 1.7. Let % U denote the norm-one group of an inverse limit, relative to a directed set, of an inverse system of free finite-dimensional R-algebras with involution and surjective R-algebra maps. If L+K is an unramified odd (possibly infinite) extension and the characteristic of k is different from 2; then the canonical map from H 1 ðR; % UÞ to H 1 ðS; % UÞ is injective.
For related results concerning normal bases for infinite Galois extensions, see [H99,H00,Lu98,Lu99,Lu00].
Inverse limits of compact Hausdorff spaces
In this section, we state some well-known results concerning topological spaces that will be used in subsequent sections. Proof. (a) Is trivial and (b) can be found in, e.g. [Bo66] . & We recall the following definitions. A set I is preordered if it is equipped with a binary relation ! that is transitive and reflexive. A set I is directed if it is preordered and has the additional property that for any two i; jAI there is kAI such that i!k and j!k: An inverse system of topological spaces ðX i ; f ij Þ; relative to a preordered set I; consists of a topological space X i for each iAI; and a continuous map f ij : X j -X i for each pair i; jAI with i!j; such that f ii ¼ id X i ; iAI; and f ij 3 f jk ¼ f ik for all i; j; kAI with i!j!k: The inverse limit of such a system, denoted X i ; is defined to be the set of all ðx i Þ iAI in Q iAI X i such that if i; jAI and i!j; then f ij ðx j Þ ¼ x i : The inverse limit X i is always assumed to have the relative topology induced from Q iAI X i :
Proposition 2.2. Let ðX i ; f ij Þ be an inverse system of non-empty compact Hausdorff topological spaces, relative to a directed set I: For a subset J of I; let L J denote the inverse limit X i : If all f ij ; i; jAI; i!j; are surjective, then:
Proof. (a) Follows from a more general result by Lenstra [Le85, Proposition (1.5 
Compact Hausdorff topological rings
In this section, we prove a result (see Proposition 3.2) concerning compact Hausdorff topological rings. We also state a result (see Proposition 3.4) about the Jacobson radical of free finite-dimensional algebras over commutative local rings. These results are needed in later sections.
Let T be a ring. We always assume that T is associative and has a multiplicative unit 1 T ; and that ring homomorphisms T-T 0 map 1 T to 1 T 0 : By abuse of notation we will often write 1 instead of 1 T : Recall that T is (left) artinian if every non-empty set of (left) ideals of T contains a minimal element with respect to inclusion. The Jacobson radical of T; JðTÞ; is the intersection of the maximal left (or right) ideals of T; and T is semilocal if T=JðTÞ is artinian. Let ( * T; T * ) T n denote the set of (left, right) units of T:
To prove the first proposition in this section, we need a lemma. Proof. (a) Can be found in, e.g. [R88] .
(b) Put T 0 ¼ T=JðTÞ: By (a), T is von Neumann finite if and only if T 0 is von Neumann finite. Since T 0 is semisimple artinian, we get, by Wedderburn's theorem (see loc. cit.), that T 0 is isomorphic to a direct product of a finite number of matrix rings over skew-fields. Since it is well-known that such rings are von Neumann finite, T 0 is also von Neumann finite.
Let MðTÞ and MðT 0 Þ denote the set of maximal two-sided ideals of T and T 0 ; respectively. By the above arguments, MðT 0 Þ is finite and JðT 0 Þ ¼ f0g: The canonical map T-T 0 induces, by Nakayamas' lemma (see loc. cit.), a bijection MðTÞ-MðT 0 Þ: Thus, MðTÞ is also finite and JðTÞ ¼ T mAMðTÞ m: & Before we state the next result, we need to introduce some more notations. Let T be a ring. An involution on T is a map T3x/ % xAT; such that
Note that if H is a group and T is a commutative ring, then we can define an involution on the group ring T½H by % s ¼ s À1 ; sAH; and extending it T-linearly. If f : T-T 0 is a homomorphism of rings with involution, then we always assume that f ð % xÞ ¼ f ðxÞ; xAT: If T is a ring with involution, then T 1 is defined to be the set of xAT such that x % x ¼ 1: If T 1 is a group, then it is called the norm-one group of T: Note that if T is semilocal, then, by Lemma 3.1(b), T 1 is a group. Recall that an ideal I of T is called residually nilpotent if
form a basis of neighbourhoods of zero of a Hausdorff topology on T called the I-adic topology on T (see, e.g. [Bo66] ). This topology is called complete if every Cauchy sequence (that is, a sequence ðx n Þ N n¼1 in T with the property that for every positive integer N; there is a positive integer N 0 such that x m À x n AI N whenever m; nXN 0 ) is convergent. We gather some well-known properties of topological rings. We can suppose that ðN 0 Þ N N¼1 is increasing. For every positive integer N; put
Since JðTÞ is residually nilpotent, T N N¼1 E N ¼ fxg for some xAT: By the construction, x n -x as n-N:
(b) Let m : T Â T-T denote the multiplication and let p i : T Â T-T denote the projection on the ith factor, i ¼ 1; 2: Then * T ¼ p 1 ðm À1 ðf1gÞÞ
and (e) Let n : T-T be defined by nðxÞ ¼ x % x; xAT: Since JðTÞ ¼ JðTÞ; n is continuous. Therefore,
is a closed and hence compact subset of T:
(f) Let f : T-T 0 denote the given map and g : T 1 -T 01 the induced. The continuity of g follows from (e) above and Proposition 2.1(a). Now we show that g is surjective. The inclusion gðT 1 ÞDT 01 is clear. We show the reversed inclusion:
By Lemma 3.1(b), there are only finitely many maximal two-sided ideals m i ; i ¼ 1; y; n; of T: Take an integer k; 1pkpn; such that kerðf Þ J m i ; i ¼ 1; y; k; and kerðf ÞDm i ; i ¼ ðk þ 1Þ; y; n: 
; where yAJ; and put z ¼ 1 þ y: By the construction of a; this implies that a :¼ z% z À 1Aa: To prove (2), we now construct eAa such that
Since % a ¼ a and 2AT n ; (3) can be written as AðeÞ þ AðeÞ ¼ 0; where AðeÞ ¼ 2 À1 e% e þ e% z þ 2 À1 a: Now we find eAa such that AðeÞ ¼ 0: By Lemma 3.1(a), zAT n : Hence, AðeÞ ¼ 0 can be rewritten as
It is easy to check that e nþ1 À e n Aa nþ1 ; nX1: Since aDJðTÞ and JðTÞ is residually nilpotent, the sequence ðe n Þ N n¼1 is Cauchy. Hence, by (a), it is convergent and has a limit eAa: By the construction of e; (4) holds. We have thus showed (2). Now we show (1). For each i ¼ 1; y; k; kerðf Þ þ m i ¼ T: Hence, we can pick z i Am i ; i ¼ 1; y; k; such that z i À 1Akerðf Þ: If we put z ¼ Q k i¼1 z i ; then zAJ and f ðzÞ ¼ 1: Hence, T 01 ¼ ð1 þ f ðJÞÞ-T 01 ; which, together with (2), gives us (1). & Remark 3.3. The surjectivity in Proposition 3.2(f) is not always true if we remove the condition that 2 is a unit. In fact, if F 2 denotes the field with two elements, C n the cyclic group with n elements and we let the group ring F 2 ½C n be equipped with the involution defined in the beginning of this section, then the canonical map from F 2 ½C 8 1 to F 2 ½C 4 1 is not surjective.
If T is a commutative ring and T 0 is a T-algebra, then we always assume that T is contained in the centre of T 0 and that 1 T ¼ 1 T 0 :
Proposition 3.4. Let T be a commutative local ring and T 0 a free finitedimensional T-algebra of dimension n: Then: Now we proceed to prove Theorem 1.5. To do that, we need the following lemma. 
Let f ACðG; RÞ: Since G is compact and R is equipped with the discrete topology, there is NAN such that f only depend on the different cosets of N: Define F : CðG; RÞ-S by F ðf Þ ¼ P sAG=N f N ðsÞs:x N : It is clear that F is R-linear and that it respects the action of G: By (5), it is well-defined and by (6), it is bijective. Thus, we have proved the theorem.
Remark 4.2. Let L+K be tamely ramified. By using Proposition 2.2(a) instead of (b) in the above proof, we can prove the following slightly stronger result: Let N be a closed normal subgroup of G: Given an isomorphism of R-modules F 0 : CðG; RÞ N -S N that respects the action of G; we can find an isomorphism of R-modules F : CðG; RÞ-S that respects the action of G such that F j CðG;RÞ N ¼ F 0 :
Self-dual normal integral bases
In this section, we prove Theorem 1.6. To do that we obtain a ''self-dual'' version (see Lemma 5.4) of Lemma 4.1. For the rest of the paper, assume that L+K is an unramified odd extension and that the characteristic of k is different from 2:
Let M be a discrete left R-module equipped with a continuous R-linear left action of G: If the group G is infinite, then instead of considering Rbilinear maps M Â M-R; it is more natural (see Example 5.3) to study coherent systems of R-bilinear maps M N Â M N -R; NAN; in the sense defined below. (7), % q is well-defined.
We now define the two coherent G-forms mentioned in the Introduction. 
where the last inverse limit is taken with respect to the maps n N 0 =N :
To prove Theorem 1.6, we need the following lemma. 
Inverse limits and cohomology
Now we proceed to prove Theorem 1.6 by cohomological methods. To do that, we obtain in this section a result (see Proposition 6.5) about the pointed cohomology set H 1 ðG; AÞ in the case when A is an inverse limit of compact Hausdorff topological spaces. This result is used in Section 7 to prove Theorem 1.7, which in turn is used in Section 8 to prove Theorem 1.6. In this article, we use the following conventions on pointed cohomology sets: let G be a topological group. A G-set is a topological space X equipped with a continuous (left) G-action G Â X 3ðs; xÞ/s:xAX : If X 0 is another Gset, then we say that a continuous function from X to X 0 is a G-morphism if it respects the action of G: A G-group (G-ring) A is a group (ring) that is also a G-set with the property that the action of G respects the group composition (addition and multiplication). If A is a G-ring and B is a multiplicative subgroup of A n such that s:BDB; sAG; then we let B have the G-group structure induced from A: If ðX i ; f ij Þ is an inverse system of G-sets (G-groups, G-rings) and G-morphisms, relative to a preordered set I; then In this and the following section, we need three well-known lemmas about pointed cohomology sets. Due to the lack of appropriate reference, we prove the first two.
Lemma 6.1. Let G be a topological group and ðA n Þ N n¼1 G-groups such that A nþ1 is a normal subgroup of A n ; nX1; T N n¼1 A n ¼ f1g and all the inclusion maps are G-morphisms. If all sequences ða n Þ N n¼1 in A 1 such that a nþ1 a À1 n AA nþ1 ; nX1; are convergent and all the canonical maps a n : H 1 ðG; A nþ1 Þ-H 1 ðG; A n Þ; nX1; are surjective, then H 1 ðG; A 1 Þ is trivial.
Proof. Take a 1 AZ 1 ðG; A 1 Þ: By the assumptions, we can, for each nX1; find a n AZ 1 ðG; A n Þ and b n AA n such that a nþ1 s ¼ b À1 n a n s s:b n ; sAG: Solving for a 1 gives us a 1 s ¼ a n a nþ1 s ðs:a n Þ À1 ; nX1; sAG; where a n ¼ b n b nÀ1 ?b 1 : Since a nþ1 a À1 n AA nþ1 ; nX1; we can conclude that ða n Þ N n¼1 converges to some aAA 1 : Since T N n¼1 A n ¼ f1g; we get that a 1 s ¼ aðs:aÞ À1 ; sAG: Thus, H 1 ðG; A 1 Þ is trivial. & Lemma 6.2. Let A be a discrete topological space and G a compact topological group. If A is a G-group, ðG i Þ iAI is a family of closed subgroups of G and J is a subset of I; consider the canonical map n J :
If n J is injective for all finite subsets J of I; then n I is injective.
Proof. Take a; bAZ 1 ðG; AÞ that are not equivalent and fix cAA: Define f : Definition 6.4. We say that the inverse system ðA i ; g ij Þ has the compact Hausdorff property if for each aAZ 1 ðG; % AÞ; all h ij ; i; jAI; i!j; are surjective and B i ; iAI; can be equipped with compact Hausdorff topologies that make the h ij continuous.
With the above notations, we get the following result.
Proposition 6.5. Let ðA i ; g ij Þ be an inverse system of G-groups and Gmorphisms relative to a directed set I: If ðA i ; g ij Þ has the compact Hausdorff property, then the canonical map from H 1 ðG; % AÞ to H 1 ðG; Q iAI A i Þ is injective.
Proof. 
Note also that, since g ij 3 g jk ðb k Þ ¼ g ik ðb k Þ; we get
Now define a map f ij : B j -B i by f ij ðxÞ ¼ h ij ðxÞc ij ; xAB j : Then ðB i ; f ij Þ form an inverse system of topological spaces. In fact, if i!j!k and xAB k ; then, by (13) with the JðRÞT i -adic topologies, then, being finite-dimensional R-algebras (see the proof of Lemma 7.1 above), they are obviously compact Hausdorff. Hence, by the first inclusion in Proposition 3.4(a), each T i is compact Hausdorff in the JðT i Þ-adic topology also. Thus, by Lemma 7.1, Propositions 6.5 and 3.2(d), it is enough to prove the result for the case when I is a singleton set fig: Since A i ðR 0 Þ has the discrete topology, we can also assume that K 0 +K is finite. Put A ¼ A i and % A ¼ A=JðRÞA: Now we adapt the proof of [AG60, Theorem 6.5] to our situation. The canonical exact sequence of groups
where k 0 :¼ R 0 =JðR 0 Þ; translates (see [S94] ) into the following exact sequence of pointed cohomology sets By Lemma 7.1, Propositions 3.2(f) and 6.5, the vertical maps are injective, and by Theorem 1.4 and Lemma 6.2, the bottom horizontal map is injective. Hence, the top horizontal map is also injective, and the theorem is proved.
Galois descent
In the end of this section we prove Theorem 1.6. If ðM; qÞ is a coherent G-form over R; then let ðM; qÞ# R R Let EðR 0 =RÞ denote the collection of R-isomorphism classes of coherent G-forms that are R 0 -isomorphic to the unit G-form ðCðG; RÞ; q 0 Þ: Note that, by (9), the R 0 -automorphisms of ðCðG; kÞ; q 0 Þ can be identified with R 0 ½½G 1 : The Galois descent shows that we can identify EðR 0 =RÞ with a certain pointed cohomology set (see Proposition 8.1). We proceed in the same way as in [S68, pp. 160-161] Now we prove Theorem 1.6. We use the notations defined in Section 7, now for the R-algebras A N :¼ R½G=N; NAN: By Lemma 8.2 and Proposition 8.1, the images (under y) of the (R-isomorphism classes of the) coherent G-forms ðS; q S Þ and ðCðG; RÞ; q 0 Þ in H 1 ðS; % UÞ coincide. But, by Theorem 1.7, the canonical map from H 1 ðR; % UÞ to H 1 ðS; % UÞ is injective, which implies that they already coincide in H 1 ðR; % UÞ: Thus, we have proved the theorem.
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