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Sazˇetak
Kvazicˇesticˇna aproksimacija slucˇajnih faza predstavlja jedan od najcˇesˇc´e koriˇstenih
modela za opis kolektivnih pobudenja u atomskim jezgrama. Velicˇina kvazicˇesticˇnog
prostora dosad je ogranicˇavala racˇune u deformiranim tesˇkim jezgrama. Nedavno
predlozˇena metoda konacˇnih amplituda (FAM - Finite Amplitude Method) omoguc´ava
takve racˇune uz mnogo manje zahtjeve za racˇunalnim resursima. Metoda je dosad
uglavnom koriˇstena u opisu monopolnog odziva dok su primjene na viˇse multipole
bile manje zastupljene. U okviru ovog diplomskog rada razvijena je implementacija
metode konacˇnih amplituda temeljena na relativisticˇkom energijskom funkcionalu
gustoc´e prikladna za opis viˇsih multipola. Razvijeni model i numericˇka implementa-
cija testirani su na nekoliko ilustrativnih primjera deformiranih atomskih jezgara.
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• Finite Amplitude Method
• Quasiparticle Random-Phase Approximation
• Relativisticˇki Hartree-Bogoliubovljev model
• Multipolna pobudenja
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Multipole excitations of deformed atomic nuclei
Abstract
The Quasipartice Random-Phase Approximation (QRPA) based on energy density
functionals is a leading framework for describing collective excitations of atomic nu-
clei. As the space of quasiparticle excitations can become very large in open-shell
heavy nuclei, the standard matrix solution of the QRPA equation is often computa-
tionally prohibitive, especially for deformed nuclei. Recently, the Finite Amplitude
Method (FAM) was proposed as a feasible method for a solution of the QRPA equ-
ation. The method has mainly been used for monopole isoscalar and isovector excita-
tions. In this thesis, efficient implementation based on the relativistic nuclear energy
density functional theory, suitable for higher multipole excitations, has been develo-
ped, tested and applied on excitations of deformed atomic nuclei.
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1 Uvod
Moderna teorija kvantne kromodinamike (QCD) uspjesˇno opisuje mudunukleonsku
jaku iterakciju pa bi se teorijska nuklearna fizika naivno mogla klasificirati kao speci-
jalno podrucˇje unutar QCD-a. Pokazuje se da su konkretni racˇuni u nuklearnoj fizici
primjenom QCD formalizma daleko od izvedivih. Danas se izuzetno slozˇeni nuklearni
sustavi mogu proucˇavati samo efektivnim modelima koji koriste fundamentalne te-
orije za mikroskopske temelje pri konstrukciji efektivnih interakcija. Najucˇinkovitiji
pristup je do sada je vec´ dobro razvijena teorija energijskih funkcionala gustoc´e,
koja se koristi u raznim granama fizike gdje je prisutan kvantni mnogocˇesticˇni pro-
blem. Jedan od glavnih izazova moderne teorijske nuklearne fizike je konstrukcija
efektivnog energijskog funkcionala gustoc´e koji bi sa zadovoljavajuc´om tocˇnosˇc´u re-
producirao eksperimentalne podatke za sve jezgre duzˇ mape nuklida. Takav funkci-
onal bi se tada mogao vjerodostojno koristiti u raznim istrazˇivanjima gdje eksperi-
mentalni podaci nisu dostupni, kao npr. problem sinteze elemenata u zvijezdama u
nuklearnoj astrofizici. Odziv atomske jezgare na vanjsku pobudu otkrivanju mnoge
informacije o njenoj strukturi koje bi se, jednom kada se ugode svi parametri efek-
tivnog funkcionala, trebale moc´i reproducirati u okviru koriˇstenog modela1. Za te-
orijsko proucˇavanje kolektivnih pobudenja jezgara koristi se aproksimacija slucˇajnih
faza2 u okviru Hartree-Bogoliubovljevog modela. Konvencionalno rjesˇavanje RPA
jednadzˇbe, dobivene linearizacijom vremenski ovisne Hartree-Bogoliubovljeve jed-
nadzˇbe, je racˇunski prezahtjevno za sistematicˇno proucˇavanje multipolnih pobudenja
deformiranih jezgara. U ovom radu implementirano je efikasno rjesˇenje RPA jed-
nadzˇbi nedavno predlozˇenom metodom konacˇnih amplituda3 [1].
Rad je podijeljen u cˇetiri poglavlja. U drugom poglavlju kratko su izneseni opc´eniti
teorijski rezultati koriˇsteni u radu. Trec´e poglavlje opisuje implementaciju teorije iz
drugog poglavlja primijenjenu na konkretan funkcional gustoc´e i konkretna vanjska
pobudenja. U cˇetvrtom poglavlju dani su ilustrativni rezultati dipolnih pobudenja de-
formirane jezgre. U dodacima A-D nalaze se tehnicˇki detalji bitni u implementaciji.
1Npr. fotoapsorpcijski udarni presjeci koji su eksperimentalno izmjereni.
2Random-Phase Approximation (RPA).
3Finite Amplitude Method (FAM).
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2 Teorijski formalizam
2.1 Relativisticˇki nuklearni energijski funkcional gustoc´e
U standardnoj reprezentaciji kvantne hadronodinamike, jezgru opisujemo kao sus-
tav neovisnih Diracovih cˇestica u srednjem polju (mean-field modeli) koji potjecˇe od
medudjelovanja nukleona izmjenom mezona i fotona. Buduc´i da su energije koje
razmatramo preniske za razlucˇivanje finije podstrukture, mozˇemo konstruirati mo-
del kontaktnog medudjelovanja4. Pritom se izmjena mezona zamjenjuje efektivnim
4-fermionskim medudjelovanjem. Lagrangijan koji opisuje sustav nukleona mozˇemo
rastaviti na dijelove:
L = LKin − LPC − LD − LEM , (2.1)
pri cˇemu su kineticˇki i elektromagnetski cˇlanovi dani standardnim izrazima:
LKin = ψ¯ (iγµ∂µ −m)ψ, (2.2)
LEM = e1 + tz
2
ψ¯γµAµψ +
1
4
F µνFµν , (2.3)
dok je cˇlan kontaktne interakcije dan s:
LPC = 1
2
αS (ρv)
(
ψ¯ψ
) (
ψ¯ψ
)
+
1
2
αV (ρv)
(
ψ¯γµψ
) (
ψ¯γµψ
)
+
1
2
αTV (ρv)
(
ψ¯~τγµψ
) (
ψ¯~τγµψ
)
.
(2.4)
Cˇlan s derivacijom:
LD = 1
2
δS
(
∂νψ¯ψ
) (
∂νψ¯ψ
)
, (2.5)
je nuzˇan za kvantitativan opis radijusa jezgara. U ovom radu koristimo DD-PC1
(Density-Dependent Point-Coupling) parametrizaciju Lagrangijana koja se pokazala
uspjesˇnom u dosadasˇnjim proracˇunima osnovog stanja i pobudenja jezgara [2]. U
DD-PC1 parametrizaciji, jakosti vezanja αS, αV i αTV , ovise o izoskalarnoj-vektorskoj
gustoc´i ρv, koja je dana sljedec´im ansatzom:
αi(ρv) = ai + (bi + cix) e
−dix , x =
ρv
ρsat
, i = S, T, TV, (2.6)
4Point-coupling model.
2
gdje je ρsat = 0.152 fm−3, gustoc´a saturacije nuklearne materije. Parametar derivacije
iznosi δS = −0.8149 fm4, a ostali parametri dani su u tablici 2.1.
S V TV
ai [fm
2] −10.0462 +5.9195 +1.8360
bi [fm
2] −9.1504 +8.8637 0
ci [fm
2] −6.4273 0 0
di +1.3724 +0.6584 +0.6403
Tablica 2.1: Parametri DD-PC1 parametrizacije Lagrangijana
Legendreovom transformacijom mozˇemo iz gustoc´e Lagrangijana izracˇunati gustoc´u
Hamiltonijana te iz nje ukupnu energiju kao funkcional varijabli: ψ, ψ¯ i Aµ. Ako
se taj funkcional energije varira po svojim varijablama, dobiva se jednonukleonski
Hamiltonijan (od sada sve zapisano u SI jedinicama5):
hˆD = c (α · p) +
(
Σ0 + Σ0R
)
+
(
Σs +mc
2
)
β −α · (Σ + ΣR) . (2.7)
Koristiˇstena je standardna pokrata za matrice:
α =
0 σ
σ 0
 , β =
1 0
0 −1
 . (2.8)
Nukleonske vlastite energije (self-energies) definirane su iduc´im relacijama:
Σµ = ~
{
αV (ρv)j
µ + αTV (ρv)~j
µ · ~τ
}
+ c
1 + tz
2
eAµ, (2.9)
Σs = ~c
{
αS(ρv)ρs − δsρs
}
, (2.10)
ΣµR = ~
jµ
2ρv
{
α′S(ρv)ρ
2
s + α
′
V (ρv)
jµjµ
c2
+ α′TV (ρv)
~jµ ·~jµ
c2
}
. (2.11)
U prethodnim formualama je ρs izoskalarna-skalarna gustoc´a, jµ izoskalarna-vektorska
cˇetverostruja, a ~jµ izovektorska-vektorska cˇetverostruja. Posljednji cˇlan ΣµR, tzv. re-
arrangement cˇlan, posljedica je varijacije konstanti vezanja koje imaju ovisnost o
5U ovom podrucˇju nuklearne fizike uobicˇajen je prirodni sustav jedinica.
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gustoc´i. Trenutno ne promatramo izmjenu naboja pa svuda mozˇemo ~τ zamijeniti
s τˆz i ~jµ zamijeniti s razlikom protonske i neutronske cˇetverostruje : j
µ
tz=+1 − jµtz=−1.
U d’Alembertovom operatoru  = ∂2
c2∂t2
− ∇2 mozˇemo zanemariti vremenski cˇlan.
Prilikom izvoda Hamiltonijana u SI jedinicama koriˇstena je West coast (+,−,−,−)
metrika te standardna konvencija za cˇetverostruje jµ = (cρ,J) i elektromagnetski
cˇetveropotencijal Aµ =
(
1
c
φ,A
)
.
Prethodno opisani model mozˇe se promatrati u stacionarnom slucˇaju:
hˆD |ψn〉 =  |ψn〉 . (2.12)
Radi se o Diracovoj jednadzˇbi koja se mora samosuglasno rjesˇavati. Naime, potenci-
jali Σµ, Σs i Σ
µ
R ovise o izoskalarnoj-skalarnoj gustoc´i ρs, te o izovektorskoj ~j
µ i izo-
skalarnoj jµ cˇetverostruji, koje su zadane rjesˇenjima svojstvenog problema (2.12). U
ovom radu fokusiramo se samo na parno-parne jezgre jer kod takvih jezgara, uz pret-
postavku da je sustav invarijantan obzirom na inverziju vremena, u osnovnom stanju
struje iˇscˇezavaju pa se rjesˇavanje osnovnog stanja bitno pojednostavljuje. Takoder,
uz simetriju vremeskog obrata, pretpostavljamo da je sustav invarijantan na simetriju
pariteta te da se radi o aksijalno simetricˇnoj jezgri. Prethodno opisani model prikla-
dan je za opis magicˇnih jezgara, dok u slucˇaju jezgre s otvorenim ljuskama moramo
ukljucˇiti i korelacije sparivanja. U tu svrhu je razvijen Hartree-Bogoliubovljev model
u kojoj su objedinjene cˇestica-ˇsupljina interakcije na razini srednjeg polja zadane Ha-
miltonijanom (2.7), sa cˇestica-cˇestica interakcijama sparivanja. Slijedi kratki pregled
osnovnih rezultata Relativisticˇkog Hartree-Bogoliubovljevog (RHB) modela.
2.2 Vremenski ovisan relativisticˇki Hartree-Bogoliubovljev model
Oznacˇimo s {cˆ†k, cˆk} operatore stvaranja i poniˇstenja u nekoj fiksnoj, dobro poznatoj
bazi (primjerice baza harmonicˇkog oscilatora ili ravni valovi). Osnovno stanje jezgre
opisano je kvazicˇesticˇnim vakuumom |Φ0〉 u odnosu na nezavisne kvazicˇestice, cˇiji su
operatori stvaranja aˆ†µ dani unitarnom Bogoliubovljevom transformacijom:
aˆ†µ =
∑
k
Uk,µcˆ
†
k + Vk,µcˆk. (2.13)
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Kvazicˇesticˇna transformacija definirana je tako da dijagonalizira Hamiltonijan u staticˇnom
slucˇaju:
Hˆ0 =
∑
µ
Eµaˆ
†
µaˆµ, (2.14)
a koeficijenti transformacije;
Uk,µ =
f (Uµ)
ig(Uµ)

k
, Vk,µ =
f (Vµ)
ig(Vµ)

k
, (2.15)
su Hartree-Bogoliubovljeve valne funkcije (spinori) prikazane u fiksnoj bazi {cˆ†k, cˆk}.
Definiraju se matrica gustoc´e i tenzor sparivanja:
ρˆk,l = 〈Φ0| cˆ†l cˆk |Φ0〉 , κˆk,l = 〈Φ0| cˆlcˆk |Φ0〉 . (2.16)
Ako se ukupna energija varira po svojim varijablama: ρˆ, κˆ i κˆ∗, i ako pretpostavimo
da postoji moguc´a vremenska ovisnost obzirom da nas zanimaju pobudenja jezgre,
tada dobivamo Hartree-Bogoliubovljevu jednadzˇbu gibanja kvazicˇesticˇnih operatora:
i~
∂aˆµ(t)
∂t
=
[
Hˆ(t) + Fˆ (t), aˆµ(t)
]
, (2.17)
gdje je vremenski ovisan Hamiltonijan dan s:
Hˆ(t) =
∑
k,l
{
hˆD(t)k,l −
(
mc2 + λ
)
δk,l
}
cˆ†kcˆl +
∑
k>l
{
∆ˆ(t)k,lcˆ
†
kcˆ
†
l + ∆ˆ(t)
∗
k,lcˆlcˆk
}
=
1
2
(
cˆ† cˆ
)hˆD(t)−mc2 − λ ∆ˆ(t)
−∆ˆ(t)∗ −
(
hˆD(t)
∗ −mc2 − λ
) cˆ
cˆ†
 . (2.18)
Operator Fˆ (t) predstavlja jednocˇesticˇni operator vanjske pobude, a ∆ˆ je operator spa-
rivanja, dok je λ kemijski potencijal kojeg treba ugoditi pri racˇunanju osnovnog stanja
tako da je ocˇekivani broj protona (neturona) u osnovnom stanju jednak Z (A− Z).
To je posljedica toga sˇto uvodenjem sparivanja broj cˇestica viˇse nije dobar kvantni
broj. Ako u (2.16) uvrstimo invertiranu Bogoliubovljevu transformaciju, mozˇemo za-
pisati matricu gustoc´e ρˆ(t) i tenzor sparivanja κˆ(t) pomoc´u Bogoliubovljevih matrica
U(t) i V (t):
ρˆ(t) = V (t)∗V (t)T , κˆ(t) = V (t)∗U(t)T . (2.19)
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2.3 Oscilacije malenih amplituda - QRPA
Zanima nas odziv jezgara na harmonicˇku vanjsku pobudu slabog intenziteta. Zato
pretpostavljamo da operator pobude ima oscilatorno ponasˇanje frekvencije ω:
Fˆ (t) = η
(
Fˆ (ω)e−iωt + Fˆ (ω)†e+iωt
)
. (2.20)
Promatramo samo jednu Fourierovu komponentu kojoj zadajemo jakost malim pa-
rametrom η. Kvazicˇesticˇni operator se tada rastavlja na ravnotezˇni i inducirani dio:
aˆµ(t) = {aˆµ + δaˆµ(t)} eiEµt/~ (2.21)
Kao i ostale operatore, u drugoj kvantizaciji, raspiˇsemo operator Fˆ (ω) u bazi opera-
tora {cˆ†k, cˆk}:
Fˆ (ω) =
∑
k.l
f(ω)k,lcˆ
†
kcˆl =
1
2
(
cˆ† cˆ
)fˆ(ω) 0
0 −fˆ(ω)T
 cˆ
cˆ†
 . (2.22)
Obzirom da je RHB jednadzˇba gibanja dana u kvazicˇesticˇnoj bazi, trebamo operator
zapisan u kvazicˇesticˇnoj bazi:
Fˆ (ω) =
1
2
∑
µ,ν
{
Fˆ (ω)20µ,ν aˆν aˆµ + Fˆ (ω)
02
µ,ν aˆ
†
µaˆ
†
ν
}
+
∑
µ,ν
Fˆ (ω)11µ,ν aˆ
†
µaˆν . (2.23)
U granici malog parametra η, drugi cˇlan ne doprinosi u linearnoj aproksimaciji pa ga
odbacujemo. U prakticˇnim racˇunima mozˇemo izracˇunati koeficijente fˆ(ω)k,l u bazi
{cˆ†k, cˆk}, pa nam treba transformacijska formula kako dobiti Fˆ (ω)20 i Fˆ (ω)02 pomoc´u
fˆ(ω). Unitarnu Bogoliubovljevu transformaciju mozˇemo elegantnije zapisati:
 aˆ
aˆ†
 =
U V ∗
V U∗
† cˆ
cˆ†
 . (2.24)
Invertiranjem prethodne jednakosti (trivijalno zbog unitarnosti) i uvrsˇtavanjem u
(2.22), dobivamo:
Fˆ (ω)20 = U †fˆ(ω)V ∗ − V †fˆ(ω)TU∗, (2.25)
6
Fˆ (ω)02 = UT fˆ(ω)TV − V T fˆ(ω)U. (2.26)
U prethodnim formulama su U i V Bogoliubovljeve matrice iz osnovnog stanja jer
se zadrzˇavamo na linearnoj aproksimaciji. Vanjska perturbacija inducira oscilacije
gustoc´e iste frekvencije oko osnovnog stanja. Te oscilacije gustoc´e induciraju poten-
cijale u jednocˇesticˇnom Hamiltonijanu: hˆD(t) = hˆD + δhˆD(t), i u operatoru spariva-
nja: ∆ˆ(t) = ∆ˆ + δ∆ˆ(t), na samosuglasan nacˇin. Zato se Hamiltonijan (2.18) takoder
dekomponira na dijelove: Hˆ(t) = Hˆ + δHˆ(t), gdje je:
δHˆ(t) = η
{
δHˆ(ω)e−iωt + δHˆ(ω)†e+iωt
}
, (2.27)
δHˆ(ω) =
1
2
∑
µ,ν
{
δH(ω)20µ,ν aˆν aˆµ + δH(ω)
02
µ,ν aˆ
†
µaˆ
†
ν
}
+
∑
µ,ν
δHˆ(ω)11aˆ†µaˆν . (2.28)
U linearnoj aproksimaciji cˇlan δHˆ(ω)11 ne daje doprinos pa ga zanemarujemo. Po-
novo nam je prakticˇno racˇunati u bazi {cˆ†k, cˆk}, pa trebamo pronac´i vezu s kvazicˇesticˇnom
bazom. Inducirani jednocˇesticˇni Hamiltonijan i operator sparivanja mogu se napisati
kao6:
δhˆD(t) = η
{
δhˆD(ω)e
−iωt + δhˆD(ω)†e+iωt
}
, (2.29)
δ∆ˆ(t) = η
{
δ∆ˆ(+)(ω)e−iωt + δ∆ˆ(−)(ω)e+iωt
}
. (2.30)
Pri tome su δ∆ˆ(±)(ω) antisimetricˇni zbog toga sˇto operator sparivanja mora biti anti-
simetricˇan, dok operator δhˆD(ω) ne mora biti nuzˇno biti hermitski. Induciran Hamil-
tonijan (2.27) izrazˇen preko δHˆ(ω) glasi:
δHˆ(ω) =
1
2
(
cˆ† cˆ
) δhˆD(ω) δ∆ˆ(+)(ω)
−δ∆ˆ(−)(ω)∗ −δhˆD(ω)T
 cˆ
cˆ†
 . (2.31)
Uvrsˇtavanjem inverzne Bogoliubovljeve transformacije (2.24), lako iˇscˇitamo:
δHˆ(ω)20 = U †δhˆD(ω)V ∗ − V †δhˆD(ω)TU∗ + U †δ∆ˆ(+)(ω)U∗ − V †δ∆ˆ(−)(ω)V ∗, (2.32)
6Vidjeti dodatak C.1 za detalje.
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δHˆ(ω)02 = UT δhˆD(ω)
TV − V T δhˆD(ω)U + UT δ∆ˆ(−)(ω)∗U − V T δ∆ˆ(+)(ω)V. (2.33)
Dakle, u principu, ako znamo izracˇunati operatore δhˆD(ω) i δ∆ˆ(ω)(±) u bazi {cˆ†k, cˆk},
pomoc´u relacija (2.25), (2.26), (2.32) i (2.33) mozˇemo prikazati operatore Hˆ(t) i
Fˆ (t) u kvazicˇesticˇnoj bazi {aˆ†µ, aˆµ}. Taj prikaz nam treba u jednadzˇbi gibanja (2.17),
jer tada mozˇemo iskoristiti fermionske antikomutatorske relacije koje zadovoljavaju
kvazicˇesticˇni operatori:
{aˆµ, aˆν} = 0 , {aˆ†µ, aˆ†ν} = 0 , {aˆ†µ, aˆν} = δµ,ν . (2.34)
Naime, slicˇno kao sˇto su prikazani induciran Hamiltonijan i operator perturbacije u
kvazicˇesticˇnoj bazi, tako prikazˇemo i inducirani kvazicˇesticˇni operator iz jednadzˇbe
(2.21):
δaˆµ(t) = η
∑
ν
aˆ†ν
{
X(ω)ν,µe
−iωt + Y (ω)∗ν,µe
+iωt
}
. (2.35)
Inducirani kvazicˇesticˇni operator δaˆµ(t) se mozˇe razviti samo po operatorima stvar-
nja jer bi operatori poniˇstavanja samo davali medusobnu transformaciju. Uvedene
koeficijente razvoja X(ω)µ,ν i Y (ω)µ,ν zovemo amplitude (forward i backward) line-
arnog odziva. Matrice X(ω) i Y (ω) moraju biti antisimetricˇne da bi bile zadovoljene
fermionske antikomutatorske relacije {aˆµ(t), aˆν(t)} = 0. Sada konacˇno mozˇemo ra-
zviti jednadzˇbu gibanaja (2.17) po parametru η jer su svi operatori koje se javljaju u
komutatoru prikazani u kvazicˇesticˇnoj bazi. Ako se zadrzˇimo na linearnoj aprok-
simaciji, i ako iskoristimo da su kvazicˇesticˇni operatori rjesˇenja osnovnog stanja:
Eµaˆµ =
[
aˆµ, Hˆ0
]
, slijedi jednadzˇba gibanja za inducirane kvazicˇesticˇne operatore:
i~
∂δaˆµ(t)
∂t
= Eµδaˆµ(t) +
[
Hˆ0, δaˆµ(t)
]
+
[
δHˆ(t) + Fˆ (t), aˆµ
]
. (2.36)
Komutatore u prethodnoj jednadzˇbi sada mozˇemo rijesˇiti jer su operatori δHˆ(t) i Fˆ (t)
prikazani u kvazicˇesticˇnoj bazi: (2.23) i (2.28). Direktnim uvrsˇtavanjem i manipula-
cijom fermionskih antikomutatorskih relacija za kvazicˇestice, slijede jednadzˇbe line-
arnog odziva koje opisuju kako se ponasˇaju amplitude X(ω) i Y (ω) pod djelovanjem
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vanjske perturbacije i medunukleonske interakcije:
{
Eµ + Eν − ~ω
}
X(ω)µ,ν + δHˆ(ω)
20
µ,ν = −Fˆ (ω)20µ,ν (2.37)
{
Eµ + Eν + ~ω
}
Y (ω)µ,ν + δHˆ(ω)
02
µ,ν = −Fˆ (ω)02µ,ν (2.38)
U prethodnim se jednadzˇbama uvodi imaginaran parametar razmazanosti (Lorent-
zian smearing) u frekvenciji:
~ω → ~ω + iγ, (2.39)
kako bi se izbjeglo divergiranje odzivne funkcije na rezonantnoj frekvenciji. Ako se
nastave razvijati δHˆ(ω)20 i δHˆ(ω)02 po svojim varijablama (matrica gustoc´e i ten-
zor sparivanja) dobije se poznata QRPA (Quasiparticle Random-Phase Approximation)
matricˇna jednadzˇba: A B
B∗ A∗
− ~ω
1 0
0 −1
X(ω)
Y (ω)
 =
Fˆ (ω)20
Fˆ (ω)02
 , (2.40)
gdje su matrice A i B dobivene razvijanjem i odredene su drugim derivacijama
energijskog funkcionala. Multipolna pobudenja sfernih jezgara sistematicˇno su is-
trazˇena matricˇnim QRPA formalizmom. Za deformirane jezgre, dimenzije matrica A
i B naglo rastu sˇto je bitno otezˇavalo proucˇavanje multipolnih pobudenja u srednje
tesˇkim i tesˇkim jezgrama zbog prevelikih zahtjeva za racˇunalnim resursima. Nedavno
predlozˇena FAM metoda (Finite Amplitude Method) spretno zaobilazi taj problem.
2.4 FAM metoda
Glavni cilj FAM metode je izbjec´i dugotrajne proracˇune matricˇnih elemenata ma-
trica A i B te njihovu dijagonalizaciju koja s porastom dimenzije matrica postavlja
znacˇajne zahtjeve na racˇunalne resurse. Za danu frekvenciju ω, amplitude X(ω) i
Y (ω) mozˇemo formalno izraziti iz jednadzˇbi linearnog odziva (2.37) i (2.38):
X(ω)µ,ν = −
Fˆ (ω)20µ,ν + δHˆ(ω)
20
µ,ν
Eµ + Eν − ~ω − iγ , (2.41)
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Y (ω)µ,ν = −
Fˆ (ω)02µ,ν + δHˆ(ω)
02
µ,ν
Eµ + Eν + ~ω + iγ
, (2.42)
i problem rjesˇavati iterativno dok se ne postigne samosuglasnost. Naime, inducirani
Hamiltonijani δHˆ(ω)20 i δHˆ(ω)02, zadani su prema (2.32) i (2.33) induciranim opera-
torima δhˆD(ω) i δ∆(±)(ω) koji ovise o induciranim strujama i gustoc´ama, a inducirane
struje i gustoc´e mozˇemo izraziti pomoc´u amplituda X(ω) i Y (ω).
Izabere se konkretna baza {cˆk, cˆ†k} i u njoj se za konkretan operator perturbacije
fˆ(ω) (npr. multipolno pobudenje) izracˇunaju Fˆ (ω)20 i Fˆ (ω)02 prema (2.25) i (2.26),
gdje su U i V matrice prikazane takoder u bazi {cˆk, cˆ†k}, i one su poznate iz rjesˇenja
osnovnog stanja. U prvoj se iteraciji izracˇuna tzv. Hartree odziv u kojem se uzima
δHˆ(ω)20 = δHˆ(ω)02 = 0, i odmah dobivamo prvu aproksimaciju za amplitude X(ω) i
Y (ω). Razvijajuc´i Bogoliubovljeve matrice V (t) i U(t) i poznavajuc´i amplitude X(ω)
i Y (ω), mozˇe se pokazati (vidjeti dodatke A.1 i A.2) da c´e se i matrica gustoc´e moc´i
rastaviti na matricu gustoc´e osnovnog stanja te induciranu matricu gustoc´e:
ρˆ(t) = ρˆ0 + η
{
δρˆ(ω)e−iωt + δρˆ(ω)†e+iωt
}
, (2.43)
gdje δρˆ(ω) mozˇemo izracˇunati pomoc´u amplituda izracˇunatih u prvoj iteraciji jer je
dana s:
δρˆ(ω) := UX(ω)V T + V ∗Y (ω)TU †. (2.44)
U Hartree-Bogoliubovljevoj teoriji [3], pomoc´u matrice gustoc´e u bazi {cˆ†k, cˆk}, moguc´e
je izracˇunati gustoc´u u koordinatnom prostoru (primjerice vektorsku gustoc´u):
ρ(r, t) =
∑
k,l
φk(r)ρˆ(t)k,lφl(r)
∗, (2.45)
koja se takoder mozˇe rastaviti na gustoc´u osnovnog stanja te induciranu gustoc´u
(detaljnije o tome u konkretnoj bazi harmonicˇkog oscilatora koja posˇtuje simplex-y
simetriju vidjeti u dodatku B.2):
ρ(r, t) = ρ(r)0 + η
{
δρ(ω, r)e−iωt + δρ(ω, r)∗e+iωt
}
. (2.46)
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Pomoc´u induciranih gustoc´a i struja mozˇe se linearizacijom jednocˇesticˇnog Hamil-
tonijana (2.7) izracˇunati δhˆD(ω). U prvim implementacijama [4, 5] FAM metode
jednocˇesticˇni Hamiltonijan se linearizirao numericˇkim deriviranjem. U ovom i kasni-
jim radovima [6] linearizacija je napravljena funkcionalnom derivacijom po gustoc´ama
i strujama cˇime je izbjegnuta ovisnost rezultata o parametru η u numericˇkom derivi-
ranju. Detalji funkcionalne derivacije Hamiltonijana u DD-PC1 parametrizaciji (2.7)
dani su u dodatku C.1. Slicˇno se mozˇe rastaviti i tenzor sparivanja u prvoj iteraciji:
κˆ(t) = κˆ0 + η
{
δκˆ(+)(ω)e−iωt + δκˆ(−)(ω)†e+iωt
}
, (2.47)
δκˆ(+)(ω) = UX(ω)UT + V ∗Y (ω)TV †, (2.48)
δκˆ(−)(ω) = V ∗X(ω)†V † + UY (ω)∗UT , (2.49)
pomoc´u kojeg se mogu izracˇunati linearizirani operatori sparivanja δ∆ˆ±(ω), jer oni
po definiciji ovise samo o tenzoru sparivanja. Na opisani nacˇin iz amplituda X(ω)
i Y (ω) u prvoj iteraciji mozˇemo izracˇunati sve potrebne matrice koje se javljaju
u δHˆ(ω)20 i δHˆ(ω)02 iz jednadzˇbi (2.32) i (2.33). Ovime je zavrsˇena prva itera-
cija jer uvrsˇtavanjem nazad u jednadzˇbe linearnog odziva (2.41) i (2.42), mozˇemo
izracˇunati amplitude X(ω) i Y (ω) u sljedec´oj iteraciji. Iterativan postupak se zaustav-
lja kada se amplitude dobivene na kraju i-te iteracije razlikuju za manje od zadane
preciznosti ε (u nekoj matricˇnoj normi) od polaznih amplituda na pocˇetku i-te ite-
racije. Pri tome se mogu koristiti vec´ dobro poznate i razvijene metode postizanja
samokonzistencije koje se koriste u racˇunanju osnovnog stanja jezgre. Josˇ jedna
prednost FAM racˇuna je vrlo jednostavna paralelizacija numericˇkih racˇuna obzirom
da se cˇitav racˇun radi za svaku frekvenciju ω neovisno.
Iako je u ovom radu koriˇstena DD-PC1 parametrizacija, opisana FAM metoda po-
sve je izvediva za bilo koji drugi relativisticˇki nuklearni energijski funkcional gustoc´e
koji modelira jednocˇesticˇni Hamiltonijan hˆD. Dinamicˇke interakcije sparivanja su u
ovom radu ignorirane (δ∆(±)(ω) = 0) iako je u racˇunima osnovnog stanja koriˇstena
TMR separabilna interakcija sparivanja [7], nastala kao separabilna varijanta cˇesto
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koriˇstene Gognyjeve sile s ciljem ubrzavanja numericˇkih racˇuna. Zato je u iduc´em
poglavlju potpuno ignorirano racˇunanje induciranih tenzora sparivanja δκˆ(±)(ω) i
racˇunanje induciranih operatora sparivanja δ∆(±)(ω) iako bi i njih trebalo uzeti u
obzir.
3 Numericˇka implementacija
U ovom poglavlju objasˇnjena je numericˇka implementacija FAM metode. Konkretan
numericˇki kod moguc´e je preuzeti na [1].
3.1 Osnovno stanje
Da bismo proveli FAM racˇun za neku konkretnu jezgru, potrebne su nam jedino Bo-
goliubovljeve matrice U i V iz rjesˇenja osnovnog stanja. U ovom potpoglavlju ukratko
opisujemo postupak rjesˇavanja stacionarne relativisticˇke Hartree-Bogoliubovljeve jed-
nadzˇbe. Detaljna analiza svih proracˇuna osnovnog stanja dana je u [8,9].
3.1.1 Staticˇna RHB jednadzˇba
Promatramo staticˇnu varijantu Hartree-Bogoliubovljeve jednadzˇbe gibanja (2.17) tako
da stavimo aˆµ(t) = aˆµe−iEµt/~ i Fˆ (t) = 0:
[
aˆµ, Hˆ0
]
= Eµaˆµ, (3.1)
sˇto je ekvivalentno zahtjevu da kvazicˇesticˇni operatori dijagonaliziraju Hamiltonijan
(2.14). Hamiltonijan osnovnog stanja Hˆ0 dan je u (2.18), uz izbacˇenu vremesku ovis-
nost. Posˇto nas zanimaju Bogoliubovljeve matrice, ako u prethodnu komutatorsku re-
laciju ubacimo Bogoliubovljevu transformaciju (2.13) i Hamiltonijan Hˆ0, dobivamo
staticˇnu Hartree-Bogoliubovljevu jednadzˇbu kao problem svojstvenih vrijednosti:hˆD −mc2 − λ ∆ˆ
−∆ˆ∗ −hˆ∗D +mc2 + λ
Uµ
Vµ
 = Eµ
Uµ
Vµ
 . (3.2)
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3.1.2 Baza harmonicˇkog oscilatora
Spinor Uµ odreduje koeficijente Bogoliubovljeve transformacije {Uk,µ}k, slicˇno tako i
spinor Vµ. RHB jednadzˇba rijesˇena je razvojem spinora u bazi harmonicˇkog oscila-
tora, cˇime se prelazi s operatorskog na matricˇni eigenvalue problem u konfiguracij-
kom prostoru koji se mozˇe rijesˇiti numericˇkom dijagonalizacijom. Preciznije recˇeno,
velika i mala komponenta Uµ(r) i Vµ(r) spinora razvijena je u bazi:
f (Uµ/Vµ)(r) =
∑
α
f(Uµ/Vµ)α |Φ(r)〉α , ig(Uµ/Vµ)(r) = i
∑
α˜
g
(Uµ/Vµ)
α˜ |Φ(r)〉α˜ , (3.3)
gdje su vektori baze:
|Φα(r)〉 = |nz, nr,Λ,ms, tz〉 = φnz(z)φ|Λ|nr (r⊥)
eiΛϕ√
2pi
χmsχtz , (3.4)
φnz(z) =
1√
b0bz
1√√
pi2nznz!
Hnz(x)e
−x2/2 , x =
z
b0bz
, (3.5)
φ|Λ|nr (r⊥) =
1
b0br
√
nr!
(nr + |Λ|)!
√
2η|Λ|/2L|Λ|nr (η)e
−η/2 , η =
(
r⊥
b0br
)2
, (3.6)
svojstvene funkcije deformiranog aksijalno simetricˇnog oscilatora:
V (r⊥, z) =
~2
2mb40
(
z2
b4z
+
r2⊥
b4r
)
. (3.7)
Baza je definirana s dva parametra: b0 i β0, gdje β0 zadaje deformiranost baze:
bz = exp
(√
5
16pi
β0
)
, br = exp
(
−1
2
√
5
16pi
β0
)
. (3.8)
Parametari b0 i β0 su u nacˇelu proizvoljni, ali u prakticˇnim racˇunima moguc´e je koris-
titi samo bazu konacˇne dimezije pa spretan odabir parametara b0 i β0 mozˇe povec´ati
preciznost razvoja spinora u oscilatorskoj bazi. Obicˇno se koristi rezultat jednosa-
tvnog shell modela [10] koji daje parametar b0 =
√
~
mω0
iz procjene energijskog
procjepa ~ω0 = 41A1/3 MeV. Parametar β0 obicˇno se postavlja na nulu ili se oda-
bire u skladu s ocˇekivanom vrijednosti deformacije jezgre koju promatramo. U ra-
zvoju velike komponente spinora (3.3) sumira se po svim (nz, nr,Λ,ms) takvima da
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je 2nr + |Λ|+ nz ≤ Nmax, dok se za malu komponentu sumira po svim (n˜z, n˜r, Λ˜, m˜s)
takvima da je 2n˜r + |Λ˜|+ n˜z ≤ Nmax + 1. Broj Nmax odreduje broj oscilatorskih ljuski
razvoja. Ovaj nacˇin razvoja je nuzˇan za izbjegavanje pojave spurioznih stanja [11].
Zbog pretpostavke da je jezgra aksijalno simetricˇna te da je invarijantna s obzirom
na simetriju pariteta Π i obrat vremena, slijedi da su ukupna projekcija angularnog
momenta Ω = Λ + ms i paritet Π dobri kvantni brojevi. Zato se baza organizira u
ΩΠ invarijantne blokove, te se u konfiguracijskom prostoru svaki blok RHB jednadzˇbe
rjesˇava neovisno. Takoder je zbog invarijantnosti na vremenski obrat dovoljno gledati
samo pozitivne Ω > 0 sˇto znacˇi da mozˇemo razvijati samo po nenegativnim Λ ≥ 0.
Takva blokovska organizacija baze drasticˇno ubrzava racˇun.
3.1.3 Gaussova mrezˇa integracijskih cˇvorova
RHB matrica u konfiguracijskom prostoru kao matricˇne elemente sadrzˇi prikaze ope-
ratora hˆD i ∆ u bazi harmonicˇkog oscilatora (3.5). To znacˇi da c´e njihov racˇun
zahtijevati velik broj numericˇkih integracija, pri npr. racˇunanju 〈Φα1| hˆD |Φα2〉. Bazne
funkcije trnu eksponencijalno, te su do na eksponencijalan faktor zapravo polinomi.
Prirodno se namec´u Gaussove integracijske formule koje su dizajnirane za precizno
integriranje funkcija koje su dobro aproksimirane polinomom pomnozˇen tezˇinskom
funkcijom [12] (u ovom slucˇaju eksponencijalna funkcija). Za integriranje po r⊥
koordinati koristi se Gauss-Laguerrova integracija s NGL = 48 cˇvorova, dok pri in-
tegriranju po z koordinati mozˇemo zbog refleksijske simetrije integrirati samo po
nenegativnom dijelu z ≥ 0, gdje se koristi Gauss-Hermiteova integracija s NGH = 48
nenegativnih cˇvorova. Dobivenu mrezˇu cˇvorova nazivamo Gaussova mrezˇa i zapravo
nas svi potencijali i sve gustoc´e zanimaju samo na Gaussovoj mrezˇi jer samo njihove
vrijednosti koristimo u numericˇkim integracijama pri racˇunanju RHB matrice u kon-
figuracijskom prostoru.
Slicˇno kao u FAM-u, iterativan postupak se zaustavlja kada se izracˇunata RHB ma-
trica u i-toj iteraciji razlikuje za manje od ε (u || · ||∞ matricˇnoj normi) od matrice
u prethodnoj iteraciji. Kao rezultat dobijemo samosuglasne spinore Uµ i Vµ u bazi
oscilatora, koje organiziramo u Bogoliubovljeve matrice U i V te s njima mozˇemo
zapocˇeti FAM racˇun.
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nezavisna
3.2 Simplex-y baza
3.2.1 Operator simplex-y simetrije
Organizacija baze po ΩΠ blokovima, opisana u racˇunu osnovnog stanja, nije korisna
u FAM racˇunu jer multipolni operator perturbacije Fˆ mijesˇa stanja iz razlicˇitih ΩΠ
blokova. Ipak postoji simetrija i pripadna baza u kojoj c´e se jednadzˇbe rastaviti na
dva simplex bloka. Radi se o tzv. simplex-y bazi i simetriji. Definiramo simplex-y
operator Sˆy kao kompoziciju operatora pariteta i operatora rotacije za kut pi oko y
osi:
Sˆy = Pˆ e
−ipiJˆy/~ = Pˆ e−ipiLˆy/~e−ipisˆy/~. (3.9)
Lako se vidi da je e−ipisˆy/~ = −iσˆy te da operator Pˆ e−ipiLˆy/~ na prostornom dijelu
vektora djeluje transformacijom r⊥ → r⊥, z → z, ϕ → 2pi − ϕ. Zato Sˆy operator
djeluje na svojstvene vektore harmonicˇkog oscilatora kao:
Sˆy |nz, nr,Λ,ms〉 = 2ms |nz, nr,−Λ,−ms〉 . (3.10)
Pri tome treba imati na umu da u slucˇaju djelovanja na spinor, operator pariteta Pˆ josˇ
djeluje Diracovom γ0 matricom. Svojstveni vektori operatora Sˆy mogu se konstruirati
iz svojstvenih vektora oscilatora:
|nz, nr,Λ, s = +i〉 = 1√
2
[
i |nz, nr,Λ, ↑〉+ |nz, nr,−Λ, ↓〉
]
, (3.11)
|nz, nr,Λ, s = −i〉 = 1√
2
[ |nz, nr,Λ, ↑〉+ i |nz, nr,−Λ, ↓〉 ]. (3.12)
Pretpostavljamo da je sustav invarijantan na simplex-y simetriju pa zato u FAM racˇunu
kao bazu za razvoj spinora (3.3) koristimo svojstvene vektore operatora Sˆy. Detalji
vezani uz simplex-y bazu dani su u dodacima B.1 i B.4. Svojstveni vektori oscilatora
pod djelovanjem operatora obrata vremena Tˆ = −iσˆyKˆ, transformiraju se kao:
Tˆ |nz, nr,Λ,ms〉 = 2ms |nz, nr,−Λ,−ms〉 , (3.13)
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pa je transformacija simplex-y baznih vektora na obrat vremena:
Tˆ |nz, nr,Λ, s = +i〉 = − |nz, nr,Λ, s = −i〉 , (3.14)
Tˆ |nz, nr,Λ, s = −i〉 = + |nz, nr,Λ, s = +i〉 . (3.15)
3.2.2 Matrice U i V u simplex-y bazi
Rezultat rjesˇenja osnovnog stanja su U i V matrice prikazane u bazi oscilatora. Sada
ih treba prikazati u simplex-y bazi jer FAM racˇun provodimo u simplex-y bazi. Moguc´
je direktan prijelaz manipulacijom matricˇnih prikaza ili alternativno, ponovo dijago-
nalizirati RHB Hamiltonijan u novoj bazi koriˇstenjem potencijala i sparivanja koji su
vec´ samokonzistentna rjesˇenja osnovnog stanja. Potonji pristup koriˇsten je kao test
ispravnosti prijelaza u novu bazu prvom metodom jer obzirom da u simplex-y bazi
nemamo blokovsku strukturu Hamiltonijana osnovnog stanja, sama dijagonalizacija
Hamiltonijana postaje racˇunski zahtjevna za velike brojeve oscilatorskih ljuski Nmax
(primjerice za Nmax ≥ 12). Zbog simetrije na vremensku inverziju, u osnovnom sta-
nju promatrane su samo pozitivne vrijednosti ukupnog angularnog momenta Ω > 0
jer su koeficijenti u razvoju dvostruko degeneriranog spinora Uµ(r) i Vµ(r) jednaki
kao i time-reversed spinorima TˆUµ(r) i Tˆ Vµ(r). Zato su i njihove unitarno transformi-
rane linearne kombijacije:
1√
2
(
iUµ(r) + TˆUµ(r)
)
,
1√
2
(
Uµ(r) + iTˆUµ(r)
)
, (3.16)
1√
2
(
iVµ(r) + Tˆ Vµ(r)
)
,
1√
2
(
Vµ(r) + iTˆ Vµ(r)
)
, (3.17)
takoder svostveni spinori osnovnog stanja. Ako je Hamiltonijan Hˆ0 invarijantan obzi-
rom na simplex-y simetriju (preciznije, vrijedi
[
Hˆ0, Sˆy
]
= 0), mozˇe se pokazati [13]
da c´e Bogoliubovljeve matrice U i V imati blokovsku strukturu:
U =
u 0
0 u∗
 , V =
0 −v∗
v 0
 . (3.18)
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Koeficijenti podmatrica u i v od matrica U i V u simplex-y bazi dani su transformaci-
jom matrica U i V osnovnog stanja u bazi oscilatora s ogranicˇenjem Ω > 0:

f
(uµ/vµ)
(nz ,nr,Λ=+Ω− 12 ,s=±i)
= 1× f(Uµ,Vµ)
(nz ,nr,Λ=Ω− 12 ,ms=+ 12)
,
f
(uµ/vµ)
(nz ,nr,Λ=−Ω− 12 ,s=±i)
= i× f(Uµ,Vµ)
(nz ,nr,Λ=Ω+ 12 ,ms=− 12)
,
g
(uµ/vµ)
(nz ,nr,Λ=+Ω− 12 ,s=±i)
= i× g(Uµ,Vµ)
(nz ,nr,Λ=Ω− 12 ,ms=+ 12)
,
g
(uµ/vµ)
(nz ,nr,Λ=−Ω− 12 ,s=±i)
= 1× g(Uµ,Vµ)
(nz ,nr,Λ=Ω+ 12 ,ms=− 12)
.
(3.19)
Josˇ jedan koriˇsten test pomoc´u kojeg je provjereno jesu li U i V korektno transformi-
rane u simplex-y bazu je provjera unitarnosti Bogoliubovljeve transformacije (2.24).
3.3 Multipolni operator perturbacije Fˆ
U ovom potpoglavlju specifiran je operator perturbacije Fˆ (ω) u simplex-y bazi {cˆ†k, cˆk}
tako sˇto je zadan operator fˆ(ω) iz (2.22). Za 1 ≤ J i K ≤ J definiramo jednocˇesticˇni
operator perturbacije (u sfernom koordinatnom sustavu):
fˆKJ (r) :=
rJ√
2 + 2δK,0
[
Y KJ (θ, φ)) + Y
K
J (θ, φ)
∗] = √ 2
1 + δK,0
rJ Re
[
Y KJ (θ, φ)
]
, (3.20)
dok se za J = 0 pobudenje koristi konvencija: fˆK=0J=0 (r) = r
2. Kut φ u sfernom
sustavu odgovara kutu ϕ u cilinricˇnim sustavu pa se iz oblika kuglinih funkcija lako
vidi da c´e operator fˆKJ generirati pobudu kutne ovisnosti cos(Kϕ). To svojstvo nam
omoguc´uje separaciju kutnog dijela problema, a time i redukciju dimenzije s tri na
dvije jer c´e se kutni dio manifestirati kao selekcijsko pravilo. U ovom radu c´emo se
ogranicˇiti na monopolna (J = 0), dipolna (J = 1) i kvadrupolna (J = 2) pobudenja
u izoskalarnom i izovektorskom kanalu. Poopc´enje na viˇse multipole je trivijalno.
Konacˇni izrazi za jednocˇesticˇne operatore u cilindricˇnom sustavu su:
fˆK=0J=0 (r) = r
2
⊥ + z
2, (3.21)
fˆ
K=0
J=1 (r) =
1
2
√
3
pi
z,
fˆK=1J=1 (r) = −14
√
3
pi
r⊥(eiϕ + e−iϕ),
(3.22)
17

fˆK=0J=2 (r) =
1
4
√
5
pi
(2z2 − r2⊥),
fˆK=1J=2 (r) = −14
√
15
pi
r⊥z(eiϕ + e−iϕ),
fˆK=2J=2 (r) =
1
8
√
15
pi
r2⊥(e
2iϕ + e−2iϕ).
(3.23)
Ukupan izoskalarni operator dobije se zbrajanjem doprinosa protona i neutrona:
fˆKJ,T=0 =
Z∑
p=1
fˆKJ (p) +
A−Z∑
n=1
fˆKJ (n), (3.24)
dok se izovektorski dobije mnozˇenjem svakog operatora s pripadnim izospinom:
fˆKJ,T=1 =
Z∑
p=1
fˆKJ (p)−
A−Z∑
n=1
fˆKJ (n). (3.25)
Iznimka je dipolni izovektorski operator koji definiramo tako da se eliminira gibanje
centra mase atomske jezgre:
fˆKJ=1,T=1 =
Z(A− Z)
A
[
1
Z
Z∑
p=1
fˆKJ (p)−
1
A− Z
A−Z∑
n=1
fˆKJ (n)
]
. (3.26)
Zapravo nas u FAM racˇunu zanimaju matricˇni elementi operatora fˆKJ :
〈n′z, n′r,Λ′, s′| fˆKJ |nz, nr,Λ, s〉 = δs,s′δ|Λ−Λ′|,K 〈n′z, n′r,Λ′| fˆKJ |nz, nr,Λ〉 . (3.27)
Integral po kutnom dijelu i spinski skalarni produkti daju selekcijska pravila s = s′
i |Λ − Λ′| = K pa preostaje integral po z i r⊥. Integral po z koordinati mozˇe se
egzaktno rijesˇiti dok se integral po r⊥ dijelu racˇuna numericˇki. To ne predstavlja
problem jer se matricˇni elementi operatora racˇunaju prije iterativnog postupka pa ih
mozˇemo spremiti i koristiti tokom iteracija.
3.4 Invarijantni simplex blokovi
3.4.1 Rastav operatora Fˆ (ω) i δHˆ(ω) na simplex blokove
Simplex-y simetrija omoguc´ava rastav svih operatora koji se javljaju u FAM jed-
nadzˇbama na dva invarijantna simplex bloka. Bogoliubovljeve U i V matrice su vec´
rastavljene na dva bloka (3.18). Slicˇno zˇelimo napraviti i za ostale operatore. Bitno
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je uocˇiti da iduc´i rezultati ovise o uredaju vektora simplex-y baze te zato bazu orga-
niziramo takoder u dva bloka kako je objasˇnjeno u dodatku B.1. Najprije zbog selek-
cijskog pravila δs1,s2 iz (3.27), vidimo da se matrica fˆ dekomponira na dva identicˇna
bloka:
fˆKJ =
fˆ1 0
0 fˆ1
 , (3.28)
gdje je fˆ1 simetricˇna realna matrica: fˆ1 = fˆT1 = fˆ
†. Zatim iz (2.25), uvrsˇtavanjem
blokovske strukture od U , V i fˆKJ slijedi da je:
Fˆ (ω)20 =
 0 fˆ(ω)20
−
[
fˆ(ω)20
]∗
0
 , fˆ(ω)20 = −(u†fˆ1v + [u†fˆ1v]†) . (3.29)
Analogno iz (2.26) slijedi da je:
Fˆ (ω)02 =
 0 [fˆ(ω)20]∗
−fˆ(ω)20 0
 = − [Fˆ (ω)20]∗ . (3.30)
Mozˇe se pokazati direktno iz oblika DD-PC1 Hamiltonijana (C.2), da c´e se inducirani
jednocˇesticˇni Hamiltonijan takoder rastaviti na dva simplex bloka:
δhˆD(ω) =
δhˆ1(ω) 0
0 δhˆ2(ω)
 . (3.31)
To vrijedi jer matricˇni elementi 〈k1,−i| δhˆD(ω) |k2,+i〉 = 〈k1,+i| δhˆD(ω) |k2,−i〉 = 0
iˇscˇezavaju, pa ne dolazi do mijesˇanja simplex blokova. Vektori |k1,±i〉 , |k2,±i〉, dani
su u (B.3). Detaljnom analizom matricˇnih elemenata matrica δhˆ1(ω) i δhˆ2(ω) mozˇe
se pokazati da imaju sljedec´i oblik:
δhˆ1(ω) =
A B
C D
 , δhˆ2(ω) =
 A −CT
−BT D
 , (3.32)
gdje je A simetricˇna nf×nf matrica, D simetricˇna ng×ng matrica, a B i C su matrice
dimenzija redom nf × ng i ng × nf . Detalji vezani uz matrice A, B, C i D dani su
u dodatku C.2. Opet vidimo da se i matrica δhˆD(ω) rastavlja na dva simplex bloka
gdje jedan blok potpuno odreduju drugi kao sˇto je slucˇaj kod matrice fˆKJ . Iz (2.32),
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uvrsˇtavanjem blokovske strukture od U , V i δhˆD(ω) slijedi da je:
δHˆ(ω)20 =
 0 δhˆ(ω)20
−
[
δhˆ(ω)20
]T
0
 , δhˆ(ω)20 = −(u†δhˆ1(ω)v + v†δhˆ2(ω)Tu) .
(3.33)
Analogno iz (2.33) slijedi da je:
δHˆ(ω)02 =
 0 δhˆ(ω)02
−
[
δhˆ(ω)02
]T
0
 , δhˆ(ω)02 = −(v†δhˆ1(ω)u+ u†δhˆ2(ω)Tv)T .
(3.34)
3.4.2 Rastav jednadzˇbe linearnog odziva na simplex blokove
Sada mozˇemo, koristec´i hermiticˇnost operatora fˆ(ω)20 =
[
fˆ(ω)20
]†
, rastaviti na sim-
plex blokove i jednadzˇbe linearnog odziva (2.41) i (2.42) jer imamo rastavljene Fˆ (ω)20,
Fˆ (ω)02, δHˆ(ω)20 i δHˆ(ω)20:
X(ω) =
 0 x(ω)
−x(ω)T 0
 , x(ω)µ,ν = − fˆ(ω)20µ,ν + δhˆ(ω)20µ,ν
Eµ + Eν − ~ω − iγ , (3.35)
Y (ω) =
 0 y(ω)
−y(ω)T 0
 , y(ω)µ,ν = −
[
fˆ(ω)20
]∗
µ,ν
+ δhˆ(ω)02µ,ν
Eµ + Eν + ~ω + iγ
. (3.36)
Uocˇimo da suX(ω) i Y (ω) doista antisimetricˇne matrice kako se i zahtijevalo u defini-
ciji (2.35). Takoder, moguc´e je i matricu gustoc´e rastaviti na simplex blokove (vidjeti
dodatak A.3). Zakljucˇujemo da je simplex simetrija kao rezultat dala udvostrucˇenje
broja matrica koje opisuju FAM, ali su im dimenzije reducirane za faktor dva sˇto bitno
ubrzava numericˇke racˇune.
3.5 Samosuglasni postupak u rjesˇavanju FAM jednadzˇbi
3.5.1 Iterativan postupak
Iterativni postupak rjesˇavanja FAM jednadzˇbi zapocˇinjemo konstruiranjem U i V ma-
trica (3.18) u simplex-y bazi. Zatim se fiksira frekvencija ω i za konkretan operator
fˆKJ,T se izracˇunaju matricˇni elementi od fˆ1 iz (3.28) numericˇkim integriranjem te
pomoc´u (3.29) se izracˇuna matrica fˆ(ω)20 koja potpuno opisuje Fˆ (ω)20 i Fˆ (ω)02. Kao
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kriterij samosuglasnosti koristimo matricu δhˆD(ω) koja je zadana blokovima δhˆ1(ω)
i δhˆ2(ω). Obzirom da jedan blok potpuno odreduje drugi, iterativan postupak se za-
ustavlja kada za matricu δhˆ1(ω)i,end na kraju i−te iteracije i matricu δhˆ1(ω)i,start na
pocˇetku i-te iteracije vrijedi:
||δhˆ1(ω)i,end − δhˆ1(ω)i,start||∞ ≤ ε. (3.37)
U prakticˇnim racˇunima koristi se ε = 10−6. Kao inicijalna matrica δhˆ1(ω)1,start u
prvoj iteraciji koristi se nul-matrica, tj. prvo se racˇuna Hartree odziv, jer se na taj
nacˇin cˇuvaju sve invarijante koje vrijede samo ako su zadovoljene i u prvom koraku
(npr. selekcijska pravila u matricama gustoc´e prilikom racˇunanja induciranih gustoc´a
i struja, vidjeti dodatak B).
Pretpostavimo da je dana matrica δhˆ1(ω)i,start na pocˇetki i-te iteracije. Najprije se
pomoc´u (3.33) i (3.34) izracˇunaju δhˆ(ω)20 i δhˆ(ω)02. Zatim se iz jednadzˇbi linearnog
odziva (3.35) i (3.36) izracˇunaju matrice x(ω) i y(ω) koje daju induciranu matricu
gustoc´e
δρˆ(ω) =
δρˆ1(ω) 0
0 δρˆ2(ω)
 , (3.38)
kako je objasˇnjeno u dodatku A.3. Kada su dostupne inducirane matrice gustoc´e
δρˆ1(ω) i δρˆ2(ω), moguc´e je izracˇunati inducirane struje i gustoc´e koje se javljaju u
induciranom Hamiltonijanu δhˆD(ω). Postupak racˇunanja induciranih struja i gustoc´a
dan je u dodacima B.2 i B.3. Pomoc´u induciranih struja i gustoc´a izracˇunaju se
inducirani potencijali koji se javljaju u operatoru δhˆD(ω), a iz induciranih potencijala
mogu se izracˇunati matrice δhˆ1(ω) i δhˆ2(ω). Na opisan nacˇin se konacˇno dolazi do
matrice δhˆ1(ω)i,end na kraju i-te iteracije. Postupak se ponavlja dok nije zadovoljen
kriterij zaustavljanja (3.37).
3.5.2 Modificirana Broydenova metoda
Iterativan postupak nailazi na problem ako je potreban jako velik broj iteracija da bi
se postigla samosuglasnost. Naivno bi bilo na kraju i-te iteracije, kada je izracˇunata
matrica δhˆ1(ω)i,end, jednostavno uzeti tu matricu za δhˆ1(ω)i+1,start = δhˆ1(ω)i,end. Na
taj bi nacˇin do postizanja samosuglasnosti bio potreban velik broj iteracija i FAM me-
toda ne bi bila puno uspjesˇnija od matricˇnog QRPA racˇuna. Umjesto naivnog ulaska u
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iduc´u iteraciju, za racˇunanje matrice δhˆ1(ω)i+1,start koristi se modificirana Broydenova
metoda [14]. Broydenova metoda generira δhˆ1(ω)i+1,start na nacˇin da koristi M pret-
hodnih matrica iz prijasˇnjih iteracija tako sˇto ih linearno mijesˇa (tzv. Broyden mixing)
u linearnu kombinaciju cˇime garantira da c´e se struktura matrice δhˆ1(ω) ocˇuvati kroz
iteracije. Zapravo se radi o efikasnoj implementaciji generalizirane metode sekante
za viˇsedimenzionalne funkcije. U FAM racˇunima, pokazalo se da M treba biti rela-
tivno velik: M ≥ 20, za razliku od racˇuna osnovnog stanja gdje je dovoljno uzeti
M ≤ 10.
3.6 Odzivna funkcija
Jednom kada je postignuta samosuglasnost jednadzˇbi linearnog odziva za neku frek-
venciju ω, trebamo izracˇunati odzivnu funkciju na toj frekvenciji. Opc´enito, u vre-
menski ovisnom racˇunu smetnje, ako je vanjska perturbacija oblika:
Vext(t) = η
(
fˆ e−i(ω+i)t + fˆ †e+i(ω+i)t
)
, (3.39)
tada je korekcija valne funkcije u prvom redu:
|Ψ(t)〉 = |Φ0〉 − η i~
∑
n
|Φn〉
(
〈Φn| fˆ |Φ0〉
~ω − En + ie
−iωt − 〈Φn| fˆ
† |Φ0〉
~ω + En − ie
+iωt
)
, (3.40)
i snaga prijelaza (transition strength) je:
dB
dω
(fˆ , ω) :=
∑
n
| 〈Φn| fˆ |Φ0〉 |2δ(~ω − En) = − 1
pi
Im
[
S(fˆ , ω)
]
, (3.41)
gdje je S(fˆ , ω) dan kao neiˇscˇezavajuc´i cˇlan u ocˇekivanju, kada → 0:
〈Ψ(t)| fˆ † |Ψ(t)〉 = 〈Φ0| fˆ † |Φ0〉︸ ︷︷ ︸
=0
+ηS(fˆ , ω)e−iωt + . . . . (3.42)
U RHB modelu mozˇemo prethodnu ocˇekivanu vrijednost izracˇunati kao trag opera-
tora s matricom gustoc´e:
Tr
[
fˆ †ρˆ(t)
]
= Tr
[
fˆ †ρˆ0
]
︸ ︷︷ ︸
=0
+ηTr
[
fˆ †δρˆ(ω)
]
︸ ︷︷ ︸
S(fˆ ,ω)
e−iωt + . . . , (3.43)
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Slika 3.1: Usporedba odzivnih funkcija monopolnog izoskalarnog pobudenja sferne
jezgre 22O izracˇunate matricˇnom QRPA metodom i FAM metodom, pri cˇemu su zane-
marene dimanicˇke korelacije sparivanja. Parametar razmazanosti je γ = 0.25 MeV, a
spinori su razvijeni u bazi s Nmax = 10 ljusaka.
=⇒ S(fˆ , ω) = Tr
[
fˆ †δρˆ(ω)
]
. (3.44)
Za slucˇaj multipolnog operatora fˆKJ,T , gdje imamo rastav na simplex blokove (3.28)
koji su realne i simetricˇne matrice, te rastav matrice gustoc´e na simplex blokove
(A.13), mozˇemo pisati:
dB
dω
(fˆKJ,T , ω) = −
1
pi
Im
[
Tr
[
fˆ1δρˆ1(ω)
]
+ Tr
[
fˆ1δρˆ2(ω)
]]
. (3.45)
3.7 Testovi FAM koˆda
3.7.1 Usporedba s matricˇnom QRPA implementacijom
Buduc´i da na raspolaganju imamo numericˇku implementaciju matricˇnog QRPA mo-
dela za sferne jezgre, razvijeni FAM koˆd prvo c´emo usporediti s rezultatima matricˇne
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QRPA implementacije. Sferna 22O jezgra predstavlja dobar primjer za usporedbu jer
zbog male mase ne zahtjeva velik broj ljusaka Nmax. Dakle, promatramo odziv jez-
gre 22O na izoskalarno monopolno pobudenje J = 0. U racˇunu je uzeta u obzir
dimanicˇka i staticˇka elektromagnetska interakcija, dok su dinamicˇke korelacije spa-
rivanja zanemarene, a staticˇne uzete u obzir. To uzrokuje spuriozno pobudenje na
niskim energijama jer osnovno stanje nije svojstveno stanje operatora broja cˇestica pa
je za potpun racˇun potrebno i dimanicˇko sparivanje koje c´e biti ukljucˇeno u kasnijoj
verziji koˆda. Izabran je relativno malen Lorentzov parametar γ = 0.25 MeV, kako
bi razlucˇili bliske rezonantne frekvencije, a spinori su razvijeni u bazi s Nmax = 10
ljusaka. Na slici 3.1 prikazana je odzivna funkcija za opisanu situaciju. Poklapanje je
zadovoljavajuc´e pa se mozˇe prijec´i na zahtjevnije testove korektnosti koˆda u kojima
se promatraju K 6= 0 pobudenja.
3.7.2 Kvadrupolna pobudenja sferne jezgre
Ako se promatraju sferne jezgre (idealno dvostruko magicˇne kao npr. 16O ili 40Ca),
tada c´e zbog sferne simetrije pobudenja fiksiranog J , ali proizvoljnog 0 ≤ K ≤ J dati
jednake odzivne funkcije. To svojstvo predstavlja izvrstan numericˇki test za K 6= 0
pobudenja. Za potrebe testa, izabrana je dvostruko magicˇna jezgra 40Ca jer je do-
voljno tesˇka da elektromagnetska interakcija ima znacˇajan doprinos, a s druge strane
je dovoljno lagana pa nije potreban velik broj ljusaka Nmax. Promatraju se kvadru-
polna izoskalarna pobudenja J = 2 i usporeduju se odzivne funkcije za K = 0, 1, 2.
Slicˇno bi se mogla promatrati dipolna J = 1 pobudenja K = 0, 1. Uzeta je gusta
Gaussova mrezˇa: NGH = NGL = 48, kako bi se sa sˇto vec´om preciznosti poklapale
odzivne funkcije, te Nmax = 8 oscilatorskih ljuski i γ = 1.0 MeV. U racˇunu je izbacˇeno
sparivanje u potpunosti, dok je u dimamicˇkoj elektromagnetskoj interakciji izbacˇena
magnetska interakcija. Pokazuje se da je inducirane struje tesˇko precizno numericˇki
integrirati pa ih za potrebe testa izbacujemo, tj. zanemarujemo magnetizam. Taj
c´e problem biti rijesˇen u jednoj od iduc´ih verzija koˆda. U tablici 3.1, dana je uspo-
redba odzivnih funkcija kvadrupolnih pobudenja za opisanu konfiguraciju u kojoj je
dinamicˇka Coulombova interakcija zanemarena, dok je u tablici 3.2 dinamicˇka Co-
ulombova interakcija uzeta u obzir.
Odzivne funkcije se poklapaju s relativnom odstupanjem od 10−7 na sˇirokom pojasu
frekvencija sˇto se mozˇe smatrati zadovoljavajuc´om preciznosˇc´u. Sada kada je testi-
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rana ispravnost FAM implementacije, mozˇe se prijec´i na jezgre i pobudenja koja ne
mozˇemo izracˇunati s matricˇnim QRPA koˆdom. U iduc´em poglavlju promatraju se
izovektorska dipolna pobudenja deformirane jezgre 20Ne kod koje odzivna funkcija
ovisi o K.
d
dω
B(fˆKJ=2,T=0, ω) [fm
4/MeV]
~ω [MeV] K = 0 K = 1 K = 2
5.0 0.3704914678 0.3704914720 0.3704914676
10.0 1.1879162458 1.1879162901 1.1879162380
15.0 5.6844438280 5.6844439279 5.6844438720
20.0 86.7709943651 86.7709883498 86.7709933848
25.0 4.0612592314 4.0612591633 4.0612592230
30.0 1.7042732530 1.7042735095 1.7042732524
35.0 0.5693305290 0.5693305278 0.5693305354
40.0 0.3020825339 0.3020826550 0.3020825346
45.0 0.1773859628 0.1773858760 0.1773859736
50.0 0.1122294773 0.1122294484 0.1122294500
55.0 0.0767967667 0.0767967691 0.0767967663
60.0 0.0565409075 0.0565409128 0.0565409072
Tablica 3.1: Usporedba odzivnih funkcija kvadrupolnih izoskalarnih pobudenja jez-
gre 40Ca za razlicˇite K = 0, 1, 2, bez dinamicˇke elektromagnetske interakcije.
d
dω
B(fˆKJ=2,T=0, ω) [fm
4/MeV]
~ω [MeV] K = 0 K = 1 K = 2
5.0 0.3578608434 0.3578608464 0.3578608437
10.0 1.1368342018 1.1368341970 1.1368341514
15.0 5.2607455654 5.2607454979 5.2607456055
20.0 98.2285962808 98.2285926081 98.2285968047
25.0 4.2362770505 4.2362768142 4.2362768795
30.0 1.7223501388 1.7223503547 1.7223501195
35.0 0.5707350803 0.5707350675 0.5707350776
40.0 0.3049966277 0.3049966102 0.3049966283
45.0 0.1779056450 0.1779056538 0.1779056574
50.0 0.1125156749 0.1125156447 0.1125156462
55.0 0.0769989681 0.0769989724 0.0769989728
60.0 0.0566009284 0.0566009344 0.0566009279
Tablica 3.2: Usporedba odzivnih funkcija kvadrupolnih izoskalarnih pobudenja jez-
gre 40Ca za razlicˇite K = 0, 1, 2, s ukljucˇenom dinamicˇkom elektricˇnom, ali bez
dinamicˇke magnetske interakcije.
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Slika 4.1: Usporedba odzivnih funkcija izovektorskih dipolnih K = 0 i K = 1
pobudenja deformirane jezgre 20Ne, pri cˇemu su potpuno zanemarene staticˇke i di-
manicˇke korelacije sparivanja. Parametar razmazanosti je γ = 1.0 MeV, a spinori su
razvijeni u bazi s Nmax = 6 ljusaka.
4 Ilustrativni racˇuni
4.1 Dipolna E1 pobudenja jezgre 20Ne
U ovom poglavlju promatrajmo odziv izotopa 20Ne na izovektorsko dipolno pobudenje.
Najprije uocˇimo da ako izovektorski dipolni operator fˆKJ=1,T=1 (3.26) pomnozˇimo s
e2, zapravo dobivamo operator elektricˇnih E1 pobudenja. Takva pobudenja je zanim-
ljivo promatrati jer za njih postoje eksperimentalni podaci fotoapsorpcijskih udarnih
presjeka koji se mogu usporediti s teorijskim rezultatima. Jezgra neona 20Ne u os-
novnom stanju ima oblik deformiranog izduzˇenog elipsoida. DD-PC1 parametrizacija
predvida deformaciju osnovnog stanja β ≈ 0.5, s izrazˇenom podstrukturom grozdova
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Slika 4.2: Izoskalarna-vektorska gustoc´a osnovnog stanja jezgre 20Ne na xz ravnini.
U racˇunu nisu ukljucˇene korelacije sparivanja, a spinori su razvijeni u bazi s Nmax = 6
ljusaka. Obzirom da se radi o aksijalno simetricˇnoj jezgri, jednak profil gustoc´e dobije
se ako se promatra gustoc´a na bilo kojoj ravnini koja sadrzˇi z os.
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nukleona7 [15]. Deformacija β zadana je kvadrupolnim momentom osnovnog stanja:
〈Qˆ〉 =:
√
9
5pi
AR20 × β , R0 = 1.2A1/3 fm. (4.1)
Na slici 4.1 prikazane su odzivne funkcije izovektorskih dipolnih K = 0 i K = 1
pobudenja. Vidimo da jezgra ima puno intenzivniji odziv na K = 0 pobudenje. Rezo-
nantna frekvencija K = 0 pobudenja je priblizˇno ~ω ≈ 18.0 MeV, dok su dvije rezo-
nantne frekvencije K = 1 pobudenja priblizˇno na ~ω ≈ 23.0MeV i ~ω ≈ 26.0MeV. Fi-
zikalno je takvo ponasˇanje odzivnih funkcija ocˇekivano jer je puno laksˇe jezgru oblika
produljenog elipsoida pobuditi da oscilira duzˇ osi aksijalne simetrije nego okomito na
nju. Zato je i ocˇekivano da c´e rezonantna energija za K = 0 pobudenje biti nizˇa od
rezonantne energije K = 1 pobudenja, te da c´e K = 0 rezonancija biti intenzivnija.
4.2 Inducirana gustoc´a
U ovom potpoglavlju graficˇki je ilustrirano ponasˇanje induciranih gustoc´a u rezonan-
ciji za izovektorska dipolna K = 0 i K = 1 pobudenja iz prethodnih potpoglavlja.
Zbog toga sˇto vremenski ovisna izoskalarna-vektorska gustoc´a ima oblik:
ρv(r, t) = ρv(r)
0 + 2ηRe
[
e−iωtδρv(ω, r)
]
= ρv(r⊥, z)0 + 2ηRe
[
e−iωtδρv(ω, r⊥, z)
]
cos(Kϕ),
(4.2)
gdje je δρv(ω, r) kompleksna funkcija, nemoguc´e je potpuno vjerodostojno reprezen-
tirati induciranu gustoc´u grafom. Zato se za potrebe vizualizacije koristi prijelazna
gustoc´a8 δρtr(ω, r), definirana kao:
δρtr(ω, r) := − 1
pi
Im [δρv(ω, r)] . (4.3)
Animaciju koja graficˇki prikazuje ρv(r, t) moguc´e je preuzeti na [16]. Na slici 4.2 pri-
kazana je izoskalarna-vektorska gustoc´a u osnovnom stanju ρ0v(r) deformirane jezgre
20Ne s izrazˇenom clusterskom podstrukturom. Slike 4.3 i 4.4 prikazuju prijelazne
gustoc´e Im [δρv(ω, r)] izovektorskih dipolnih K = 0 i K = 1 pobudenja na rezonant-
nim energijama (18.0 MeV za K = 0, odnosno 23.0 MeV za K = 1).
7Nuclear clusters.
8Transition density.
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Slika 4.3: Prijelazna gustoc´a Im [δρv(ω, r)] na xz ravnini izovektorskog dipolnog
K = 0 pobudenja jezgre 20Ne na rezonantnoj frekvenciji ~ω = 18.0 MeV. U racˇunu
nisu ukljucˇene korelacije sparivanja, a spinori su razvijeni u bazi s Nmax = 6 ljusaka.
Primijetimo da je zbog K = 0, kutna ovisnost cos(Kϕ) = cos(0) = 1, pa je profil
prijelazne gustoc´e jednak na svim ravninama koje sadrzˇe z os.
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Slika 4.4: Prijelazna gustoc´a Im [δρv(ω, r)] na xz ravnini izovektorskog dipolnog
K = 1 pobudenja jezgre 20Ne na rezonantnoj frekvenciji ~ω = 23.0 MeV. U racˇunu
nisu ukljucˇene korelacije sparivanja, a spinori su razvijeni u bazi s Nmax = 6 ljusaka.
Primijetimo da je zbog K = 1, kutna ovisnost cos(Kϕ) = cos(ϕ), pa profil prijelazne
gustoc´e na proizvoljnoj ravnini koja sadrzˇi z os dobijemo mnozˇenjem s cos(ϕ).
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5 Zakljucˇak
U prvoj verziji koˆda, implementacija FAM metode uspjesˇno reproducira rezultate ma-
tricˇnog rjesˇavanja QRPA jednadzˇbi, te se odzivne funkcije sferne jezgre za fiksiran
J , ali varijablilan 0 ≤ K ≤ J poklapaju sa zadovoljavajuc´om preciznosˇc´u. U iduc´oj
verziji koˆda trebalo bi implementirati dinamicˇke korelacije sparivanja δ∆(±) i rijesˇiti
problem preciznosti pri integraciji inducirane magnetske interakcije (C.8). Takoder
bi se mogla jednostavnom modifikacijom realizirati implementacija za neku drugu
parametrizaciju Lagrangijana (kao npr. uspjesˇnu parametrizaciju DD-ME2 [17] u
kojoj je izmjena mezona eksplicitno uzeta u obzir), te se vrlo jednostavno mogu na-
dograditi i viˇsi multipoli, primjerice prva iduc´a na redu oktupolna J = 3 pobudenja.
Tada bi se paralelizacijom racˇuna po frekvencijama ω, mogla provoditi sistematicˇna
istrazˇivanja multipolnih K 6= 0 pobudenja tesˇkih deformiranih jezgara koja nisu bila
dostupna u prijasˇnjim matricˇnim implementacijama rjesˇenja QRPA jednadzˇbe.
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Dodaci
Napomena: U iduc´im dodacima ako uz objekt O ne stoji vremenska ovisnost O(t),
podrazumijeva se vrijednost objekta O0 u osnovnom stanju.
Dodatak A Inducirana matrica gustoc´e
A.1 Bogoliubovljeve U(t) i V (t) matrice
Pod djelovanjem operatora pobudenja Fˆ (t) = η
{
Fˆ (ω)e−iωt + Fˆ (ω)†e+iωt
}
, operator
stvaranja kvazicˇestica aˆ†µ(t), mozˇemo rastaviti na ravnotezˇni i inducirani dio:
aˆ†µ(t) =
{
aˆ†µ + δaˆ
†
µ(t)
}
e−iEµt/~. (A.1)
U tom rastavu, inducirani cˇlan δaˆ†µ(t) mozˇemo razviti po operatorima poniˇstenja tako
da uvedemo koeficijente razvoja X(ω)µ,ν i Y (ω)µ,ν :
δaˆ†µ(t) = η
∑
ν
aˆν
{
X(ω)∗ν,µe
+iωt + Y (ω)ν,µe
−iωt} . (A.2)
Po definiciji su ravnotezˇni kvazicˇesticˇni operatori {aˆ†µ, aˆµ} dobiveni unitarnom Bogo-
liubovljevom transformacijom baze {cˆ†k, cˆk} u kojoj je prakticˇno racˇunati:
aˆ†µ =
∑
k
Uk,µcˆ
†
k + Vk,µcˆk, (A.3)
Ako u (A.1) ubacimo Bogoliubovljevu transformaciju, zajedno s razvojem (A.2), sli-
jedi zapis vremenski ovisnog operatora aˆ†µ(t) u bazi {cˆ†k, cˆk}:
aˆ†µ(t) =
∑
k
cˆ†k
(
Uk,µ + η
∑
ν
V ∗k,ν
(
X(ω)∗ν,µe
+iωt + Y (ω)ν,µe
−iωt))e−iEµt/~
+
∑
k
cˆk
(
Vk,µ + η
∑
ν
U∗k,ν
(
X(ω)∗ν,µe
+iωt + Y (ω)ν,µe
−iωt))e−iEµt/~, (A.4)
sˇto definira nove, vremenski ovisne U(t) i V (t) matrice
Uk,µ(t) =
[
U + η
(
V ∗X(ω)e+ωt + V ∗Y (ω)e−iωt
) ]
k,µ
e−iEµt/~, (A.5)
32
V (t)k,µ =
[
V + η
(
U∗X(ω)∗e+iωt + U∗Y (ω)e−iωt
) ]
k,µ
e−iEµt/~. (A.6)
A.2 Matrica gustoc´e ρˆ(t)
Po definiciji matrice gustoc´e u Hartree-Bogoliubovljevom modelu, vremenski ovisna
matrica gustoc´e glasi:
ρˆ(t)k1,k2 =
[
V (t)∗V (t)T
]
k1,k2
=
∑
µ
V ∗k1,µ(t)Vk2,µ(t) =∑
µ
[
V + η(U∗X(ω)∗e+iωt + U∗Y (ω)e−iωt)
]∗
k1,µ
[
V + η(U∗X(ω)∗e+iωt + U∗Y (ω)e−iωt)
]
k2,µ
.
(A.7)
Nakon zanemarivanja cˇlana proporcionalnog s η2 i grupiranja cˇlanova s linearno ne-
zavisnim funkcijama e+iωt i e−iωt, dobiva se:
ρˆ(t)k1,k2 =
[
V ∗V T
]
k1,k2
+ ηe−iωt
∑
µ
V ∗k1,µ (U
∗Y (ω))k2,µ + (UX(ω))k1,µVk2,µ
+ ηe+iωt
∑
µ
V ∗k1,µ(U
∗X(ω)∗)k2,µ + (UY (ω)
∗)k1,µVk2,µ.
(A.8)
Prethodni izraz se pojednostavljuje ako definiramo operator:
δρˆ(ω) := UX(ω)V T + V ∗Y (ω)TU †. (A.9)
Tada se (A.8) mozˇe zapisati jednostavnije kao:
ρˆ(t)k1,k2 =
[
V ∗V T
]
k1,k2
+ η
{
δρˆ(ω)k1,k2e
−iωt + δρˆ(ω)†k1,k2e
+iωt
}
, (A.10)
odnosno, ako je ρˆ0 = V ∗V T , matrica gustoc´e u osnovnom stanju, konacˇno slijedi:
ρˆ(t) = ρˆ0 + η
{
δρˆ(ω)e−iωt + δρˆ(ω)†e+iωt
}
. (A.11)
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A.3 Prikaz operatora δρˆ(ω) u simplex-y bazi
Ako se zapiˇsu matrice U, V,X(ω) i Y (ω) po simplex blokovima:
U =
u 0
0 u∗
 , V =
0 −v∗
v 0
 , (A.12)
X(ω) =
 0 x(ω)
−x(ω)T 0
 , Y (ω) =
 0 y(ω)
−y(ω)T 0
 ,
trivijalno se vidi da δρˆ(ω) takoder ima blokovsku strukturu:
δρˆ(ω) =
δρˆ1(ω) 0
0 δρˆ2(ω)
 , (A.13)
gdje je podmatrica δρˆ1(ω) koja odgovara simplex +i bloku jednaka:
δρˆ1(ω) := −
[
ux(ω)v† + vy(ω)Tu†
]
, (A.14)
a podmatrica δρˆ2(ω) koja odgovara simplex −i bloku jednaka:
δρˆ2(ω) := −
[
vx(ω)u† + uy(ω)Tv†
]T
. (A.15)
Sve skupa, matrica gustoc´e ima blokovsku strukturu:
ρˆ(t) =
vv† 0
0 (vv†)T
+ ηe−iωt
δρˆ1(ω) 0
0 δρˆ2(ω)
+ ηe+iωt
δρˆ1(ω)† 0
0 δρˆ2(ω)
†
 .
(A.16)
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Dodatak B Racˇunanje vremenski ovisnih gustoc´a i struja
B.1 Razvoj spinora u simplex-y bazi
Spinor Vµ(r, t) iz simplex +i bloka razvijen u bazi mozˇemo zapisati:
Vµ(r, t) =
f (Vµ)(r, t)
ig(Vµ)(r, t)
 =
 ∑α f(Vµ)α (t) |α,+i〉
i
∑
α˜ g
(Vµ)
α˜ (t) |α˜,−i〉

=
∑
α
f(Vµ)α (t)
|α,+i〉
0
+∑
α˜
g
(Vµ)
α˜ (t)
 0
i |α˜,−i〉
 ,
(B.1)
dok je spinor Vµ(r, t) iz simplex −i bloka razvijen u bazi jednak:
Vµ(r, t) =
f (Vµ)(r, t)
ig(Vµ)(r, t)
 =
 ∑α f(Vµ)α (t) |α,−i〉
i
∑
α˜ g
(Vµ)
α˜ (t) |α˜,+i〉

=
∑
α
f(Vµ)α (t)
|α,−i〉
0
+∑
α˜
g
(Vµ)
α˜ (t)
 0
i |α˜,+i〉
 .
(B.2)
Slijedi da je cˇitava uredena baza po kojoj se razvijaju spinori i po kojoj se indeksiraju
operatori {cˆ†k, cˆk} iz (A.3) dana s:
(|α,+i〉
0

α︸ ︷︷ ︸
nf vektora
,
 0
i |α˜,−i〉

α˜︸ ︷︷ ︸
ng vektora︸ ︷︷ ︸
|k,+i〉 vektori
,
|α,−i〉
0

α︸ ︷︷ ︸
nf vektora
,
 0
i |α˜,+i〉

α˜︸ ︷︷ ︸
ng vektora︸ ︷︷ ︸
|k,−i〉 vektori
)
. (B.3)
Isto vrijedi i za spinor Uµ(r, t). Dakle, mozˇemo pisati
Vµ(r, t) =
∑
k
V(k,+i),µ(t) |k,+i〉+
∑
k
V(k,−i).µ(t) |k,−i〉 . (B.4)
Ako se baza razvija s brojem oscilatorskih ljuski Nmax za veliku, a Nmax + 1 za malu
komponentu, tada je:
nf =
(Nmax + 1)(Nmax + 2)(Nmax + 3)
6
, ng =
(Nmax + 2)(Nmax + 3)(Nmax + 4)
6
. (B.5)
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Ilustracije radi, npr. za Nmax = 12 ljusaka, vrijedi: nf = 455, ng = 560, pa se baza
sastoji od ukupno 2× (nf + ng) = 2× 1015 = 2030 vektora.
B.2 Vremenski ovisne inducirane gustoc´e
Izracˇunajmo sada izoskalarnu-vektorsku gustoc´u ρv(r, t) i izoskalarnu-skalarnu gustoc´u
ρs(r, t), naprije primjerice za neutrone. Gustoc´e se iz matrice gustoc´e racˇunaju prema
formuli [3]:
ρv/s(r, t) =
∑
(k1,s1),(k2,s2)
ρˆ(t)(k1,s1),(k2,s2) 〈k2, s2|
1 0
0 ±1
 |k1, s1〉 , (B.6)
gdje predznak + odgovara vektorskoj, a predznak − skalarnoj gustoc´i. Iz blokovske
strukture (A.16) vidimo da se mozˇe pisati:
ρˆ(t)(k1,s1),(k2,s2) = δs1,s2 ρˆ(t)(k1,s1),(k2,s2), (B.7)
pa oba simplex bloka nezavisno doprinose gustoc´i. Dakle vrijedi:
ρv/s(r, t) =
∑
k1,k2
ρˆ(t)(k1,+i),(k2,+i) 〈k2,+i|
1 0
0 ±1
 |k1,+i〉
+
∑
k1,k2
ρˆ(t)(k1,−i),(k2,−i) 〈k2,−i|
1 0
0 ±1
 |k1,−i〉 .
(B.8)
Ako sada u prethodnu jednadzˇbu uvrstimo (A.11), pazec´i pritom na blokovsku struk-
turu (A.13) od δρˆ(ω) i koristec´i hermitsku simetricˇnost:
〈k2,±i|
1 0
0 ±1
 |k1,±i〉 = 〈k1,±i|
1 0
0 ±1
 |k2,±i〉∗ , (B.9)
slijedi izraz za vremenski ovisne gustoc´e:
ρv/s(r, t) = ρv/s(r)
0 + 2ηRe
[
e−iωtδρv/s(ω, r)
]
. (B.10)
Gustoc´a je rastavljena na dva dijela: inducirani 2ηRe
[
e−iωtδρv/s(ω, r)
]
dio i rav-
notezˇni ρv/s(r)0 dio, gdje je kompleksna funkcija polozˇaja δρv/s(ω, r), dana jednadzˇbom:
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δρv/s(ω, r) =
∑
k1,k2
δρˆ1(ω)k1,k2 〈k2,+i|
1 0
0 ±1
 |k1,+i〉
+
∑
k1,k2
δρˆ2(ω)k1,k2 〈k2,−i|
1 0
0 ±1
 |k1,−i〉 .
(B.11)
Sada josˇ treba uvrstiti bazne vektore |k,+i〉 i |k,−i〉 dane u (B.3), te iskoristiti iduc´e
skalarne produkte (radi se o skalarnim produktima samo obzirom na spinski dio
valne funkcije):
〈α1,+i|α2,+i〉 = 〈α1,−i|α2,−i〉 = φnz1(z)φnz2(z)φ|Λ1|nr1 (r⊥)φ|Λ2|nr2 (r⊥)
cos((Λ1 − Λ2)ϕ)
2pi
,
(B.12)
koji se lako dobiju raspisivanjem definicije simplex-y baznih vektora. Naravno, cijelo
vrijeme podrazimijevamo notacijiu α = (nz, nr,Λ) za indeksiranje baznih vektora.
Kada se to sve uvrsti u (B.11), dobiva se:
δρv/s(ω, r) =∑
α1,α2
[
δρˆ1(ω) + δρˆ2(ω)
]
(α2,α1)
φnz1(z)φnz2(z)φ
|Λ1|
nr1
(r⊥)φ|Λ2|nr2 (r⊥)
cos((Λ1 − Λ2)ϕ)
2pi
±
∑
α˜1,α˜2
[
δρˆ1(ω) + δρˆ2(ω)
]
(α˜2,α˜1)
φn˜z1(z)φn˜z2(z)φ
|Λ˜1|
n˜r1
(r⊥)φ
|Λ˜2|
n˜r2
(r⊥)
cos((Λ˜1 − Λ˜2)ϕ)
2pi
.
(B.13)
Mozˇe se pokazati da kroz iteracije matricˇni elementi od [δρˆ1(ω)+δρˆ2(ω)] nec´e iˇscˇezavati
samo za stanja selektirana pravilom: |Λ1−Λ2| = K. To slijedi iterativno iz same struk-
ture multipolnog operatora fˆKJ , uz pretpostavku da pocˇetna iteracija zadovoljava to
selekcijsko pravilo. Obzirom da se u pocˇetnoj iteraciji koristi δhˆD(ω) = 0 sˇto odgo-
vara δρˆ(ω)1 = δρˆ(ω)2 = 0, tj. za pocˇetnu iteraciju pretpostavljamo ravnotezˇno stanje
(prva iteracija je zapravo Hartree odziv), selekcijsko pravilo biti c´e zadovoljeno kroz
sve iteracije. Sjetimo se da je cˇitav ovaj racˇun vrijedio samo za primjerice neutrone,
pa bi sve josˇ trebalo indeksirati izospinskim stupnjem slobode tz. Konacˇno, kada se
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uzmu u obzir selekcijska pravila, protoni i neutroni, sve zajedno se mozˇe pisati:
δρv/s(ω, r) = δρv/s(ω, r⊥, z) cos(Kϕ) =∑
α1
{ ∑
α2
Λ2=Λ1±K
[∑
tz
δρˆtz1 (ω) + δρˆ
tz
2 (ω)
]
(α2,α1)
φnz2φ
|Λ2|
nr2
}
φnz1φ
|Λ1|
nr1
cos(Kϕ)
2pi
±
∑
α˜1
{ ∑
α˜2
Λ˜2=Λ˜1±K
[∑
tz
δρˆtz1 (ω) + δρˆ
tz
2 (ω)
]
(α˜2,α˜1)
φn˜z2φ
|Λ˜2|
n˜r2
}
φn˜z1φ
|Λ˜1|
n˜r1
cos(Kϕ)
2pi
.
(B.14)
Radi krac´eg zapisa, podrazumijeva se izvrijednjavanje svojstvenih funkcija harmonicˇkog
oscilatora u tocˇki (r⊥, z). Napomenimo da se sada lako izvedu izrazi za izovektorsku-
vektorsku gustoc´u ρtv(r, t), za koje isto vrijedi oscilirajuc´e ponasˇanje (B.10) uz jedinu
preinaku u tome sˇto treba zamijeniti sumacije po tz sa sumama koje dobiju odgova-
rajuc´i predznak: ∑
tz
Otz →
∑
tz
tzOtz = +Op −On, (B.15)
gdje koristimo izospinsku konvenciju tz(p) = +1 i tz(n) = −1. Dodatni tehnicˇki
detalji oko implementacije formule (B.14) nalaze se u potpoglavlju B.4.
B.3 Vremenski ovisne inducirane struje
Analogno postupamo i kod izracˇuna induciranih struja. U DD-PC1 prametrizaciji
funkcionala, trebaju nam samo izoskalarna-vektorska struja Jv(r, t) (piˇsemo radi
jednostavnosti u ovom potpoglavlju samo J(r, t)) i izovektorska-vektorska struja
J tv(r, t). Slicˇno kao malo prije, ako znamo izracˇunati J(r, t), jednostavnom preina-
kom izracˇunamo J tv(r, t), pa se fokusiramo sada na J(r, t), primjerice za neutrone.
Analogno kao i u (B.6), struje racˇunamo iz matrice gustoc´e kao:
J(r, t) =
∑
(k1,s1),(k2,s2)
ρˆ(t)(k1,s1),(k2,s2) 〈k2, s2|
0 σ
σ 0
 |k1, s1〉 , (B.16)
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pa kao i kod gustoc´a, koristec´i blokovsku strukturu (A.16), struju mozˇemo rastaviti
kao nezavisne doprinose dva simplex bloka:
J(r, t) =
∑
k1,k2
ρˆ(t)(k1,+i),(k2,+i) 〈k2,+i|
0 σ
σ 0
 |k1,+i〉
+
∑
k1,k2
ρˆ(t)(k1,−i),(k2,−i) 〈k2,−i|
0 σ
σ 0
 |k1,−i〉 .
(B.17)
Ako u prethodnu jednadzˇbu uvrstimo (A.11) i iskoristimo hermitsku simetricˇnost:
〈k2,±i|
0 σ
σ 0
 |k1,±i〉 = 〈k1,±i|
0 σ
σ 0
 |k2,±i〉∗ , (B.18)
dobivamo oscilirajuc´e ponasˇanje struje:
J(r, t) = J(r)0︸ ︷︷ ︸
=0
+2ηRe
[
e−iωtδJ(ω, r)
]
. (B.19)
Sva nasˇa razmatranja odnose se samo na parno-parne jezgre za koje posˇtuju simetriju
obrata vremena, pa je u osnovnom stanju J(r)0 = 0. Kompleksna funkcija polozˇaja
δJ(ω, r), dana je jednadzˇbom:
δJ(ω, r) =
∑
k1,k2
δρˆ1(ω)k1,k2 〈k2,+i|
0 σ
σ 0
 |k1,+i〉
+
∑
k1,k2
δρˆ2(ω)k1,k2 〈k2,−i|
0 σ
σ 0
 |k1,−i〉 .
(B.20)
Kada se u prethodnu jednadzˇbu uvrste bazni vektori |k,+i〉 i |k,−i〉 dani u (B.3),
dobije se:
δJ(ω, r) =
∑
α1,α˜2
δρˆ1(ω)α˜2,α1i 〈α1,+i|σ |α˜2,−i〉 − δρˆ1(ω)α1,α˜2i 〈α˜2,−i|σ |α1,+i〉
+
∑
α1,α˜2
δρˆ2(ω)α˜2,α1i 〈α1,−i|σ |α˜2,+i〉 − δρˆ2(ω)α1,α˜2i 〈α˜2,+i|σ |α1,−i〉 .
(B.21)
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Slicˇno kao i kod gustoc´a, treba izracˇunati iduc´i skalarni produkt (koji je skalarni
produkt samo obzirom na spinski dio valne funkcije):
〈α1,−i|σ |α2,+i〉 . (B.22)
Ako se spinski operator σ raspiˇse u cilindricˇnom sustavu:
σ = σˆ+e
−iϕ(er − ieϕ) + σˆ−e+iϕ(er + ieϕ) + σˆ3ez, (B.23)
pomoc´u operatora podizanja σˆ+ i spusˇtanja σˆ− spina, lako se iz definicije simplex-y
baznih vektora izracˇuna da je:
〈α1,−i|σ |α2,+i〉 = 1
2pi
φnz1(z)φnz2(z)φ
|Λ1|
nr1
(r⊥)φ|Λ2|nr2 (r⊥) ×
×
[
cos
(
(Λ1 + Λ2 + 1)ϕ
)
er − sin
(
(Λ1 + Λ2 + 1)ϕ
)
eϕ + i cos
(
(Λ1 − Λ2)ϕ
)
ez
]
.
(B.24)
Primijetimo da je:
〈α1,+i|σ |α2,−i〉 = 〈α2,−i|σ |α1,+i〉∗ = 〈α1,−i|σ |α2,+i〉∗ . (B.25)
Prva jednakost slijedi iz hermiticˇnosti operatora σ, dok je druga posljedica sime-
tricˇnosti na zamjenu indeksa 1↔ 2 u (B.24). Zapiˇsemo li po komponentama:
δJ(ω, r) = δJr(ω, r)er + δJϕ(ω, r)eϕ + δJz(ω, r)ez, (B.26)
uvrsˇtavanjem (B.24) i (B.25) u (B.21), ocˇitavamo redom komponente:
δJr(ω, r) = −i
∑
α˜1,α2
[
δρˆr(ω)
]
(α2,α˜1)
φn˜z1(z)φnz2(z)φ
|Λ˜1|
n˜r1
(r⊥)φ|Λ2|nr2 (r⊥)
cos((Λ˜1 + Λ2 + 1)ϕ)
2pi
(B.27)
δJϕ(ω, r) = +i
∑
α˜1,α2
[
δρˆr(ω)
]
(α2,α˜1)
φn˜z1(z)φnz2(z)φ
|Λ˜1|
n˜r1
(r⊥)φ|Λ2|nr2 (r⊥)
sin((Λ˜1 + Λ2 + 1)ϕ)
2pi
(B.28)
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δJz(ω, r) =
∑
α˜1,α2
[
δρˆz(ω)
]
(α2,α˜1)
φn˜z1(z)φnz2(z)φ
|Λ˜1|
n˜r1
(r⊥)φ|Λ2|nr2 (r⊥)
cos((Λ˜1 − Λ2)ϕ)
2pi
(B.29)
Mozˇe se provjeriti da kroz iteracije matricˇni elementi od:
δρˆr(ω) := δρˆ1(ω) + δρˆ2(ω)− δρˆT1 (ω)− δρˆT2 (ω), (B.30)
ne iˇscˇezavaju samo za stanja selektirana pravilom: |Λ˜1 + Λ2 + 1| = K, dok matricˇni
elementi od:
δρˆz(ω) := δρˆ1(ω)− δρˆ2(ω) + δρˆT1 (ω)− δρˆT2 (ω), (B.31)
ne iˇscˇezavaju za stanja selektirana pravilom: |Λ˜1 − Λ2| = K.
Konacˇno, ako uzmemo u obzir selekcijska pravila, protone i neutrone, sve zajedno
mozˇemo pisati:
δJr(ω, r) = δJr(ω, r⊥, z) cos(Kϕ) =
− i
∑
α˜1
{ ∑
α2
Λ2=−Λ˜1−1±K
[∑
tz
δρˆtzr (ω)
]
(α2,α˜1)
φnz2φ
|Λ2|
nr2
}
φn˜z1φ
|Λ˜1|
n˜r1
cos(Kϕ)
2pi
,
(B.32)
δJϕ(ω, r) = δJϕ(ω, r⊥, z) sin(Kϕ) =
+ i
∑
α˜1
{ ∑
α2
Λ2=−Λ˜1−1±K
sgn(Λ˜1 + Λ2 + 1)
[∑
tz
δρˆtzr (ω)
]
(α2,α˜1)
φnz2φ
|Λ2|
nr2
}
φn˜z1φ
|Λ˜1|
n˜r1
sin(Kϕ)
2pi
,
(B.33)
δJz(ω, r) = δJz(ω, r⊥, z) cos(Kϕ) =∑
α˜1
{ ∑
α2
Λ2=Λ˜1±K
[∑
tz
δρˆtzz (ω)
]
(α2,α˜1)
φnz2φ
|Λ2|
nr2
}
φn˜z1φ
|Λ˜1|
n˜r1
cos(Kϕ)
2pi
.
(B.34)
Ponovo, lako se zamjenom
∑
tz
Otz →
∑
tz
tzOtz = +Op − On, dobiju komponente
izovektorske-vektorske struje. Napomenimo josˇ da u koriˇstenom sustavu jedinica
izracˇunate struje imaju jedinicu [c fm−3].
41
B.4 Tehnicˇki detalji
Primijetimo da se u konacˇnim formulama (B.14),(B.32),(B.33) i (B.34) pojavljuju
dvostruke sume po stanjima u razvoju. Fokusirajmo se na slucˇaj δJr(ω, r), ostali su
analogni. Prije ulaska u iterativan postupak, produkti baznih funkcija φnzφ
|Λ|
nr izvri-
jedne se na Gaussovoj mrezˇi.
Tijekom iterativnog postupka, pri evaluaciji δJr(ω, r) na Gaussovoj mrezˇi, spremimo
matricu δρˆr =
[∑
tz
δρˆtz1 + δρˆ
tz
2 − δρˆtzT1 − δρˆtzT2
]
u jednu lokalnu matricu. Pitanje je
kako organizirati proizvoljan poredak stanja u bazi (B.3), tako da se efikasno koristi
selekcijsko pravilo nametnuto na unutarnju sumu po α2, jednom kada fiksiramo in-
deks vanjske sume po α˜1. Pogodno je sortirati stanja po kvantnom broju Λ, tako da
kada jednom znamo indeks vanjske sume α˜1, odmah mozˇemo odrediti sekvencijalan
niz stanja po kojima moramo proc´i u unutarnjoj sumi po α2.
Obzirom da se racˇun za neku negativnu z < 0 koordinatu na Gaussovoj mrezˇi jako
malo razlikuje od pozitivne koordinate |z| (u predfaktoru (−1)n˜z1+nz2 u sumama,
zbog Hermiteovih polinoma iz φnz), mozˇemo rastavljajuc´i dvostruku sumu na di-
jelove (shematski pisano):
∑
α˜1,α2
=
∑
α˜1
n˜z1≡0
∑
α2
nz2≡0
+
∑
α˜1
n˜z1≡1
∑
α2
nz2≡1
+
∑
α˜1
n˜z1≡1
∑
α2
nz2≡0
+
∑
α˜1
n˜z1≡0
∑
α2
nz2≡1
,
i racˇunajuc´i svaku sumu posebno samo za nenegativne z ≥ 0 koordinate, automatski
dobiti i vrijednosti struje na −z koordinatama:
∑
α˜1,α2
=
∑
α˜1
n˜z1≡0
∑
α2
nz2≡0
+
∑
α˜1
n˜z1≡1
∑
α2
nz2≡1
−
∑
α˜1
n˜z1≡1
∑
α2
nz2≡0
−
∑
α˜1
n˜z1≡0
∑
α2
nz2≡1
.
Pritom koristimo notaciju kongruentnosti a ≡ b podrazumijevajuc´i svuda modulo 2,
gdje je b iz sustava ostataka {0, 1}. Zato bazu sortiramo tako da definiramo relaciju
totalnog uredaja  na skupu indeksa baze iz jednog simplex bloka i primjerice iz
bloka velike komponente spinora:
α1  α2 :⇐⇒
(
Λ1 < Λ2
) ∨[(
Λ1 = Λ2
) ∧ (nz1(mod 2) < nz2(mod 2))] ∨[(
Λ1 = Λ2
) ∧ (nz1(mod 2) = nz2(mod 2)) ∧ (nr1 ≤ nr2)],
(B.35)
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jer zˇelimo grupirati stanja u jedan sekvencijalan komad memorije kada selekcijsko
pravilo odredi granice unutarnje sume po α2. Isto pravilo uredaja α˜1  α˜2, napra-
vimo i za malu komponentu. Na taj nacˇin posˇtujemo princip lokalnosti (efikasno
koriˇstenje prirucˇne cache memorije) jer je tada dio memorije koji u nekom trenutku
koristimo iz matrice
[∑
tz
δρˆtz1 + δρˆ
tz
2 − δρˆtzT1 − δρˆtzT2
]
i produkata baznih funkcija
φnzφ
|Λ|
nr , sekvencijalan niz memorijskih lokacija.
Dodatak C Inducirani jednocˇesticˇni Hamiltonijan
C.1 Funkcionalna derivacija δhˆD(ω)
Jednocˇesticˇni Hamiltonijan (2.7):
hˆD = c(α · p) +
(
Σ0 + Σ0R
)
+
(
Σs +mc
2
)
β −α · (Σ + ΣR) , (C.1)
u DD-PC1 parametrizaciji, funkcionalno deriviramo po gustoc´ama i strujama. Pros-
torna komponenta ΣR od potecijala Σ
µ
R, sadrzˇi predfaktor
ji
ρv
= J
ρv
kojeg zanemaru-
jemo, pa onda i cˇitavu prostornu komponentu rearragnement cˇlana ΣR zanemaru-
jemo. Derivaciju δhˆD lako vidimo da mozˇemo zapisati:
δhˆD =
 δV + δS −σ · (δΣ + 1+tz2 δV Mag)
−σ · (δΣ + 1+tz
2
δV Mag
)
δV − δS
 , (C.2)
gdje je vektorski potencijal: δV = δΣ0 + δΣ0R +
1+tz
2
δVCou, a skalarni: δS = δΣs.
U nastavku su dane funkcionalne derivacije pojedinih potencijala kao funkcionali
induciranih gustoc´a i struja (indeks 0 oznacˇava vrijednost u osnovnom stanju):
δΣ0
~c
=
{
α′V (ρ
0
v)ρ
0
v + αV (ρ
0
v) + tzα
′
TV (ρ
0
v)ρ
0
tv
}
δρv +
{
tzαTV (ρ
0
v)
}
δρtv, (C.3)
δΣ0R
~c
=
1
2
{
α′′S(ρ
0
v)(ρ
0
s)
2 + α′′V (ρ
0
v)(ρ
0
v)
2 + α′′TV (ρ
0
v)(ρ
0
tv)
2
}
δρv
+
{
α′S(ρ
0
v)ρ
0
s
}
δρs +
{
α′V (ρ
0
v)ρ
0
v
}
δρv +
{
α′TV (ρ
0
v)ρ
0
tv
}
δρtv,
(C.4)
δΣs
~c
=
{
α′S(ρ
0
v)ρ
0
s
}
δρv +
{
αS(ρ
0
v)
}
δρs + δS∇2δρs, (C.5)
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δΣ
~c
=
{
αV (ρ
0
v)
}δJv
c
+ tz
{
αTV (ρ
0
v)
}δJ tv
c
. (C.6)
U prethodnim je derivacijama koriˇstena cˇinjenica da u osnovnom stanju sve prostorne
komponente struja iˇscˇezavaju. Takoder podsjetimo se da koristimo konvenciju u kojoj
su cˇetverostruje jµ = (cρ,J) i elektromagnetski cˇetveropotencijal Aµ =
(
1
c
φ,A
)
. U
Lorentzovom bazˇdarenju, zanemarujuc´i efekte retardiranog vremena, Coulombov i
magnetski vektorski potencijali glase:
φ(r, t) =
1
4piε0
∫
eρv,tz=+1(r
′, t)
|r − r′| dr
′ =
~cα
e
∫
ρv,tz=+1(r
′, t)
|r − r′| dr
′, (C.7)
A(r, t) =
µ0
4pi
∫
eJv,tz=+1(r
′, t)
|r − r′| dr
′ =
~cα
ce
∫ 1
c
Jv,tz=+1(r
′, t)
|r − r′| dr
′, (C.8)
pa cˇlan elektromagnetske interakcije c1+tz
2
eAµ iz potencijala Σµ (2.9), daje izraze za
inducirane elektromagnetske potencijale:
δVCou(r, t) = ~cα
∫
δρv,tz=+1(r
′, t)
|r − r′| dr
′, (C.9)
δV Mag(r, t) = ~cα
∫ 1
c
δJv,tz=+1(r
′, t)
|r − r′| dr
′. (C.10)
Jednadzˇbe (C.7) i (C.8) su rjesˇenja Poissonove jednadzˇbe u Lorentzovom bazˇdarenju,
uz rubni uvjet trenjenja u beskonacˇnosti:
∇2Aµ = −µ0jµ , Aµ(r) |r|→+∞−−−−−→ 0, (C.11)
koja slijedi iz varijacije DD-PC1 Lagrangijana (2.3). Jer inducirane struje i gustoc´e
imaju oscilatorno ponasˇanje (B.10) i (B.19), a inducirani potencijali δV , δS, δVCou,
δV Mag i δΣ ovise linearno o induciranim gustoc´ama i strujama, doista se δhˆD(t) mozˇe
napisati kao:
δhˆD(t) = η
{
δhˆD(ω)e
−iωt + δhˆD(ω)†e+iωt
}
, (C.12)
gdje δhˆD(ω) ima istu formu kao (C.2) jedino uz razliku sˇto su u inducirane potencijale
uvsˇteni δρ(ω, r) i δJ(ω, r) umjesto δρ(r, t) i δJ(r, t).
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C.2 Prikaz operatora δhˆD(ω) u simplex-y bazi
U ovom potpoglavlju, izvedeni su matricˇni elementi matrice δhˆ1(ω) u simplex-y bazi,
tj. izracˇunate su matrice A, B, C i D iz jednadzˇbe (3.32). Pretpostavlja se da su
inducirani potencijali δV , δS, δVCou, δV Mag i δΣ poznati na Gaussovoj mrezˇi. Zane-
marit c´emo δV Mag u ovom potpoglavlju radi krac´eg zapisa jer se δV Mag mozˇe jed-
nostavnom redefinicijom uvuc´i u potencijal δΣ prema (C.2). Matricˇne elemente od
δhˆ1(ω) jednostavno dobijemo tako da racˇunamo 〈k1,+i| δhˆD(ω) |k2,+i〉, za sve vek-
tore |k1,+i〉 , |k2,+i〉 iz simplex s = +i bloka baze (B.3). Najprije racˇunamo matricˇne
elemente koji su generirani potencijalima δV ± δS. Kako su δV i δS linearno pro-
porcionalni induciranim gustoc´ama, a gustoc´e imaju faktoriziranu kutnu ovisnost
cos(Kϕ), mozˇemo pisati:
(
δV ± δS)(r) = (δV ± δS)(r⊥, z) cos(Kϕ), (C.13)
sˇto rezultira selekcijskim pravilom u matricˇnim elementima matrica A i D:
Aα1,α2 = 〈α1,+i| δV + δS |α2,+i〉 , Dα˜1,α˜2 = 〈α˜1,−i| δV − δS |α˜2,−i〉 , (C.14)
Aα1,α2 = δ|Λ1−Λ2|,K
1 + δK,0
2
∫ +∞
−∞
dz
∫ +∞
0
r⊥dr⊥(δV + δS)(r⊥, z)φnz1φnz2φ
|Λ1|
nr1
φ|Λ2|nr1 ,
(C.15)
Dα˜1,α˜2 = δ|Λ˜1−Λ˜2|,K
1 + δK,0
2
∫ +∞
−∞
dz
∫ +∞
0
r⊥dr⊥(δV − δS)(r⊥, z)φn˜z1φn˜z2φ|Λ˜1|n˜r1 φ|Λ˜2|n˜r1 .
(C.16)
Prethodni integrali numericˇki se integriraju na Gaussovoj mrezˇi. Usput, lako se
pokazˇe da su 〈α1,+i| δV ± δS |α2,−i〉 = 〈α1,−i| δV ± δS |α2,+i〉 = 0, sˇto je zapravo
jedan od razloga blokovske strukture (3.31) matrice δhˆD(ω). Slicˇno tako je potencijal
δΣ linearno proporcionalan induciranim strujama koje takoder imaju faktoriziranu
kutnu ovisnost (B.32), (B.33) i (B.34), pa mozˇemo pisati:
δΣ(r) = δΣr(r⊥, z) cos(Kϕ)er + δΣϕ(r⊥, z) sin(Kϕ)eϕ + δΣz(r⊥, z) cos(Kϕ)ez.
(C.17)
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Matrice B i C dane su matricˇnim elementima:
Bα1,α˜2 = +i 〈α1,+i|σ · δΣ |α˜2,−i〉 , Cα˜1,α2 = −i 〈α˜1,−i|σ · δΣ |α2,+i〉 . (C.18)
Raspisivanjem operatora σ u cilindricˇnoj bazi (B.23) i simplex-y vektora lako slijedi:
+i 〈α1,+i|σ · δΣ |α˜2,−i〉 = + i 〈nz1, nr1,−Λ1| δΣr(r⊥, z)eiϕ cos(Kϕ) |n˜z2, n˜r2, Λ˜2〉
− 〈nz1, nr1,−Λ1| δΣϕ(r⊥, z)eiϕ sin(Kϕ) |n˜z2, n˜r2, Λ˜2〉
+ 〈nz1, nr1,Λ1| δΣz(r⊥, z) cos(Kϕ) |n˜z2, n˜r2, Λ˜2〉 ,
(C.19)
−i 〈α˜1,−i|σ · δΣ |α2,+i〉 =− i 〈n˜z1, n˜r1,−Λ˜1| δΣr(r⊥, z)eiϕ cos(Kϕ) |nz2, nr2,Λ2〉
+ 〈n˜z1, n˜r1,−Λ˜1| δΣϕ(r⊥, z)eiϕ sin(Kϕ) |nz2, nr2,Λ2〉
+ 〈n˜z1, n˜r1, Λ˜1| δΣz(r⊥, z) cos(Kϕ) |nz2, nr2,Λ2〉 .
(C.20)
Usput, lako se pokazˇe da su 〈α1,+i|σ ·δΣ |α2,+i〉 = 〈α1,−i|σ ·δΣ |α2,−i〉 = 0, sˇto je
konacˇan razlog blokovske strukture matrice δhˆD(ω) i time je opravdan rastav (3.31).
Josˇ treba rijesˇiti integrale iz (C.19) i (C.20):
〈nz1, nr1,−Λ1| δΣr(r⊥, z)eiϕ cos(Kϕ) |nz2, nr2,Λ2〉 = δ|Λ1+Λ2+1|,K
1 + δK,0
2
×
×
∫ +∞
−∞
dz
∫ +∞
0
r⊥dr⊥δΣr(r⊥, z)φnz1(z)φnz2(z)φ
|Λ1|
nr1
(r⊥)φ|Λ2|nr2 (r⊥),
(C.21)
〈nz1, nr1,−Λ1| δΣϕ(r⊥, z)eiϕ sin(Kϕ) |nz2, nr2,Λ2〉 = δ|Λ1+Λ2+1|,K
1− δK,0
2
× i
× sgn(Λ1 + Λ2 + 1)
∫ +∞
−∞
dz
∫ +∞
0
r⊥dr⊥δΣϕ(r⊥, z)φnz1(z)φnz2(z)φ
|Λ1|
nr1
(r⊥)φ|Λ2|nr2 (r⊥),
(C.22)
〈nz1, nr1,Λ1| δΣz(r⊥, z) cos(Kϕ) |nz2, nr2,Λ2〉 = δ|Λ1−Λ2|,K
1 + δK,0
2
×
×
∫ +∞
−∞
dz
∫ +∞
0
r⊥dr⊥δΣz(r⊥, z)φnz1(z)φnz2(z)φ
|Λ1|
nr1
(r⊥)φ|Λ2|nr2 (r⊥),
(C.23)
koji se takoder numericˇki integriraju na Gaussovoj mrezˇi. Time su potpuno zadane
matrice A, B, C i D koje zadaju δhˆ1(ω), dok δhˆ2(ω) racˇunamo iz (3.32), cˇime je
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izracˇunat prikaz induciranog jednocˇesticˇnog Hamiltonijana δhˆD(ω) u simplex-y bazi.
Zbog selekcijskih pravila i zbog simetricˇnosti matrica A i D, dovoljno je u Broyde-
novoj metodi koristiti samo neiˇscˇezavajuc´e elemente matrica B i C te neiˇscˇezavjuc´e
elemente gornjeg trokuta matrica A i D (zbog A = AT i D = DT ).
Dodatak D Racˇunanje elektromagnetske interakcije
D.1 Laplacijani baznih funkcija
Prilikom racˇunanja elektromagnetske interakcije, potrebni su nam Laplacijani pro-
tonske izoskalarne-vektorske gustoc´e: ∇2δρv,tz=+1(ω, r) i izoskalarne-vektorske struje:
∇2δJv,tz=+1(ω, r). Takoder, u skalarnom potencijalu Σs potreban je Laplacijan izoskalarne-
skalarne gustoc´e: ∇2δρs(ω, r). U implementaciji slijedimo formule (B.14), (B.32),
(B.33) i (B.34) uz jedinu razliku u zamjeni:
φnz1φ
|Λ1|
nr1
φnz2φ
|Λ2|
nr2
cos(Kϕ)
2pi
→ ∇2
(
φnz1φ
|Λ1|
nr1
φnz2φ
|Λ2|
nr2
cos(Kϕ)
2pi
)
. (D.1)
Koristec´i cˇinjenicu da su vektori:
|nz, nr,Λ〉 = φnz(z)φ|Λ|nr (r⊥)
eiΛϕ√
2pi
, (D.2)
svojstveni vektori deformiranog, aksijalno simetricˇnog, harmonicˇkog potencijala, mozˇe
se izracˇunati:
∇2
(
φnz1φ
|Λ1|
nr1
φnz2φ
|Λ2|
nr2
cos(Kϕ)
2pi
)
= φnz1φ
|Λ1|
nr1
φnz2φ
|Λ2|
nr2
cos(Kϕ)
pi
×
×
[−K2 + Λ21 + Λ22
2r2⊥
+
1
b40
(
r2⊥
b4r
+
z2
b4z
)
− nz1 + nz2 + 1
b20b
2
z
− 2(nr1 + nr2 + 1) + |Λ1|+ |Λ2|
b20b
2
r
]
+ φnz1
dφ
|Λ1|
nr1
dr⊥
φnz2
dφ
|Λ2|
nr2
dr⊥
cos(Kϕ)
pi
+
dφnz1
dz
φ|Λ1|nr1
dφnz2
dz
φ|Λ2|nr2
cos(Kϕ)
pi
.
(D.3)
Prisjetimo se da bazne funkcije sadrzˇe Hermiteove, odnosno Laguerrove polinome
pa je moguc´e egzaktno izraziti derivacije koje se pojavljuju u prethodnoj formuli po-
novno pomoc´u baznih funkcija, a same bazne funkcije izracˇunati koristec´i rekurzivne
relacije za Hermiteove i Laguerrove polinome [8]. Primijetimo da smo i u slucˇaju La-
placijana induciranih gustoc´a i struja uspjeli faktorizirati kutnu ovisnost cos(Kϕ),
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odnosno sin(Kϕ) u slucˇaju eϕ komponente inducirane struje. Drugim rijecˇima, po-
novno mozˇemo pisati:
∇2δρv,tz=+1(ω, r) =: ∇2
(
δρv,tz=+1(ω, r⊥, z)
)
cos(Kϕ), (D.4)
slicˇno faktoriziramo kutnu ovisnost i za ∇2δJv,tz=+1(ω, r).
D.2 Metoda Greenove funkcije
Promatrajmo samo Coulombov potencijal δVCou, jer je slucˇaj potencijala δV Mag ana-
logan. Pokazali smo da je inducirani Coulombov potencijal (C.9) dan s:
δVCou(ω, r) = ~cα
∫
δρv,tz=+1(ω, r
′)
|r − r′| dr
′. (D.5)
Coulombova interakcija je problematicˇna u prakticˇnim racˇunima ne samo zbog da-
lekodosezˇnosti koja sprijecˇava moguc´nost razvijanja u bazi oscilatora, nego i zbog
singularnosti u tocˇki r′ = r. Potonji problem mozˇemo zaobic´i nausˇtrb povec´anja
oscilatornog ponasˇanja podintegralne funkcije (sˇto znacˇi potrebu za viˇse cˇvorova pri-
likom numericˇke integracije):
δVCou(ω, r) =
~cα
2
∫
|r − r′|∇2r′
(
δρv,tz=+1(ω, r
′
⊥, z
′)
)
cos(Kϕ′)dr′. (D.6)
Pritom je koriˇsten identitet |r − r′|−1 = 1
2
∇2r′|r − r′| i Greenov identitet uz cˇinjenicu
da sve gustoc´e (i struje) eksponencijalno iˇscˇezavaju udaljavanjem od jezgre. Dakle,
vidimo da je problem singularnosti prebacˇen na povec´ano oscilatorno ponasˇanje po-
dintegralne funkcije jer sada integriramo Laplacijan protonske gustoc´e. Moguc´e je
egzaktno integrirati kutni dio prethodnog integrala po prostoru, te Coulombovu in-
terakciju zapisati kao dvodimenzionalni integral:
δVCou(ω, r) =
[∫ +∞
−∞
∫ +∞
0
G(r′⊥, z
′, r⊥, z)∇2r′
(
δρv,tz=1(ω, r
′
⊥, z
′)
)
r′⊥dr
′
⊥dz
′
]
cos(Kϕ),
(D.7)
gdje je Greenova funkcija dana s:
G(r′⊥, z
′, r⊥, z) = 2~cα
√
(r⊥ + r′⊥)
2 + (z − z′)2×IK
(
4r⊥r′⊥
(r⊥ + r′⊥)2 + (z − z′)2
)
. (D.8)
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Kutni integral IK(a) kojeg treba egzaktno rijesˇiti je:
IK(a) =
∫ pi/2
0
√
1− a cos2(x) cos(2Kx)dx, K ≥ 0, a ∈ [0, 1]. (D.9)
Manipulacijom prethodnog izraza, mozˇe se dobiti rekurzivna relacija za K ≥ 2:
IK(a) =
(
4K − 4
2K + 1
× 2− a
a
)
IK−1(a)−
(
2K − 5
2K + 1
)
IK−2(a). (D.10)
Pomoc´u inicijalizacije rekurzije drugog reda:
I0(a) = E(a), I1(a) =
(
2− 2a
3a
)
K(a)−
(
2− a
3a
)
E(a) (D.11)
lako izracˇunamo egzaktan izraz za IK(a) za bilo koji K koji se pojavljuje u prakticˇnim
implementacijama. K(a) i E(a) su potpuni elipticˇki integrali prve i druge vrste:
K(a) =
∫ pi/2
0
1√
1− a cos2(x)dx , E(a) =
∫ pi/2
0
√
1− a cos2(x)dx. (D.12)
Za njih postoje vrlo precizne polinomijalne aproksimacije [18] koje se brzo racˇunaju
pa Greenovu funkciju mozˇemo brzo i precizno izracˇunati u bilo kojoj tocˇki (r′⊥, z
′, r⊥, z).
To je korisno ako su zahtjevi za memorijom preveliki zbog velikog broja cˇvorova in-
tegracije pa smo prisiljeni racˇunati Greenovu funkciju nanovo u svakoj iteraciji. U
protivnom, ako mrezˇa cˇvorova nije prevelika, mozˇemo prije ulaska u iterativan pos-
tupak spremiti vrijednosti od G(r′⊥, z
′, r⊥, z) za sve tocˇke (r′⊥, z
′, r⊥, z) koje c´e nam
trebati, i koristiti ih tokom iterativnog postupka. Iskustvo pokazuje da c´e oscila-
torno ponasˇanje inducirane gustoc´e (struja) josˇ jacˇe biti izrazˇeno u njenom Lapla-
cijanu, sˇto rezultira potrebom za relativno velikim brojem integracijskih cˇvorova pri
numericˇkoj integraciji. Osim za neka relativno jednostavna pobudenja kao npr. mo-
nopolno pobudenje biti c´e cˇesto nemoguc´e spremiti cˇitavu Greenovu funkciju prije
iterativnog postupka. Zato je korisna moguc´nost brzog i preciznog racˇunanja Gre-
enove funkcije u proizvoljnoj tocˇki, sˇto je moguc´e napraviti opisanom metodom.
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