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Abstract—Graffiti tagging is a common issue in great cities
an local authorities are on the move to combat it. The tagging
map of a city can be a useful tool as it may help to clean-
up highly saturated regions and discourage future acts in the
neighbourhood and currently there is no way of getting a tagging
map of a region in an automatic fashion and manual inspection
or crowd participation are required. In this work, we describe a
work in progress in creating an automatic way to get a tagging
map of a city or region. It is based on the use of street view
images and on the detection of graffiti tags in the images.
Resumo—A pichac¸a˜o e´ um problema comum em grandes
cidades e autoridades locais se esforc¸am para combateˆ-la. O mapa
de pichac¸a˜o de uma regia˜o pode ser um recurso muito u´til, pois
pode auxiliar no combate ao vandalismo em regio˜es com alto
nı´vel de pichac¸o˜es e tambe´m a limpeza de regio˜es saturadas
para desestimular atos futuros na mesma regia˜o. Atualmente
na˜o existe uma maneira automa´tica de se obter o mapa de
pichac¸a˜o de uma regia˜o e atualmente ele e´ obtido pela inspec¸a˜o
manual da polı´cia ou pela participac¸a˜o popular. Nesse sentido,
descrevemos um trabalho em andamento no qual propomos uma
forma automa´tica de obter um mapa de graffiti de uma regia˜o
geogra´fica. Ele se baseia no uso de imagens com vista de rua e
na detecc¸a˜o de pichac¸a˜o nas imagens.
I. INTRODUC¸A˜O
Atualmente o grafite ja´ faz parte do cena´rio das gran-
des cidades. Pode ser categorizado como grafite artı´stico ou
pichac¸a˜o, como exemplificado na Figura 1, e enquanto o
grafite e´ considerado uma expressa˜o artı´stica e, como tal,
requer habilidades especı´ficas, a pichac¸a˜o e´ geralmente um
ato na˜o autorizado que as pessoas simplesmente exibem
frases ou nomes e a aceitac¸a˜o sobre pichac¸a˜o como arte e´
controversa [1], [2]. Em 2017, a prefeitura de Sa˜o Paulo,
Brasil decretou uma lei que 1 que definia uma multa de
ate´ R$10.000, 00 aos autores de crimes de pichac¸a˜o contra
patrimoˆnios pu´blicos.
Atualmente na˜o existe uma modo automa´tico de se criar
o mapa de pichac¸a˜o de uma regia˜o geogra´fica e a criac¸a˜o
por inspec¸a˜o manual e´ uma tarefa dispendiosa. Neste trabalho
descrevemos o trabalho em curso de uma metodologia para a
criac¸a˜o de um mapa de pichac¸a˜o baseado na segmentac¸a˜o de
regio˜es pichadas em imagens urbanas de pu´blico acesso.
1https://www1.folha.uol.com.br/cotidiano/2017/02/1860352-doria-
sanciona-lei-anti-pichacao-e-veta-ate-grafite-nao-autorizado.shtml
Figura 1. Grafite e pichac¸a˜o. As pinturas de grafite sa˜o frutos de trabalhos
meticulosos, enquanto as pichac¸o˜es sa˜o frequentemente atos na˜o autorizados
e compostos por letras e textos. Imagens obtidas a partir do servic¸o de
visualizac¸a˜o de ruas do [3].
II. TRABALHOS RELACIONADOS
Trabalhos anteriores exploraram a tarefa de identificac¸a˜o
de pichac¸a˜o em uma imagem [4]–[7] e paralelamente uma
se´rie de trabalhos utiliza dados geolocalizados para ana´lises
sociais, econoˆmicas e culturais [8]–[10]. Nenhum trabalho,
pore´m, investigou a variac¸a˜o da concentrac¸a˜o de pichac¸a˜o nos
diferentes bairros da cidade e sua correlac¸a˜o com indicadores
socio-econoˆmicos e culturais.
Ferramentas de combate a` pichac¸a˜o [4]–[7] utilizam
participac¸a˜o colaborativa e permitem que usua´rios equipados
com telefones celulares reportem atos de pichac¸a˜o. Alguns
trabalhos [11]–[13] atacam o problema de uma maneira di-
ferente e tentam identificar o ato de pichar. Outros trabalhos
recuperam pichac¸o˜es similares em um banco de dados de re-
fereˆncia [14] usando componentes conexos e pontos-chave cor-
respondentes em uma tentativa de associar pichac¸a˜o a gangues.
Outra abordagem busca identificar a autoria do pichac¸a˜o [15]
dada uma imagem de teste atrave´s da recuperac¸a˜o de imagens
similares, ca´lculo de uma me´trica baseada nos sı´mbolos conti-
dos, anotac¸a˜o manual e correspondeˆncia entre os pontos-chave
das imagens de pichac¸a˜o e as da gangue.
Como um sinal da relevaˆncia do tema em nı´vel global, a
Unia˜o Europe´ia tem um projeto [16] dedicado a` ana´lise dos
principais atores envolvidos nos atos de pichac¸a˜o, incluindo
escritores, cidada˜os, autoridades policiais e administrac¸a˜o
pu´blica. Este projeto inclui entrevistas com as partes interessa-
das e o estabelecimento de uma plataforma web que permitem
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a discussa˜o e o compartilhamento de ide´ias sobre o tema de
diferentes perspectivas. No Brasil, cidades altamente densas
como Sa˜o Paulo tambe´m enfrentam a presenc¸a generalizada
de pichac¸o˜es na cidade [17].
A segmentac¸a˜o semaˆntica e´ uma tarefa de Visa˜o Computa-
cional que visa dividir a imagem em classes conhecidas [18].
E´ uma tarefa complexa quando comparada com a classificac¸a˜o
de imagens e a detecc¸a˜o de objetos, pois requer a classificac¸a˜o
de cada pixel. A pesquisa nesta a´rea e´ ativa e trabalhos recen-
tes alcanc¸am altos nı´veis de acura´cia [18]–[22]. Uma tarefa
relacionada e´ a segmentac¸a˜o de instaˆncias, onde o objetivo
e´ adicionalmente identificar as instaˆncias. Por exemplo, no
caso de dois objetos com intersecc¸a˜o, o me´todo deve ser
capaz de identificar os limites de duas instaˆncias. Trabalhos
anteriores [23], [24] atacaram o problema precedendo o esta´gio
de detecc¸a˜o de objetos com um esta´gio de segmentac¸a˜o.
Trabalhos de aprendizagem profunda (deep learning) veˆm
atingindo os melhores resultados em diversas a´reas da Visa˜o
Computacional [19], [25]–[27], o que se observa tambe´m
na tarefa de segmentac¸a˜o. O trabalho de Mask-RCNN [28],
aborda a tarefa de segmentac¸a˜o de instaˆncias executando
as propostas de classificac¸a˜o e de segmentac¸a˜o de maneira
paralela. [28] baseia-se na arquitetura Faster-RCNN [29], mas
com uma ramificac¸a˜o adicional para segmentac¸a˜o de instaˆncia.
Servic¸os como [3], [30] fornecem acesso pu´blico a imagens
com vista de rua. As imagens sa˜o obtidas em diferentes
localizac¸o˜es geogra´ficas, perı´odos de aquisic¸a˜o e pontos de
vista. Uma se´rie de trabalhos ja´ utilizaram esse tipo de
imagem para fins de ana´lise urbana [31]–[33]. Os autores
de [8] utilizam imagens de vista da rua para comparar os
elementos arquitetoˆnicos de diferentes regio˜es geogra´ficas. O
trabalho [34] propo˜e a avaliac¸a˜o da vegetac¸a˜o urbana usando
o mesmo tipo de imagens.
III. MATERIAIS E ME´TODOS
Para estimar com confianc¸a o nı´vel de pichac¸a˜o em uma
regia˜o geogra´fica, propomos uma me´trica, o nı´vel de pichac¸a˜o,
calculada utilizando a segmentac¸a˜o das a´reas pichadas em
imagens de vista de rua.
A. Aquisic¸a˜o
Uma regia˜o geogra´fica de interesse e´ inicialmente definida
e as imagens dessa regia˜o sa˜o adquiridas. Idealmente, toda a
regia˜o deve ser mapeada, mas devido a limitac¸o˜es da cobertura
das imagens fornecidas e a restric¸o˜es computacionais, apenas
uma amostra e´ considerada. Existem diferentes maneiras de
realizar a amostragem [35], podendo ser classificadas em
amostragem aleato´ria e sistema´tica. A amostragem aleato´ria
remove o vie´s da selec¸a˜o, mas na˜o garante cobertura, dife-
rentemente da sistema´tica que garante cobertura com precisa˜o
arbitra´ria, mas adiciona vie´s.
Uma vez que a amostra geogra´fica e´ definida, consideram-
se as vistas de rua em cada ponto amostrado sendo que
idealmente toda a cena visı´vel em torno do observador deve
ser considerada. Uma u´nica vista panoraˆmica de 360◦ pode
ser usada, mas neste caso havera˜o distorc¸o˜es presentes nas
imagens obtidas. Alternativamente, pontos de vista comple-
mentares para cada local podem ser consideradas (veja a
Figura 2).
Figura 2. Quatro visualizac¸o˜es da mesma localizac¸a˜o geogra´fica. Imagens
obtidas de [3].
B. Identificac¸a˜o de pichac¸a˜o
Dado o objetivo de quantificar o nı´vel de pichac¸a˜o em um
determinado local, uma maneira simples e direta seria classifi-
car binariamente uma imagem se esta conte´m ou na˜o pichac¸a˜o.
No entanto, esta abordagem nos daria uma informac¸a˜o discreta
e imprecisa de cada regia˜o e assim definimos o nı´vel de
pichac¸a˜o P (l) de uma localizac¸a˜o geogra´fica l como a soma
das a´reas pichadas A em cada foto. Essa abordagem pode ser
afetada pelo projec¸a˜o e pela profundidade da cena. Assumimos
que regio˜es distintas, dado uma amostra de tamanho mı´nimo,
teˆm distribuic¸a˜o similar de projec¸o˜es e de distaˆncia ate´ os
anteparos e, com essa suposic¸a˜o, P (l) pode ser usado para
comparar regio˜es geogra´ficas diferentes. Como representamos
cada local l por um conjunto de k viso˜es, definimos P (l)
como a soma das a´reas das regio˜es que conteˆm pichac¸a˜o em
cada exibic¸a˜o. Podemos enta˜o agregar o nı´vel de pichac¸a˜o por
regia˜o geogra´fica e calcularmos a me´dia dos nı´veis de pichac¸a˜o
em nossa amostra de tamanho n (veja Equac¸a˜o 1).
P (R) =
∑n
j=1
∑k
i∈lj Ai
n
(1)
No´s optamos pelo me´todo Mask-RCNN [28] para nossa
tarefa de segmentac¸a˜o, dado seu alto desempenho relatado
em importantes benchmarks [36], [37]. Apesar de produzir
segmentac¸a˜o e informac¸a˜o de instaˆncias, neste trabalho esta-
mos apenas interessados na segmentac¸a˜o produzida.
Dada a inexisteˆncia de bases de dados de pichac¸a˜o dis-
ponı´veis, criamos um conjunto de dados com imagens ano-
tadas manualmente. Estes foram usados para treinar nosso
modelo.
IV. EXPERIMENTOS
Inicialmente, coletamos uma amostra piloto de 10.000 ima-
gens da cidade e as regio˜es que conteˆm pichac¸a˜o foram
identificadas manualmente. Nosso conjunto de treinamento e´
composto de 632 imagens anotadas manualmente. Usamos
uma arquitetura de redes residuais de 101 camadas [38] e
um modelo pre´-treinado no conjunto de dados COCO [37].
Utilizamos uma taxa de aprendizado de 0,001 e um momento
de 0,9 e treinamos por 80 e´pocas. Usamos o modelo obtido
na iterac¸a˜o de nu´mero 30, dado o seu menor erro de validac¸a˜o
(ver Figura 3). Utilizando a me´trica de precisa˜o me´dica
proposto em VOC 2007 [39], nosso modelo apresentou uma
precisa˜o me´dia de 0, 57. A Figura 4 apresenta uma amostra
das detecc¸o˜es avaliadas. O tempo para o processamento de
uma u´nica imagem foi de 0, 69s em uma Geforce GTX 1050.
Figura 3. Perda do modelo durante a etapa de treinamento.
Na Figura 5 podemos ver a cobertura heterogeˆnea das
imagens fornecidas por [3]. Os dois distritos inferiores apre-
sentaram pouca cobertura no momento de nossa aquisic¸a˜o,
dada a natureza predominantemente rural e despovoada dessas
regio˜es e, portanto, na˜o foram considerados neste estudo.
Usamos quatro visualizac¸o˜es para cada localizac¸a˜o ge-
ogra´fica, espac¸adas por 90◦. Observe na Figura 2 como
elementos de figuras adjacentes se cruzam, o que indica uma
ampla cobertura de cada localizac¸a˜o geogra´fica. 57% das
imagens consideradas sa˜o de 2017, como pode ser visto na
Tabela I.
Tabela I
ANO DE AQUISIC¸A˜O DA AMOSTRA ANALISADA
Year 2010 2011 2012 2013 2014 2015 2016 2017 2018
Pontos 1,241 16,311 207 422 2,182 4,563 4,211 39,391 317
Criamos uma malha sobre a extensa˜o espacial da cidade
com 134.624 pontos. Adotamos um espac¸amento vertical e
horizontal de 102 metros da nossa malha. Depois de eliminar
pontos cujas imagens sa˜o de provedores externos e regio˜es na˜o
mapeadas (ver Figura 5), obtivemos uma cobertura geogra´fica
de 68.752 pontos geogra´ficos e 275.339 imagens no total.
V. CONSIDERAC¸O˜ES FINAIS
Este trabalho apresenta uma projeto em curso sobre o ma-
peamento automa´tico de pichac¸a˜o em uma regia˜o geogra´fica.
Utilizamos imagens de rua de uma regia˜o amostrada sistema-
ticamente a partir da base do Google Maps [3] e identificamos
as pichac¸o˜es em cada imagem. Propomos uma me´trica para o
nı´vel de pichac¸a˜o de uma regia˜o geogra´fica.
Importante ressaltar que a me´trica de pichac¸a˜o proposta e´
sensitiva a` amostragem considerada, pois ela e´ calculada como
uma me´dia sobre os pontos amostrados. O me´todo proposto
tambe´m e´ sensitivo a escolha da abordagem de segmentac¸a˜o
utilizada, cuja acura´cia impacta diretamente o resultado final.
Etapas em andamento incluem o teste com outros algoritmos
de segmentac¸a˜o e uma ana´lise de pichac¸a˜o na cidade de Sa˜o
Paulo. Passos futuros incluem a utilizac¸a˜o do me´todo com uma
amostragem mais densa, comparac¸a˜o de diferentes regio˜es
geogra´ficas e identificac¸a˜o de pichac¸o˜es recentes atrave´s da
utilizac¸a˜o de bases espac¸o-temporais [40].
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