ABSTRACT Many large systems are not isolated but rather an integration of several parallel systems, referred to as multiplex networks. Aiming to improve the evaluation efficiency of a simulation-based approach, stochastic computational models are proposed for multiplex Boolean networks with non-Bernoulli sequences encoding signal probabilities. Then, the epidemic spreading process consisting of awareness diffusion on the virtual contact layer and epidemic spreading via physical contacts, is further considered. Given the impacts of nodes in the virtual contact layer, several benchmarks are used to test the average infection probability. The computational results indicate that a node with a larger spreading degree is likely to be an effective target for affecting the average infection probability, which extends the scope of existing observations, although the network topology also plays an important role in determining the infection effect.
I. INTRODUCTION
Boolean networks (BNs) provide a qualitative analysis of dynamic behaviors of gene regulatory networks (GRNs) [1] ; such networks seem to be often isolated. However, many realistic systems are usually coupled with others, consisting of the so-called multiplex networks, or a network of networks [2] , which were firstly proposed as an integration of parallel, interrelated networks when Mucha et al. [3] researched the robustness of coupled systems. In multiplex networks, each parallel system is an independent layer and some nodes simultaneously appear in all the layers. As such, the state changes of these nodes in a layer may affect the behavior/dynamics of the entire system due to their interdependency. For instance, social networks are regarded as one typical kind of multiplex networks, each layer of which usually supports different connections, e.g. family contacts, virtual online network contacts, and friendship links. Besides, multiplex networks have been successfully encapsulated into other real-world systems, e.g., the European air transport system [4] , the global cargo ship network [5] , power-grid [6] , to name but a few. As research utility of multiplex networks fast outbreaks, this framework has been broadly borrowed to analyze various dynamics upon them [7] - [16] , including diffusion [7] , epidemic spreading [8] - [10] , game theory [11] , opinion dynamics [12] , community detection [13] , traffic [14] and network synchronization [15] , [16] . The dynamic analysis of multiplex networks enables us to investigate the effects of various nodes and the interrelationships among different layers.
Among the above-mentioned procedures, the epidemic spreading process, as an evolving topic, has attracted much research effort due to its broad applications [17] - [20] . Despite the great progress, however, the vast majority of existing works assumed that the diffusion of disease took place on single networks, which, to some extent, could not predict the incidence of infection in reality. With the fast development of communications technology, individuals are interconnected not only in daily life but also on the internet. In this sense, it is definitely not enough to investigate disease diffusion with single network models [21] , and multiplex networks become of particular value to analyze the epidemic spreading process [22] . In particular, two-layered multiplex networks are widely investigated while the two layers are usually referred to as a virtual layer and a physical layer. The nodes in different layers represent either physical individuals or virtual nodes, while the connections between nodes indicate various relationships. In a virtual layer, the nodes can exchange information about the epidemic while in a physical layer, biological elements that carry the viruses of epidemic are exchanged among nodes. Each individual in the physical layer usually maps to one node in the virtual layer.
With regard to the dynamics of epidemic spreading, there are mainly two categories: Susceptible-Infected-Recover (SIR) [23] - [27] and Susceptible-Infected-Susceptible (SIS) [28] - [30] , where agents fall into one of the three compartments: susceptible (S), infected (I) or recovered (R) [9] , [31] . Based on these basic models, more assumptions are proposed. For example, aiming to evaluate the effect of awareness on the process of epidemic spreading, a mathematical model is proposed in [32] . The effect of patient isolation is investigated in [33] , and in [34] the study of competitive spreading over multilayer networks is provided. Immunization strategies are also pursued to investigate epidemic spreading on multilayered networks [35] , [36] . In this work, for simplicity, the SIS model is considered and the randomly permuted sequences in [37] are adopted. If other types of models (such as the SIR model) or properties need to be considered, similar stochastic analysis can be performed for multi-state networks as in [38] .
Simulation has also been widely used to investigate multiplex networks, including the Monte Carlo (MC) simulation [39] . For MC, it usually requires a large sample size to obtain a high accuracy due to the slow convergence property. Thus, a long simulation time is often required. Recently, a stochastic computational approach is utilized to analyze GRNs that can be considered as isolated networks. The simulation efficiency and accuracy are improved by using nonBernoulli sequences. Moreover, different stochastic models have been proposed to investigate the dynamic behaviors in GRNs [38] .
In this paper, a stochastic computational approach is applied to investigate the long run behavior of multiplex networks. The steady state distribution of multiplex networks can be efficiently determined by using a time-frame expansion technique. Furthermore, the proposed stochastic approach is shown to be applicable to the analysis of an epidemic spreading process. Based on this analysis, the average infection probability is predicted to reveal the effect of interactions in an epidemic network.
The contributions of this work are summarized as follows: 1. Stochastic computational models are incorporated into multiplex Boolean networks for the analysis of the SIS-UAU model (here U and A indicate unaware and aware respectively). With this novel approach, we increase the computation efficiency and the prediction accuracy.
2. The equivalence of the stochastic computational model to the theoretical model is proved. This approach incorporates signal correlations and avoids the inaccuracy due to the dependency between correlated signals.
3. The long run behaviors of general multiplex networks, mainly the SIS-UAU model in this work, can efficiently be determined.
The rest of the paper is organized as follows. Section II presents the fundamentals of multiplex Boolean networks. Section III reviews stochastic computation. Section IV presents a stochastic multiplex Boolean network model. The proposed model enables an efficient long run behavior investigation of the dynamics of either a totally or partially overlapped multiplex network. In Section V, an illustrative example is provided for validating the proposed model; then, an epidemic spreading process is considered to show the effect of node interactions by computing the average infection probability. Finally, Section VI concludes the paper.
II. MULTIPLEX BOOLEAN NETWORKS
Here, we investigate a multiplex Boolean network consisting of n nodes and k layers. Let n i represent the number of nodes in layer i, i = {1, 2, · · · , k}, then k i=1 n i = n. The states of nodes are assumed to evolve independently at different layers. As afore-mentioned, certain nodes may be involved in more than one layer being referred to as correlated joint nodes (e.g., the joint node x j is indicated by x 1 j and x 2 j respectively in different layers in Fig. 1 ). The state of a correlated joint node (i.e., a global state) at a certain time is determined by all the states of the corresponding nodes at different layers at the end of each time step. For instance, the global state of the correlated joint node x j at a time step is derived by considering intermediate states of x 1 j and x 2 j . Based on the functionf j (·) that describes the updating rule for the correlated joint nodej involved in multiple layers, the global state of node j at time VOLUME 6, 2018 t + 1,x j (t + 1), is given by:
where x i j (t) indicates the state of node j in layer i at time t. For the multiplex Boolean network investigated here, the nodes can be in one of two states, 0 or 1.
As an example, the disjunction relationship is considered for correlated joint nodes. Then,f j for the correlated joint node j is modeled by an OR logic. It implies that the global state of the correlated joint node is 1 if at least one of the intermediate states of the corresponding nodes in a layer is 1. If a node only emerges in one layer, then the global state of this node is equivalent to the state after updating (i.e., intermediate state). Then,f j is modeled by a buffer logic.
Hence, the state of node j at time t + 2 is determined as
where f i j (·) is the updating function for node j in layer
Here,x j (t + 1) indicates the global state of node j at time t + 1,x j (t + 1) ∈ {0, 1}, which is determined by (1) .
A schematic of a two-layered multiplex network is shown in Fig. 1 . Each layer indicates an independent system. The light blue nodes indicate the correlated joint nodes emerging in both layers, while the orange nodes only exist in a single layer.
III. STOCHASTIC COMPUTATION
In stochastic computation, stochastic sequences are used to encode signal probabilities. The stochastic number is indicated by setting a proportional number of bits to a specific value, e.g., 1 for Boolean values. With the information carried in the statistics of the binary bit streams, logic gates can be applied to efficiently compute probabilities [40] . A probabilistic computation is performed through stochastic logic operations by encoding signal probabilities into random binary bit sequences. Fig. 2 illustrates the adopted logic gates used for stochastic computation in this paper. In Fig. 2 , the input signal probabilities are encoded as binary sequences. By propagating the sequences through stochastic logic gates, an output sequence can be obtained; thus, the signal probability can be determined accordingly. For instance, as in Fig. 2(a) and (c), the complement of a probability and the multiplication of probabilities can are computed by an inverter and an AND gate with independent inputs respectively.
Due to the inevitable stochastic fluctuations, the computational result given by stochastic logic is not deterministic but probabilistic. However, corresponding fluctuation can be reduced by adopting non-Bernoulli sequences [37] . The signal correlations are tackled inherently by the bit-wise dependencies, thus making it an efficient approach [37] .
IV. STOCHASTIC MODELS FOR MULTIPLEX NETWORKS
In this section, a stochastic model is first proposed for the joint nodes of a two-layered multiplex network. Then, a stochastic model is presented for multiplex networks to simulate the epidemic spreading process, followed by a theoretical validation of the proposed stochastic model.
A. STOCHASTIC MODELS FOR CORRELATED JOINT NODES
For simplicity, a two-layered multiplex network consisting of one joint node is considered here. As shown in Fig. 3(a) , the correlated joint node exists in both layers. Let x j be represented by two virtual nodes, i.e., x 1 j for layer 1 and x 2 j for layer 2 respectively while x 1 m and x 2 l indicate the nodes only involved in layer 1 and 2 respectively.
The updating functions for nodes in Fig. 3 
At the end of time step t, the state of the correlated joint node is determined by the states of the virtual nodes in different layers. As a result, the global state of the correlated joint node is calculated as
, wheref j (·) describes the updating function for the correlated joint node j. The stochastic model for functionf j (·) can be efficiently obtained by using combinations of logic gates. Here, for simplicity, disjunction is chosen as the updating function for correlated joint nodes, thenf j (·) can be implemented by an OR gate. Thus, the global state of the correlated node is obtained as
. Hence, the state vector updating process from time t to t + 1 is implemented by the stochastic model presented in Fig. 3(b) . Aiming to obtain the state distribution after certain time steps, the technique of time-frame expansion in [38] is applied. If different functions other than disjunction are needed to determine the state of the correlated joint node, thef j module in Fig. 3 (b) connecting the two virtual nodes can be replaced by other logic gates, such as AND or XOR, or combinations of logic gates.
B. TWO-LAYERED MULTIPLEX NETWORKS FOR THE EPIDEMIC SPREADING PROCESS
As in Fig. 4 , the investigated network consists of a virtual layer and a physical layer. For simplicity, only six nodes are presented in each layer. Each node in the physical layer (i.e., the lower layer 2) indicates an independent individual, while the corresponding node in the virtual layer (i.e., the upper layer 1) represents his/her awareness.
To construct a stochastic model for the epidemic spreading process, let x i,1 and x i,2 represent the nodes in the upper and lower layers for an individual x i . Node x i,1 has two possible states: unaware (U) and aware (A), denoted by 0 and 1 respectively, while the state of node x i,2 can be either susceptible (S) or infected (I) as indicated by 0 or 1 respectively. Hence, the four possible states of an individual x i are listed in Table 1 . At a certain time, each node x i has a probability of being in one of these states, as denoted by
respectively. For the example in Fig. 4 , the upper layer is used to support the spreading of people's awareness of the epidemic, while the lower layer shows whether the person is infected by the epidemic or not. A node in the virtual or physical layer can affect or be affected by the other nodes in the virtual or physical layer. Meanwhile, the awareness of the epidemic influences the possibility of being infected as unaware individuals are likely to have little information about the epidemic. Thus, it is highly likely that they will not take any measure to prevent themselves from being infected. However, the infection can directly result in the individual's awareness of the epidemic.
Here, some assumptions are listed as follows [9] : 1) An individual becomes aware of the epidemic with a probability of λ due to communications with connected neighbors;
2) If the individual is already infected by the epidemic, then he or she is aware of the epidemic immediately;
3) The epidemic is usually seasonal and an individual is likely to forget the awareness and not to care about it; thus, the individual becomes unaware of the epidemic again in the future. Let the probability of this occurrence be δ;
4) The infected individual recovers with a probability of µ. 5) If an individual is aware (indicated in the virtual layer) and is susceptible (indicated in the physical layer), then the infectivity is reduced by a factor of γ , as he or she is likely to take some preventive measures. Hence, if the original infectivity is β U , the reduced infectivity is γβ U .
C. STOCHASTIC MODEL FOR THE EPIDEMIC SPREADING PROCESS
For a two-layered multiplex network, a node in the virtual layer or physical one, i.e., x i,j (j = {1, 2}), has a number of linked neighbors. For instance, as in Fig. 4 , the neighbors of node 1 in the virtual layer are listed as nodes 2 and 3. For node x i,j , assume that the total number of its neighbors is m. Fig. 5 shows an illustration of node x i,j and its neighbors being denoted as x i1,j , · · · , x il,j , · · · , x im,j . As presented in [9] , the probabilities for node x i,j being not informed by any neighbors (indicated by r i ), being not infected by any neighbors if x i,j is aware (represented by q A i ), and being not infected by any neighbors if x i,j is unaware (indicated by q U i ) are described as follows [9] 
where m represents the total number of neighbors for individ-
The parameters for (4) are the same as those introduced in Section B.
As the values for r i , q A i and q U i are needed for further analysis of the multiplex network, corresponding models implementing (4) are presented here for constructing a complete stochastic computational model for multiplex networks. Equation (4) can be efficiently implemented by combinations of stochastic NOT and AND gates. As the state combinations AI and AS are independent events, the addition (p A l = p AI l + p AS l ) can be implemented by an OR gate with the input signal probabilities provided by stochastic sequences. For the node x i,j in Fig. 5 , the stochastic models for calculating the signal probabilities of r i , q A i , and q U i by (4) are presented in Fig. 6(a) , (b) and (c) respectively.
Assume that the initial probabilities for different state combinations of individual i are provided as
Here, p UI i = 0 due to the assumption that an individual becomes aware of the epidemic immediately once he or she is infected. Then, (5) , as shown at the bottom of this page, is given by [9] Fig. 7 can be applied to determine the stochastic sequences for the probabilities of state combinations listed in Table 1 , such as p AI i .
35296 VOLUME 6, 2018 FIGURE 8. Stochastic architecture for the state transition of individual x i . x i ,1 and x i ,2 denote the nodes in the virtual layer and the physical layer respectively. The input sequences are generated by the stochastic architecture in Fig. 6 .
For a two-layered multiplex network for the epidemic spreading process, layer 1 and layer 2 indicate the virtual layer and the physical layer, respectively, as illustrated in Fig. 4 . Let x i,1 and x i,2 denote the states of nodes in layer 1 (virtual layer) and layer 2 (physical layer) for an individual • S(x i,1 ) j S(x i,2 ) j = 00: this indicates, for the jth trial, the individual x i is unaware of the epidemic (S(x i,1 ) j = 0) and is susceptible (S(x i,2 ) j = 0). As the individual is unaware of the epidemic by him-or herself for the jth trial, whether he or she is aware or unaware of the epidemic is determined by the probabilities for node x i,j not informed by any neighbor (r i ), i.e., S(x i,1 ) j = not(S (r i ) j ). Here, S (r i ) is derived by using the model in Fig. 6(a) . Then, if S(x i,1 ) j = 0, the infectivity is given
). The signal probabilities q U i and q A i can be obtained by the stochastic models in Fig. 6(c) and (b) respectively.
• S(x i,1 ) j S(x i,2 ) j = 01 : for this scenario, the individual x i is infected and unaware of the epidemic at the jth trial. The scenario is dummy, as it does not exist. This is due to the assumption that the individual is aware of the epidemic once he or she is infected by the epidemic.
• ).
• S(x i,1 ) j S(x i,2 ) j = 11: this indicates for the jth trial, the individual x i is aware of the epidemic (S(x i,1 ) j = 1) and is infected (S(x i,2 ) j = 1). As analyzed for the previous scenario, if ignoring or forgetting is considered, the next state of node x next i,1 of the jth trial (i.e., S(x next i,1 ) j ) is given by S(x next i,1 ) j = not(S (δ) j ). Whether the individual is aware or unaware after the state updating of the virtual layer plays no role in the state updating of the physical layer as the individual is already infected. If the recovery probability is given by µ, then the next state of node x next i,2 of the jth trial (i.e., S(x next i,2 ) j ) is given by not(S (µ) j ); here, S (µ) j = 1 denotes the case of recovery from the epidemic.
Here, an extra module is necessary if the state combination of the nodes is 01(UI) as the individual is aware of the epidemic immediately after he or she is infected, i.e., 11 (AI). This state transition from 01 (UI) to 11 (AI) is implemented by the OR module in the dashed square shown in Fig. 8, i .e., S(x next i,2 ) j = OR(S(x next i,2 ) j . Based on the above analysis, the stochastic model for the state updating process of nodes (described by (5) for two adjacent time steps is illustrated in Fig. 8 .
Furthermore, for the accurate analysis of (5), the signal probabilities (r i , q A i and q U i ) are directly multiplied; this indicates that the corresponding signals are assumed to be statistically independent. However, it may not necessarily be the case because a signal correlation may occur due to the VOLUME 6, 2018 are not taken into account by directly multiplying the signal probabilities as in (5). However, the stochastic computational approach can handle the problem of signal correlations inherently as the signal correlation is carried by the sequences.
D. MODEL VALIDATION
For a set of initial input probabilities, an analysis using the stochastic model in Fig. 8 respectively. After being processed by the 2-to-1 multiplexer i.e., MUX1 in Fig. 8 , the state of node x i,1 is determined by
Then, according to the transition probability trees in Fig. 9 , the probabilities after the update of the virtual layer for node x i are given by [9] :
Given (6), (7) through (10) can be simplified as
Similarly, for node x i the signal probabilities after the update process in the physical layer are calculated as
35298 VOLUME 6, 2018 Then, the signal probabilities of x i,1 x next i,2 are given by:
Hence,
The OR gate in the dashed square immediately transfer the state combination from UI to AI if 
Otherwise,
The equations (27) , (28) and (29) are equivalent to (5) . This validates the proposed model.
E. STOCHASTIC MODELS FOR EXTERNAL FACTORS
In practice, there exist factors that can notify nodes in multiplex networks of the epidemic. For instance, the existence of social network tools on the internet plays an important role in advertising the epidemic. Meanwhile, such factors may have impact on a number of nodes in the virtual layer. Hence, the probability of being unaware of the epidemic will be greatly reduced. Then, individuals are likely to take some preventive measures. However, no corresponding node exists in the physical layer for the social network tools. Thus, the external factors that exist in the virtual layer can only indirectly affect the infection probability.
Furthermore, an external factor can also be the injection of certain epidemic vaccine such as that for the virus flu. In this case, the infectivity of the node affected by such factors can also be reduced to a large extent.
The existence of such external factors can reduce the infection probability directly or indirectly. As we see in Fig. 10 , a node X that affects four neighboring nodes is inserted in the virtual layer. The stochastic model for considering the effect of external factors is shown in Fig. 11 .
Certain external factors affect an individual's awareness of the epidemic. Here, we take x i,1 as an example and p indicates the occurrence of the external factor. Let p(x i,1 ) indicate VOLUME 6, 2018 FIGURE 10. An architecture of the multiplex networks for the epidemic spreading process with a common virtual node considered.
FIGURE 11.
Stochastic model for the virtual node by incorporating the effect of an external factor. The stochastic sequence S(x i ,1 ) represents the probability of the virtual node x i ,1 ; while S(x i ,1 ) indicates the stochastic sequence after incorporating the impact of the external factor. the probability of x i,1 being already aware of the epidemic, it can be encoded into a stochastic sequence S(x i,1 ). If x i,1 is unaware of the epidemic (i.e., x i,1 = 0), then the probability of becoming aware is p; otherwise, x i,1 = 1. Based on this analysis, the effect of external factors can be efficiently modeled by an OR gate as in Fig. 11 . This stochastic model is also applicable to an external factor affecting a number of individuals in the physical layer. Hence, if a node is affected by an external factor, a stochastic mode can be constructed by integrating the model in Fig. 11 into that in Fig. 8 .
V. RESULTS AND DISCUSSION

A. VALIDATION OF STOCHASTIC MULTIPLEX MODELS
To validate the stochastic model in Fig. 8 , the probabilities of different state combinations (i.e., US, UI, AI and AS) obtained by the stochastic analysis are compared with those by the analytical approach. The results are obtained under the same experimental conditions.
A two-layered multiplex network consisting of three correlated joint nodes is analyzed as shown in Fig. 12(a) . Based on the stochastic models in Fig. 6 and Fig. 8 , a stochastic architecture for the multiplex network in Fig. 12(a) is constructed in Fig. 12(b) . The adopted sequence length for the stochastic analysis is 10k bits. The initial parameters are shown in Table 2 . After one transition, the comparison of the obtained state probabilities for r a , q A a , q U a , p US a , p AS a , p AI a are also presented in Table 2 .
As revealed by the results in Table 2 , the stochastic computational approach is capable of predicting the state probabilities with negligible inaccuracy. As discussed in [37] , the stochastic fluctuations can be reduced with the increase of sequence length. Hence, the sequence length can be increased to meet high accuracy requirement.
Furthermore, analysis of the multiplex network in Fig. 12(a) is also performed using MC simulation for comparison. The results obtained for p US a , p AS a , p AI a are presented in Table 3 (here, the simulation runs (Num) or sequence length (L) equal to 1k, 10k and 100k; experiments are performed for 30 times). The mean and variance (var.) of the obtained results are provided.
For a large number of simulation runs/sequence length, the results obtained by MC simulation and stochastic analysis both follow Gaussian distributions. As per the results in Table 3 , similar mean values can be obtained by the two approaches, while the variance of stochastic analysis is always smaller than that of MC simulation. If the confidence level is provided as 95%, then the error is calculated as E = z c µ v m , where µ and v respectively denotes the accurate mean and the variance of the distribution of the results, m indicates the number of experiment trials, z c equals to 1.96 here. Hence, we can conclude that E will decrease if a larger m is used. As to the simulation here (for simplicity, we mainly focus on the scenario of 100K and the probability of p AI a , similar analysis can be conducted accordingly for other scenarios and state probabilities), the standard deviations for the stochastic analysis and MC simulation are found to be 1.7899×10 −6 and 3.0373×10 −6 , respectively, for p AI a (µ = 0.2791). Therefore, for a confidence level of 95%, the error for the stochastic approach is smaller than that for the MC simulation. This indicates that the stochastic analysis is more accurate than MC simulation. This occurs because for the stochastic approach the used non-Bernoulli sequences have a deterministic number of 1s, so the variance is smaller in the results. Fig. 12 (a) using different approaches.
FIGURE 13. Schematic of the network described by (30) . A regular arrow indicates a positive activating interaction; while a blunted arrow represents an inhibition.
in the upper layer and x 4 in the lower layer. The multiplex network in Fig. 13 is further analyzed for validating the proposed stochastic models. The logical functions for different layers of the multiplex network in Fig. 13 are given by
Layer 2 :
Without loss of generality, OR is used as the updating rule to determine the state of the joint node involved in multiple layers. Hence, the states of nodes x 2 and x 3 are determined by:
As in Fig. 14, a stochastic architecture is shown for the state vector updating process from time t to t + 1. The stochastic architecture is based on the stochastic model in Fig. 3 . The simulation of the stochastic architecture in Fig. 14 is performed for 30 iterations. The obtained state probability distribution is considered as stable and obtained accordingly. The adopted sequence length is 100,000 bits and the average simulation time is 0.142243 s. As indicated by the simulation VOLUME 6, 2018 time, the signal probability distribution after certain iterations can be efficiently determined. Thus, a partially overlapped network can be also efficiently evaluated by the stochastic analysis.
C. ANALYSIS OF MULTIPLEX NETWORKS FOR THE EPIDEMIC SPREADING PROCESS
Multiplex networks for the epidemic spreading process are further evaluated for two cases. Case 1 considers no external factor as in Fig. 4 and case 2 considers the effect of external factors as shown in Fig. 7 . The parameters are the same as those in Table 2 . The infection probability of the community is determined for further analysis. Here, the average infection probability (mainly for individuals in the physical layer) is described as follows
where N indicates the total number of investigated individuals in the community and p i,2 represents the infection probability of individual i.
With the given parameters and system topology, the corresponding r i , q A i and q U i can be effectively determined using the stochastic model in Fig. 6 . A stochastic architecture can be constructed with the application of the stochastic model in Fig. 8 . With the adoption of the time frame expansion technique, the infection probabilities of individuals in the investigated community can be efficiently determined. Then, the average infection probability can be obtained by (32) .
The signal probability distributions of the investigated community of six individuals for case 1 (without considering external factors) are shown in Fig. 15 for after 30 iterations. FIGURE 15. Signal probability distribution after 30 iterations for different scenarios (case 1). The adopted sequence length is 100,000 bits and the initial state probabilities of the nodes in the investigated system are totally random.
In order to investigate the effect of an external factor in the virtual layer on the infectivity, case 2 is further analyzed by using the stochastic model in Fig. 11 . The results are plotted in Fig. 16 .
As revealed by the results in Fig. 16 , the incorporation of the common node (indicating external factors affecting a number of nodes) can reduce the average infection probability. The amount of reduction varies when the external factor affects different nodes in the virtual layer, as indicated in Fig. 16(a) . This indicates that the effect of an external factor FIGURE 16. (a) Average infection probability distributions for cases. The simulations are carried out for 30 iterations to derive the stable output. The adopted sequence length is 100,000 bits and the initial states of the nodes are totally random. (b) The average infection probability for different iteration numbers (here the probability of effectiveness of an external factor equals to 0.9).
is closely related with the node being affected; as for different nodes affected by the same external factor, the effect of a different number of neighbors is investigated.
As indicated in Fig. 16(a) , the average infection probability is the lowest when the external factor is affecting node x 4,1 . As can be seen in Fig. 9, x 4 ,1 has four neighbors in the virtual layer, the largest number of neighbors among all the nodes. Hence, we can draw the conclusion that the average infectivity can be reduced with a larger extent by affecting the nodes with a larger number of neighbors, this is also consistent with other research works.
Given the occurrence of an external factor, the probability for a node to be affected in the multiplex network by the external factor varies; this probability is referred to as an effective probability for the external factor. Furthermore, to investigate the relationship between the infection probability for an individual and the effective probability for an external factor, the effect of different effective probabilities of the same external factor on the average infection probability are also investigated. Here, the effective probability varies from 0.1 to 0.9, increased by 0.1 every time. Assuming only one single node in the virtual layer is affected, the simulation results are presented in Fig. 16(a) . For a specific node, the average infection probability reduces with the increase of effective probability of the external factor. This result shows the importance of advertising the epidemic once it occurs. Furthermore, if the number of nodes that can be affected by the external factor varies, the infection probability will change.
In Fig. 16(b) , the average infection probability is calculated for 30 iterations. The average infection probability comes to a stable value after certain number of iterations. From these results, the effect of reducing average infection probability by introducing external factors is closely related with the number of neighbors for the individual affected in the virtual layer. As indicated by Fig. 9, nodes x 2,1 and x 3,1 have the same number of neighbors and the corresponding simulation results are similar, as shown in Fig. 16(b) . Hence, if the affected nodes are with the same number of neighbors and parameters, the infection probabilities of different cases are similar. For x 1,1 and x 6,1 , the numbers of neighbors are 3 and 2 respectively, however, the average infection probability for affecting different nodes are similar. Hence, the alteration of the average infection probability by interacting certain nodes is not only related with the number of neighbors (i.e., degree) but also closely related with the structure of the multiplex network.
VI. CONCLUSION
A stochastic computational approach is proposed to analyze multiplex networks in this manuscript. For simplicity, the disjunction relationship of joint node is modeled by an OR gate. If other updating functions for correlated joint nodes need to be analyzed, different logic gates can be used. Then, a stochastic model can be constructed using logic gates by analyzing the network topology. With the application of the time frame expansion technique, the state probability distributions can be efficiently determined. Next, two-layered multiplex networks for the epidemic spreading processes are further analyzed. The stochastic approach takes into account signal correlations and avoids the inaccuracy caused by inaccurate analysis due to the dependency between correlated signals. This method decreases the complexity of computation and guarantees the accuracy. Finally, a virtual node indicating an external factor is considered with respect to its effect on the average infectivity. When different virtual nodes are interacted, the average infection probabilities are analyzed, and the most important virtual node affected by an external factor is determined.
The average infection probability is also affected by the effective probability of the external factor, as perceived by the common sense. Nevertheless, if the number of nodes affected by the external factor varies, the average infection probability is likely to be changed. As indicated by the simulation results, the most important virtual node to be affected to reduce the average infection probability is not only determined by the number of neighbors, but also by the topology of the multiplex network. In the future, we will focus on the investigation of general multiplex networks and other applications [41] , [42] .
