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GEODESIC FIELDS FOR PONTRYAGIN TYPE C0-FINSLER
MANIFOLDS
RYUICHI FUKUOKA AND HUGO MURILO RODRIGUES
Abstract. Let M be a differentiable manifold, TxM be its tangent space
at x ∈ M and TM = {(x, y);x ∈ M ; y ∈ TxM} be its tangent bundle. A
C0-Finsler structure is a continuous function F : TM → [0,∞) such that
F (x, ·) : TxM → [0,∞) is an asymmetric norm. In this work we introduce the
Pontryagin type C0-Finsler structures, which are structures that satisfy the
minimum requirements of Pontryagin’s maximum principle for the problem of
minimizing paths. We define the extended geodesic field E on the slit cotangent
bundle T ∗M\0 of (M,F ), which is a generalization of the geodesic spray of
Finsler geometry. We study the case where E is a locally Lipschitz vector
field. Finally we show some examples where the geodesics are more naturally
represented by E than by a similar structure on TM .
1. Introduction
Let M be a differentiable manifold, TxM be its tangent space at x ∈ M and
T ∗xM be its cotangent space at x. Denote the tangent and cotangent bundle of
M by TM = {(x, y);x ∈ M,y ∈ TxM} and T ∗M = {(x, α);x ∈ M,α ∈ T ∗xM}
respectively. The slit tangent bundle and the slit cotangent bundle of M will be
denoted by TM\0 and T ∗M\0 respectively. A C0-Finsler structure on M is a
continuous function F : TM → R such that F (x, ·) is an asymmetric norm (a norm
without the symmetry condition F (x, y) = F (x,−y)). C0-Finsler structures arise
naturally in the study of intrinsic metrics on homogeneous spaces. In [7, 8], the
author proves that if M is a locally compact and locally contractible homogeneous
space endowed with an invariant intrinsic metric dM , then (M,dM ) is isometric to
a left coset manifold G/H of a Lie group G by a compact subgroup H < G endowed
with a G-invariant C0-Carnot-Carathe´odory-Finsler metric. He also proved that
if every orbit of one-parameter subgroups of G (under the natural action a : G ×
G/H → G/H) is rectifiable, then dM is C0-Finsler.
Finsler geometry and Riemannian geometry have several points in common. Dif-
ferential calculus is one of their main tools and, as a consequence, geometrical ob-
jects like geodesics are very similar. For instance, given x ∈ M and y ∈ TxM ,
there exists a unique geodesic γ : (−, ) → M such that γ(0) = x and γ′(0) = y.
The study of connections and curvatures in Finsler geometry resembles the study
of those objects in Riemannian geometry. On the other hand there are some differ-
ences between them as well, like the non-existence of a canonical volume element
in Finsler geometry, what makes geometric analysis as developed in Riemannian
geometry less natural in Finsler geometry.
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Geometrical properties of C0-Finsler manifolds can be very different from those
of Finsler manifolds. For instance R2 endowed with the maximum norm can be
canonically identified with a C0-Finsler manifold (M,F ). Given x ∈ R2 and a vector
y in the tangent space of x, there exist infinitely many geodesics γ : (−, ) → R2
with constant speed such that γ(0) = x and γ′(0) = y. On the other hand, we
have a large family of projectively equivalent C0-Finsler manifolds on R2 such that
for every pair of points, there exists a unique minimizing path connecting them:
All minimizing paths are line segments parallel to the vectors (0, 1), (
√
3/2, 1/2)
or (−√3/2, 1/2) or else a concatenation of two of these line segments (see [12]).
Therefore if y isn’t parallel to one of these three vectors, then there isn’t any
geodesic satisfying γ(0) = x and γ′(0) = y. If y is parallel to one of these vectors,
then there exist infinitely many minimizing paths satisfying γ(0) = x and γ′(0) = y.
C0-Finsler geometry is much less developed than Finsler geometry, mainly due
to the lack of a model theory (like Riemannian geometry) to follow and the impos-
sibility to use the differential calculus directly on a C0-Finsler structure. In [13,21]
the authors consider a C0-Finsler structure F and create a one-parameter family of
Finsler structures (Fε)ε∈(0,1) that converges uniformly to F on compact subsets of
TM . This smoothing works properly on Finsler structures F , that is, several con-
nections of Finsler geometry and the flag curvatures of (M,Fε) converges uniformly
on compact subsets to the respective objects of (M,F ).
The present work is another effort to create a systematic tool in order to study
C0-Finsler manifolds. We present the Pontryagin type C0-Finsler structures, which
are structures that satisfy the minimum requirements of Pontryagin’s maximum
principle (PMP) for the problem of minimizing paths. It is developed through
the Hamiltonian formalism and as a result we obtain Hamiltonian fields on T ∗M .
When submitting such vector fields to the condition of PMP, we obtain the extended
geodesic field E on T ∗M\0, which is a generalization of the geodesic spray of Finsler
geometry. We show through examples that E isn’t just a theoretical object. It
allows us to calculate geodesics in specific cases even when E isn’t a vector field (see
Subsection 9.1). We also show an instance where the geodesics of M are faithfully
represented by a locally Lipschitz vector field E but they can’t be represented by a
locally Lipschitz vector field on TM\0 (see Subsection 9.2).
The study of geometry through Hamiltonian formalism, Legendre transformation
and PMP allowed us to tackle more general problems, as well as to see classical
problems in a new perspective (see for instance [1], [2], [3], [6], [14], [15], [16] and
[17] among many other works). This work has several similarities with [3]. There
the geodesics of a sub-riemannian manifold can’t be represented naturally in TM
through a geodesic field because there are vectors which aren’t horizontal. In order
to overcome this shortcoming, the problem is represented by a vector field on T ∗M
using PMP and Hamiltonian formalism. This is enough to represent normal and
abnormal extremals. The present work follows the same philosophy although there
are differences in the technical part. Another contribution of this work is the use
of convex analysis for this kind of problem.
In differential geometry, it is usual to use the term differentiable and smooth
for something of class C∞. In this work, the term smooth stands for C∞ and
the term differentiable has the usual meaning, that is, its variation can be locally
approximated by a linear map in coordinate systems. We make this distinction
because we deal with several non-smooth maps. The exception applies to the terms
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like differentiable manifold, differentiable structure, etc, because they are widely
used. Differentiable manifolds will be always of class C∞.
This work is organized as follows. In Section 2 we summarize the theory necessary
for the development of this work. In Section 3 we define the Pontryagin type C0-
Finsler manifolds. In Section 4 we present the extended geodesic field E and we
prove that minimizing paths on (M,F ) parameterized by arclength are necessarily
projection of integral curves of E (see Theorem 4.4). We also prove that E is a
generalization of the geodesic spray of Finsler geometry (see Theorem 4.9). In the
next four sections we study conditions that guarantee that E is a locally Lipschitz
vector field on T ∗M\0. Section 5 deals with the geometry of asymmetric norms on
vector spaces and its dual asymmetric norm. In Section 6 we study the horizontally
C1 families of asymmetric norms in order to provide a large family of Pontryagin
type C0-Finsler manifolds in Section 7. In Section 8 we prove that invariant C0-
Finsler structures on homogeneous spaces are of Pontryagin type. We also prove
that if F restricted to any tangent space is strongly convex, then E is a locally
Lipschitz vector field (see Theorem 8.1). Section 9 is devoted to the study of
two examples. Both are examples of quasi-hyperbolic planes, which were studied
extensively by Gribanova in [14]. Our study is focused on the usefulness of E instead
of doing explicit calculations using PMP as it was done in [14]. Finally in Section
10 we leave some open problems for future works.
This work was done during the Ph.D. of the second author under the supervision
of the first author at State University of Maringa´, Brazil. The authors would like to
thank Je´ssica Buzatto Prudeˆncio and professors Adriano Joa˜o da Silva, Fernando
Manfio, Josiney Alves de Souza, Luiz Antonio Barrera San Martin and Patricia
Hernandes Baptistelli for their suggestions. The second author would like to thank
the Ph.D. fellowship from Coordenac¸a˜o de Aperfeic¸oamento de Pessoal de Nı´vel
Superior, CAPES, Brazil and from Fundac¸a˜o Arauca´ria, Brazil.
2. Preliminaries
In this section we fix notations and we present a summary of the results we use in
this work. We make this section short because the prerequisites can be found in the
literature. For control theory and Pontryagin’s maximum principle, see §11 and §12
of [18]. For the Hamiltonian formalism developed on differentiable manifolds, see
[4]. The Finsler geometry prerequisites can be found in [5] and the convex analysis
prerequisites can be found in [19].
In this work the Einstein convention for the summation of indices is in place,
except in Section 4, until Theorem 4.4, where there are two possible variation of
indices.
Definition 2.1. An asymmetric norm F on a finite dimensional real vector space
V is a function F : V → [0,∞) satisfying
• F (y) = 0 iff y = 0;
• F (λy) = λF (y) for every λ > 0 and y ∈ V ;
• F (y1 + y2) ≤ F (y1) + F (y2).
Compare with [10].
Definition 2.2. If F is an asymmetric norm on V , then we define the following
subsets:
(1) BF (y,R) = {z ∈ Rn;F (z − y) < R}, open ball with center y and radius R;
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(2) BF [y,R] = {z ∈ Rn;F (z− y) ≤ R}, closed ball with center y and radius R;
(3) SF [y,R] = {z ∈ Rn;F (z − y) = R}, sphere with center y and radius R.
Definition 2.3. A C0-Finsler structure on a differentiable manifold M is a con-
tinuous function F : TM → [0,∞) such that F (x, ·) : TxM → R is an asymmetric
norm for every x ∈M .
Remark 2.4. There are three definitions of Finsler structure in the literature. The
smooth version (see [5]) is by far the most usual and there are two versions where F
is continuous: in one of them F (x, ·) is a norm (see [9]) and in the other one F (x, ·)
is an asymmetric norm (see [16]). In this work we use the first definition. In [11,12],
the first author of this work and his collaborators used the term C0-Finsler structure
for the second definition of Finsler structure. The term C0-Finsler structure given
in Definition 2.3 coincides with the third definition of Finsler structure above. It
was first used in [13] and it is a natural generalization of (smooth) Finsler structure.
We denote the open ball in TxM centered at y with radius R by BF (x, y,R).
Similar notations hold for closed balls and spheres on tangent spaces.
Now we present the Euler’s theorem, that can be found in [5]. It is used several
times in this work and it is put here for the sake of convenience.
Theorem 2.5 (Euler’s theorem). Suppose that f : Rn → R is differentiable in
Rn\0. Then the following statements are equivalent:
(1) f is positively homogeneous of degree r, that is, f(λy) = λrf(y) for every
λ > 0;
(2) The radial directional derivative of f is given by yi ∂f∂yi = rf(y).
Let (M,F ) be an n-dimensional Finsler manifold. Let φ = (x1, . . . , xn) be a
coordinate system on M and dφ = (x1, . . . , xn, y1, . . . , yn) be the natural coordinate
system on TM with respect to φ. Then gij =
1
2
∂2F 2
∂yi∂yj : TM\0 → R are the
coefficients of the fundamental tensor of F and
Cijk =
1
2
∂gij
∂yk
are the coefficients of the Cartan tensor. We have that
∂gij(x,y)
∂yk
yi =
∂gij(x,y)
∂yk
yj =
∂gij(x,y)
∂yk
yk = 0 (1)
where gij(x,y) are the coefficients of the fundamental tensor at (x, y) and y
i are the
coordinates of y. The formal Christoffel symbols of second kind of (M,F ) are given
by
γijk =
1
2
gis
(
∂gsj
∂xk
+
∂gsk
∂xj
− ∂gjk
∂xs
)
, (2)
where gis are the coefficients of the inverse tensor of gis.
3. Pontryagin type C0-Finsler manifolds
In this section we introduce the Pontryagin type C0-Finsler manifolds. We de-
fine them in order to satisfy the minimum requirements of Pontryagin’s maximum
principle (PMP). The control region C is the Euclidean unit sphere Sn−1.
GEODESIC FIELDS FOR PONTRYAGIN TYPE C0-FINSLER MANIFOLDS 5
Definition 3.1. A C0-Finsler manifold is of Pontryagin type at p ∈M if there exist
a neighborhood U of p, a coordinate system φ = (x1, . . . , xn) : U → Rn (with the
respective natural coordinate system φTU := dφ : (x
1, . . . , xn, y1, . . . , yn) : TU →
R2n of the tangent bundle) and a family of C1 unit vector fields
{x 7→ Xu(x) = (y1(x1, . . . , xn, u), . . . , yn(x1, . . . , xn, u));u ∈ Sn−1}
on U parameterized by u ∈ Sn−1 such that
(1) u 7→ Xu(x) is a homeomorphism from Sn−1 ⊂ Rn onto SF [x, 0, 1] for every
x ∈ U ;
(2) (x, u) 7→ (y1(x1, . . . , xn, u), . . . , yn(x1, . . . , xn, u)) is continuous;
(3) (x, u) 7→ (∂y1∂xi (x1, . . . , xn, u), . . . , ∂y
n
∂xi (x
1, . . . , xn, u)) is continuous for every
i = 1, . . . , n.
We say that F is of Pontryagin type on M if it is of Pontryagin type at every
p ∈M . In this case (M,F ) is a Pontryagin type C0-Finsler manifold.
Remark 3.2 shows that Definition 3.1 doesn’t depend on the coordinate system.
Remark 3.3 goes a little bit further and it shows that Definition 3.1 doesn’t depend
on the coordinate system on TU corresponding to a local trivialization.
Remark 3.2. Let us see how the map
(x1, . . . , xn, u1, . . . , un) 7→ (x1, . . . , xn, y1(x1, . . . , xn, u), . . . , yn(x1, . . . , xn, u))
behaves under coordinate changes. Let φ1, φ2 : U ⊂ M → Rn, where φ1 =
(x1, . . . , xn) and φ2 = (x˜
1, . . . , x˜n). The natural coordinate system of TU with
respect to φ2 will be denoted by (x˜
1, . . . , x˜n, y˜1, . . . , y˜n). The coordinate changes
between them are given by
x˜ = x˜(x)
and
y˜i = aij(x)y
i, (3)
where aij are smooth functions on U . Equation (3) is due to the fact that the
coordinate changes on each tangent space is linear.
If Xu is a family of C
1 vector fields parameterized by u given by
(x, u) 7→ (x, y1(x, u), . . . , yn(x, u)),
and
(x˜, u) 7→ (x˜, y˜1(x˜, u), . . . , y˜n(x˜, u)),
then
y˜i(x˜, u) = aij(x(x˜))yj(x(x˜), u) (4)
due to (3). From (4), it is clear that if Conditions (1), (2) and (3) of Definition 3.1
hold with respect to φ1, then they hold for every coordinate system on U . Therefore
the concept of Pontryagin type C0-Finsler structure doesn’t depend on the choice of
coordinate systems.
Remark 3.3. Let U be an open subset of the C0-Finsler manifold (M,F ), φ =
(x1, . . . , xn) : U → Rn be a coordinate system and τ : TU → U × Rn be a local
trivialization of U . The smooth map φτ := (φ × id) ◦ τ = (x1, . . . , xn, y˜1, . . . , y˜n) :
TU → φ(U) × Rn is a coordinate system on TU . The coordinate changes from
φTU to (φ × id) ◦ τ is given by (x1, . . . , xn, y1, . . . , yn) 7→ (x1, . . . , xn, y˜1, . . . , y˜n),
where (3) are in place because the coordinate changes are also fiberwise linear. If we
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proceed as in Remark 3.2, we have that the family of vector fields Xu parameterized
by u is given by
(x, u) 7→ (x, y˜1(x, u), . . . , y˜n(x, u)),
and it satisfies Conditions (1), (2) and (3) of Definition 3.1 iff these conditions are
also satisfied with respect to φTU . From this remark it is straightforward that if
φ and φ˜ are coordinate systems on U and τ and τ˜ are local trivializations of TU ,
then Xu satisfies Conditions (1), (2) and (3) of Definition 3.1 with respect to the
coordinate system φτ iff these conditions are satisfied with respect to φ˜τ˜ . Therefore
Definition 3.1 could be presented in a (a priori) more general format, but we defined
in this way for the sake of simplicity.
4. The extended geodesic field
In this section we introduce the extended geodesic fields for Pontryagin type
C0-Finsler manifolds. We do calculations in a coordinate system according to the
PMP stated in Chapter II of [18]. We emphasize that the Hamiltonian formalism
is in place and that the calculations doesn’t depend on the coordinate system we
choose (compare with [4]).
Let (Mn, F ) be a Pontryagin type C0-Finsler manifold. Let φ = (x1, . . . , xn) :
U → Rn be a coordinate system on U . Define a control system on M according to
Definition 3.1. We are interested to study geodesics on U . Denote
Xu(x) =
n∑
i=1
f i(x, u)
∂
∂xi
=
(
f1(x, u), . . . , fn(x, u)
)
.
The problem of minimizing the length of a path connecting two points in (M,F ) is
a time minimizing problem of the control system
x′(t) = Xu(t) (5)
on M because every Xu is a unit vector field. Here the class of admissible controls
u(t) is the set of (bounded) measurable functions.
Set Uˆ = R × U and fix the coordinate system φˆ = (x0, x1, . . . , xn) on Uˆ , where
R is parameterized by its canonical coordinate x0. Define the vector field
Xˆu =
∂
∂x0
+
n∑
i=1
f i(x, u)
∂
∂xi
on Uˆ . It is immediate that Xˆu satisfy Conditions 1, 2 and 3 of PMP in any
coordinate system on Uˆ due to Remark 3.2.
Let θˆ be the tautological 1-form on T ∗Uˆ and for each u ∈ C define the Hamil-
tonian Hˆu = θˆ(Xˆu) on T
∗Uˆ with respect to u. Define Mˆ = supu Hˆu. Let ωˆ = dθˆ
be the canonical symplectic form on T ∗Uˆ . The symplectic form induces an isomor-
phism between the tangent and cotangent bundles of T ∗Uˆ given by X 7→ ωˆ(·, X).
If X is a vector field on T ∗Uˆ , we denote the correspondent 1-form by X[ and if α is
a 1-form we denote the correspondent vector field by α]. The Hamiltonian vector
field with respect to u is given by
~ˆ
Hu = (dHˆu)
].
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Let φˆT∗Uˆ be the natural coordinate system on T
∗Uˆ with respect to φˆ, which is
given by (
φˆ−1(x0, . . . , xn),
n∑
i=0
αidx
i
)
7→ (x0, . . . , xn, α0, . . . , αn).
If we consider the coordinate systems φˆT∗Uˆ and φˆTUˆ on T
∗Uˆ and TUˆ respectively,
we have that
θˆ =
n∑
i=0
αidx
i, Hˆu =
n∑
i=0
αif
i(x, u), Mˆ = sup
u
n∑
i=0
αif
i(x, u); ωˆ =
n∑
i=0
dαi ∧ dxi;
dHˆu =
n∑
i=0
f i(x, u)dαi +
n∑
i=0
 n∑
j=0
αj
∂f j
∂xi
 dxi;
and
~ˆ
Hu(x, α) =
n∑
i=0
f i(x, u)
∂
∂xi
−
n∑
i=0
 n∑
j=0
αj
∂f j
∂xi
(x, u)
 ∂
∂αi
. (6)
Notice that we are exactly in the conditions of the PMP as stated in [18].
This theorem states that if u(t) = (u1(t), . . . , un(t)) and the respective solution
(x1(t), . . . , xn(t)) of (5) is a length minimizer, then there exists an absolutely con-
tinuous curve γˆ(t) = (x0(t), x1(t), . . . , xn(t), α0(t), . . . , αn(t)) on T
∗Uˆ such that
• (α0(t), . . . , αn(t)) 6= 0;
• γˆ′(t) = ~ˆHu(t)(γˆ(t)) and
• Hˆu(t)(γˆ(t)) = maxu∈C Hˆu(γˆ(t))
almost everywhere. Moreover we have that
α0(l) ≤ 0 and Mˆ(l) = 0,
at the terminal time l. In addition, if u(t), x(t) and α(t) determine an integral
path of
~ˆ
Hu such that Hˆu(t)(γˆ(t)) = maxu∈C Hˆu(γˆ(t)) a.e., then α0(t) and Mˆ(t) are
constant.
The following proposition can be proved as in (6) and it is used in order to
eliminate the term “R” of Uˆ = R× U .
Proposition 4.1. Let M and N be differentiable manifolds and let C ⊂ Rk be
the control set. For every u ∈ C, define C1 vector fields Xu and Yu on M and N
respectively such that Conditions 1, 2 and 3 of Definition 3.1 are in place (Here we
don’t impose any condition on the norm of the vector field because the C0-Finsler
structure isn’t considered). Define Hu,M = θM (Xu) and Hu,N = θN (Xu), where
θM and θN are the tautological 1-forms on T
∗M and T ∗N respectively. Define
~Hu,M and ~Hu,N implicitly as ωM (·, ~Hu,M ) = dHu,M and ωN (·, ~Hu,N ) = dHu,N
respectively, where ωM and ωN are the canonical symplectic forms on M and N
respectively. If we consider the vector field (Xu, Yu) on M ×N and ~Hu,M×N is the
respective Hamiltonian vector field on T ∗(M ×N), then ~Hu,M×N = ( ~Hu,M , ~Hu,N ).
Proof. Let (UM , (x
1, . . . , xm)) and (UN , (x˜
1, . . . , x˜n)) be coordinate open subsets of
M and N respectively and consider the coordinate open subset
(UM × UN , (x1, . . . , xm, x˜1, . . . , x˜n))
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on M ×N . If we make calculation as in (6), it is straightforward that the Hamil-
tonian vector field ~Hu,M×N of T ∗(M ×N) is given by ( ~Hu,M , ~Hu,N ) 
In particular the projection of an integral curve of
~ˆ
Hu(t) to M is also the pro-
jection of an integral curve of ~Hu(t), where
~Hu =
n∑
i=1
f i(x, u)
∂
∂xi
−
n∑
i=1
 n∑
j=1
αj
∂f j
∂xi
(x, u)
 ∂
∂αi
(7)
is the Hamiltonian vector field with respect to Hu := θ(Xu) : T
∗M → R.
The key ingredient to define the extended geodesic field for Pontryagin type
C0-Finsler structure is the equality
Hˆu(t)(γˆ(t)) = max
u∈C
Hˆu(γˆ(t)) a.e..
We have that
Hˆu = θˆ(Xˆu) =
(
α0dx0 +
n∑
i=1
αidxi
)(
∂
∂x0
+Xu
)
= α0 + θ(Xu).
But α0(t) is a constant. Therefore for every (x, α) ∈ T ∗U\0, we must find a u ∈ C
such that α(Xu(x)) is the maximum. But SF [x, 0, 1] = {Xu(x), u ∈ C}. Then
max
u
α(Xu(x)) = max
y∈SF [x,0,1]
α(y).
Now we are in position to define the extended geodesic field.
Definition 4.2. Let (M,F ) be a Pontryagin type C0-Finsler manifold. The ex-
tended geodesic field of (M,F ) is the rule E that associates each (x, α) ∈ T ∗M\0
to the set E(x, α) = { ~Hu;u ∈ C(x, α)}, where C(x, α) = {u ∈ C;Hu(x, α) =
maxv∈C Hv(x, α)}. An absolutely continuous curve γ : [a, b]→ T ∗M is an integral
curve of E if γ′(t) ∈ E(γ(t)) for almost every t ∈ [a, b].
Remark 4.3. The definition of absolutely continuous curve on a differentiable
manifold doesn’t depend on the choice of the Riemannian metric (or C0-Finsler
structure) on M because every pair of Riemannian metrics are locally Lipschitz
equivalent.
The following theorem is fundamental for this work. Remember that every non-
trivial minimizing curve on (M,F ) can be reparameterized by arclength (see [9]).
Theorem 4.4. Let (M,F ) be a Pontryagin type C0-Finsler manifold. Then every
minimizing curve x(t) of (M,F ) parameterized by arclength is the projection of an
integral curve (x(t), α(t)) of E. Consequently the Hamiltonian Hu(t)(x(t), α(t)) is
constant.
Proof. For the proof of this theorem, it is enough to find an admissible control u(t)
such that Xu(t)(x(t)) = x
′(t) due to the PMP and the definition of E . Since the
measurability of t 7→ u(t) is a local property, we can prove it in an open subset U
which is compactly embedded in a coordinate open subset (U ′, φ = (x1, . . . , xn)).
We denote the unit fiber bundle of (U,F ) by SU .
We represent the map t 7→ u(t) as a composition of three maps. The first map
is the projection pi : U ×Sn−1 → Sn−1, where Sn−1 is the Euclidean unit sphere in
Rn. The last one is t 7→ (x(t), x′(t)), which we denote by η1 : [a, b]→ SU . Observe
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that η1 is measurable because x(t) is locally Lipschitz (see [20]). The second map
is contructed as follows: We know from Items (1) and (2) of Definition 3.1 that the
map (x, u) 7→ Xu(x) is a continuous bijection from the compact space U × Sn−1
onto the Hausdorff space SU . Therefore it is a homeomorphism. The second map
is defined as its inverse map η2 : SU → U × Sn−1. Finally observe that t 7→ u(t) is
measurable because it is given by the composition of measurable functions pi◦η2◦η1,
what settles the theorem. 
From now on the Einstein convention for the summation of indices is in place
because the indices will not vary from 0 to n anymore.
Denote
E(x, α) = f i(x, u(x, α)) ∂
∂xi
− αj ∂f
j
∂xi
(x, u(x, α))
∂
∂αi
, (8)
where u(x, α) ∈ C(x, α).
The following propositions are straightforward from the definition of E .
Proposition 4.5. Let (M,F ) be a Pontryagin type C0-Finsler manifold. If F (x, ·)
is strictly convex for every x ∈M , then E is a vector field on T ∗M\0.
Proposition 4.6. If u(x, α) is a continuous function and E is a vector field, then
E is continuous.
Proposition 4.7. If ∂f
j
∂xi and u(x, α) are locally Lipschitz functions, then E is a
locally Lipschitz vector field.
In the Riemannian case we have a diffeomorphism between TM and T ∗M given
by the Legendre transform (x, y) 7→ (x, y[), where the musical isomorphism is
defined with respect to the Riemannian metric restricted to each tangent space.
In the Finsler case we have the following situation: Let F∗ : T ∗M → R be the
fiberwise dual norm of F : TM → R. Then F∗ is a Finsler structure on T ∗M . The
Legendre transform TM\0→ T ∗M\0 is a diffeomorphism given by
(x1, . . . , xn, y1, . . . , yn) 7→ (x1, . . . , xn, g1j(x,y)yj , . . . , gnj(x,y)yj)
and its inverse transform is given by
(x1, . . . , xn, α1, . . . , αn) 7→ (x1, . . . , xn, g1j(x,α)αj , . . . , gnj(x,α)αj), (9)
where gij(x,y) are the components of the fundamental tensor of F at (x, y) and
gij(x,α) are the components of the fundamental tensor of F∗ at (x, α). Notice that
gij(x,α) = gij(x,α
]) holds, where the musical isomorphism is given with respect to
the fundamental tensor of F (see Section 14.8 of [5] for vector spaces endowed with
Minkowski norms. The extension for TM\0 is straightforward).
Now we calculate the geodesic spray G on T ∗M\0 for the Finsler case. Its proof
is an adaptation of the Riemannian case.
Theorem 4.8. Let (M,F ) be a Finsler manifold. Consider the identification of
TM\0 and T ∗M\0 given by the Legendre transform. Then the geodesic spray on
T ∗M\0 through this identification is given by
G(x, α) = gikαk ∂
∂xi
− 1
2
αjαk
∂gjk
∂xi
∂
∂αi
, (10)
where gij are the coefficients of the fundamental tensor of F∗.
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Proof. Let (M,F ) be a Finsler manifold. Let φ = (x1, . . . , xn) : U ⊂ M → Rn be
a coordinate system on a open subset U of M and let (x1, . . . , xn, y1, . . . , yn) and
(x1, . . . , yn, α1, . . . , αn) be the natural coordinates on TU and T
∗U respectively.
There is a subtlety in this proof. Although the coordinate functions (x1, . . . , xn)
of TU and T ∗U are identified, the coordinate vector fields ∂/∂xi on these bundles
aren’t the same in general. In order to make this distinction, ∂/∂xˆi will represent
the coordinate vector field on TU and ∂/∂xi will represent the coordinate vector
field on T ∗U . Observe that
∂
∂xˆi
=
∂
∂xi
− ∂g
lm
∂xi
αm
∂
∂yl
(11)
due to (9).
The geodesic equation of a Finsler manifold (M,F ) is given by
d2xi
dt2
+ γijk
dxj
dt
dxk
dt
= 0, (12)
where γijk is given by (2). Observe that
dxi
dt
= yi = gikαk (13)
(We can consider gij as the inverse of the fundamental tensor of F at (x, y) or else
the fundamental tensor of F∗ at (x, y[) because gij(x,y) = gij(x,y
[)). Moreover
d2xi
dt2
=
d
dt
yi =
d
dt
gijαj =
dgij
dt
αj + g
ij dαj
dt
=
∂gij
∂xˆk
ykαj +
∂gij
∂yk
dyk
dt
gjsy
s + gij
dαj
dt
. (14)
The middle term of the right-hand side of (14) is zero. In fact, this is due to (1)
and
∂gij
∂yk
= −gilgmj ∂glm
∂yk
. (15)
The second term of the left-hand side of (12) is given by
γijky
jyk = γijkg
jlαlg
kmαm =
1
2
gis
(
∂gsj
∂xˆk
+
∂gsk
∂xˆj
− ∂gjk
∂xˆs
)
gjlgkmαlαm
= −∂g
ij
∂xˆk
ykαj +
1
2
∂glm
∂xˆs
gisαlαm, (16)
where the last equation is due to (15) with ∂/∂yk replaced by ∂/∂xˆk. Replacing
(14) and (16) in (12) we get
dαi
dt
= −1
2
∂gjk
∂xˆi
αjαk. (17)
Finally we use (11) on (17), and the term with vertical derivative is zero due to (1)
and (15), what settles the theorem. 
Observe that in the Finsler case we have that
Xu(x,α) = f
i(x, u(x, α))
∂
∂xi
=
gik(x,α)αk√
αlglm(x,α)αm
∂
∂xi
(18)
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because the right-hand side of (18) is a unit vector and
α
(
gik(x,α)αk√
αlglm(x,α)αm
∂
∂xi
)
= F (α]) = F∗(α) = max
y∈SF [x,0,1]
α(y)
(for the second equality, see [5]). It follows from (8), (10) and the second equality
of (18) that G(x, α) = F∗(x, α)E(x, α). Therefore F∗.E is a generalization of G for
Pontryagin type C0-Finsler manifolds. Let us compare the integral curves of F∗.E
and E .
If (x(t), α(t)) be a integral curve of E such that x(t) is a minimizing path, then
F∗(x(t), α(t)) = max
v∈SF [x(t),0,1]
[α(t)](v) =M(x(t), α(t))
is constant along the curve. Moreover if c1 > 0, then (x(t), c1α(t)) is also an integral
curve of E . Therefore we can choose α(t) with unit norm along the curve. In this
case, if c2 > 0, then (x(c2t), c2α(c2t)) is an integral curve of F∗(x, α).E .
Reciprocally let γ(t) = (x(t), α(t)) defined on (−, ) be an integral curve of
F∗.E such that x(t) is a minimizing path. We claim that there exist c > 0 such that
(x(t/c), y(t/c)) is an integral curve of E . In fact, consider the initial value problem
ζ ′(t) =
1
F∗ ◦ γ (ζ(t)); ζ(0) = 0. (19)
It has a unique strictly increasing solution ζ(t). It is straightforward that (x˜(t), α˜(t))
:= (x(ζ(t)), α(ζ(t))) is an integral curve of E . If follows that
F∗(x(ζ(t)), α(ζ(t))) = F∗(x˜(t), α˜(t))
is constant, what implies that ζ ′(t) is a positive constant c due to (19). Therefore
(x(t), α(t)) = (x˜(t/c), α˜(t/c)).
The relationship between F∗.E and E can be summarized as follows: if the min-
imizing path x(t) is the projection of an integral curve of E on M and c > 0, then
x(ct) is the projection of an integral curve of F∗.E . Reciprocally if the minimizing
path x(t) is the projection of an integral curve of F∗E on M , then it has constant
speed and its reparameterization by arclength is the projection of an integral curve
of E . Therefore F∗.E represents all minimizing paths with constant speed and E
represents all minimizing paths parameterized by arclength. We have proved the
following theorem.
Theorem 4.9. The correspondences E and F∗.E are generalizations of the geodesic
spray G of Finsler geometry.
It isn’t clear whether F∗.E or E will be more useful for the theory of Pontryagin
type C0-Finsler manifolds. The structure F∗.E is a direct generalization of the
geodesic spray of Finsler geometry, but in this work we use E because it is more
convenient for our purposes.
5. Asymmetric norms and its dual asymmetric norm
Let V be a finite dimensional real vector space endowed with an asymmetric
norm F . In this section we study some relationships between (V, F ) and its dual
space (V ∗, F∗), where F∗ is the dual asymmetric norm of F .
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Definition 5.1. Let V be a vector space and f : V → R be a convex function.
The convex conjugate or Fenchel transformation of f is the function f∗ : V ∗ → R
defined by
f∗(α) = sup
y∈V
{α(y)− f(y)}.
Definition 5.2. Let F be an asymmetric norm on V . The dual asymmetric norm
F∗ : V ∗ → R of F is defined by
F∗(α) = sup
F (y)≤1
α(y).
If α ∈ V ∗ and y ∈ V \{0}, then
α(y) = F (y)α
(
y
F (y)
)
≤ F (y)F∗(α)
and the inequality
α(y) ≤ F (y)F∗(α) (20)
holds for every y ∈ V and α ∈ V ∗.
Given a point y ∈ V , we will denote the set of functional supports of F 2 at y by
∂F 2(y), that is, the set of α ∈ V ∗ such that
F 2(z) ≥ F 2(y) + α(z − y) ∀z ∈ V.
The set ∂F 2(y) is called subdifferential of F 2 at y.
The next lemma relates the convex conjugate of an asymmetric norm to the dual
asymmetric norm.
Lemma 5.3. If F is an asymmetric norm on V , then F 2
∗
= 14F∗
2.
Proof. Let us show first that F 2
∗ ≤ 14F∗2. From (20) we have α(y) − F 2(y) ≤
F (y)F∗(α) − F 2(y) for every y ∈ V . Note that F (y)F∗(α) − F 2(y) is a quadratic
function on F (y) and it reaches its maximum at F (y) = 12F∗(α). Therefore
α(y)− F 2(y) ≤ F (y)F∗(α)− F 2(y)
≤ 1
4
F∗2(α)
for every y ∈ V .
Now, let’s show the opposite inequality. Since F∗(α) = supF (y)≤1 α(y), there
exists y′ ∈ SF [0, 1] such that F∗(α) = α(y′). Set y = 12F∗(α)y′. Then F (y) =
1
2F∗(α) and
α(y)− F 2(y) = 1
2
F∗2(α)− 1
4
F∗2(α) =
1
4
F∗2(α),
what implies
F 2
∗
(α) = sup
y∈V
{α(y)− F 2(y)} ≥ 1
4
F∗2(α).
Therefore, F 2
∗
(α) = 14F∗
2(α). 
If F is a strictly convex asymmetric norm, then F 2
∗
is differentiable (see [19])
and F∗2 is differentiable due to Lemma 5.3. We will consider that F is strictly
convex until the end of this section.
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Remark 5.4. The differential dF 2∗ : V
∗ × V ∗ → R is naturally identified with
dF 2∗ : V
∗ → V . From now on we consider the latter.
If f : V → R is a strictly convex function, then ∂f∗ is the inverse of ∂f in the
sense of multivalued mapping, that is, y ∈ ∂f∗(y∗) if and only if y∗ ∈ ∂f(y) (see
[19]). Therefore (∂F 2)−1 = ∂F 2∗ and
(∂F 2)−1 =
∂F∗2
4
=
1
4
dF∗2 (21)
due to Lemma 5.3.
Given α ∈ V ∗, there is a unique y ∈ V such that F 2(z) ≥ F 2(y) + α(z − y)
for every z ∈ V , that is, α ∈ ∂F 2(y). The graph of the function ϕ defined by
ϕ(z) = F 2(y) + α(z − y) is tangent to the graph of F 2 at y, what implies that the
affine subspace {z ∈ V ;ϕ(z) = F 2(y)} of V is tangent to the level set SF [0, F (y)]
at y. From this tangency and the strict convexity of BF [0, F (y)], it follows that
ϕ(z) ≤ F 2(y) for every z ∈ SF [0, F (y)] and the equality holds iff z = y. Therefore,
we can conclude that y is the unique point in SF [0, F (y)] that maximizes α (and ϕ)
and yF (y) is the unique point that maximizes α in SF [0, 1]. Therefore
(∂F 2)−1(α)
F ((∂F 2)−1(α))
is the unique point in SF [0, 1] that maximizes α and this point can be written as
dF∗2(α)
4
F (dF∗
2(α)
4 )
=
dF∗2(α)
F (dF∗2(α))
due to (21). This proves the following proposition:
Proposition 5.5. If F : V → R is a strictly convex asymmetric norm and α ∈ V ∗,
then
dF∗2(α)
F (dF∗2(α))
(22)
is the unique point in SF [0, 1] that maximizes α.
Here is an important point: note that the search for a locally Lipschitz applica-
tion α 7→ yF (y) goes through the study of dF∗2.
The next lemma is a consequence of Euler’s theorem and it shows how the duality
between F and F∗ behaves.
Lemma 5.6. F (dF∗2(α)) = 2F∗(α).
Proof. Since F∗2 is homogeneous of degree 2 and its radial derivative at α is given
by α(dF∗2(α)), we have that α(dF∗2(α)) = 2F∗2(α) due to the Euler’s theorem.
Thus
F∗(α) = α
(
dF∗2(α)
F (dF∗2(α))
)
=
1
F (dF∗2(α))
α(dF∗2(α)) =
2F∗2(α)
F (dF∗2(α))
and F (dF∗2(α)) = 2F∗(α). 
Remark 5.7. The application dF 2∗ is essentially the inverse of the Legendre trans-
form (see (21)), which is much more well behaved than ∂F 2. Therefore it is “much
easier to access” TM from a geometric structure on T ∗M than to proceed in the
opposite direction (compare with Remark 9.1 and Remark 9.5).
In order to have a better control over dF∗2 : V ∗ → V , we define a class of
asymmetric norms that is more restrictive than the strictly convex ones.
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Definition 5.8. Let Fˇ be an asymmetric norm on V . We say that an asymmetric
norm F is strongly convex with respect to Fˇ if
F 2(z) ≥ F 2(y) + α(z − y) + Fˇ 2(z − y) (23)
for every y, z ∈ V and α ∈ ∂F 2(y).
Remark 5.9. All asymmetric norms on vector spaces are equivalent, that is, if Fˇ
and Fˆ are asymmetric norms on V , then there exist c1, c2 > 0 such that
c1Fˇ (y) ≤ Fˆ (y) ≤ c2Fˇ (y)
for every y ∈ V . Therefore if F is strongly convex with respect to Fˇ , then F will
be strongly convex with respect to a positive multiple of Fˆ .
Whenever it is clear from the context, we will omit the asymmetric norm with
respect to which F is strongly convex.
Theorem 5.10. If F is a strongly convex asymmetric norm on V with respect to
Fˇ , then the application dF∗2 : V ∗ → V is Lipschitz.
Proof. First of all notice that the fact that dF 2∗ is Lipschitz doesn’t depend on the
asymmetric norms we consider on V ∗ and V due to Remark 5.9. Therefore we can
fix Euclidean norms ‖ ·‖ and ‖ ·‖∗ on V and V ∗ respectively and replace Fˇ by c‖ ·‖,
with c > 0. Consider α1, α2 ∈ V ∗. By (21) and Definition 5.8, we get
F 2(
1
4
dF∗2(α2)) ≥ F 2(1
4
dF∗2(α1)) + α1(
1
4
dF∗2(α2)− 1
4
dF∗2(α1))
+ c2
∥∥∥∥14dF∗2(α2)− 14dF∗2(α1)
∥∥∥∥2 (24)
and
F 2(
1
4
dF∗2(α1)) ≥ F 2(1
4
dF∗2(α2)) + α2(
1
4
dF∗2(α1)− 1
4
dF∗2(α2))
+ c2
∥∥∥∥14dF∗2(α1)− 14dF∗2(α2)
∥∥∥∥2 . (25)
Summing up (24) and (25), we have
2c2
∥∥∥∥14dF∗2(α1)− 14dF∗2(α2)
∥∥∥∥2 ≤ (α1 − α2)(14dF∗2(α1)− 14dF∗2(α2))
and
2c2
∥∥∥∥14dF∗2(α1)− 14dF∗2(α2)
∥∥∥∥2 ≤ ∥∥∥∥14dF∗2(α1)− 14dF∗2(α2)
∥∥∥∥ ‖α1 − α2‖∗ ,
what implies ∥∥dF∗2(α1)− dF∗2(α2)∥∥ ≤ 2
c2
‖α1 − α2‖∗ .

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6. Horizontally C1 family of asymmetric norms
In this section, ‖ · ‖ is the canonical norm on Rn and ‖ · ‖∗ is its dual norm on
Rn∗.
In the previous section we saw a condition for the application dF∗2 : V ∗ → V to
be Lipschitz. Here we will analyze dF 2∗ for a family of asymmetric norms defined
as follows.
Definition 6.1. Let U ⊂ Rn be an open subset. We say that a continuous function
F : U × Rn → R is a horizontally C1 family of asymmetric norms if
• F (x, ·) : Rn → R is an asymmetric norm for every x ∈ U and
• (x, y) 7→ ∂F∂xi (x, y) is continuous for every i = 1, . . . , n.
Remark 6.2. A horizontally C1 family of asymmetric norms is a particular in-
stance of C1-partially smooth C0-Finsler structure defined in [16]. The difference
is that in the latter definition the horizontal partial derivatives doesn’t need to be
continuous.
Definition 6.3. Let F be a horizontally C1 family of asymmetric norms. We will
denote the subdifferential of F (x, ·) at y by ∂F (x, y).
Definition 6.4. Let F be a horizontally C1 family of asymmetric norms. The
horizontal differential dhF : U × Rn × Rn → R of F is defined by
dhF (x,w, y) = lim
t→0
F (x+ tw, y)− F (x, y)
t
.
Remark 6.5. dhF is naturally identified with the map µ : U × Rn → Rn∗ defined
by µ(x, y) = dhF (x, ·, y). From now on we denote µ by dhF , which is given by
dhF (x, y) =
∂F (x, y)
∂xi
dxi
in the natural coordinate system. Notice that
‖dhF‖∗ =
∥∥∥∥( ∂F∂x1 , . . . , ∂F∂xn
)∥∥∥∥
∗
,
and dhF is locally Lipschitz iff
∂F
∂xi is locally Lipschitz for every i = 1, . . . n.
We will denote for each x ∈ U , the dual asymmetric norm of F (x, ·) by F∗(x, ·),
what gives us a family of dual asymmetric norms
F∗ : U × Rn∗ → R. (26)
If F (x, ·) is strictly convex, we have its “vertical” differentials
dvF∗ : U × Rn∗ → Rn (27)
(compare with Remark 5.4). As the definition above suggests, we will study the
variation of (27). The study will be done separately in what is called horizontal
and vertical direction, i.e. along U and Rn∗ respectively. We will use the notation
U ⊂⊂ U˜ to state that U is compactly embedded in U˜ , that is, the closure U¯ of U is
compact and U¯ ⊂ U˜ . Initially, we will see some results for (26).
Proposition 6.6. Let U, U˜ ⊂ Rn be open subsets such that U is convex and U ⊂⊂
U˜ . If F : U˜ ×Rn → R is a horizontally C1 family of asymmetric norms, then there
exists C1 > 0 such that
|F∗(x1, α)− F∗(x2, α)| ≤ C1 ‖α‖∗ ‖x1 − x2‖
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for every α ∈ Rn∗ and x1, x2 ∈ U .
Proof. Let (x, y) 7→ yF (x,y) be the projection onto the spheres of F . Since F is
horizontally C1, it follows from the mean value theorem that given x1, x2 ∈ U and
y ∈ Rn there exists θ ∈ (0, 1) such that∥∥∥∥ yF (x1, y) − yF (x2, y)
∥∥∥∥ ≤ ‖y‖ ‖(dhF )(x1 + θ(x2 − x1), y)‖F 2(x1 + θ(x2 − x1), y) ‖x1 − x2‖ (28)
Therefore,
|F∗(x1, α)− F∗(x2, α)| =
∣∣∣∣∣ supy∈Rn\0α
(
y
F (x1, y)
)
− sup
y∈Rn
α
(
y
F (x2, y)
)∣∣∣∣∣
= ‖α‖∗ sup
y∈Rn\0
∥∥∥∥ yF (x1, y) − yF (x2, y)
∥∥∥∥
≤ ‖α‖∗ sup
y∈Sn−1
‖y‖ ‖(dhF )(x1 + θ(x2 − x1), y)‖
F 2(x1 + θ(x2 − x1), y) ‖x1 − x2‖
≤ C1 ‖α‖∗ ‖x1 − x2‖ ,
where C1 = sup(x,y)∈U×Sn−1
‖(dhF )(x,y)‖
F 2(x,y) . 
Proposition 6.7. Let U, U˜ ⊂ Rn be open subsets such that U ⊂⊂ U˜ . If F :
U˜ × Rn → R is a horizontally C1 family of asymmetric norms, then there exists
C2 > 0 such that
|F∗(x, α1)− F∗(x, α2)| ≤ C2 ‖α1 − α2‖∗
for every α1, α2 ∈ Rn∗ and x ∈ U .
Proof. Indeed, given α1, α2 ∈ Rn∗ and x ∈ U , we have
|F∗(x, α1)− F∗(x, α2)| =
∣∣∣∣∣ supy∈Rn\0α1
(
y
F (x, y)
)
− sup
y∈Rn\0
α2
(
y
F (x, y)
)∣∣∣∣∣
≤ sup
y∈Rn\0
∥∥∥∥ yF (x, y)
∥∥∥∥ ‖α1 − α2‖∗
= sup
y∈Sn−1
∥∥∥∥ yF (x, y)
∥∥∥∥ ‖α1 − α2‖∗
≤ C2 ‖α1 − α2‖∗ ,
where C2 = sup(x,y)∈U×Sn−1
1
F (x,y) . 
Theorem 6.8. If F : U˜ × Rn → R is a horizontally C1 family of asymmetric
norms. Then the respective family of dual asymmetric norms F∗ : U˜ ×Rn∗ → R is
locally Lipschitz.
Proof. It follows from Propositions 6.6 and 6.7 and the fact that every x ∈ U˜ admit
a convex neighborhood which is compactly embedded in U˜ . 
Analogously to Definition 5.8, the next two definitions aim to define the concept
of strongly convexity for a horizontally C1 family of asymmetric norms.
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Definition 6.9. Let U ⊂ Rn be an open subset. We say that Fˇ : U × Rn → R is
a smooth family of asymmetric norms if Fˇ is smooth on U × Rn\0 and Fˇ (x, ·) :
Rn → R is an asymmetric norm for each x ∈ U .
Definition 6.10. Let Fˇ : U × Rn → R be a smooth family of asymmetric norms
and F : U × Rn → R be a horizontally C1 family of asymmetric norms. We say
that F is strongly convex with respect to Fˇ if
F 2(x, z) ≥ F 2(x, y) + α(z − y) + Fˇ 2(x, z − y)
for every y, z ∈ Rn, x ∈ U and α ∈ ∂F 2(x, y).
We have the following result about the variation of dvF∗ along the vertical di-
rection.
Proposition 6.11. Let U, U˜ ⊂ Rn be open subsets with U ⊂⊂ U˜ . Let Fˇ : U˜×Rn →
R be a smooth family of asymmetric norms and F : U˜ × Rn → R be a horizontally
C1 family of strongly convex asymmetric norms with respect to Fˇ . Then there exists
C3 > 0 such that∥∥(dvF∗2)(x, α1)− (dvF∗2)(x, α2)∥∥ ≤ C3 ‖α1 − α2‖∗ (29)
for every x ∈ U and α1, α2 ∈ Rn∗.
Proof. Due to U ⊂⊂ U˜ , there exist c1, c2 > 0 such that c1‖y‖ ≤ Fˇ (x, y) ≤ c2‖y‖
for every (x, y) ∈ U × Rn. Proceeding analogously to Theorem 5.10, we have∥∥(dvF∗2)(x, α1)− (dvF∗2)(x, α2)∥∥ ≤ 2
(c2)2
‖α1 − α2‖∗ , (30)
for every x ∈ U and α1, α2 ∈ Rn∗, what settles the proposition. 
The next result shows the continuity of dvF∗ and it will be used in the proof of
Proposition 6.15.
Proposition 6.12. Let Fˇ : U ×Rn → R be a smooth family of asymmetric norms
and F : U × Rn → R be a horizontally C1 family of strongly convex asymmetric
norms with respect to Fˇ . Then, the application dvF∗2 is continuous.
Proof. Let us to show that given a sequence (xn, αn) 7→ (x, α) in U × Rn∗, then
dvF∗2(xn, αn) 7→ dvF∗2(x, α). We have that
F 2
(
xn,
1
4
(dvF∗2)(x, α)
)
≥ F 2
(
xn,
1
4
(dvF∗2)(xn, αn)
)
+ αn
(
1
4
(dvF∗2)(x, α)− 1
4
(dvF∗2)(xn, αn)
)
+ F˜ 2
(
xn,
1
4
(dvF∗2)(x, α)− 1
4
(dvF∗2)(xn, αn)
)
due to (21), which is equivalent to
F 2
(
xn, (dvF∗2)(x, α)
)
≥ F 2 (xn, (dvF∗2)(xn, αn))+ αn (4(dvF∗2)(x, α)− 4(dvF∗2)(xn, αn))
+ Fˇ 2
(
xn, (dvF∗2)(x, α)− (dvF∗2)(xn, αn)
)
.
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Thus
Fˇ 2
(
xn, (dvF∗2)(x, α)− (dvF∗2)(xn, αn)
)
≤ F 2 (xn, (dvF∗2)(x, α))− F 2 (xn, (dvF∗2)(xn, αn))
− 4αn((dvF∗2)(x, α)) + 4αn((dvF∗2)(xn, αn))
= F 2
(
xn, (dvF∗2)(x, α)
)− 4F∗2(xn, αn)− 4αn((dvF∗2)(x, α))
+ 8F∗2(xn, αn).
In the last equality, the second and fourth terms are due to Lemma 5.6 and Euler’s
theorem respectively. Applying the limit, we have
lim
n→∞ Fˇ
2
(
xn, (dvF∗2)(x, α)− (dvF∗2)(xn, αn)
)
≤ lim
n→∞F
2
(
xn, (dvF∗2)(x, α)
)− lim
n→∞ 4F∗
2(xn, αn)
− lim
n→∞ 4αn((dvF∗
2)(x, α)) + lim
n→∞ 8F∗
2(xn, αn)
= F 2
(
x, (dvF∗2)(x, α)
)− 4F∗2(x, α)
− 4α((dvF∗2)(x, α)) + 8F∗2(x, α)
= 0,
again due to Lemma 5.6 and Euler’s theorem. 
The analysis of the horizontal variation of dvF∗ will be done in two stages.
Lemma 6.13 provides a technical step while the Proposition 6.15 provides sufficient
conditions in order to prove Theorem 6.16.
Lemma 6.13. Let U, U˜ be open subsets of Rn such that U ⊂⊂ U˜ , Fˇ : U˜ ×Rn → R
be a smooth family of asymmetric norms and F : U˜ ×Rn → R be a horizontally C1
family of strongly convex asymmetric norms with respect to Fˇ . Then there exists a
C4 > 0 such that
C4
∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥2
≤ F 2(x1, (dvF∗2)(x2, α)) + F 2(x2, (dvF∗2)(x1, α))
− F 2(x1, (dvF∗2)(x1, α))− F 2(x2, (dvF∗2)(x2, α))
for every x1, x2 ∈ U and α ∈ Rn∗.
Proof. Due to the embedding U ⊂⊂ U˜ , there exists c > 0 such that Fˇ can be
replaced by c‖ · ‖. As a consequence of (21) and Definition 6.10, we obtain
c2
∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥2
≤ F 2(x1, (dvF∗2)(x2, α))− F 2(x1, (dvF∗2)(x1, α))
− 4α((dvF∗2)(x2, α)− (dvF∗2)(x1, α))
and
c2
∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥2
≤ F 2(x2, (dvF∗2)(x1, α))− F 2(x2, (dvF∗2)(x2, α))
− 4α((dvF∗2)(x1, α)− (dvF∗2)(x2, α)).
Adding the above equations we settle the lemma. 
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Definition 6.14. F : U×Rn → R is a horizontally C2 family of asymmetric norms
if it is a horizontally C1 family of asymmetric norms and ∂
2F
∂xi∂xj : U×Rn\{0} → Rn
is continuous for every i, j = 1, . . . , n.
Proposition 6.15. Let U ⊂⊂ U˜ be open subsets of Rn, Fˇ : U˜ × Rn → R be a
smooth family of asymmetric norms and F : U˜ × Rn → R be a horizontally C2
family of strongly convex asymmetric norms with respect to Fˇ such that
dhF
2 : U˜ × Rn → Rn∗ (31)
is locally Lipschitz. Then, given (x, β) ∈ U ×Rn∗, there are neighborhoods U ′′ ⊂ U
of x, V ′′ ⊂ Rn∗ of β and a constant C5 > 0 such that∥∥dvF∗2(x1, α)− dvF∗2(x2, α)∥∥ ≤ C5 ‖x1 − x2‖
for every x1, x2 ∈ U ′′ and α ∈ V ′′.
Proof. By Lemma 6.13, there exists C4 > 0 such that
C4
∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥2
≤ F 2(x1, (dvF∗2)(x2, α)) + F 2(x2, (dvF∗2)(x1, α))
− F 2(x1, (dvF∗2)(x1, α))− F 2(x2, (dvF∗2)(x2, α)) (32)
for every x1, x2 ∈ U and α ∈ Rn∗. Using Taylor series of F 2(·, (dvF 2∗ )(x2, α))
around x1 we have
F 2(x3, (dvF∗2)(x2, α))
= F 2(x1, (dvF∗2)(x2, α)) + (dhF 2)(x1, (dvF∗2)(x2, α))(x3 − x1)
+ r1,2(x3 − x1, α).
where r1,2(x3 − x1, α) is the Lagrange remainder. Replacing x3 by x2, we have
F 2(x1, (dvF∗2)(x2, α))
= F 2(x2, (dvF∗2)(x2, α))− (dhF 2)(x1, (dvF∗2)(x2, α))(x2 − x1)
− r1,2(x2 − x1, α). (33)
Inverting the roles of x1 and x2, we have
F 2(x2, (dvF∗2)(x1, α))
= F 2(x1, (dvF∗2)(x1, α))− (dhF 2)(x2, (dvF∗2)(x1, α))(x1 − x2)
− r2,1(x1 − x2, α). (34)
Therefore, replacing (33) and (34) in (32), we have
C4
∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥2
≤ ∥∥(dhF 2)(x1, (dvF∗2)(x2, α))− (dhF 2)(x2, (dvF∗2)(x1, α))∥∥∗ ‖(x1 − x2)‖ − r
for every x1, x2 ∈ U and α ∈ Rn∗, where r = r1,2(x2 − x1, α) + r2,1(x1 − x2, α).
Since (x, y) 7→ (dhF 2)(x, y) is locally Lipschitz, given (x, β) ∈ U × Rn∗, there
are neighborhoods U ′1 ⊂⊂ U of x, U ′2 ⊂⊂ Rn of dvF 2∗ (x, β) and a constant K1 > 0
such that ∥∥(dhF 2)(x1, y1)− (dhF 2)(x2, y2)∥∥∗ ≤ K1 ‖(x1 − x2, y1 − y2)‖
for every (x1, y1), (x2, y2) ∈ U ′1 × U ′2.
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We have that (dvF∗2)
−1
(U ′2) ∩ (U ′1 × Rn∗) is a neighborhood of (x, β) as a
consequence of Proposition 6.12. Consider a convex neighborhood U ′′ × V ′′ ⊂⊂
(dvF∗2)
−1
(U ′2) ∩ (U ′1 × Rn∗) of (x, β). Thus,∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥2
≤ K1
C4
∥∥(x1 − x2, (dvF∗2)(x2, α)− (dvF∗2)(x1, α))∥∥ ‖(x1 − x2)‖ − r
C4
≤ 2K1
C4
max{‖(x1 − x2)‖ ,
∥∥(dvF∗2)(x2, α)− (dvF∗2)(x1, α)∥∥} ‖(x1 − x2)‖
− r
C4
for every x1, x2 ∈ U ′′ and α ∈ V ′′.
If (x1, α), (x2, α) ∈ U ′′ × V ′′ are such that∥∥(dvF∗2)(x2, α)− (dvF∗2)(x1, α)∥∥ ≤ ‖(x1 − x2)‖ ,
then there is nothing to prove. Suppose that (x1, α), (x2, α) ∈ U ′′ × V ′′ are such
that ∥∥(dvF∗2)(x2, α)− (dvF∗2)(x1, α)∥∥ > ‖(x1 − x2)‖ .
In this case,
C4
∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥2
≤ 2K1
∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥ ‖(x1 − x2)‖ − r.
Writing t =
∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥ and ‖x1 − x2‖ = , it follows that
C4t
2 − 2K1t+ r ≤ 0.
In particular, the polynomial equation C4t
2 − 2K1t + r = 0 admits at least one
real root. If r ≥ 0, then
C4t
2 − 2K1t ≤ 0
and ∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥ ≤ 2K1
C4
‖(x1 − x2)‖
what settles this case. Finally suppose that r < 0. In this case t is bounded above
by the largest root of the quadratic equation C4t
2 − 2K1t+ r = 0, which is
K1+
√
K21
2 − C4r
C4
.
Using the Lagrange remainder in the Taylor series, we can write
r1,2(x2 − x1, α) = 1
2
(d2hF
2)(x1 + θ1,2(x2 − x1), (dvF∗2)(x2, α))(x2 − x1)2
and
r2,1(x1 − x2, α) = 1
2
(d2hF
2)(x2 + θ2,1(x1 − x2), (dvF∗2)(x1, α))(x1 − x2)2,
where θ1,2, θ2,1 ∈ [0, 1]. Set
K2 = inf
x˜1∈U ′′
x˜2∈U ′2
‖v‖=1
((d2hF
2)(x˜1, x˜2))v
2.
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Thus K2 < 0 because r < 0, the inequality −r ≤ −K22 holds and
t ≤ K1 +
√
K21 − C4K2
C4
.
Therefore, ∥∥(dvF∗2)(x1, α)− (dvF∗2)(x2, α)∥∥ ≤ C5 ‖x1 − x2‖ ,
where C5 =
K1+
√
K21−C4K2
C4
, what settles the proposition. 
Theorem 6.16. Under the hypotheses of Proposition 6.15,
dvF∗2 : U × Rn∗ → Rn
is locally Lipschitz.
Proof. The proof follows from Propositions 6.11 and 6.15. 
7. A Locally Lipschitz Case
In this section we will use the concepts introduced in the previous section in order
to present a family of of Pontryagin type C0-Finsler structures whose extended
geodesic field is a locally Lipschitz vector field.
Let (M,F ) be a C0-Finsler manifold. If τ : TU → U×Rn is a local trivialization
of an open subset U of M and φ = (x1, . . . , xn) : U → Rn is a coordinate system,
then τφ := (φ× id) ◦ τ is a coordinate system on TU . Suppose that for each p ∈M
there exists a coordinate system τφ of TU such that F◦(τφ)−1(x1, . . . , xn, v1, . . . , vn)
is a horizontally C1 family of asymmetric norms. It is straightforward that the
horizontal smoothness at p depends only on τ (it doesn’t depend on the choice of
φ).
Proposition 7.1. Let (M,F ) be a C0-Finsler manifold and suppose that F is
locally represented in a coordinate system τφ as a horizontally C
1 family of asym-
metric norms. Then F is of Pontryagin type.
Proof. Considering the control set C as the unit sphere Sn−1, for each u ∈ C
corresponds a smooth vector field Xˇu given by
(x1, . . . , xn) 7→ (x1, . . . xn, u1, . . . , un)
with respect to the coordinates φ and τφ on U and TU respectively. Define the
family of vector fields
Xu =
Xˇu
F (Xˇu)
.
It is straightforward that {Xu;u ∈ Sn−1}, satisfy all the conditions of Definition
3.1 with respect to τφ instead of φTU . But Remark 3.3 states that this is enough
to prove that Xu, u ∈ C, satisfy all the conditions of Definition 3.1 with respect to
φTU . Therefore (M,F ) is a Pontryagin type C
0-Finsler manifold. 
Definition 7.2. Let (M,F ) be a C0-Finsler manifold and let Fˇ be a Finsler struc-
ture on M . We say that F is strongly convex with respect to Fˇ if
F 2(x, z) ≥ F 2(x, y) + α(z − y) + Fˇ 2(x, z − y) (35)
for every x ∈M , y, z ∈ TxM and α ∈ ∂F 2(x, y).
The next lemma state that the concept of strong convexity can be transferred
to τφ(TU).
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Lemma 7.3. Let (M,F ) be a C0-Finsler manifold and U be an open subset of M .
Let τφ : TU → φ(U)×Rn be a parameterization of TU such that Fτφ = F ◦ (τφ)−1
is a horizontally C1 family of asymmetric norms. Then F is strongly convex with
respect to a Finsler structure Fˇ iff Fτφ is strongly convex with respect to Fˇτφ :=
Fˇ ◦ (τφ)−1. Moreover α(x, ·) ∈ ∂F 2(x, y) iff ατφ(x, ·) ∈ ∂F 2τφ(τφ(x, y)).
Proof. It is enough to notice that
F 2(x, z) ≥ F 2(x, y) + α(x, z − y) + Fˇ (x, z − y)
if and only if
F 2τφ(τφ(x, z)) ≥ F 2τφ(τφ(x, y)) + ατφ(τφ(x, y − z)) + Fˇ 2τφ(τφ(x, y − z)).

Theorem 7.4. Let (M,F ) be a C0-Finsler manifold which is strongly convex with
respect to a Finsler structure Fˇ and consider an open subset U ⊂ M . Suppose
that there exist a local trivialization τ : TU → U × Rn and a coordinate system
φ : U → Rn such that Fτφ = F ◦ (τφ)−1 is a horizontally C2 family of asymmetric
norms and that dhF
2
τφ
is locally Lipschitz. Then the extended geodesic field E of
(U,F ) is a locally Lipschitz vector field on T ∗U .
Proof. Consider the vector field
~Hu = fi(x, u)
∂
∂xi
− αj ∂fj
∂xi
∂
∂αi
(36)
which, in coordinates, is given by the application
(x, α, u) 7→(
x1, . . . , xn, α1, . . . , αn, f1(x, u), . . . , fn(x, u), αj
∂fj
∂x1
(x, u), . . . , αj
∂fj
∂xn
(x, u)
)
.
(37)
Notice that (36) is locally Lipschitz if and only if fi(x, u) and
∂fj
∂xi
(x, u) are locally
Lipschitz for i, j = 1, . . . , n or, equivalently, if and only if (x, u) 7→ Xu(x) and
(x, u) 7→ ∂Xu∂xi (x) are locally Lipschitz. These conditions hold due to the hypotheses
of this theorem.
The extended geodesic field E(x, α) is defined associating to each (x, α) ∈ T ∗M
the vectors ~Hu(x, α), where u(x, α) ∈ Sn−1 are such that Xu(x,α)(x) maximizes α.
In the case of strictly convex asymmetric norms, this correspondence is unique and
E(x, α) becomes a vector field. In addition, we are under the conditions of Theorem
6.16, what implies that (x, α) 7→ u(x, α) given by u(x, α) = Π
(
(dvF∗2)(x,α)
F (x,(dvF∗2)(x,α))
)
(where Π is the radial projection on Sn−1) is locally Lipschitz. Therefore it follows
that
(x, α) 7→
(
x1, . . . , xn, α1, . . . , αn, f1(x, u(x, α)), . . . , fn(x, u(x, α)),
αj
∂fj
∂x1
(x, u(x, α)), . . . , αj
∂fj
∂xn
(x, u(x, α))
)
(38)
is locally Lipschitz, that is, (x, α) 7→ E(x, α) is locally Lipschitz. 
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8. Extended geodesic field on homogeneous spaces
In this section we will show that homogeneous spaces endowed with G-invariant
C0-Finsler structures are Pontryagin type C0-Finsler manifolds. Moreover, if the
C0-Finsler structure satisfy the strong convexity condition (Definition 5.8) in some
tangent space, then E is a locally Lipschitz vector field. This section is independent
of Sections 6 and 7.
Let G be a Lie group and H ⊂ G be a closed subgroup. Let g and h be the
lie algebras of G and H respectively and m be a vector subspace of g such that
g = m ⊕ h. Let a : G × G/H → G/H be the canonical left action, ag := a(g, ·) :
G/H → G/H and pi : G → G/H be the projection map. As usual, we denote the
action of g on g′H ∈ G/H by gg′H. Consider a neighborhood U of 0 ∈ m such that
the collection of applications
{σg : U → G/H;σg(x) = gpi(exp(x))}g∈G (39)
is an atlas of G/H.
Suppose that (G/H,F ) is a G-invariant C0-Finsler manifold. Given gH ∈ G/H,
we construct a family of unit vector fields on g exp(U)H as follows: Consider the
unit sphere SF [eH, 0, 1] on (TeHG/H,F ) and
d((pi ◦ exp)−1)eH(SF (eH)) = S ⊂ m.
Define the family of vector fields
X :U × S → TG/H
(x, u) 7→ Xu(x)
by Xu(x) = d(ag exp(x))eH(d(pi ◦ exp)0(u)). Since F is G-invariant, it follows that
Xu(x) is a unit vector for every (x, u). For the sake of convenience we choose u ∈ S
instead of u ∈ Sn−1, but we can identify S to Sn−1 through a radial Lipschitz map.
Let’s check that Xu(x) satisfies the conditions of Definition 3.1.
(1) Since d(ag exp(x))eH and d(pi ◦ exp)0 are isomorphisms, it follows that
u 7→ Xu(x)
is a homeomorphism from S onto SF [g exp(x)H, 0, 1], for every x ∈ U .
(2) Note that the application (x, u) 7→ Xu(x) gives a natural C∞ extension
from U ×m onto TG/H given by
X¯ :U ×m −→ TG/H
(x, u) 7→ X¯u(x) = d(ag exp(x))eH(d(pi ◦ exp)0(u)) (40)
Therefore, we can conclude that (x, u) 7→ Xu(x) is continuous.
(3) By (40) we can also conclude that
(x, u) 7→ ∂Xu(x)
∂xi
are continuous with respect to a linear coordinate (x1, . . . , xn) on U .
Therefore the C0-Finsler manifold (G/H,F ) is of Pontryagin type. As a conse-
quence of (40), we also have that
(x, u) 7→ ~Hu = fi(x, u) ∂
∂xi
− αj ∂fj
∂xi
(x, u)
∂
∂αi
is locally Lipschitz.
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Now suppose there is an asymmetric norm Fˇ on m such that the asymmetric
norm with unit sphere S is strongly convex with respect to Fˇ . We claim that
(x, α) 7→ u(x, α) is locally Lipschitz, what is enough to prove that the extended
geodesic field is locally Lipschitz.
For each x ∈ U , consider the transpose linear operator
d(ag exp(x) ◦ pi ◦ exp)∗0 : T ∗g exp(x)HG/H → m∗
and a functional αg exp(x)H ∈ T ∗g exp(x)HG/H. Due to the equality
αg exp(x)H(d(ag exp(x))eH(d(pi ◦ exp)0(u))) = (d(ag exp(x) ◦ pi ◦ exp)∗0(αg exp(x)H))(u),
the vector Xu(x) ∈ Tg exp(x)HG/H maximizes the functional αg exp(x)H if and
only if u ∈ S maximizes the functional d(ag exp(x) ◦ pi ◦ exp)∗0(αg exp(x)H) ∈ m∗.
Thus the application αg exp(x)H 7→ u(αg exp(x)H), where u(αg exp(x)H) is such that
Xu(αg exp(x)H)(x) maximizes αg exp(x)H , is given by
αg exp(x)H 7→ d(ag exp(x) ◦ pi ◦ exp)∗0(αg exp(x)H) 7→ u(αg exp(x)H), (41)
where u(αg exp(x)H) maximizes d(ag exp(x) ◦ pi ◦ exp)∗0(αg exp(x)H). Notice that the
application d(ag exp(x)◦pi◦exp)∗0(αg exp(x)H) 7→ u(αg exp(x)H) is locally Lipschitz as a
consequence of Theorem 5.10. Therefore (41) is locally Lipschitz and the extended
geodesic field given by
(x, αg exp(x)) 7→ ~Hu(αg exp(x))
is also locally Lipschitz. This proves the following theorem.
Theorem 8.1. Let G be a Lie group and H be a closed subgroup of G. If (G/H,F )
is a C0-Finsler manifold and F is G-invariant, then F is of Pontryagin type. More-
over, if F restricted to some tangent space is strongly convex, then the extended
geodesic field defined locally by
(x, αg exp(x)) 7→ ~Hu(αg exp(x))
is a locally Lipschitz vector field.
9. Examples
A quasi-hyperbolic plane is the Lie group G = R2+ = {(x1, x2) ∈ R2;x2 > 0} with
identity element (0, 1) and product (x1, x2) · (z1, z2) = (x2z1 + x1, x2z2) endowed
with a left invariant symmetric C0-Finsler structure F , that is, F (x, ·) is a norm for
every x. Notice that the left multiplication by (x1, x2) is equivalent to a homothety
by x2 followed by a horizontal translation by x1. From Theorem 8.1, it follows
that quasi-hyperbolic planes are Pontryagin type C0-Finsler manifolds. In [14],
Gribanova proves that the left invariant symmetric C0-Finsler structures on G are
given by
F (x1, x2, y1, y2) =
F (0, 1, y1, y2)
x2
:=
Fe(y
1, y2)
x2
, (42)
where Fe is an arbitrary norm on the Lie algebra g. In addition, she classifies all
minimizing paths of (G,F ). She uses the symmetries of G and the PMP in order
to calculate the minimizing paths explicitly.
In this chapter, we study particular examples of quasi-hyperbolic planes accord-
ing to the concept of extended geodesic field. In the first example, we consider a
non-strictly convex structure and in the second example a strongly convex one. In
the first example we analyze how E allow us to calculate geodesics even when E
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isn’t a vector field. In the second example, E is a locally Lipschitz vector field and
the local existence and uniqueness of integral curves of E holds. Although it seems
to be a similar to the Finsler case, we show that this kind of geodesic structure
can’t be represented by a locally Lipschitz vector field on TM .
Let us present some calculations that hold for every quasi-hyperbolic plane. The
unit vector fields in terms of the control (u1, u2) are given by
f1(x, u)
∂
∂x1
+ f2(x, u)
∂
∂x2
=
u1x2
Fe(u1, u2)
∂
∂x1
+
u2x2
Fe(u1, u2)
∂
∂x2
. (43)
The Hamiltonian is given by
Hu(x, α) =
x2
Fe(u1, u2)
(
α1u
1 + α2u
2
)
, (44)
which is a constant C0 > 0 along the minimizing paths. Denote by u(x, α) the
subset of controls that maximizes Hu(x, α). Notice that the vector
u1(x, α)x2
Fe(u(x, α))
∂
∂x1
+
u2(x, α)x2
Fe(u(x, α))
∂
∂x2
∈ SF [x, 0, 1]
that maximizes Hu(x, α) is proportional to u and it doesn’t depend on x. Therefore
we can write u(α) = u(x, α). This remark will help us to do the analysis of the
examples of this chapter.
The Hamiltonian vector field is given by
~Hu(x, α) =

dx1
dt =
x2u1
Fe(u)
;
dx2
dt =
x2u2
Fe(u)
;
dα1
dt = 0;
dα2
dt = − αiu
i
Fe(u)
,
(45)
the extended geodesic field is given by
E(x, α) =

dx1
dt =
x2u1(α)
Fe(u(α))
;
dx2
dt =
x2u2(α)
Fe(u(α))
;
dα1
dt = 0;
dα2
dt = − αiu
i(α)
Fe(u(α))
,
(46)
where (45) and (46) are due to (7), (43), (44) and the definition of E . The key
feature here is that if (u(t), x(t), α(t)) is an integral curve of E , then
dx1
dt =
x2(t)u1(t)
Fe(u(t))
;
dx2
dt =
x2(t)u2(t)
Fe(u(t))
;
dα1
dt = 0;
dα2
dt = − C0x2(t)
(47)
holds, where the last equation is due to the constancy of (44) along the curve. Here
u(t) = u(α(t)) must maximize Hu(x(t), α(t)) in order to have the PMP satisfied.
Now we go to the analysis of each case separately.
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9.1. A non-strictly convex case. In this example suppose that Fe in (42) is a
norm such that its unit sphere is a regular hexagon H with vertices at
{±(0, 1),±(
√
3/2, 1/2),±(
√
3/2,−1/2)}.
The direction of these vertices are called preferred directions (see [12]). If (α1, α2)
is a positive multiple of (1, 0), then (u1, u2) ∈ u(α) iff the Euclidean angle between
(u1, u2) and (1, 0) is in the interval [−pi/6, pi/6]. The same type of analysis holds
when (α1, α2) is a positive multiple of {(−1, 0),±(1/2,
√
3/2),±(−1/2,√3/2)}. On
the other hand if the Euclidean angle between (1, 0) and (α1, α2) is in the interval
(0, pi/3), then u(α) = (
√
3/2, 1/2), which is a vertex of H. More in general, if the
Euclidean angle between (1, 0) and (α1, α2) is in the interval (kpi/3, (k + 1)pi/3),
k ∈ {1, 2, 3, 4, 5}, then u(α) is the vector that makes an Euclidean angle kpi/3+pi/6
with (1, 0), which are also vertices of H. The expression (46) states that E(x, α)
isn’t a vector field on T ∗M because E(x, α) can have more that one element for a
fixed (x, α).
Let us calculate the solutions of (47) for this particular Fe. The function α1 is
constant and there are two cases to consider:
First case: α1(t) ≡ 0.
Suppose that α2(0) > 0. We have that C0 = x
2(0).α2(0). It is not difficult to
see that the unique minimizing path is the projection (x1(t), x2(t)) of the solution
(x1(t), x2(t), α1(t), α2(t)) = (x
1(0), x2(0)et, 0, α2(0)e
−t), where t ∈ R.
The analysis for α2(0) < 0 is analogous. The unique minimizing geodesic satis-
fying the initial conditions (x1(0), x2(0), α1(0), α2(0)) is given by (x
1(0), x2(0)e−t),
t ∈ R.
In both cases the minimizing path is a vertical line in G.
Second case: α1(t) ≡ α1(0) 6= 0.
In order to fix ideas, suppose that α1(t) > 0.
First subcase: u(α(0)) = (0, 1).
The analysis follows in the same way as in the first case. The solution is given by
(x1(t), x2(t), α1(t), α2(t)) = (x
1(0), x2(0)et, α1(0), α2(0)e
−t) and this solution holds
in the maximum interval
t ∈ I1 :=
(
−∞, ln
(
α2(0)√
3.α1(0)
))
.
At t1 = ln(
α2(0)√
3.α1(0)
), we have that α(t1) = (α1(0),
√
3.α1(0)) and u(α(t1)) is given
by the vectors u such that the Euclidean angle between (1, 0) and u is in the interval
[pi/6, pi/2]. A little bit after this point, we have that u(α(t)) = (
√
3/2, 1/2) due to
the fourth equation of (47). The closure of the trace of (x1(t), x2(t)) for t ∈ I1 has
Euclidean length
C0√
3.α1(0)
=
x2(0)α2(0)√
3.α1(0)
.
Second subcase: u(α(0)) = (
√
3/2, 1/2).
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We have that
C0 = x
2(0)
(
α1(0)
√
3
2
+ α2(0)
1
2
)
.
If the initial conditions (x1(0), x2(0), α1(0), α2(0)) are given, then
x1(t) =
(
x1(0)−√3x2(0))+√3x2(0)et/2;
x2(t) = x2(0)et/2;
α1(t) = α1(0);
α2(t) = (
√
3.α1(0) + α2(0))e
−t/2 −√3.α1(0).
(48)
Let t2 and t3 such that α(t2) = (α1(0),
√
3.α1(0)) and α(t3) = (α1(0), 0), which
are the boundary of the maximum interval (t2, t3) such that u(α(t)) = (
√
3/2, 1/2).
From the fourth equation of (48), we get
e
t2
2 =
√
3.α1(0) + α2(0)
2
√
3.α1(0)
=
C0√
3.x2(0).α1(0)
(49)
and
e
t3
2 =
√
3.α1(0) + α2(0)√
3.α1(0)
=
2.C0√
3.x2(0).α1(0)
, (50)
what implies
x2(t2) =
C0√
3.α1(0)
and
x2(t3) =
2C0√
3.α1(0)
.
From (49) and (50) we can see that t2 and t3 are finite. Therefore the trace of
(x1(t), x2(t)) restricted to [t2, t3] is a line segment parallel to (
√
3/2, 1/2) and with
Euclidean length 2C0/(
√
3.α1(0)). When we go a little bit before t2, we have
that u(α(t)) = (0, 1) and if we go a little bit after t3, we have that u(α(t)) =
(
√
3/2,−1/2).
Third subcase: u(α(0)) = (
√
3/2,−1/2).
This subcase is analogous to the subcase u(α(0)) = (
√
3/2, 1/2). If t4 and t5 are
the boundary of the maximum interval such that u(α(t)) = (
√
3/2,−1/2), then the
trace of (x1(t), x2(t)) restricted to [t4, t5] is a line segment parallel to (
√
3/2,−1/2)
with Euclidean length 2C0/(
√
3.α1(0)) such that the x
2 coordinate of its lowest
point is given by x2(t5) = C0/(
√
3.α1(0)) and the x2 coordinate of its highest
point is given by x2(t4) = 2C0/(
√
3.α1(0)). When we go a little bit before t4, we
have that u(α(t)) = (
√
3/2, 1/2) and if we go a little bit after t5, we have that
u(α(t)) = (0,−1).
Fourth subcase: u(α(0)) = (0,−1).
This subcase is analogous to the subcase u(α(0)) = (0, 1). The projection of the
solution of (47) on G is given by (x1(t), x2(t)) = (x1(0), x2(0)e−t), it is defined on
the maximal interval (ln(− α2(0)√
3.α1(0)
),∞) and the closure of its trace is the vertical
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line connecting (x1(0), 0) and (x1(0), C0/(
√
3.α1(0)). If we go a little bit before
ln(−α2(0)/(
√
3.α1(0))), then u(α(t)) = (
√
3/2,−1/2).
Fifth subcase: α(0) = (1, 0).
For t a little bit before t = 0, we have that u(α(t)) = (
√
3/2, 1/2). For t a little
bit after t = 0, we have that u(α(t)) = (
√
3/2,−1/2). Therefore (x1(0), x2(0))
connects a segment of the second subcase with a segment of the third subcase.
Sixth subcase: α(0) ∈ {(1/2,√3/2), (1/2,−√3/2)}.
It is analogous to the fifth subcase. The point (x1(0), x2(0)) connects two sides
of the former subcases.
The analysis for α1(0) < 0 is analogous.
From the analysis made before, the solutions above can be connected and they
are part of the maximal solution (x1(t), x2(t), α1(t), α2(t)) of (47) defined for every
t ∈ R. The closure of the trace of (x1(t), x2(t)) is the intersection of G with a
regular hexagon with length 2C0/(
√
3.α1(0)), centered at some point in the x-axis
and with its sides parallel to the vectors in {(0, 1), (√3/2, 1/2), (√3/2,−1/2)}.
Observe that C0 is constant along the solution.
We leave for the reader the following exercise: If we have two points in G that
aren’t in the same vertical, then there exists a unique half hexagon (as calculated
above) that connects these two points.
Quasi-hyperbolic planes are complete locally compact length spaces because they
are symmetric C0-Finsler manifolds, what implies that every two points can be con-
nected by a minimizing path (see [9]). Therefore these half hexagons are minimizing
paths.
Remark 9.1. Here we can draw some conclusions:
(1) Given (x0, y0) ∈ TG, if y0 isn’t a preferred direction, then there aren’t
any geodesic γ : (−, ) → G such that γ(0) = x0 and γ′(0) = y0. If y0
is a preferred direction, then there are infinitely many minimizing paths
γ : R → G such that γ(0) = x0 and γ′(0) = y0. Therefore if (γ(t), γ′(t))
is an absolutely continuous path in TM such that γ(t) is a minimizing
path, then the trace of γ is a subset of a straight line. This makes any
representation of geodesics on TM much more complicated than E;
(2) Every minimizing path is a preferred path, that is, their derivatives are
preferred directions almost everywhere. If x0 ∈ G, then the choice of α0 ∈
T ∗x0M determines the preferred direction that the geodesic will follow and
the exact moment when its direction “switches”;
9.2. A strongly convex example. Now we analyze an example where the Finsler
structure is strongly convex.
Let us define a norm F on g as follows. Consider on g the Euclidean spheres
S(1, 1), S(−1, 1), S(−1,−1) and S(1,−1) with radius √5 and centered on (1, 1),
(−1, 1), (−1,−1) and (1,−1) respectively (see Figure 1).
Now, let Se be the figure formed by the arcs of:
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Figure 1. Spheres S(1, 1), S(−1, 1), S(−1,−1) and S(1,−1).
• S(−1,−1) intercepted with the first quadrant of g;
• S(1,−1) intercepted with the second quadrant of g;
• S(1,1) intercepted with the third quadrant of g and
• S(−1,1) intercepted with the fourth quadrant of g
(see Figure 2).
Figure 2. Se.
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Define F as the left-invariant C0-Finsler structure whose unit sphere on g is Se.
We will prove some results before we explain the strong convexity of F (e, ·).
Proposition 9.2. Let 〈·, ·〉 be an inner product on a finite dimensional real vector
space V . Then the norm Fˇ (z) :=
√〈z, z〉 is strongly convex with respect to itself.
Proof. The equation
Fˇ 2(z) = Fˇ 2(y) + α(z − y) + Fˇ 2(z − y),
is a direct consequence of the properties of a inner product and the fact that α(·) =
2〈y, ·〉. 
Corollary 9.3. A Riemannian metric is strongly convex with respect to itself.
Proof. It is a direct consequence of Proposition 9.2. 
Proposition 9.4. Let F be a norm on a finite dimensional real vector space V .
Suppose that for every y ∈ SF [0, 1] and α ∈ ∂F 2(y) there exists a Euclidean inner
product 〈·, ·〉y,α on V such that
(1) y ∈ S‖·‖y,α [0, 1], where ‖·‖y,α stands for the norm correspondent to 〈·, ·〉y,α;
(2) F ≥ ‖ · ‖y,α;
(3) ker ∂α(y) is parallel to TyS‖·‖y,α [0, 1];
(4) there exists a norm Fmin on V such that Fmin ≤ ‖ · ‖y,α for every (y, α).
Then F is strongly convex with respect to Fmin.
Proof. We must prove that
F 2(z)− F 2(y) ≥ α(z − y) + F 2min(z − y) (51)
for every y, z ∈ V and α ∈ ∂F 2(y).
If y = 0, then α = 0 is the unique point in ∂F 2(y) and (51) holds trivially.
Let us analyze the case y ∈ SF [0, 1]. Consider α ∈ ∂F 2(y) and denote Fˇ = ‖·‖y,α.
Notice that
F 2(z)− F 2(y) ≥ Fˇ 2(z)− Fˇ 2(y) ≥ 〈2y, z − y〉x,α + Fˇ 2(z − y)
= dFˇy(z − y) + Fˇ 2(z − y) (52)
holds due to Proposition 9.2 and Items (1) and (2).
Let us show that α = dFˇ 2y . The functionals α and dFˇ
2
y share the same kernel
due to Item (3). Notice that y is transversal to kerα and
t 7→ F 2(y + ty) and t 7→ Fˇ 2(y + ty)
are both quadratic functions that coincides at t = {−2,−1, 0}, what implies that
F 2(y + ty) = Fˇ 2(y + ty) for every t ∈ R. Then
α(y) = lim
t→0
F 2(y + ty)− F 2(y)
t
= lim
t→0
Fˇ 2(y + ty)− Fˇ 2(y)
t
= (dFˇ 2)y(y),
and α = dFˇ 2y because they coincides in kerα and span{y}. Hence
F 2(z)− F 2(y) ≥ α(z − y) + Fˇ 2(z − y) ≥ α(z − y) + F 2min(z − y)
due to (52) and Item (4).
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For an arbitrary y ∈ V \0, notice that α ∈ ∂F 2(y) iff λα ∈ ∂F 2(λy) for every
λ > 0. Therefore if we choose λ = 1/F (y), then the former case implies that the
inequality
F 2(z˜)− F 2(λy) ≥ λα(z˜ − λy) + F 2min(z˜ − λy)
holds for every z˜ ∈ V and α ∈ ∂F 2(y), what settles (51). 
We are going to use Theorem 8.1 and Proposition 9.4 in order to outline the proof
of the strong convexity of F . Consider Figure 2. The curvature of the smooth part
of Se is κSe =
1√
5
. Consider an ellipse E centered at the origin with the semi-
minor equals to one and the semi-major R so large such that κE(p) ≤ 12√5 for
every p ∈ B‖·‖[0, 2] ∩ E. We claim that E, its homotheties and rotations works
as the spheres S‖·‖y,α [0, 1] of Proposition 9.4. In fact, choose y ∈ SF [0, 1] and
α ∈ ∂F 2(y). Let E˜ an appropriate rotation and homothety of E such that E˜ is
tangent to Se in y = p˜min, where p˜min is a point of a semi-minor of E˜. It is clear
that Se remains inside E˜ and consequently the norm ‖ · ‖y,α with unit sphere E˜
satisfies all conditions of Proposition 9.4. Finally the norm Fmin such that its unit
circle is S‖·‖[0, R] satisfies the conditions of Proposition 9.4. Therefore E is a locally
Lipschitz vector field due to Theorem 8.1.
Now we do a geometric and intuitive analysis of how minimizing paths behave
on (G,F ). The analysis is done in the same spirit of the former example: the point
(x(t), α(t)) will determine u(α) that gives the direction of the curve. From this
relationship we will be able to control the the minimizing path x(t).
Let x ∈ G and denote the preferred directions in SF [x, 0, 1] by Vx(N), Vx(W ),
Vx(S) and Vx(E) (see Figure 3).
Figure 3. Preferred directions.
First of all α1(t) is constant. Assume that α1(0) > 0.
For α2(0) large enough, Vx(N) should maximize α(0). In order to see this fact,
note that α(0) = (α1(0), α2(0)) is orthogonal to its level sets with respect to the
Euclidean inner product and they are increasing in the direction of α. Therefore
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there exists a level set that is tangent to SF [x, 0, 1] exactly at Vx(N) (see Figure
4).
Figure 4. Vx(N) maximizes α(0).
Let k1 > 0 be such that Vx(N) maximizes α if and only if α2 ∈ [k1,∞). If
α2(0) ∈ [k1,∞), then (47) can be explicitly integrated and we have the solution
(x1(t), x2(t), α1(t), α2(t)) = (x
1(0), x2(0)et, α1(0), α2(0)e
−t) in the maximum inter-
val
(
−∞, ln
(
α2(0)
k1
)]
where u(α(t)) = Vx(N). In this case, (x
1(t), x2(t)) is a piece
of vertical line pointed upwards.
Likewise Vx(S) maximizes α if and only if α2 ∈ (−∞,−k1]. If α2(0) ∈ (−∞,−k1],
then (47) can be explicitly integrated and we have the solution (x1(t), x2(t), α1(t),
α2(t)) = (x
1(0), x2(0)e−t, α1(0), α2(0)et) in the maximum interval
[
ln
(
−k1
α2(0)
)
,∞
)
where u(α(t)) = Vx(S). Here (x
1(t), x2(t)) is a piece of vertical line pointed down-
wards.
Similarly there exists k2 > 0 such that Vx(E) maximizes α(0) if and only if
α2(0) ∈ [−k2, k2]. If α2(0) ∈ [−k2, k2], then (47) can be explicitly integrated and we
have the solution (x1(t), x2(t), α1(t), α2(t)) = (x
1(0) + x2(0)t, x2(0), α1(0), α2(0)−
α1(0)t) in the maximum interval
[
α2(0)−k2
α1(0)
, α2(0)+k2α1(0)
]
where u(α(t)) = Vx(E). In
this case (x1(t), x2(t)) is a piece of horizontal line pointed to the right-hand side.
If α2 ∈ [k2, k1], then the unit vector Xu(x) that maximizes α is in the first
quadrant. As t increases and α2(t) varies between k1 and k2, u(t) varies between
Vx(N) and Vx(E) rotating clockwise. Therefore the resulting curve (x
1(t), x2(t)) is
similar to a fourth of a circle in the second quadrant with its angular coordinate
varying from pi to pi/2 (see Figure 5).
Finally if α2 ∈ [−k1,−k2], then the analysis is similar to the case α2 ∈ [k2, k1]
and (x1(t), x2(t)) is represented in Figure 6 with its angular coordinate varying
from pi/2 to 0.
We can join all parts above and conclude that the minimizing paths of (G,F )
have the form given in Figure 7.
The case α1(0) < 0 is treated in the same way, and what we get is a minimizing
path as is Figure 7, but counterclockwise.
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Figure 5. trajectory x(t) when α2(t) ∈ [k2, k1].
Figure 6. trajectory x(t) when α2(t) ∈ [−k1,−k2].
If α1(0) ≡ 0, then for α2(0) > 0 we can integrate (47) explicitly and we have
the solution (x1(t), x2(t), α1(t), α2(t)) = (x
1(0), x2(0)et, 0, α2(0)e
−t) extendable for
every t ∈ R. For α2(0) < 0, we also can integrate (47) explicitly and we have
the solution (x1(t), x2(t), α1(t), α2(t)) = (x
1(0), x2(0)e−t, 0, α2(0)et) extendable for
every t ∈ R. They are vertical lines.
Remark 9.5. It is straightforward that if (x1(t), x2(t), α1(t), α2(t)) is a solution
of (47), C1 > 0 and C2 ∈ R, then (C1x1(t) + C2, C1x2(t), α1(t), α2(t)) is also a
solution of (47) with the Hamiltonian being the constant C1.C0 along the curve. If
(x0, y0) are such that y0 is a preferred direction, then there exist infinitely many
minimizing paths γ : R → G such that γ(0) = x0 and γ′(0) = y0. Therefore the
minimizing paths of this example can’t be represented as the projection of integral
curves of a locally Lipschitz vector field on TM .
10. Suggestions for future works
In this chapter we leave some open questions and suggestions for future works:
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Figure 7. A typical minimizing path on (G,F ).
(1) It would be interesting to find (if possible) a Pontryagin type C0-Finsler
structure such that E is a vector field that satisfies the condition of local
existence of solutions, but it doesn’t satisfy the condition of uniqueness.
(2) Pontryagin’s maximum principle is a useful tool in order to find necessary
condition for the problem of minimizing paths and geodesics. It would be
nice if we can find useful sufficient conditions, as it happens locally in Rie-
mannian and Finsler geometry. A study of problems restricted to geodesi-
cally complete Pontryagin type C0-Finsler manifolds would be interesting.
Results concerning the injectivity radius of (M,F ) would be welcome (This
problem arose from a question made by Prof. Josiney Alves de Souza).
(3) In the strongly convex case, it is natural to study more general hypotheses
in order to assure that E is a locally Lipschitz vector field;
(4) It would be interesting to study integral curves of E for particular instances
of G-invariant C0-Finsler structures on homogeneous spaces.
(5) At least for some particular cases, we can try to study curvatures on Pon-
tryagin type C0-Finsler manifolds considering ideas similar to the theory
of Jacobi fields.
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