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Many cortical areas increase in size considerably during postnatal development, progressively
displacing neuronal cell bodies from each other. At present, little is known about how cortical
growth affects the development of neuronal circuits. Here, in acute and chronic experiments, we
study the layout of ocular dominance (OD) columns in cat primary visual cortex (V1) during a
period of substantial postnatal growth. We find that despite a considerable size increase of V1,
the spacing between columns is largely preserved. In contrast, their spatial arrangement changes
systematically over this period. While in young animals columns are more band-like, layouts become
more isotropic in mature animals. We propose a novel mechanism of growth-induced reorganization
that is based on the ‘zigzag instability’, a dynamical instability observed in several inanimate pattern
forming systems. We argue that this mechanism is inherent to a wide class of models for the
activity-dependent formation of OD columns. Analyzing one member of this class, the Elastic
Network model, we show that this mechanism can account for the preservation of column spacing
and the specific mode of reorganization of OD columns that we observe. We conclude that neurons
systematically shift their selectivities during normal development and that this reorganization is
induced by the cortical expansion during growth. Our work suggests that cortical circuits remain
plastic for an extended period in development in order to facilitate the modification of neuronal
circuits to adjust for cortical growth.
I. INTRODUCTION
The brain of most mammalian species grows substan-
tially during postnatal development without a significant
change in the number of neurons. The human brain, for
instance, weighs on average 350g in newborns and 1400g
in adult males [1]. In cat, the neocortical volume in-
creases from ≈1000mm3 at birth to ≈4500mm3 in adult-
hood [2]. Consistently, the surface area of cat primary
visual cortex (V1) increases postnatally by a factor of
2.5 between week 1 and week 12 [3]. This size increase
implies that the distance between any two neuronal cell
bodies grows on average by a factor of 1.6 during post-
natal development. Do neuronal processes such as ax-
ons and dendrites simply elongate or are larger changes
needed to accommodate this growth? It is not known at
present how the brain achieves permanent adjustment of
its functional wiring to the changing physical proportions
while at the same time being fully functional at every
moment. While the importance of mechanical factors is
appreciated in a number of growth related phenomena
in biology such as morphogenesis [4], heart development
[5] and tumor growth [6], their possible impact on func-
tional aspects of neural circuits has received relatively
little attention.
In cat primary visual cortex (V1), much of the growth
takes place during a period in which most parts of the
visual field are already represented [7] and many neurons
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have already reached fairly mature levels of selectivity.
For instance, the selective response of visual cortical neu-
rons to inputs from one eye or the other, called ocular
dominance (OD), can already be visualized at postnatal
week 2 in cat V1 [8] (Fig. 1A). OD is organized into
columns which can be labeled over the full extent of V1
as early as week 3 [10] (Fig. 1B). For these properties,
this system is well suited for studying the impact of cor-
tical growth on neural circuitry.
What happens to cortical columns when the cortex
is growing in size? The seemingly simplest scenario, in
which new columns are inserted into the cortex, appears
rather implausible since the number of neurons remains
largely constant during this period [11]. In fact, most of
the area increase is due to the generation of glial cells,
the addition of more vasculature and connective tissue,
and the myelinization of axons. To a lesser extent it also
reflects the outgrowth and elaboration of axonal and den-
dritic processes [12]. Therefore, a different scenario has
been suggested, sometimes referred to as the ‘balloon ef-
fect’, in which columns expand by a similar factor as the
surrounding cortical tissue [3]. In this study we start
out by testing the balloon hypothesis for the case of OD
columns in cat visual cortex. We show that the expected
expansion of columns during cortical growth does not
take place. Instead, columnar layouts reorganize over the
considered period and become more isotropic in older an-
imals. These observations strongly argue against a sim-
ple balloon-like expansion and imply that cortical circuits
can respond to the constraints arising during growth by
a different as yet unknown mechanism.
In order to account for our empirical observations, a
fraction of neurons must either shift their relative spatial
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2location or, alternatively, alter their functional response
properties. Although appealing, the former possibility is
difficult to address at present, since little is known about
coherent motion of groups of neurons in response to me-
chanical tension [13–15]. In contrast, a large body of
experimental and theoretical work exists addressing phe-
nomena related to cortical plasticity and demonstrating
the impressive susceptibility of neural circuits to changes
in activity patterns, most often in the context of OD
[16, 17]. Furthermore, it is noteworthy that in the two
most intensely studied animal models for cortical plas-
ticity, namely the cat and the mouse, the period of brain
and body growth coincide with and end at about the
same time as the period that allows for intense restruc-
turing of neuronal connections [18–21]. In this study,
we therefore explore the latter possibility and analyze
the predicted reorganization in models for the activity-
dependent formation of OD columns. Based on general
properties of these models, we develop a novel scenario
of growth-induced cortical reorganization. Characteristic
features of this reorganization as well as the time scale on
which it evolves are in good agreement with the changes
in columnar layout we observe during postnatal growth
in cat V1.
II. RESULTS
A. The spacing of OD columns is preserved over a
period of cortical growth
We first measured the size increase of cat primary
visual cortex (V1) during early postnatal development
(Fig. 1A). We labeled complete layouts of OD columns
in V1 visualized by either 2-[14C]-deoxyglucose (2-DG)
or [3H]-proline in kittens at different ages between post-
natal day (PD) 28 and PD98 (N=18 hemispheres, Fig.
1B). V1 was readily discernible by its distinctive colum-
nar activation pattern in comparison to the labeling in
surrounding cortical areas [23]. In particular, V1 was
distinguished from V2 based on its considerably smaller
column spacing. We observed a size increase of about a
factor of 1.3 between two groups centered at PD30 and
PD70 (r = 0.6248, p < 0.006) (Fig. 1C). To reduce pos-
sible influences of genetic variability [22], we analyzed a
littermate couple on PD30 and PD72. Consistent with
our previous results, V1 area was a factor of 1.46 larger in
the older kitten. Thus, our analyses confirmed previous
studies [3, 10] by observing a considerable size increase
of V1 during cat postnatal development.
We next asked whether the spacing of OD columns in-
creases by a corresponding factor over this period. First,
we measured the column spacing Λ of 2-DG/proline-
labeled OD patterns in N=41 hemispheres between PD28
and PD98 (data includes the N=18 hemispheres used for
the analyses of V1 sizes. To obtain accurate estimations
of column spacings, we used the wavelet-method intro-
duced in [22, 23] (SI Appendix ). As shown in Fig. 1D,
column spacings varied between 1.05mm and 1.28mm,
but did not show a significant increase over this period
(r = −0.034, p < 0.825). Consistent with this observa-
tion, the column spacings of the two littermates differed
by less than 10%, despite their difference in V1 size of
46%.
To follow the development column spacings in individ-
uals we visualized OD columns by chronic optical imaging
(N=3 hemispheres, total age range: PD30-PD98) (Fig.
1E). We quantified their spacings by the above wavelet-
method (Fig. 1F). While column spacings based on op-
tical recordings exhibited larger variability compared to
the 2DG/proline data (Fig. 1F), we found no systematic
increase of column spacings in individual animals, thus
confirming the conclusions drawn from the 2DG/proline
data. Increased variability might be explained by the
substantial interareal variability of OD column spacings
[23] together with the fact that the imaged regions were
much smaller than V1 and may have shifted with age.
Taken together, both the 2-DG/proline data and the
chronic optical recordings demonstrate that the postnatal
growth of cat V1 is not accompanied by a corresponding
increase in the spacing of OD columns, strongly arguing
against the balloon scenario.
B. OD columns reorganize during cortical growth
An increase of area without a change in column spac-
ing indicates an increase in the number of hypercolumns.
The concept of a hypercolumn is related to that of a
functional module and denotes a cortical unit contain-
ing a full set of values for any given set of receptive field
parameters [24]. We roughly estimated the typical size
of a hypercolumn by Λ2 (SI Appendix ) and define the
number of hypercolumns in a map by NHC = A/Λ2 [23],
where A is its total area. Fig. 1G shows that for the
N=18 completely reconstructed hemispheres from Fig.
1C the number of hypercolumns NHC increases signifi-
cantly (r = 0.7720, p < 0.0002). At PD28, V1 contains
on average 260±40 hypercolumns (N = 5), increasing to
319± 17 (N=6) at PD72 (increase of 23%).
To reveal more directly the reorganization of OD
columns, we analyzed a third parameter called banded-
ness α that characterizes the structural properties of lo-
cal pattern elements ([22, 23], Fig. 5). Large values of
α indicate layouts composed of regular stripe-like paral-
lel domains, whereas small values indicate more isotropic
layouts such as bended stripes or patches. Such quanti-
tative evaluation of the spatial organization of columns
was possible in N=39 hemispheres. We found that the
bandedness α decreases by almost a factor of 2 from an
average of 0.14± 0.02 (N=13) at PD35 to an average of
0.0832±0.006 at PD95 (N=5) (r = −0.5754, p < 6·10−5;
Fig. 1H). This systematic decrease in bandedness in-
dicates that OD columns, while largely preserving their
initial spacing, reorganize and develop more isotropic lay-
outs over time.
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Figure 1: Reorganization of OD columns in cat visual cortex (V1) over a period of cortical growth. (A) Growth of cat V1, the
representation of the visual hemi-field (schematic; blue area, V1; red area, central visual field representation; HM, horizontal
meridian; VM, vertical meridian), and the time line of cat OD development [8]. Our dataset includes 2-DG/proline-labeled
hemispheres from kittens between PD28 and PD98 (2-DG, N=37; proline, N=4) and chronic optical recordings between PD30
and PD98 (crosses mark individual data points). (B) Two representative examples of OD layouts. Left, at PD30 (2-DG);
right, at PD60 (proline). Yellow lines mark V1 borders (scale bar, 10mm). (C) Area sizes of V1 for the N=18 kittens with
complete reconstructions of V1 (red-marked crosses in A). Blue-orange dots represent averages over pools of sizes denoted by
the gray numbers (error bars smaller than symbol size). Gray crosses mark values for individual animals. Gray line shows
linear regression (r = 0.6248, p < 0.006). (D) OD Column spacings Λ do not increase over this period (r = −0.034, p < 0.825).
(E) OD columns in cat V1 by intrinsic signal optical imaging (same animal; high-pass filtered, SI Appendix ; scale bar, 1.5mm).
(F) Column spacings Λ for the case in (E) (green triangles) and for two other cases (red boxes, yellow diamonds) corroborating
the results in (D) (shown in light gray for comparison; error bars by bootstrapping). (G-H) While the number of hypercolumns
NHC increases over this period (G) (r = 0.7720, p < 0.0002), the bandedness α decreases considerably (H) (r = −0.5754,
p < 6 · 10−5).
C. Modeling OD column formation with growth
To understand these experimental observations, we
studied cortical growth in models for the activity-
dependent self-organization of OD columns. For speci-
ficity, we focussed on the well-studied Elastic Network
(EN) model [25–27] (Material and Methods, SI Ap-
pendix ). Solutions in the absence of growth are shown in
Fig. 6 and Movie SV1. Linear stability analysis around
the initially nonselective cortex (SI Appendix, [26]) iden-
tifies a control parameter r describing the distance from
pattern onset. A pattern of OD columns forms for r > 0.
The analysis also defines an intrinsic timescale τ = 1/r,
on which the segregation of columns takes place, and a
spatial scale Λmax that is roughly equal to the column
spacing of the developing OD pattern. As in other mod-
els for the self-organization of OD columns [27–30], this
spatial scale arises from the effective recurrent interac-
tions which have a ’Mexican-hat’ structure (local facil-
itation, nonlocal suppression). In agreement with pre-
vious work [26, 27], we find in simulations that an OD
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Figure 2: Expansion-induced reorganization in models for OD formation. (A) Snapshots of a simulation starting from a near
steady state solution of the EN model [25], a stripe-like OD pattern (upper row) corresponding to a single Fourier mode in
the power spectrum (lower row) (η = 0.025, r = 0.15). After instantaneous area increase (linear extent by a factor of 1.18, i.e.
δk/kmax = −0.15, at 10τ), OD domains bend sinusoidally and additional Fourier modes appear at (kmax + δk)x˜± qyy˜. (B-D)
This reorganization is captured by the column spacing Λ (B), the number of hypercolumns NHC (C), and the bandedness α
(D) (time in units of the time scale τ of OD segregation).
pattern emerges after a few τ (Fig. 6, Movie SV1). The
only steady state solutions we observe are parallel OD
stripes.
As a simple way to mimic cortical growth, we started
from steady state solutions and abruptly increased
isotropically the size of the simulated system without
changing the other model parameters (i.e without in-
creasing the width of the Mexican-hat; Materials and
Methods and SI Appendix ). Fig. 2 displays snapshots
of a typical example of such a simulation (see also Movie
SV2). Upon size increase at t = 10τ , stripes start to bend
sinusoidally (Fig. 2A, upper row). In the power spec-
trum, this corresponds to the growth of two additional
Fourier modes with wave vectors ∼ (kmax + δk)x˜ ± qyy˜
(Fig. 2A, lower row).
We quantitatively analyzed this reorganization by the
wavelet-method used above. The column spacing Λ in-
creases abruptly at 10τ , but subsequently decreases to
close its initial value (Fig. 2B). The number of hyper-
columns NHC increases persistently (Fig. 2C), while
the bandedness α decreases significantly over this pe-
riod (Fig. 2D). Thus, the growth-induced bending of
OD columns largely restores the initial spacing and re-
sults in a bandedness drop similar to what we observe in
experiment (Fig. 1).
D. A general mechanism of growth-induced
reorganization
We show in the following that this type of expansion-
induced reorganization of OD columns is caused by a
zigzag (ZZ) instability [31], a type of dynamical instabil-
ity which has been widely studied in the theory of pat-
tern formation [32, 33]. Fig. 3, A and B, illustrate the ZZ
mechanism. This instability is typical for the wide class
of relaxational, rotationally symmetric models in which
a two-dimensional pattern forms by a finite wavelength
instability [32]. This class includes the EN model, as we
outline in the SI Appendix, and many other OD models
(e. g. [27–30]).
A theory [32, 33] for this model class exists predict-
ing the regime of the ZZ instability (inset in Fig. 3C).
However, strictly speaking, this theory is valid only in
a narrow parameter region close to the point of pattern
onset at r = 0. We therefore analyzed numerically the
behavior of the EN model further away from onset by
probing systematically a large set of instantaneous size
increases and testing for growing ZZ modes (Fig. 7, SI
Appendix ). We observed that the regime of ZZ insta-
bility is very large (Fig. 3C). Similar to the theoretical
predictions [32, 33], even a slight expansion results in a
ZZ instability and its regime increase parabolically with
the control parameter r. Moreover, the induced reorga-
nization evolves on a time scale τZZ that can be more
than an order of magnitude larger than the time scale τ
of OD column segregation.
E. Realistic Growth Scenarios
Finally, we show that growth-induced reorganization
shows signatures of the ZZ instability even if the initial
OD layout is not a simple stripe pattern and the increase
in system size follows a continuous growth scenario. To
approximate realistic conditions, we initiated our simu-
lations with the nonselective state and linearly increased
the linear extent of the simulated regions by a factor of
1.6 (factor of 2.56 in area increase) between t = 0τ and
t = 100τ . Fig. 4A shows that layouts appear to be more
bended in a ZZ-fashion when compared to simulations for
which we stopped growth after t = 10τ . Typically, the
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Figure 3: The ZZ instability provides a general framework for understanding growth-induced cortical reorganization. (A)
The ZZ mechanism: Initially, OD stripes exhibit the spacing Λmax (left). Upon expansion (middle), OD stripes recover
their initial spacing locally through bending of OD stripes (right). (B) In Fourier space: Two new Fourier modes grow at
(kmax + δk)x˜± qyy˜ restoring the initial wave number kmax of the pattern. (C) Regime and time scale of ZZ instability in the
EN model. Instantaneous isotropic expansion (regime left of white dashed line) induces a ZZ reorganization that evolves on a
timescale τZZ  τ (SI Appendix ). For very large expansion, a complete new pattern forms (gray region). For area decrease
(right of white dashed line) no ZZ instability was observed. No simulations were carried out in the white region, since the
simulation time diverges for r → 0 (SI Appendix ). Inset: Predicted regime of ZZ instability for 2-dimensional, relaxational,
isotropic dynamics close to pattern onset (r  1) (redrawn from [33]; horizontally striped region, ZZ instability; vertically
striped region, Eckhaus (EH) instability, i.e. insertion/elimination of a stripe, see SI Appendix ).
column spacing Λ in growing systems increases only tran-
siently (Fig. 4B) implying that the hypercolumn num-
ber NHC increases persistently (Fig. 4C). The banded-
ness α is relatively variable across solutions reflecting the
large diversity of the evolving OD layouts (Fig. 4D and
Fig. 6). However, whereas in virtually all simulations
without growth α increases nearly monotonously (Fig. 6
and Movie SV1), in growing systems α typically dropped
considerably reflecting the ZZ-type reorganization of OD
columns (Fig. 4A and Movie SV3).
We systematically studied the growth-induced reorga-
nization by varying the control parameter r and testing
different area increases (factor of 1, 1.44, 1.96, 2.56 and
3.24, Fig. 4, E to G; SI Appendix ). We measured the
difference ∆α between the first maximum in bandedness
and the subsequent minimum and the time interval ∆t
between these two bandedness extrema (Fig. 4E; based
on 8th-order polynomial least square fit, SI Appendix ).
Whereas drops with ∆α > 0.05 and ∆t > 15τ occurred
in only < 6% of the non-growing systems, already with
moderate growth, they are present in a large fraction of
systems (Fig. 4F). For smaller values of r the drop is
generally more pronounced. Both the average size ∆α
and the duration ∆t depend only weakly on the total
area increase and drops last on average more than 40τ
(Fig. 4G and H).
Thus, also for more realistic growth scenarios, the in-
duced reorganization exhibits key features of a ZZ insta-
bility, in particular the only mild and transient increase
in column spacing and the prominent and long lasting
drop in bandedness. Intriguingly, these features also de-
scribe the mode of reorganization we observe in experi-
ment (Fig. 1). Moreover, if we identify the model time
unit τ with roughly one day in cat postnatal develop-
ment - an assumption which may be justified by experi-
ments showing that OD columns segregate within a few
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Figure 4: ZZ-type reorganization of OD columns in a realistic growth scenario. (A) Snapshots of EN model simulations with
isotropic linear area increase by a factor of 2.56 between t = 0 and t = 100τ (left column) and without size increase after
t = 10τ (right column) (r = 0.16, η = 0.025). (B-D) Time courses of column spacing Λ (B), number of hypercolumns NHC
(C), and bandedness α (D) for 30 pairs of simulations as in A. Black curves are averages, gray regions s.e.m.. Despite the large
area increase, growing systems display an only mild and transient increase in Λ implying a strong increase in NHC , while α
typically drops considerably. (E) Quantification of bandedness drop by its strength ∆α and duration ∆t. (F-H) The percentage
of simulations showing a substantial bandedness drop (defined by ∆α > 0.05, ∆t > 15τ) (F), the average size ∆α of such drops
(G) and their average duration ∆t (H) evaluated for various total area increases and control parameters r (N=50 simulations
per data point, error bars indicate s.e.m.).
days (e.g. [8]) - we observe that even the time scales
on which these changes evolve, agree fairly well between
model and experiment. This suggests that the reorga-
nization we observe in experiments is caused by cortical
expansion through a mechanism that is based on the ZZ
instability.
III. DISCUSSION
A. Cortical expansion, the absence of the balloon
effect and the range of the ’Mexican-hat’
Our empirical data provides evidence against the so-
called ‘balloon effect’ [3] by showing that OD columns
do not simply expand during cortical growth, but largely
maintain their spacing. At first sight, a balloon-like ex-
pansion may seem plausible. For instance, in-vitro con-
nected neurons, when moderately pulled apart, readily
extend their axonal arbors to prevent disruption, thereby
achieving neurite growth rates of up to 1mm/day [14].
However, mechanical tension on one axonal branch can
strongly influence the arborization of other branches of
the same neuron [15], indicating that expansion-induced
responses can be rich and may lead to nontrivial collec-
tive behavior in expanding networks of interconnected
neurons.
Models for the activity-dependent formation of OD
columns can reproduce the absence of the balloon ef-
fect if the width of the lateral interactions is kept fixed
during growth as we assume in this study. In the EN
model, an effective intracortical interaction of Mexican-
Hat-type (see Fig. 6A) arises from the interplay between
the coactivation of cortical regions and a tendency for
neighboring neurons to acquire similar response proper-
ties [25]. Even if the interaction range increases by only
half the rate of the cortex, we observe a ZZ-type reorgani-
zation accompanied by a bandedness drop (SI Appendix,
Fig. S8). However, in this case also the column spacing
increases systematically. Thus, these models can be rec-
onciled with our data only if the interaction range does
increase only little during growth.
There are several possibilities of why the range of
effective lateral interactions might not increase during
growth. It is conceivable that the width of interaction
could depend on the lateral spread of dendritic arbors.
Limits on an increase of the arbor size during growth
might be imposed by a tendency of neuronal circuits to
7minimize the total length of wiring (see e.g. [34]) and
could be achieved by synaptic pruning [11]. Alterna-
tively, interactions of Mexican-Hat type could arise if the
time scales of the dominant inhibitory synapses are small
compared to excitatory synapses [35]. Thus, a possible
shift from a dominance of smaller towards larger synap-
tic timescales during the period of growth could partly
compensate for the increase of the distance between neu-
rons. Finally, Mexican-hat type interactions could arise
by excitatory connections that at larger distances prefer-
entially target inhibitory interneurons. In this case, the
width of interactions may depend on the strength of inhi-
bition [17] which, appropriately adjusted, could keep the
range of the Mexican-hat constant during growth.
B. Reorganization vs. Displacement
In the scenario of growth-induced reorganization pro-
posed in this paper, increasing distances between cell
bodies alter the effective lateral interactions between neu-
rons, thereby inducing shifts in the response properties
in a fraction of them. Alternatively, one may explore a
scenario in which neuronal response properties are pre-
served, and the mature columnar layout is obtained by
an inhomogeneous displacement of cells. Strong intra-
columnar connections may provide the necessary me-
chanical stability for keeping cells within columns closer
to one another. However, the ability of neurons to rapidly
extend their axonal arbors in response to mechanical ten-
sion [14] raises doubts about expansion-induced forces
being strong enough to promote inhomogeneous displace-
ment of cells. Following the spatial positions as well as
functional response properties of many cells experimen-
tally, e.g. by chronic 2-photon microscopy, could help to
disentangle these two hypotheses. Moreover, experiments
that, instead of altering the patterns of neural activity,
probe the cortex mechanically during development may
reveal novel insights about the role of mechanical tension
in cortical development. A better understanding of the
interplay between tension-mediated and activity-driven
mechanisms in shaping neural circuits in-vivo could shed
new light on normal development and cortical growth,
but potentially also on the response of neural network
function to cortical lesions and brain tumors.
The two scenarios have different implications for the
hypercolumn as a functional cortical unit. A shift in OD
in individual neurons would alter the set of stimulus rep-
resentations in a hypercolumn. It would be interesting to
monitor simultaneously other neuronal selectivities and
test whether they co-develop in a systematic fashion, e.g.
by improving coverage uniformity [36] over time. On the
other hand, a pure displacement of groups of neurons
would distort the original hypercolumn and result in sys-
tematic inhomogeneities in the cortical representation of
the visual field position. Such inhomogeneities may be
detectable in the mature cortex even without the neces-
sity of technically very challenging chronic experiments.
C. Relation to Previous Work
A longitudinal optical imaging study [37] of OD
columns in a single strabismic cat reported an increase
of OD column spacing between PD27 and PD61 con-
sistent with the slight but not significant increase we
observe over this period (Fig. 1D). A chronic imaging
study in ferret reported a fairly stable spatial organiza-
tion of orientation columns between PD30 and PD55 [38].
However, a more recent study [39] analyzing orientation
columns in the cat between PD 35 and PD105 observed
changes in local column spacing that were coordinated
between V1 and V2. Consistent with the present study,
the average spacings in V1 and V2 remained largely con-
stant over this period. A theoretical study [40] of a one-
dimensional model of OD development during cortical
growth predicts a splitting of OD stripes analogous to
the Eckhaus instability (SI Appendix ). As we show here,
two-dimensional models exhibit a much richer dynamics
and behave qualitatively different.
D. A Novel Function of Plasticity in Normal
Development
The impressive ability of cortical circuits to reorga-
nize during and after the critical period has been demon-
strated in numerous studies by artificially manipulating
cortical activity, e.g. by monocular deprivation (see [17]
for a review). However, relatively little is known at
present about the role of cortical plasticity for normal
cortical development [8, 16], (but see [39, 41] ). As we
point out in this study, the period of cortical plasticity
in cat visual cortex overlaps with the period of postnatal
cortical growth [18, 19]. While the peak of the classi-
cal critical period is around PD30 [42], cortical plasticity
does not cease after the critical period, but rather de-
clines gradually [17]. It is readily conceivable that this
plasticity may be exploited by the cortex in order to ac-
commodate for growth-induced changes. Interestingly,
the reorganization we report here is largest close to the
peak of the critical period. (Fig. 1H). Furthermore, key
features of this reorganization are reproduced by model-
ing OD formation as self-organization based on cortical
plasticity. Thus, we conclude that cortical plasticity may
play an important role in normal development through
facilitating growth-related modifications of neuronal cir-
cuits.
IV. METHODS
subsectionExperiment OD patterns were labeled
with 2-[14C]-deoxyglucose (2-DG) autoradiography after
monocular stimulation of the animals or by [3H]-proline
autoradiography after injection of the labeled proline
into one eye which labels the thalamocortical afferents
of that eye in cortical layer IV (see [23] and therein). OD
8columns were recorded by intrinsic signal optical imaging
following [43].
A. Model
OD is described by a real valued field o(x, t), where
x represents the position on the cortical surface and t
time. Negative/positive values of o(x, t) indicate a pref-
erence for inputs from the ipsilateral/contralateral eye.
The dynamics of this field is given by
∂to(x, t) = 〈[so − o(x, t)]Aσ(x,S, o(·, t))〉S + η4 o(x, t) ,
(1)
where
Aσ(x,S, o(·, t)) = e
−(|sr−x|2+|so−o(x,t)|2)/2σ2∫
d2y e−(|sr−y|2+|so−o(y,t)|2)/2σ2
is the cortical activity pattern, σ controls the receptive
field size in the stimulus parameter space, 〈·〉 denotes the
average of the ensemble of visual stimuli {S}, η mea-
sures the strength of lateral interactions and ∆ is the
two-dimensional Laplacian. Visual stimuli S = (sr, so)
are point-like and characterized by a location sr and an
OD value s0, which describes whether the activated units
are forced to prefer the ipsilateral (so < 0) or the con-
tralateral (so > 0) eye.
Numerical integration. Simulations were performed
on a 64×64 grid with periodic boundary conditions. We
used at least 4 grid points per Λmax and an integration
time step δt = min
{
1/(20ηk2max), τ/10
}
. The first term
on the r.h.s. of Eq. 1 was treated by an Adams-Bashforth
scheme, the second term by spectral integration. sr and
so were uniformly distributed with
〈
s2o
〉
= 1. Typical,
between 4×104 and 2×105 stimuli were used per integra-
tion step.
Instantaneous Area Increases. We rescaled the sys-
tem length L as determined from the desired value of
δk/kmax (no change in number of grid points, see SI Ap-
pendix ). We adjusted the number of stimuli, Ns, and,
since ∆ ∼ 1/L2, the matrix for the spectral integration
step. The numerical value of σ remained constant.
Continuous Area Increases. We linearly increased
the linear extent L of the simulated regions between
t = 0τ and t = 100τ and updated the Laplacian ∆ and
the number of stimuli Ns at every integration step.
B. Data Analysis Method
Column spacing Λ and bandedness α of both, data
and simulations, were analyzed using the wavelet-method
introduced in [22]. An over-complete basis of complex
Morlet-wavelets at various scales and orientations was
compared to the OD pattern at each spatial location. Λ
was estimated by the scale of the best matching wavelet,
α by the angular variance of matching at that scale (see
SI Appendix ).
Statistics. r-values denote Pearson’s linear correlation
coefficient; p-Values were obtained with Student’s t-tests.
All methods are described in detail in the SI Appendix.
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9V. SI APPENDIX
VI. OPTICAL IMAGING DATA
Surgery. Anaesthesia was induced with an intra-
muscular injection of ketamine (10 mg/kg Ketanest®,
Parke-Davis, Berlin, Germany) and xylazine hydrochlo-
ride (Rompun®, Bayer AG, Leverkusen, Germany) and
maintained throughout the experiment using nitrous ox-
ide/oxygen anaesthesia (50% N2O / 50% O2), supple-
mented with halothane (0.8-1.2%, Eurim Pharma, Ger-
many). The ECG, pulmonary pressure, end tidal CO2 (3-
4%), and rectal temperature (37-38°) were continuously
monitored. The animal’s head was fixed in a stereotactic
frame by means of a metal nut cemented to the skull. For
optical imaging of V1 a craniotomy was performed cen-
tered at Horsley-Clarke coordinate P4. All experiments
were performed when the animals were between 28 and
94 days old. Successive experiments in the same animal
were performed with intervals of 7 days and in one case
42 days. All animal experiments have been performed ac-
cording to the German Law on the Protection of Animals
and the corresponding European Communities Council
Directive of November 24, 1986 (86/609/EEC).
Visual Stimulation. Animals were stimulated
monocularly with high-contrast square-wave gratings
(subtending 90°×60° visual field) of four orientations (0°,
45°, 90°, and 135°) moving at a speed of 2cyc/s with a
spatial frequency of 0.5cyc/deg. Stimuli were generated
by EZV-Stim software (Optical Imaging Inc., Rehovot,
Israel) and presented on a LG Electronics Flatron 295
LCD-monitor (luminosity 180 cd/m²; contrast 300:1; re-
fresh rate 85 Hz; resolution 1600×1200 pixel) at a dis-
tance of 25 cm. The eyes were treated with atropine and
Neosynephrine® and refracted appropriately using cor-
rective corneal contact lenses with artificial pupils with
a diameter of 3 mm.
Data Acquisition. The cortical surface was illumi-
nated by means of two adjustable light guides attached to
a tungsten-halogen lamp (Spindler & Hoyer, Göttingen,
Germany) equipped with interference filters for different
wavelengths. The vascular pattern of the cortex was visu-
alized at 546 nm ± 10 nm (green), cortical activity maps
at 707 nm ± 1 nm (red). During data acquisition of in-
trinsic signals, the camera was focused 650–750 µm below
the cortical surface. A tandem-lense was used for imag-
ing [44]. The ORA 2001 system (Optical Imaging Inc.),
equipped with a cooled Theta CCD system (384×288
pixel chip from Thomson-CSF) was used for collecting
the intrinsic signals. We acquired a series of frames ev-
ery 12 s, whereby a grating of a given orientation was
presented for 2 s in a static mode, followed by 4.2 s of
data acquisition during which the grating was moved in
both directions along the axis orthogonal to its orienta-
tion. We used episodic stimulation during data acquisi-
tion (7 frames of 600 ms duration). The first frames were
excluded from further analysis. The stimulus presenta-
tion was monocular, an eye shutter was used to conceal
the eyes. A single stimulus trial consisted of 2×8 stimu-
lus conditions (4 grating orientations for the left and the
right eye) and 8 isoluminant blanks presented in a ran-
dom sequence. Twelve trials were usually presented to
obtain a map, so that every stimulus was shown 24 times.
We first calculated ‘single condition maps’ in which the
images acquired during presentation of a particular stim-
ulus were divided by the sum of all different stimulus
conditions (‘cocktail blank procedure’) [45, 46]. Differ-
ential maps for ocular dominance (OD) were calculated
by summing all left eye activity maps and subtracting all
right eye activity maps.
Data Preprocessing. All computed differential maps
I ′(x) were preprocessed in order to remove overall vari-
ations in signal strength and measurement noise. We
calculated a high-pass filtered map I(x) = I ′(x) − J(x)
by subtracting the regional mean
J(x) =
1
W (x)
F−1
{
K˜hp(k)I˜ ′(k)
}
,
where F denotes the Fourier transform and the Fermi-
function
K˜hp(k) =
1
1 + e−(khp−|k|)/βhp
is parametrized by the high-pass cutoff frequency khp
and the steepness βhp. After back-transformation to real
space, the signal outside the region of interest (ROI) was
discarded. Normalizing byW (x) =
∫
ROI
d2x′Khp(x−x′)
accounted for the boundary of the ROI. We used a
Fermi filter with β = 0.2khp and khp = 2pi/λhp with
λhp = 1.8mm. Lowpass filtering was done with a sec-
ond Fermi filter K˜lp(k) with parameters β = 0.2klp and
klp = 2pi/λlp with λlp = 0.7mm.
The resulting pattern I(x) was then centered to yield∫
ROI
d2x I(x) = 0 and its variance was normalized to
one. This overall bandpass filtering ensured that struc-
tures on a scale between 0.7 mm and 1.8 mm were only
weakly attenuated by the preprocessing and enabled us
to do further quantitative analysis.
VII. DATA ANALYSIS METHODS
Column spacing. For each preprocessed OD pat-
tern I(x), we calculated a wavelet representation, using
wavelets which covered only a few hypercolumns but ex-
hibited a strong periodicity. These representations were
obtained from
Iˆ(x,θ, l) =
∫
ROI
d2y I(y)ψx,θ,l(y) ,
where x, θ, l are the position, orientation and scale of the
wavelet ψx,θ,l and Iˆ(x,θ, l) denotes the array of wavelet
coefficients. We used complex Morlet wavelets defined by
ψ(x) = exp
(
− (x
2
1 + σ
−2
2 x
2
2)
2
)
eikψx
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and
ψx,θ,l(y) = l
−1ψ
(
Ω−1(θ)
y − x
l
)
,
where
Ω(θ) =
(
cos θ − sin θ
sin θ cos θ
)
is the two-dimensional rotation matrix. The character-
istic wavelength of a wavelet with scale l is Λψl with
Λψ = 2pi/|kψ|. σ2 denotes the anisotropy of the wavelet.
We used relatively large isotropic wavelets (kψ = (7, 0),
σ2 = 1) to estimate local column spacing Λ(x). We used
12 equally spaced orientations and 16 scales lj between
0.5 mm and 2.0 mm. For computational efficiency, 9
equally spaced orientation were used to analyze model
cortices. Test analyses with 12 orientation led to almost
indistinguishable results. We first calculated
I¯(x, l) =
∫ pi
0
dθ
pi
|Iˆ(x, θ, l)|
of the wavelet coefficients for every position x and
then determined the scale by computing l¯(x) =
arg max l(I¯(x, l)). The corresponding characteristic local
wavelength was obtained by Λ(x) = l(x)Λψ. l¯(x) was es-
timated as the maximum of a polynomial of 6th degree in
l, fitting the I¯(x, lj) (least square fit) for a given position
x. Based on the local column spacing Λ(x), we calculated
the mean column spacing Λ = 〈Λ(x)〉x, where here and in
the following, 〈·〉x denotes the average over the ROI (e.g.
V1 or simulated domain). In the case of 2-DG maps, we
analyzed column spacings in N = 4 different brain slices
for each hemisphere and averaged over slices to obtain
more accurate estimations of the mean column spacing
[22, 23]. This procedure also provides an estimation of
the measurement error. On average errors were below
0.02mm implying a relative error (error/column spacing)
of less than 2%. For the optical imaging data, errors
were estimated by bootstrap resampling. For each map,
a bootstrap sample of N=100 maps was generated from
the individual trials. The column spacing was calculated
for each map in the sample. The error was estimated by
the standard deviation of the bootstrap distribution of
column spacings.
Number of hypercolumns. We defined the number
of hypercolumns NHC in an area A by NHC = A/Λ2,
where Λ = 〈Λ(x)〉x is the mean column spacing in A.
Note that we do not assume a specific shape of the hy-
percolumn, but solely that its size is equal to cΛ2 where
c is a constant close to 1. For simplicity, and because we
are primarily interested in relative changes in NHC , we
set c = 1. Note further that for simplicity we are assum-
ing 〈Λ(x)〉−2x ≈
〈
Λ(x)−2
〉
x
. Typical standard deviations
σΛ =
√〈Λ(x)2〉x of OD column spacings in the cat are≈ 0.1Λ [39] and in the model < 0.03Λ. Based on these
values, this approximation is accurate up to ≈ 3%.
Bandedness. The orientation dependence of the
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Figure 5: Wavelet analysis of columnar layouts. (A)
Examples of two wavelets superimposed on a stripe-like re-
gion of a simulated OD pattern. The real parts of the
complex-valued wavelet are depicted. Positive regions are
delineated by red lines, negative regions are delineated by
green lines. The two wavelets exhibit the best matching spa-
tial frequency. One wavelet (solid line) also exhibits an opti-
mal orientation. (B) Wavelets superimposed on sinusoidally
bended stripe patterns, characteristic for the ZZ reorganiza-
tion. (C-D) The normalized squared modulus of the wavelet
coefficients as a function of orientation θ for the pattern in A
(C) and for the pattern in B (D). Note that for the stripe-like
pattern |Iˆ(x, θ)|2 is strongly modulated and exhibits a pro-
nounced peak, whereas the sinusoidally bended stripes lead
to a broader θ-dependence and a less pronounced peak. This
difference is captured by the bandedness parameter α.
wavelet coefficients was used to calculate a parameter
measuring the anisotropy of local pattern elements as
shown in Fig. S5. For a pattern consisting of parallel
stripes the magnitude of the wavelet coefficients depends
strongly on the wavelet orientation and is largest if the
orientation of the wavelet matches the orientation of the
bands (Fig. 5, A and C). For a pattern consisting of
more bended stripes or isotropic patches, the wavelet co-
efficients depend only weakly on the orientation of the
wavelet (Fig. 5, B and D). Therefore, using only wavelets
of wavelength Λ(x), we calculated
s′(x) =
∫ pi
0
dθ|Iˆ(x, θ)|2ei2θ
/∫ pi
0
dθ|Iˆ(x, θ)|2 , (2)
where we used relatively small and anisotropic wavelets
(kψ = (2, 0), σ2 = 1.5) in order to resolve the layout
locally. We defined the local bandedness as
s(x) =
∫
ROI
d2y K(x− y)s′(y)
/∫
ROI
d2y K(x− y) ,
(3)
where K(x) = 12piσ2 exp
(−x2/2σ2) and σ = 1.3Λ. To
estimate (2) and (3), wavelet coefficients were computed
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for 9 equally spaced orientations for both model cortices
and data. Test analyses with 12 equally spaced orienta-
tions led to almost indistinguishable results. With the
above choice of σ, the function s(x) is sensitive to the
occurrence of band-like regions that extend over the size
of more than a hypercolumn. Based on the local band-
edness s(x), we computed the bandedness α = 〈s(x)〉x
to characterize the overall layout of simulated and mea-
sured OD patterns. To estimate measurement errors for
2-DG maps, the bandedness was calculated for N = 4
brain slices and then averaged [22, 23]. Relative errors
for bandedness estimation were below ≈ 5%.
VIII. THE ELASTIC NETWORK MODEL -
LINEAR STABILITY ANALYSIS AND
NUMERICAL PROCEDURES
A. Model definition and linear stability analysis
In the continuous version [26] of the Elastic Network
(EN) model [25, 27], the OD map in V1 at a given time t
is described by a real valued field o(x, t), where x repre-
sents the position on the cortical surface. Negative values
of o(x, t) indicate a preference for input from the ipsilat-
eral eye, positive values a preference for the contralateral
eye. This field follows a dynamics
∂to(x, t) = 〈[so − o(x, t)]Aσ(x,S, o(·, t))〉S + η4 o(x, t) ,
(4)
where
Aσ(x,S, o(·, t)) = e
−(|sr−x|2+|so−o(x,t)|2)/2σ2∫
d2y e−(|sr−y|2+|so−o(y,t)|2)/2σ2
(5)
is the cortical activity pattern, σ controls the receptive
field size in the stimulus parameter space, 〈·〉S denotes
the average of the ensemble of visual stimuli {S}, η
measures the strength of lateral interactions and ∆ is
the two-dimensional Laplacian. Selectivities o(x) are
modified through the cumulative effect of a large number
of activity events, evoked by the complete stimulus
ensemble. Visual stimuli S = (sr, so) are point-like and
characterized by a location sr and an OD value s0 which
describes whether the activated units are forced to prefer
the ipsilateral (so < 0) or the contralateral (so > 0)
eye. The stimulus parameters sr and so are uniformly
distributed with densities ρsr and ρso such that
〈
s2o
〉
= 1.
Linear stability analysis around nonselective fixed
point. By linear stability analysis, we show in the fol-
lowing that OD columns segregate by a finite wavelength
instability. We linearize eq. (4) around the homogeneous
nonselective state o(x) = 0 [26]. Inserting ohom(x) ≡ 0
into eq. (4) yields
Aσ(x, S, ohom) =
e−
|sr−x|2
2σ2
2piσ2
.
After averaging over the ensemble of stimuli with nor-
malized uniform densities ρsr and ρso , we obtain
∂to(x)|ohom =
∫
d2sr ρsr
e−
|sr−x|2
2σ2
2piσ2
∫
dso ρsoso = 0 .
This shows that ohom(x) ≡ 0 is a fixed point of the dy-
namics in eq. (4). The stability of this fixed point can
be studied by linearizing the r.h.s of eq. (4) [26, 48],
F [o,x, σ,S] ≈ F [ohom,x, σ,S] +
∫
d2y
δF
δo(y)
∣∣∣∣
ohom
o(y) .
This yields
∂to(x) ≈ η∆o(x)− o(x)
∫∫
d2sr dso d
2y ρsoρsrAσ(y,S, ohom)
+o(x)
∫∫
d2sr dso d
2y ρsoρsrAσ(y,S, ohom)
s2o
σ2
−
∫∫
d2sr dso d
2y ρsoρsr
s2o
4pi2σ6
e−(|sr−x|
2+|sr−y|2)/2σ2o(y) .
Assuming a uniform stimulus density ρsr across the cor-
tical surface, this results in
∂to(x) =
(
η4+
〈
s2o
〉
σ2
− 1
)
o(x)−
〈
s2o
〉
4piσ4
∫
d2y e−
(x−y)2
4σ2 o(y) .
(6)
Note that the linearization is only governed by the vari-
ance of the stimulus ensemble, and not by higher order
statistical moments.
Due to translation and rotation invariance of the
model, the eigenfunctions of its linearized dynamics are
Fourier modes ∼ eikx with eigenvalues [26, 48]
λ(k) = −1 +
〈
s2o
〉
σ2
(
1− e−k2σ2
)
− ηk2
only depending on the absolute value |k| = k (see Fig.
2A for an illustration). The homogeneous nonselective
state ohom(x) ≡ 0 is unstable, if some eigenvalue with
k > 0 is larger than zero. The amplitude of any small
perturbation containing a Fourier mode with wave
vector k will evolve ∼ exp(λ(k)t), and therefore spatial
frequencies with λ(k) < 0 are exponentially damped,
whereas those with λ(k) > 0 grow exponentially (shaded
region in Fig. 6A). For η > 0 and σ > 0, λ(k) has a
single maximum at kmax = 1σ
√
ln(1/η). The maximum
λ(kmax) is positive if the width σ of the activation func-
tion is smaller than σ∗ =
√
1− η + η ln η . Importantly,
the maximum positive eigenvalue r = λ(kmax) defines
a time scale τ = 1/r on which OD columns segregate.
We refer to r as the control parameter. For r > 0,
the homogeneous nonselective state is unstable and the
maximum is at some finite wavelength Λmax = 2pi/kmax.
This spatial scale is roughly the spacing of columns in
the developing OD map. Confirming this linear stability
analysis, we find numerically that the early pattern
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consists of Fourier modes with wavelength ≈ Λmax (see
below). Thus, in the EN model, OD columns segre-
gate because the nonselective state o(x) = 0 becomes
unstable and Fourier modes with period ∼ Λmax grow
exponentially if σ is below a critical value.
Generality of model definition. In the above defini-
tion of the Elastic Network model, the widths of the ac-
tivation function Aσ(x,S, o(·, t)) in OD space and retino-
topic space are identified and set to σ. In the following,
we show that this can always be achieved by a proper
rescaling of cortical space, and hence does not imply a
loss of generality.
With two different widths, σr for retinotopic space and
σo for OD, the EN model becomes
∂to(x, t) = 〈[so − o(x, t)]Aσo,σr (x,S, o(·, t))〉S+η4o(x, t) ,
(7)
where
Aσo,σr (x,S, o(·, t)) =
e−((|sr−x|
2)/2σ2r+(|so−o(x,t)|2)/2σ2o)∫
d2y e−((|sr−x|2)/2σ2r+(|so−o(x,t)|2)/2σ2o)
.
For the spectrum of eigenvalues of the linearized dynam-
ics we obtain
λ(k) = −1 +
〈
s2o
〉
σ2o
(
1− e−k2σ2r
)
− ηk2 .
and hence the critical wavenumber (i.e. the expected
wavenumber of the emerging OD pattern) is given by
kc =
1
σr
√
ln
( 〈s2o〉
σ2o
σ2r
η
)
.
By a rescaling of cortical space according to
x → x′ = αx
k → k′ = 1
α
k
σr → σ′r = ασr
η → η′ = α2η ,
where the last transformation rescales the laplacian term
in the r.h.s of eq. (7), we obtain
k′c =
1
α
kc
and hence Λ′max = αΛmax. The typical column spacing of
the emerging OD pattern is properly transformed under
the above rescaling. Importantly, the maximal growth
rate
r′ =
1
τ ′
= λ′(k′c) = −1 +
〈
s2o
〉
σ2o
(
1− e−k′2c σ′2r
)
− η′k′2c
= λ(kc) =
1
τ
= r
is unaffected by the scaling transformation. In fact, one
can show that not only the linearized dynamics, but also
all higher order terms determining pattern selection, are
unchanged by this rescaling.
These considerations imply that the numerical value of
σr can always be identified with the value of σo without
loss of generality. In a final step, we choose to measure
space in dimensionless units which allows for setting σo =
σr = σ and we arrive at the model definition as given in
eq. (1) of our manuscript.
The linear as well as higher order terms exclusively
depend on the ratio between
〈
s2o
〉
and σ2o , meaning that〈
s2o
〉
just sets an arbitrary scale in OD space. For conve-
nience, we chose
〈
s2o
〉
= 1 in our analytics as well as in
our numerics.
In our simulations, we have applied the opposite di-
rection of the above argumentation: fixing r and η (e.g.,
when computing the diagram in Fig. 3C), implied a cer-
tain ratio between
〈
s2o
〉
/σ2 as well as a numerical value
of Λmax. The numerical value, L, of the system size was
then set to a multiple of Λmax, L = γΛmax, with γ ∈ R
chosen according to the size of the cortical subregion (in
terms of hypercolumns) we wanted to simulate (see be-
low).
B. Numerical procedures
Simulations were performed on a 64×64 grid with pe-
riodic boundary conditions. Simulated systems were spa-
tially discretized with at least 4 grid points per Λmax to
achieve sufficient resolution in space. Test simulations
with larger grid sizes (128×128, 256×256) did not lead
to significantly different results. Progression of time was
measured in units of the intrinsic time scale τ . Here, the
integration time step δt is bounded by the relevant decay
time constant of the Laplacian in eq. (7) around kmax
and by the intrinsic time scale τ of the system. We used
δt = min
{
1/(20ηk2max), τ/10
}
to ensure good approxi-
mation to the temporally continuous changes of the OD
patterns. Note that, since τ = 1/r, simulation time di-
verges for r → 0. The EN model dynamics was simulated
using an Adams-Bashforth scheme for the first term on
the r.h.s. of eq. (7). The second term was treated by
spectral integration, exhibiting unconditional numerical
stability. To approximate the stimulus ensemble, a large
random sample of pointlike stimuli was drawn at each
time step. Different realizations of OD development were
obtained by presenting different stimulus samples. The
stimulus parameters sr and so were chosen to be uni-
formly distributed with densities ρsr and ρso such that〈
s2o
〉
= 1 (see model definition above). The stimulus av-
erage in eq. (7) was approximated by choosing a random
representative sample of Ns stimuli at each integration
time step, with
Ns =
N0Γ
2
δt
ε−ns
√
τg00 ,
where n is the number of dimensions of the feature space
(in our case, n = 3), Γ2 = (L/Λmax)2 the size of the
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Figure 6: Development of OD column layout in the Elastic Network model without growth. (A) Eigenvalues of
the linearized dynamics around the homogeneous nonselective state, o(x) = 0. For maximal eigenvalue r(σ, η) > 0, Fourier
modes with positive growth rate form a band around kmax, corresponding to an annulus in 2D. OD columns with spatial
scale Λmax = 2pi/kmax segregate on a time scale τ = 1/r. (B) Development of OD columns starting from initial condition
o(x, t = 0) = 0 (η = 0.025, r = 0.2). At t = 4τ , the emerging pattern already exhibits characteristics of OD columns.
After 10τ , columns start to merge and progressively reorganize towards a stripe-like layout. (C-F) Time courses of average
OD segregation A (C) and of three parameters, characterizing OD layouts during development: (D) mean column spacing
Λ (E) number of hypercolumns NHC (F) mean bandedness α (N = 50 realizations, gray: individual traces, black: example
from B, red: mean value). Whereas A, Λ, and NHC reach mature levels around 10τ and exhibit only little variability, the
bandedness α increases during the entire time course, expressing the fact that solutions slowly converge towards ideal OD
stripes. Furthermore, α-time courses display a large variability, capturing differences between individual realizations of OD
map development.
simulated system in units of Λ2max, εs the resolution in
feature space, N0 the number of stimuli we required to
sufficiently approximate the cumulative effect of the en-
semble of stimuli within each feature space voxel, and
g00 =
9(η−1)4
40σ6 a factor that depends on the specific form
of nonlinear competition between Fourier modes in the
EN model. √τg00 is proportional to the inverse of the
expected mean amplitude of the OD pattern. With
N0 = 50 and εs = 0.15, we ensured a low amplitude
to noise ratio for all the simulations. Typical values for
Ns were between 40000 and 200000. To model develop-
ment prior to OD segregation, we initialized simulations
with o(x, t = 0) = 0.
IX. FORMATION OF OCULAR DOMINANCE
IN THE ELASTIC NETWORK MODEL
WITHOUT GROWTH.
In this section, we briefly summarize the behavior of
the Elastic Network model without cortical expansion.
Fig. 6B shows a typical simulation of OD development
(η = 0.025, r = 0.2, no increase in area). A structure
strongly resembling the OD pattern observed in cat V1
emerges after a few time steps. Already at t = 4τ the
OD pattern exhibits a visible characteristic spacing which
becomes more dominant in the later time course. As a
measure of the average cortical selectivity, we monitored
the mean field amplitude A(t) = ∫ d2x |o(x, t)|. It shows
a rapid increase during the first 10τ and saturates there-
after (Fig. 6C).
We quantified each simulated OD development by the
wavelet-method applied to our experimental data and
compute three parameters characterizing the map lay-
outs. First, we estimated the mean column spacing Λ.
We find, that it reaches a constant value after approxi-
mately 10τ close to the predicted value Λmax (Fig. S6D).
Next, we computed the number of hypercolumns NHC in
a simulated area. This number changes only very little
after OD columns have segregated (Fig. 6E). Finally, we
calculated the bandedness, α, which quantifies the ten-
dency of OD domains to form elongated parallel stripes.
In all our simulations, the initial phase of OD segregation
is followed by a long stage of slow rearrangements lead-
ing to progressively more stripe-like OD layouts. This
behavior is captured by a monotonically increasing band-
edness α (Figure S6F). In fact, we numerically find that
OD stripes, for which the bandedness is maximal, are
stable solutions of the EN model. We do not find any
other stable solution.
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X. SIMULATING GROWTH
A. Instantaneous area increases
We started simulations with a predefined system length
of L0 and used a parameter-dependent sine-wave initial
condition
o(x) = 1/
√
τg00 sin(kmaxx)
with periodicity Λmax = 2pi/kmax and amplitude close
to the amplitude of the expected stationary state. The
system was integrated keeping the length of the system
fixed for the first 10τ . Within this period the amplitude
A(t) = ∫ d2x |o(x, t)| of the OD stripe patterns relaxed
towards a stationary value while OD layout underwent
only minor random fluctuations. Next, we rescaled the
system length to L0 + δL (no change in number of grid
points), where
δL =
(δk/kmax)
(δk/kmax)− 1L0
is determined from the desired value of δk/kmax, thereby
increasing (δL > 0) or decreasing (δL < 0) the total area
size covered by the OD pattern. Accordingly, we ad-
justed the number of stimuli, Ns, and, since ∆ ∼ 1/L2,
the matrix for the spectral integration step. Note that
the numerical value of σ, i.e. the width of the activa-
tion function Aσ(x,S, o(·, t)), remains unchanged by this
rescaling, but its extension relative to L decreases (and
the number of grid points per activation blob decreases
as well). After rescaling, we continued simulations for an-
other 190τ . Upon instantaneous isotropic area increase,
OD stripes typically display a zigzag-like bending of do-
mains (Fig. 7A). As outlined below (sec. 6.3), a ZZ insta-
bility is characterized by the growth of two Fourier modes
(representing the zig and the zag respectively) with wave
vectors k˜ZZ = (kmax + δk)x˜ ± qyy˜, where kmaxx˜ is the
wave vector of the original stripe pattern. A ZZ insta-
bility can therefore be reliably identified by monitoring
the power spectrum along the axis kx = kmax + δk and
searching for two characteristic peaks corresponding to
the ZZ modes.
To estimate the time scales τZZ of this reorganization,
we followed the growth of the two ZZ modes over time
(see Fig. 7B and C). At each time point, we fitted Gaus-
sians (least square fit) of variable size, width, and posi-
tion to the original mode and the two growing ZZ modes
along the expected axis of the ZZ modes in Fourier space
(Fig. 7B). The time scale of ZZ reorganization was ex-
tracted by linear fitting (least square fit) the logarithm of
the ratio between the peak height of the ZZ modes, pZZ ,
and the central peak height stemming from the original
pattern, pc (Fig. 7C). We constrained the fit to values be-
tween 15% and 60% of the maximal peak ratio to capture
best the regime of exponential growth of the ZZ modes.
The fitting procedure was only applied to simulations
with maximal peak ratio of at least 0.05. In Figure 3C of
the manuscript, the inverse of the estimated growth rate,
i.e. the time scale of the ZZ instability, τZZ , is compared
to the intrinsic time scale τ of OD segregation for various
changes of area (δk) and different values of the control
parameter r.
B. Continuous area increases
Different simulation protocols for realistic cor-
tical growth. We tested three different simulation pro-
tocols to approximate the postnatal growth of cat V1 (see
Fig. 8A, B):
(i) linear increase of the linear extent with slope α, start-
ing from L0,
L(t) = L0 + αt ,
(ii) sublinear increase of the linear extent L, such that
the simulated area A increases linearly with slope β,
L(t) =
√
L20 + βt ,
(iii) and logistic increase [51] of the linear extent L
L(t) = L0
eεt
1 + ξ−1(eεt − 1) limt→∞L(t) = ξL0 .
In each protocol, we tested total increases between t = 0τ
and t = 100τ by factors of 1.2, 1.4, 1.6 and 1.8 in linear
extent of the simulated region (corresponding to isotropic
total area increases by a factor of 1.44, 1.96, 2.56 and
3.24). Note that according to [3], the area of cat V1 in-
creases between week 1 and week 12 by approximately a
factor of 2.5 and thus our range of parameters includes
realistic growth conditions. In our simulations of OD de-
velopment, we find that different growth protocols yield
similar results. In fact, the linear and sublinear increases
describe virtually identical growth scenarios (Fig. 8, A
and B) and provide a close match to the data on V1
growth shown in [3]. Our systematic quantitative char-
acterization of OD development in the EN model with
growth (Fig. 4 in the manuscript) was based on the sce-
nario of linear increase of the linear extent (red traces in
Fig. 8, A and B).
To model realistic growth conditions in our simula-
tions, we linearly increased the linear extent L of the
simulated regions between t = 0τ and t = 100τ . System
length L, the Laplacian ∆, and the number of stimuli Ns
were updated at each integration step. After 100τ , inte-
gration was continued for another 100τ with fixed linear
extent.
To capture and quantify the size of bandedness drops,
we calculated their strength ∆α and their duration
∆t, i.e. the time over which α persistently decreased
(Fig. 4E). We fitted an 8th-order polynomial to each
α-time series (least square fit). Using an 8th-order
polynomial, we ensured that the fit closely followed
the coarse-grained bandedness time course for all
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Figure 7: Measuring the time scale of ZZ reorganization in the EN model. (A) Snapshots of a simulation starting
from a near steady state solution of the Elastic Network (EN) model [25], a stripe-like OD pattern (upper row) corresponding
to a single mode in the power spectrum (lower row) (η = 0.025, r = 0.15) (redrawn from Fig. 2A in the manuscript). After
instantaneous area increase (by a factor of 1.18 (linear extent), i.e. δk/kmax = −0.15, at 10τ), OD domains bend sinusoidally
and additional modes appear at (kmax + δk)x˜± qyy˜. (B) Measuring the growth rate of zigzag modes for the simulation in A.
Black crosses mark the power spectrum p(kx = kmax + δk, ky). Most power is concentrated around the origin ky = 0, stemming
from the initial stripe-like OD pattern, and around two secondary peaks corresponding to the emerging ZZ modes (compare
to A, lower row). Red curve is a fit of three Gaussians (least square fit). (C) Ratios between the height pc of the central peak
and height pZZ of the side peaks at different time points (black crosses). The growth rate of ZZ modes is estimated by fitting
a linear slope to the logarithm of pZZ/pc in the region of exponential growth (least square fit).
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Figure 8: Three different simulation protocols of realistic cortical growth. (A and B) Time courses of the linear extent
L/L0 (A) and the area sizeA/A0 (B) for linear increase of area (green traces), linear increase of the linear extent (red traces)
and logistic growth (blue traces). Simulations of OD development for all three growth protocols yield qualitatively similar time
courses of column spacing Λ, number of hypercolumns NHC and bandedness α. Linear area increase and linear increase of the
linear extent are virtually identical and both provide a reasonable fit to the data on cat V1 growth in [3] when setting 1day
≈ 1τ . Our quantitative characterization of OD development in the EN model with growth (Fig. 4 in the manuscript, Fig. 11)
was carried out using linear increase of the linear extent (red traces).
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simulations. In our simulations, we approximated the
stimulus average in EN model equation (eq. (7)) by
a representative sample of stimuli (typically between
4x104 and 2x105) drawn at each integration step. Thus,
our simulations provided a stochastic approximation to
the deterministic dynamics of the EN model as analyzed
here. The time courses of wavelengths, bandedness and
number of hypercolumns were fluctuating around the
"real" time course. Specifically, for simulations carried
out for small r), bandedness fluctuations were around
0.01. To reliably detect growth-induced reorganizations,
we only considered bandedness drops of minimum
size ∆α > 0.05. Furthermore, as growth-induced
reorganization is expected to evolve on timescales
several fold larger than the intrinsic time scale τ of
OD segregation (see Fig. 2 and 3 in the manuscript),
we only included drops with ∆t > 15τ in our analysis.
The results presented in Fig. 4F-H of the manuscript
were not sensitive to this particular choice of parameters.
XI. ZIGZAG AND ECKHAUS INSTABILITY -
PARAMETER REGIMES
In this section, we discuss two fundamental instabili-
ties of stripe patterns subject to size increase or decrease,
namely the zigzag (ZZ) instability and the Eckhaus in-
stability. We describe their basic mechanisms and their
expected parameter regime of occurrence. As it turns
out, the ZZ instability constitutes the generic behavior
upon isotropic continuous area increase.
A. Zigzag instability
The ZZ instability has been observed in many inani-
mate dynamical pattern forming systems as, for instance,
Rayleigh-Benard convection, when these systems experi-
ence an instantaneous isotropic size increase [32, 33, 49].
As pointed out in our manuscript, the result of a ZZ in-
stability can be understood best by considering a simple
pattern of OD columns consisting of alternating stripes
(Fig. 3A in the manuscript). After an isotropic area
increase, the spacing between the OD stripes is larger
than the spacing set by the Mexican-Hat. Subsequently,
the structure rearranges in a sinusoidal fashion: Through
a zigzag-like bending of stripes the original spacing is
largely recovered (see manuscript for details).
B. Eckhaus instability
The Eckhaus instability is a dynamical instability ob-
served in systems that undergo drastic changes in system
size [32, 33, 49]. Rearrangements of domains consist ei-
ther of inserting new domains (area increase) or removing
existing ones (area decrease). Even in two-dimensional
systems, this instability gives rise to an effectively one-
dimensional reorganization. It does not require rotation
symmetry of the instability mechanism. A recent one-
dimensional cortical growth study focused on the Eck-
haus instability [40]. However, in our simulations, we
did not observe an Eckhaus instability, even in the case
of large instantaneous increase or decrease of area size.
The result of an Eckhaus instability can be understood
best by considering a simple pattern of OD columns con-
sisting of alternating stripes (Fig. 9). After an isotropic
area increase, the spacing between the OD stripes is
larger than the spacing set by the Mexican-Hat. Sub-
sequently, new stripes of OD domains emerge between
existing ones by which the original spacing is eventually
recovered (Fig. 9A). Fig. 9B illustrates this in Fourier
space. The initial stripe pattern is described by a wave
∼ eik˜maxxˆ with spatial wave vector k˜max and wave num-
ber |k˜max| = kmax = 2pi/Λmax. Upon area increase, its
wavelength increases, and therefore its wave number dif-
fers by an amount δk < 0 from kmax. During an Eckhaus
instability, two Fourier modes with wave vector ±kmaxx˜
grow, representing the new OD pattern with similar spac-
ing as the original pattern.
Similarly, after an isotropic area decrease, the spacing
between the OD stripes is smaller than the spacing set
by the Mexican-Hat. Subsequently, a fraction of the OD
stripes is removed and the original spacing is eventually
recovered (Fig. 9C). Fig. 9D illustrates this in Fourier
space. Upon area decrease, the OD pattern’s wave num-
ber differs by an amount δk > 0 from kmax. Two Fourier
modes grow with wave vector ±kmaxx˜, representing the
new OD pattern in Fig. 9C with similar spacing as the
original pattern.
C. Parameter regimes
In this section, we discuss the generic regions of oc-
currence of zigzag and Eckhaus instability in the (δk, r)-
parameter space, where r is the control parameter (or
bifurcation parameter) of the system expressing the dis-
tance from the instability threshold of pattern formation,
i.e. the distance from the primary finite wavelength insta-
bility, and δk controls the size of area increase/decrease.
Assuming a plane wave solution A(x, y, t)eikmaxx, close to
the finite wavelength instability its behavior is governed
by the Newell-Whitehead equation [31]
∂tA = rA+ (∂x − i∂y2)2A− |A|2A . (8)
The form of Eq. (8) is independent of the microscopic
details of the instability mechanism [32, 33]. Inserting
the ansatz A = |A|ei(δkx+φ0) yields a uniform solution
|A| = √r − δk2 as long as |δk| < √r. The wave number
of this solution differs by an amount δk from kmax, i.e.
the characteristic spacing of the solution is either smaller
or larger than Λ. Linear stability analysis yields the be-
havior of this solution depending on the control param-
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Figure 9: Eckhaus reorganization upon large isotropic area increase (A, B) or area decrease (C, D). Upon area
increase/decrease, OD stripes recover their initial spacing Λmax by insertion/removal of OD stripes. (A) During isotropic area
increase, the OD pattern transiently acquires a spacing Λ2 = Λmax + δΛ, with δΛ > 0. By insertion of an new stripe the
system recovers a spacing Λ3, roughly equal to Λmax. (B) In Fourier-space, the initial pattern is centered at ±kmaxx˜. δΛ > 0
corresponds to a shift of δk < 0. The initial spacing is recovered by the growth of new Fourier modes close to modes of the
original pattern ±kmaxx˜. (C) During isotropic area decrease, the OD pattern transiently acquires a spacing Λ2 = Λmax + δΛ,
with δΛ < 0. By removal of a stripe the system recovers a spacing Λ3, roughly equal to Λmax. (D) In Fourier-space, δΛ < 0
corresponds to a shift of δk > 0. The initial spacing is recovered by the growth of new Fourier modes at the center of the
original pattern, i.e. ±kmaxx˜. Note that these modes of reorganization require strong and sudden changes in area.
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Figure 10: Generic regions of linear instabilities (Busse Balloon) of a stripe pattern in the (δk, r)-plane (redrawn
from [33, 49]). The diagram applies to the general model class of 2-dimensional relaxational, isotropic dynamics with linear
Mexican-Hat type interactions. The region of the zigzag instability (ZZ, red) is to the left of the δk = 0-axis, and is bounded by a
parabola. EH (yellow) denotes the regions of the Eckhaus instability (see text) where a new OD stripe is inserted (δk < −√r/3)
or withdrawn (δk >
√
r/3). For −√r < δk < −√r/3 these two regions overlap (striped region). Note that the ZZ instability
occurs for an arbitrarily small area increase. Therefore, it is the generic behavior of models for OD column formation upon
continuous isotropic area increase.
eter r and the difference in wave vector δk [50]. Consid-
ering general perturbations of the form δA ∼ eiqyyeiqxx,
the uniform solution is found to be unstable against per-
turbations with qx = 0 as soon as
δk < 0 .
This defines the domain of the ZZ instability (red regions
in Figure S10). In contrast, for qy = 0 the uniform solu-
tion is only unstable if |δk| >√r/3. This is the domain
of the so-called Eckhaus instability (EH; yellow regions
in Figure S10). For −√r < δk < −√r/3 EH and ZZ
overlap (striped region in Fig. 10) and model specific
properties determine which of the two behaviors is ob-
served in this regime. For |δk| > √r, Eq. (8) has no
uniform stationary solution. In this regime, the initial
stripe pattern decays exponentially and a new OD pat-
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tern emerges (pattern plowing, see Fig. 10). In summary,
the ZZ instability is expected to dominate the response
of OD patterns if the area increase is moderate. The
Eckhaus instability is expected to occur only in systems
with abrupt and dramatic size changes. We note that
the form of the diagram in Figure 10 is very general, ap-
plying to the class of two dimensional translation and
rotation symmetric relaxational dynamics in which the
pattern forming process is based on a finite wavelength
instability [32, 33].
XII. ZZ REORGANIZATION DURING
CONTINUOUS ISOTROPIC AREA INCREASE
STARTING FROM OD STRIPES
In our manuscript, we analyzed OD stripes subject
to instantaneous size increase and continuous expansion
starting from the nonselective cortex in the EN model.
In this section, we probe the reorganization of OD stripes
under continuous increase of the system size for two
different values of the control parameter r (Fig. 11).
We initialized our simulations with a sinusoidal pattern
o(x) ∼ sin(kmaxx). After a brief relaxation period of 20τ ,
we linearly increased the linear extent of the simulated
regions by a factor of 1.2, 1.4, 1.6 and 1.8 between t = 20τ
and t = 120τ (corresponding to isotropic total area in-
creases by a factor of 1.44, 1.96, 2.56 and 3.24). In these
simulations, columnar layouts generally show reorganiza-
tion on similar time scales but more irregular reorgani-
zation when compared to the scenario of instantaneous
area increases (Fig. 2, 3 in the manuscript). As for the
case of instantaneous size increase, the column spacing Λ
increases only transiently (Fig. 11, C and H). Thus, the
number of hypercolumns NHC strongly increases over the
simulated time period (Fig. 11, D and I). The banded-
ness α decreases after onset of reorganization as expected
from the sinusoidal bending of OD domains (Fig. 11, E
and J). Thus, a sinusoidal bending of OD stripes which is
characteristic for a ZZ instability also occurs upon con-
tinuous increase of the system size.
XIII. INCREASING THE EFFECTIVE
INTRACORTICAL INTERACTION WIDTH
DURING SIMULATIONS OF REALISTIC
GROWTH SCENARIOS
To investigate growth-induced reorganization in our
manuscript, we assumed constant EN model parameters
in simulations of cortical growth. This implies that the
range of lateral interaction does not change in size during
cortical expansion. These interactions are of Mexican-
Hat (MH) type and arise from the interplay between co-
activation of cortical regions of roughly columnar size
and a tendency of neighboring neurons to acquire similar
response properties.
In this section, we examine the behavior of the EN
model if the interaction width, i.e. the width of the MH,
is also expanding during cortical growth. We start by
considering the extreme case, where both, cortical size
and interaction width increase at the same rate. Fig.
12A shows the development of OD layouts for one such
simulation (r = 0.16, η = 0.025, total area increase by
a factor of 2.56 between t = 0τ and t = 100τ). By
mere visual inspection, an increase in column spacing
can be observed. Furthermore, the OD layout rapidly
becomes stripe-like during the time course. Quantifying
these observations, the mean column spacing Λ increases
considerably (Fig. 12B), the number of hypercolumns
NHC is roughly constant (Fig. 12C) and the bandedness
α increases persistently (Fig. 12D) as in the simulations
without growth (Fig. 6F).
What happens if the interaction width increases at
lower rate than the cortex? Fig. 12E shows the typi-
cal development of OD layouts in a simulation for which
MH growth rate was set to half of the cortical area growth
rate (r = 0.16, η = 0.025, total area increase by a factor
of 2.56 between t = 0τ and t = 100τ). In contrast to
Fig. 12A, the OD layout acquires a more bended and
ZZ-type shape during the time course, strikingly simi-
lar to Fig. 4A in the manuscript (see red frames in Fig.
12E). The mean column spacing Λ increases considerably
(Fig. 12F), though less than in Fig. 12B. The number
of hypercolumns NHC increases (Fig. 12G), however less
than in Fig. 4C of the manuscript. The bandednesses
α exhibits a pronounced decrease, similar to the growing
systems simulated in Fig. 4 - a characteristic feature of
the ZZ instability.
The above observations are consistent with our re-
sults on simulations with fixed interaction width (see
manuscript). There we have shown that even moderate
cortical expansion rates can induce substantial cortical
reorganization, both in simulations with abrupt size in-
creases as well as in realistic growth scenarios. However,
in the case at hand, this is accompanied by an increase in
mean column spacing, and a relatively small increase in
the number of hypercolumns. As we did not observe any
increase in column spacing in cat V1 between week 4 and
14, this suggests that the effective intracortical interac-
tion width stays approximately constant (see discussion
in the manuscript).
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Figure 12: Increasing the width of interactions in the EN model during simulations of realistic growth scenarios.
(A) Snapshots of OD layouts of EN model simulations with continuous cortical expansion and continuously increasing width
of the effective intracortical interactions (Mexican-hat) with the same rate (r = 0.16, η = 0.025, total area increase by a factor
of 2.56 between t = 0τ and t = 100τ). (B to D) Time courses of column spacing Λ (B), number of hypercolumns NHC (C),
and bandedness α (D) for N = 30 simulations (parameters as in A). The mean column spacing Λ increases strongly between
t = 10τ and t = 100τ . Consequently, the number of hypercolumns NHC remains roughly constant. Cortical expansion does
not induce a drop in bandedness. α-time-courses show a monotonous increase as in simulations with non-growing cortical size
(Fig. 6). (E) Snapshots of OD layouts of EN model simulations with continuous expansion and continuously increasing width
of the effective intracortical interactions with half the cortical growth rate (r = 0.16, η = 0.025, total area increase by a factor
of 2.56 between t = 0τ and t = 100τ). (F to H) Time courses of column spacing Λ (F), number of hypercolumns NHC (G),
and bandedness α (H) for N = 30 simulations (r = 0.16, η = 0.025, total area increase by a factor of 2.56 between t = 0τ and
t = 100τ). Growth typically induces a considerable drop in α. However, in contrast to a fixed Mexican-Hat size (Fig. 4B in
the manuscript), the mean column spacing Λ increases considerably between t = 10τ and t = 100τ . Consequently the number
of hypercolumns NHC only increases moderately.
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