In a previous work, we proposed a new integer programming formulation for the graph coloring problem which, to a certain extent, avoids symmetry. We studied the facet structure of the 0/1-polytope associated with it. Based on these theoretical results, we present now a Branch-and-Cut algorithm for the graph coloring problem. Our computational experiences compare favorably with the well-known exact graph coloring algorithm DSATUR.
The coloring polytope
The classical IP formulation for GCP is: 
xij + x kj ≤ wj ∀ {i, k} ∈ E, 1 ≤ j ≤ n (2) xij ∈ {0, 1} ∀ i ∈ V, 1 ≤ j ≤ n wj ∈ {0, 1} 1 ≤ j ≤ n where xij = 1 if color j is assigned to vertex i and xij = 0 otherwise. The n binary variables wj (1 ≤ j ≤ n) indicate whether color j is used in some vertex, i.e. wj = 1 if xij = 1 for some vertex i. The polytope associated to this formulation is denoted by SCP .
Constraints (1) assert that each vertex must receive exactly one color, and constraints (2) say that every pair of adjacent vertices must not share the same color and that wj = 1 when some vertex has color j.
In [4] we studied the polytope SCP of this classical formulation. We developed a Branch-and-Cut using these results, but it was not very successful. We believe this is due to the existence of too many symmetrical solutions. In [16] we proposed three new IP formulations that try to avoid this problem. In what follows, we summarize polyhedral results for CP, the polytope associated to one of them.
The coloring polytope is CP = SCP ∩ {(x, w) : wj ≤ i∈V xij ∀ 1 ≤ j ≤ n and wj ≥ wj+1 ∀ 1 ≤ j ≤ n − 1}
.
The added constraints state that color j can be assigned to a vertex only if color j − 1 has been already assigned. For any feasible k-coloring, its symmetrical k-colorings that use colors with label greater than k are eliminated.
We now point out the main properties of the polytope associated to this formulation. Details about these results can be found in [16] , as well as other facets that we do not use in this Branch-and-Cut code.
We know that the set of vertices colored with the same color is a stable set, so its size is less than or equal to the stability number. Besides that, the coloring properties of substructures of a graph give information for the coloring of the whole graph. Combining both ideas the next result follows . is a valid inequality for CP. If
• α(G ) < α(G).
• ∀v ∈ V \V , G[V ∪ {v}] has a (α(G ) + 1)-independent set.
• exists I, maximum independent set of G , such that G[V \I] is not a clique.
• there is some χ(G)-coloring on the face. then the inequality is facet-defining for CP.
These inequalities become useful on substructures with known stability number. In our algorithm, we use the ones that correspond to cliques and cycles. The above result on these special subgraphs is pointed out in the next two propositions. In [16] we also studied properties of paths and complement of cycles. is a valid inequality for CP.
Using similar arguments on the maximum stable set of the neighborhood of a vertex, we derivate the following result:
is a valid inequality for CP.
Let us consider now clique inequalities. If we add up a set of these constraints, clearly we obtain a valid inequality that is dominated by each of the constraints used in this operation. But, if we can strengthen it while preserving its validity, we will obtain a new inequality that is not dominated by any clique constraint. To strengthen the inequality we use the trivial fact that no more than k colors are used to color a set of size k.
This concept allows us to derivate the following inequalities:
Proposition 2.5 Let P k = v1, ..., v k , k ≥ 3, be a path and consider {c1, ..., c k } a set of k colors (c k ≥ ci i = 1, . . . , k − 1). The path inequality
is a valid inequality for CP. Proposition 2.6 Let {v1, . . . , vp} be a clique of size p of G, k be a color p ≤ k ≤ n − 1 and Col ⊆ {1, . . . , k − 1} with |Col| = p − 1. Then the p-color clique inequality
Finally, we mention an inequality that follows from the way we eliminate symmetrical solutions. If a color j0 is not used in a feasible solution, colors with label greater than j0 are not used either. Besides that, any vertex does not use more than one color. Both observations are put together in the following result.
Proposition 2.7
The block color inequality n j=j 0 xi 0 j ≤ wj 0 is a valid inequality of CP.
Branch-and-Cut algorithm
In this section we describe how the above theoretical results are used to implement a Branch-and-Cut algorithm. Given an integer programming problem, the idea of a Branch-and-Cut method is recursively partition the solution set into subsets and solve the problem over each subset. This procedure generates an enumeration tree where offsprings of a node correspond to the partition of the set associated with the parent node. In each node of the tree, a linear relaxation of the problem is considered by dropping integrality requirements and adding valid inequalities which cut off the fractional solution. To reduce the number of nodes of the tree, it is important to have good lower and upper bounds, good rules to partition the feasible set, good strategies to search on the tree and a good strengthening of the linear relaxations. In what follows we describe the different aspects of our implementation that take into account this factors.
Preprocessing
Since even for moderately sized coloring problems, the number of variables and inequalities is rather large in our model. We would like to use preprocessing techniques to eliminate variables and constraints in order to keep the linear program reasonably sized.
A simple heuristic algorithm finds a maximal clique which size, n cli, is used as a lower bound of the chromatic number. All the variables related to these vertices are fixed in the model. Then, we eliminate the vertices having a no-adjacent vertex on the clique that is adjacent to any vertex of its neighborhood. Finally, all vertices with degree less than n cli-1 are deleted. From any optimal coloring of the new graph follows an optimal coloring of the original graph.
Besides that, we generate a feasible initial coloring applying a partial enumeration heuristic based on DSATUR. This solution gives an upper bound of the chromatic number (denoted byχ) and allows us to eliminate variables of the model.
A limit of 5 seconds is specified for both heuristics but in most instances the complete run time was less than 20% of this limit.
Improving the linear program relaxation
The model has mχ constraints (2) . Since this size is difficult to handle for large and dense graphs, we replace the constraints (2) by
where N (k) = {i ∈ V : i is adjacent to k} and µ is the cardinal of a clique partition of N (k). In this way we handle nχ constraints instead of mχ.
In spite of this procedure relaxes the polytope, the computational experience shows it works better than the original formulation. Note that these constraints are a weak version of the neighborhood inequalities.
Finally, in order to strength the linear programming relaxation, we add the following constraintŝ
These inequalities eliminate fractional solutions, like xij = 1/χ for every i, j whenχ ≥ 3.
Branching rules
In our computational experiments we try various branching strategies. The classical rule of branching on a fractional variable, where it is set to 1 in one subproblem and set to 0 in the other is very asymmetrical. The generated search tree is unbalanced because setting a variable to 1 means to fix a color to a vertex, while setting it to 0 means that one color is not considered to be assigned to the vertex. We did not have good success with this strategy.
To avoid this behavior, we first choose a vertex of the graph. Then, for each feasible color for the vertex out of the used colors in the subproblem, a new subproblem is created. In addition, a subproblem is created with the vertex receiving the next color.
Following the idea of Brélatz we choose a fraccionable vertex adjacent to the largest number of differently colored vertices. In case of ties, we consider two alternative tie-breaking rule:
• VB1: the vertex with highest degree in the uncolored subgraph
• VB2: the vertex that produces the largest decrease in the number of colors available for the remaining uncolored vertices
The first rule is due to Brélatz [3] and the second is a modification proposed by Sewell [21] . The above branching strategies specify how to split the set of feasible solutions of the current subproblem. We have to determine in what order the subproblems will be examined. We use a depth first search rule in choosing the node to evaluate, but we consider four different ways to add the new nodes of the tree to the list of active subproblems:
• O1: by increasing order of color labels
• O2: first the new color and then by increasing order of color labels
• O3: by increasing order of the number of vertices that have been already colored with each color.
• O4: by decreasing order of the number of vertices that have been already colored with each color.
For "small" graphs, the complete enumeration of feasible colorings is more efficient than a Branch-and-Cut algorithm. Then, when the number of still uncolored vertices is "small", it was useful to implement the implicit enumeration scheme. This level is a parameter of our implementation. We fix it to 60 for graphs with more than 60 vertices, otherwise the complete enumeration begins on level 2 of the Branch-and-Cut tree.
Cutting plane generation
In a Branch-and-Cut framework, some key decisions have to be taken: when cutting planes need to be generated, how many iterations of a cutting plane algorithm and how many cuts should be generated at each iteration. An appropriate balance between branching and cutting is necessary because small enumeration tree do not always correspond to smaller computing times. We use the following input parameters: the skip factor (number of nodes of the enumeration tree that are enumerated before cutting plane phase is applied), rounds per node (iterations of a cutting plane algorithm) and the maximal number of cuts added per iteration.
The problem of identifying violated inequalities is called the separation problem. We now describe the identification procedure of violated cutting planes that are implemented in our Branch-and-Cut code.
Clique and p-color clique inequalities
Initially, we considered the alternative of generating a list of cliques before starting the algorithm. Then, by a sequential checking of the list, we looked for a violated inequality. This is a classical approach but our preliminary computations showed it was not good enough. The clique inequalities play an important role on our algorithm and this procedure did not find many violated inequalities.
So, we developed a simple greedy heuristic procedure. For each color j0, the greedy criterion is to go for violated clique inequalities and it makes sense to do so by considering the list of fractional and zero variables in order decreasing x * ij 0 value, where x * denotes the current fractional solution. If xij 0 is a fractional variable, we initialize a clique with vertex i. Then, it will be grown into a bigger clique trying to add other vertices follow the order of x * . We do several trials bounded by an input parameter. In trial k, we choose the fractional variable x i j 0 such that vertex i is the k-th adjacent vertex to i in the list. We add this vertex to the clique and then look in order in the rest of the list.
To avoid any additional computational effort, the clique found is also used to try a violated p-color clique inequality. For each color j, with 1 ≤ j ≤ j0 − 1, we compute Sj where Sj = i∈clique xij − wj . If nc is the clique size, to have more chances to find a violated inequality, we choose the first nc − 1 colors in order of decreasing Sj values.
Block color inequalities
The block color inequalities are handled by brute-force. We enumerate all n 2 inequalities and find those that are violated by the fractional current solution.
Path inequalities
For each fractional variable w k , we associate to each edge (u, v) ∈ E, the weight cuv = max j=1,...,k−1 {xuj + xvj − wj } + n j=k (xuj + xvj). Using a greedy procedure, we compute for each vertex v ∈ V , the weightest path in G. A path with weight greater than w k corresponds to a violated path inequality. To avoid inequalities with similar support, the procedure has an upper bound to the number of times a vertex belongs to a path.
Computational experiments
We report in this section the computational experience with our Branch-and-Cut code. The code was implemented in C++ using the ABACUS framework [11] and CPLEX 6.0 LP solver [6] . We have performed the experiments on a Sun ULTRA workstation and the times are reported in seconds.
In our computational experiments, we use DIMACS benchmark instances drawn from http://mat.gsia.cmu.edu/ COLOR02 and random graphs. G(n, p) is a random graph of n vertices and an edge between each pair of vertices with independent probability p. This class of graphs is used extensively in testing graph coloring algorithms.
The Table 1 shows DIMACS instances. We give the number of vertices, the number of edges, the size of a maximal clique and the chromatic upper bound obtained by the initial heuristics. The last column corresponds to the chromatic number ("?" means unknown). 
Reducing the problem size
We start our computations with the reduction techniques described in Section 3. The removal of vertices is highly effective for DIMACS instances. The graph reduction is more important on graphs with low density even though there are instances of different densities. This procedure is useless on random graphs. It can be explained by the regular property of the vertex grades. Table 2 shows DIMACS instances before and after reduction. We report the density, the original number of vertices, the number of vertices after reduction,n, and the percentage reduction. The CPU time for performing the reductions is insignificant in the total time. 
Branching strategies
The branching strategies can be combined with the four different ways to add the new nodes to the list of active subproblems. So, we have eight rules to generate and search on the tree.
Our experience shows that the branching rules performance does not change if we add cutting planes during the algorithm. So, to report the results as simple as possible, they were tested on a Branch-and-Bound version of our code. We run on random graphs with 50 and 60 vertices with edge probabilities 0.3, 0.5, 0.7 and 0.9. In Figure 1 we present the results over averages of 5 instances.
If we fix the order to add the nodes to list, VB2 is generally better than VB1. In [21] , Sewell proposed an enumerative algorithm using VB2+O1 rule. He reports that this algorithm produces fewer subproblems (on average) than DSATUR algorithm (VB1+O1) but it requires more CPU time because the tie-breaking rule computation is more expensive. We think this is not our case because the percentage of the total CPU time used by it in a Branch-and-Bound scheme is not significative. It is clear from the figures that the combination VB2+O2 is the best. This conclusion follows from the number of subproblems as well as the CPU time.
To end the evaluation of branching strategies, we compare the classical 0-1 dichotomy variable selection with our worst and best combination strategy. Figure 2 confirms that the first one is not competitive. 
Cutting planes
An indirect way of evaluating the quality of a cutting plane is to observe the increase produced in the lower bound when it is added to the LP-relaxation. Larger increases mean better constraints because they define deeper cuts in the relaxation polytope. However, a right balance between different aspects has to be considered.
If the added cuts are dense, they increase memory requirements and may slow down the solution of the LP's. Besides that, if the separation routine for a class of inequalities is computationally expensive in relation to the lower bound increase when they are added to the LP's, it is not worthwhile to include them in the algorithm.
We have conducted experiments to determine a good cut combination scheme. A pure cutting plane algorithm with each of the cut families combination was applied for 50 rounds on eight random instances of 125 vertices with low (less than 30%), eight with medium (between 40 and 60%) and eight with high (greater than 70 %) density. Tables 3, 4 and 5 reports the CPU time and the round where the best lower bound is achieved, the values of the column labeled ILP are the initial LP-value. The computing time is mainly spent within the LP-solver. We do not report separation procedure times, since they represent a small fraction of the total time (never more than 10%) even though it is worth to mention that cycle and p-color clique separation were the most expensive procedures. The references for each table row are: 2  347  23  1  131  10  1  154  12  2  213  12  C 2  2  348  23  1  131  10  1  154  12  2  213  12  C 3  2  406  23  1  134  10  1  155  12  2  178  11  C 4  2  423  24  1  134  10  1  155  12  2  204  11  C 5  2  406  23  1  131  10  1  153  12  2  210  11  C 6  2  424  24  1  134  10  1  155  12  2  204  11  C 7  2  407  22  1  132  10  1  153  12  2  194  9  C 8  2  407  22  1  133  10  1  153  12  2  194  9  C 9  2  407  26  1  119  8  1  195  13  2  250  13  C 10  2  407  26  1  119  8  1  195  13  2  250  13  C 11  2  424  21  1  120  8  1  195  13  2  285 These tables clearly show that the good performance of the cutting plane algorithm is mainly due to the presence of clique inequalities. If this family inequality is excluded, it is detrimental to the lower bound improvement.
In order to get a more direct comparasion, the Figure 3 gives a summary of the above results. For each cut combination, the figure shows the average over the eight instances of the ratio of the difference between the CPU time for this cut combination and the CPU time for the best cut combination for that instance over the best cut combination.
There is not a clear computational winner among the combinations considered. However, since combinations without p-color clique, for low and medium density graphs, and cycle inequalities, for high density graphs, are generally superior, not only in CPU time but also in the number of rounds to achieve the same lower bound, we decide not to include these inequalities. The scheme using clique, block color I1   I2  I3  I4   n cliχ  ILP  n cliχ  ILP  n cliχ  ILP  n cliχ  ILP  8  16  0  8  15  0  8  16  0  8  16  0   LB  time  round  LB  time  round  LB  time  round  LB  time  round  C 1  2  484  21  2  515  22  1  531  27  2  452  22  C 2  2  484  21  2  517  22  1  533  27  2  451  22  C 3  2  446  20  2  499  20  1  526  26  2  471  21  C 4  2  498  18  2  542  20  1  580  23  2  462  20  C 5  2  447  20  2  503  20  1  533  26  2  477  21  C 6  2  503  18  2  550  20  1  589  23  2  468  20  C 7  2  554  19  2  549  19  1  556  23  2  521  22  C 8  2  555  19  2  559  19  1  555  23  2  521  22  C 9  2  534  20  2  749  22  1  607  25  2  567  23  C 10  2  532  20  2  760  22  1  602  25  2  566  23  C 11  2  502  21  2  588  20  1  579  25  2  501  21  C 12  2  570  20  2  659  18  1  648  23  2  537  21  C 13  2  502  21  2  594  20  1  582  25  2  500  21  C 14  2  570  20  2  659  18  1  648  23  2  534 and path inequalities is the best for medium density graphs, and its behavior is good enough for the other densities. Because the medium density graphs are the hardest to color, we choose this combination for the next experiments. Graph density seems not to be a crucial factor but we note that the cuts performance improves as the difference between the size of the maximum clique and the chromatic number increases. It is difficult to carry any further conclusions.
Finally, another experiment considered if it is worthwhile to include cuts. We compare a Branch-andBound version of our code with a Branch-and-Cut that uses clique, block color and path inequalities. The next figure reports results with skip factor equal to 1, three rounds per node, a maximum of 2000 cuts per iteration and a limit of 20 rounds of the cutting plane algorithm on the root node. According to the Figure 4 , the Branch-and-Cut method is capable of solving all test instances faster and producing fewer subproblems than Branch-and-Bound.
Comparison of LP-relaxations
In [16] we proposed two other models that include a smaller number of equivalent solutions. The polytopes associated to these models are:
The properties of CP' and CP" depend on some characteristics of the graph (e.g. order of the vertices), and it makes the study more difficult. However, since CP' and CP" are included in CP, the valid inequalities for CP are valid for CP' and CP" as well.
In order to compare the three linear relaxations we run experiments with a cutting plane algorithm. In addition, we also use the LP-relaxation of SCP to show the importance of eliminating symmetrical solutions.
To simplify the comparison we only use clique inequalities given their important role in a cutting plane algorithm, as we showed in 4.3. They are valid for all the polytopes [4] . In the Figure 5 , we represent the evolution of the objective function for the LP-relaxations. It is easy to see that SCP has the worst performance and a weaker lower bond is reached. The slow progress in the lower bound and the time required by the LP-solver is due to the large amount of symmetrical solution included in SCP.
Relaxations of CP, CP' and CP" have similar behavior in improving the lower bound. But, LP-solver takes longer on CP" relaxation as it contains more constraints. 96.00 46.00 Table 6 :
As a general rule, the larger the gap between n c li and χ, the better the performance of CP' over CP. However CP' was not useful in a Branch-and-Cut framework. Because our branching strategies can not be applied, we run some experiments with other branching strategies. But, they show that even when LP-relaxation of CP' is better, it can not compensate the time due to the largest size of the tree.
Final results
After this performance, now we are ready to investigate the effectiveness of our code in DIMACS instance. Results of a preliminary version of our code were presented in [5] . We use a CPU time limit of two hours. In the instances that our code was unable to solve within this limit, we report the best lower and upper bounds. We compare our code with DSATUR algorithm. We use the source code available at Trick's page where it is incorporated the modification suggested by Sewell (http://mat.gsia.cmu.edu/COLOR/solvers/trick.c).
Complete enumeration of feasible solutions in graphs with less than 50 vertices is very fast so we do not consider them in our report.
There are instances where the lower and the upper bound obtained with the initial heuristics are equal, so the Branch-and-Cut was not used for these graphs.
We begin showing the results of our experiments in Table 6 . These are the instances that our Branchand-Cut code was able to solve within the cpu time limit. Asterisks indicate DSATUR exceeded the time limit. The first 10 instances were solved at the root node after some cutting plane iterations because the gap between lower and upper bound was closed. The last 8 instances required to explore the Branch-and-Cut tree.
On Table 7 we report the lower and the upper bound obtained on instances where the CPU time limit was exceeded.
Final remarks
Our algorithm solves instances that DSATUR was not able to. In many cases, DSATUR finds the optimal solution very early in the enumeration process but requires too much time to conclude that there is not better solution. Branch-and-Cut was able to obtain the optimal certification faster than DSATUR. The improvement of the initial lower bound allows us to prove that the solution obtained by the initial heuristic was optimal.
