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In this paper we discuss Weyl matrix balls in the context of the ma-
tricial versions of the classical interpolation problems named after
Carathéodory and Schur. Our particular focuswill be on studying the
monotonicity of suitably normalized semi-radii of the correspond-
ingWeyl matrix balls. We, furthermore, devote a fair bit of attention
to characterizing the case in which equality holds for particular ma-
tricial inequalities. Solving these problems will provide us with a
new perspective on the role of the central functions for the classes
of Carathéodory and Schur.
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0. Introduction
This paper is closely related to the investigations in [14,4] on theWeyl matrix balls associated with
the matricial versions of the classical Carathéodory and Schur interpolation problems. More precisely,
in [14,4] there were derived some matrix ball descriptions of the sets of all values attained by the
solutions of the respective interpolation problem at a prescribed fixed point of the open unit disk.
Following the classical monograph [1] the terminology "Weyl circles" or later "Weyl matrix balls" was
consequently used in the Soviet literature (see, e.g., [24,20,19,2,21]). As detailed in [1, Chapter 1] or
in [5], the history of the scalar case is closely tied to the early and very influential papers [26,18,22].
∗ Corresponding author.
E-mail addresses: fritzsche@math.uni-leipzig.de (B. Fritzsche), kirstein@math.uni-leipzig.de (B. Kirstein), raabe@math.uni-
leipzig.de (U. Raabe).
0024-3795/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2011.01.040
B. Fritzsche et al. / Linear Algebra and its Applications 435 (2011) 778–803 779
For the Carathéodory problem, the scalar casewas treated by Geronimus [15–17], whereas Nevanlinna
computed in [23, Satz 2, p. 33] the Weyl circles associated with a Nevanlinna–Pick problem for scalar
Schur functions.
Potapov’s approach formatrix versions of classical interpolation problems provided the impetus for
an extensive study of Weyl matrix balls associated with specific problems (see, e.g., [20,19,2,21]). The
nondegenerate case (i.e., the case in which the block Pick matrix constructed from the interpolation
data is regular) was the first case to be properly considered. Dubovoj [2, Parts IV–VI] would later
be largely responsible for initiating work on the general case. His Type-K Subspace Method led to a
general concept for studying degenerate interpolation problems. Dubovoj would, himself, apply this
method to the general Schur problem. Weyl matrix balls associated with this problem were studied
by Dubovoj’s doctoral student, Zinenko [27]. Further approaches to degenerate matricial interpolation
problems have since been developed. One such approach (for matrix versions of Carathéodory and
Schur interpolationproblems)wasdevelopedby thefirst twoauthors of this article alongwith Lasarow
(see [9–11,13]). Building on these results, there soon followed the above-mentioned articles [14,4]
discussing the corresponding Weyl matrix balls. It should not only be noted that the approach in [4]
differs from the one used by Zinenko in [27], but also that the form of the resulting description of the
Weyl matrix balls differs as well.
This paper builds on [14,4]. Some of the questions left open in [14,4] are examined here, in partic-
ular, the question of verifying the monotonicity of suitably normalized semi-radii. Using an entirely
different approach, Zinenko [27, Theorem 5] obtained this latter result for the case of the matricial
Schur problem. Our approach to verifying thismonotonicity result is based on a regularizationmethod
(see Lemma 3.3). In the nondegenerate case, the monotonicity result can be found, e.g., in [7, Part IV,
Lemma 24] and [8, Part III, Lemma 18].
Additionally, we consider (here, in the general case) some of the questions dealt with in [12, Section
7] for the nondegenerate Carathéodory problem. Specifically, we will focus on characterizing the case
of equality in particular matrix inequalities. This will provide us with a new perspective on the role of
the central functions for the Carathéodory and Schur classes (see Sections 4 and 7).
This paper is organized as follows: In Section 1 we first present some notations used in this
paper. Furthermore, for the reader’s convenience, we will recall some preleminaries on matricial
Carathéodory functions, matricial Carathéodory sequences and the corresponding Weyl matrix balls.
These results are mainly taken from [3,7,10,14]. Section 2 contains some auxiliary results which will
be needed in Section 3. In Section 3 we will prove that the sequences of the (suitably normalized)
Weyl semi-radii corresponding to a given Carathéodory sequence are monotonously nonincreasing
(see Theorem 3.6). The key instrument for this proof will be Lemma 3.3. As it was mentioned above, in
Section 4 we will extend some of the results obtained in [12, Section 7] to the case of the degenerate
Carathéodory problem. Sections 5–7 are devoted to thematricial Schur problem. In Section 5 we sum-
marize somebasic facts onmatricial Schur functions,matricial Schur sequences and the corresponding
Weylmatrix balls. These results aremainly taken from [3,8,9,4]. Finally, in Sections 6 and 7we present
the analogous results to the ones obtained in Sections 3 and 4 for Carathéodory sequences.
1. Some preliminaries on matricial Carathéodory sequences and the corresponding Weyl matrix
balls
Throughout this paper, let p and q be positive integers. We will use the notationsN,N0, andC for
the set of all positive integers, the set of all nonnegative integers, and the set of all complex numbers,
respectively. If s ∈ N0 and κ ∈ N0 ∪ {∞}, then Ns,κ denotes the set of all integers n satisfying
s ≤ n ≤ κ .
We will writeCp×q for the set of all complex p × qmatrices. The notation 0p×q stands for the null
matrix which belongs to Cp×q, and the identity matrix which belongs to Cq×q will be designated by
Iq. In cases where the size of a null matrix or the size of an identity matrix is obvious, we will omit
the indices. Furthermore, for each A ∈ Cp×q, let R(A) be the range of A, and let ‖A‖ be the operator
norm of A. We will write C
q×q
≥ and C
q×q
> to denote the set of all nonnegative and positive Hermitian
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matrices, respectively, belonging to Cq×q. In the set of all Hermitian q × q matrices we will use the
Löwner semi-ordering, i.e., we will write A ≤ B or B ≥ A to indicate that A and B are Hermitian
matrices of the same size such that B − A is nonnegative Hermitian. Moreover, we will write A < B
or B > A to indicate that A and B are Hermitian matrices of the same size such that B − A is positive
Hermitian.
If A ∈ Cp×p and B ∈ Cq×q, then let diag(A, B) :=
⎛
⎝A 0
0 B
⎞
⎠.
For a matrix A ∈ Cp×q we write A+ to denote the Moore–Penrose inverse of A, i.e., the unique
matrix A+ ∈ Cq×p which satisfies the four conditions AA+A = A, A+AA+ = A+, (AA+)∗ = AA+, and
(A+A)∗ = A+A (see, e.g., [3, Section 1.1]).
A complex p × q matrix A is said to be contractive (respectively, strictly contractive) if ‖A‖ ≤ 1
(respectively, ‖A‖ < 1) holds. Observe that a matrix A ∈ Cp×q is contractive (respectively, strictly
contractive) if and only if I − A∗A ≥ 0 (respectively, I − A∗A > 0), where A∗ stands for the adjoint
matrix of A.
Let us now recall the notion of a matrix ball. Let p, q ∈ N, let M ∈ Cp×q, let L ∈ Cp×p, and let
R ∈ Cq×q. Then the set K(M; L, R) of all X ∈ Cp×q which admit a representation X = M + LKR with
some contractive (complex) p × q matrix K is called the matrix ball with center M, left semi-radius L,
and right semi-radius R (see Šmuljan [25], see also, e.g., [3, Section 1.5]).
For each A ∈ Cq×q, we will use the notation Re A for the real part of A, i.e., Re A := 1
2
(A + A∗).
Let κ ∈ N0 ∪ {∞}. If (Aj)κj=0 is a sequence of complex p × qmatrices, then, for each n ∈ N0,κ , we
associate with (Aj)
κ
j=0 the block Toeplitz matrices
Sn :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
A0 0 . . . 0
A1 A0 . . . 0
...
...
...
An An−1 . . . A0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(1.1)
and, in the case p = q,
Tn := Re Sn. (1.2)
If necessary, we will write S
(A)
n and T
(A)
n instead of Sn and Tn, respectively, to indicate the sequence
(Aj)
κ
j=0 from which the respective matrix is built.
A sequence (Aj)
n
j=0 of complex q × q matrices (where n ∈ N0) is called a q × q Carathéodory se-
quence (respectively, anondegenerate q × qCarathéodory sequence) if Tn ≥ 0 (respectively, Tn > 0).Ob-
viously, if (Aj)
n
j=0 is a q × q Carathéodory sequence (respectively, a nondegenerate q × q Carathéodory
sequence), then Tk ≥ 0 (respectively, Tk > 0) holds for each k ∈ N0,n as well. In addition, a sequence
(Aj)
∞
j=0 of complex q × q matrices is said to be a q × q Carathéodory sequence (respectively, a nonde-
generate q × q Carathéodory sequence) if Tn ≥ 0 (respectively, Tn > 0) holds for each n ∈ N0.
LetD := {z ∈ C : |z| < 1}.
A function  : D → Cq×q is called a q × q Carathéodory function (in D) if  is holomorphic in D
and Re(w) ≥ 0 for eachw ∈ D. The set of all q × q Carathéodory functions inDwill be denoted by
Cq(D). It is a well-known fact that a matrix-valued function  : D → Cq×q which is holomorphic in
Dwith Taylor series representation
(w) =
∞∑
j=0
Ajw
j, w ∈ D, (1.3)
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belongs to Cq(D) if and only if (Aj)∞j=0 is a q × q Carathéodory sequence (see, e.g., [7, Section 4 in
Part I]).
Thematricial version of the classical Carathéodory interpolation problem consists of the following.
Let n ∈ N0, and let (Aj)nj=0 be a sequence of complex q × q matrices. Describe the set Cq
[
D, (Aj)
n
j=0
]
of all q × q Carathéodory functions  (inD) such that
(j)(0)
j! = Aj (1.4)
is satisfied for each j ∈ N0,n, where (j) stands for the j-th derivative of .
If n ∈ N0 and if (Aj)nj=0 is a sequence of complex q × q matrices, then the set Cq
[
D, (Aj)
n
j=0
]
is
nonempty if and only if (Aj)
n
j=0 is a q × q Carathéodory sequence (see, e.g., [7, Section 4 in Part I]).
In [14] there was derived a description of the set {(w) :  ∈ Cq
[
D, (Aj)
n
j=0
]
} for a given finite
Carathéodory sequence (Aj)
n
j=0 and some fixed point w inD. Our forthcoming considerations will be
based on this result. For the reader’s convenience, we will recall it in this section (see Theorem 1.2).
For this purpose we need some further notation.
For each n ∈ N0, let the matrix polynomials en,q and εn,q be defined by
en,q(w) := (Iq,wIq, . . . ,wnIq) and εn,q(w) := (wnIq,wn−1Iq, . . . , Iq)∗ (1.5)
for all w ∈ C. Let e be a p × qmatrix polynomial of degree not greater than n, i.e., there is a complex
(n + 1)p × q matrix E such that e(w) = en,p(w)E holds for each w ∈ C. Then the reciprocal matrix
polynomial e˜[n] of ewith respect to the unit circle and the formal degree n is given, for all w ∈ C, by
e˜[n](w) := E∗εn,p(w).
Let κ ∈ N0 ∪ {∞}. Whenever a sequence (Aj)κj=0 of complex q × qmatrices is given, then let
L1 := Re A0, R1 := Re A0, (1.6)
and (in the case κ ≥ 1) let, for each n ∈ N1,κ ,
Yn := 12 (A∗1, A∗2, . . . , A∗n)∗, Zn := 12 (An, An−1, . . . , A1), (1.7)
Ln+1 := Re A0 − ZnT+n−1Z∗n , and Rn+1 := Re A0 − Y∗n T+n−1Yn, (1.8)
where Tn−1 is defined via (1.2). If necessary, we will write L(A)n+1 and R
(A)
n+1 instead of Ln+1 and Rn+1,
respectively, to indicate the special sequence (Aj)
n
j=0 fromwhich the respective matrix is constructed.
Observe that if (Aj)
κ
j=0 is a q × q Carathéodory sequence, then for each n ∈ N0,κ the matrices Ln+1
and Rn+1 are both nonnegative Hermitian (see, e.g., [3, Remark 3.4.1]).
In the sequel, let κ ∈ N0 ∪ {∞} and let a q × q Carathéodory sequence (Aj)κj=0 be given. If κ ≥ 1,
then we will work with the sets
Yn := {V ∈ Cnq×q : Tn−1V = Yn} and Zn := {W ∈ Cq×nq : WTn−1 = Zn}
for each n ∈ N1,κ . It is not hard to see that, for each n ∈ N1,κ , the matrix T+n−1Yn belongs toYn and
that the matrix ZnT
+
n−1 belongs to Zn (see, e.g., [3, Lemma 1.1.9, the cases (a) and (b), respectively]).
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As it was done in [10,11,14], we will now assign some matrix polynomials with the q × q
Carathéodory sequence (Aj)
κ
j=0. Let n ∈ N0,κ . In the case n ≥ 1, let Vn ∈ Yn and Wn ∈ Zn. Then
we define the matrix polynomials an, bn, cn, and dn by
an(w) :=
⎧⎨
⎩
A0, if n = 0
A0 + wen−1,q(w)S∗n−1Vn, if n ≥ 1,
(1.9)
bn(w) :=
⎧⎨
⎩
Iq, if n = 0
Iq − wen−1,q(w)Vn, if n ≥ 1,
(1.10)
cn(w) :=
⎧⎨
⎩
A0, if n = 0
WnS
∗
n−1wεn−1,q(w) + A0, if n ≥ 1,
(1.11)
and
dn(w) :=
⎧⎨
⎩
Iq, if n = 0
−Wnwεn−1,q(w) + Iq, if n ≥ 1
(1.12)
for each w ∈ C. Further, in the case n ≥ 1, we denote by Y˜n the set of all Vn ∈ Yn such that det bn
vanishes nowhere in D. Similarly, if n ≥ 1, then let Z˜n be the set of all Wn ∈ Zn for which det dn
vanishes nowhere in D. From [10, Proposition 2.2] one can see that the matrix T
+
n−1Yn belongs to Y˜n
and that the matrix ZnT
+
n−1 belongs to Z˜n.
Recall that a function f : D → Cp×q is said to be a p × q Schur function (in D) if f is holomorphic
inD and ‖f (w)‖ ≤ 1 for each w ∈ D.
The following proposition is taken from [14, Proposition 3.4]. The matrix-valued function n in-
troduced there plays a key role in the present paper.
Proposition 1.1. Let n ∈ N0, and let (Aj)nj=0 be a q × q Carathéodory sequence. If n ≥ 1, then let Vn ∈ Y˜n
andWn ∈ Z˜n. Let thematrix polynomials an, bn, cn, and dn be given by (1.9)–(1.12). Then thematrix-valued
function
n :=
√
Rn+1b−1n d˜[n]n
√
Ln+1
+
(1.13)
admits the representation
n =
√
Rn+1
+
b˜[n]n d−1n
√
Ln+1, (1.14)
and the restriction of n ontoD is a q × q Schur function.
The following result,whichgivesadescriptionof theWeylmatrixballs corresponding toanarbitrary
q × q Carathéodory sequence (Aj)nj=0, is taken from [14, Theorem 1.1, Remarks 4.1 and 4.2]. Here and
in the sequel, if G is a nonempty subset of C, if z ∈ G, and if e is a matrix-valued function defined on
G, then the notation e∗(z) stands shortly for (e(z))∗.
Theorem 1.2. Let the assumptions of Proposition 1.1 be fulfilled, and letn be defined by (1.13). Then, for
each w ∈ D, the identity
{
(w) :  ∈ Cq[D, (Aj)nj=0]
}
= K
(
Mn+1(w); |w|n+1
√
2Ln+1(w),
√
2Rn+1(w)
)
(1.15)
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holds true, where, by setting Gn(w) := √Ln+1+∗n(w)
√
Rn+1,
Mn+1(w) :=
(
an(w) + |w|2c˜[n]n (w)Gn(w)
)(
bn(w) − |w|2d˜[n]n (w)Gn(w)
)−1
, (1.16)
Ln+1(w) := [dn(w)]−1
√
Ln+1
(
I − |w|2∗n(w)n(w)
)−1√
Ln+1[dn(w)]−∗, (1.17)
and
Rn+1(w) := [bn(w)]−∗
√
Rn+1
(
I − |w|2n(w)∗n(w)
)−1√
Rn+1[bn(w)]−1. (1.18)
Furthermore, for each w ∈ D, the matrixMn+1(w) admits the representation
Mn+1(w) =
(
dn(w) − |w|2Hn(w)b˜[n]n (w)
)−1(
cn(w) + |w|2Hn(w)a˜[n]n (w)
)
, (1.19)
where Hn(w) := √Ln+1∗n(w)
√
Rn+1+.
If the assumptions of Proposition 1.1 are satisfied and ifw ∈ D, then [14, Proposition 6.1, Corollary
6.2] and [3, Corollary 1.5.1] show that (in the case n ≥ 1) the matrices n(w),Mn+1(w), Ln+1(w),
and Rn+1(w) are independent of the particular choice of the matrices Vn ∈ Y˜n and Wn ∈ Z˜n. Thus,
the following convention is correct:
Notation: In the sequel, whenever some κ ∈ N0∪{∞}, a q × q Carathéodory sequence (Aj)κj=0 and an
n ∈ N0,κ are given, let n be the matrix-valued function defined by (1.13), and let the matrix-valued
functions
Mn+1 : D → Cq×q, Ln+1 : D → Cq×q≥ , Rn+1 : D → Cq×q≥
be defined by (1.16)–(1.18). If necessary, we will write 
(A)
n , M
(A)
n+1, L
(A)
n+1, and R
(A)
n+1 instead of n,
Mn+1, Ln+1, and Rn+1, respectively, to indicate the concrete q × q Carathéodory sequence (Aj)κj=0
from which the respective function is built.
For a given q × q Carathéodory sequence (Aj)κj=0 (where κ ∈ N ∪ {∞}) and a fixed point w
belonging to D, we will prove in the following that the sequences (Lk+1(w))κk=0 and (Rk+1(w))κk=0
are both monotonously nonincreasing (see Theorem 3.6). Moreover, for n ∈ N1,κ , we will give some
characterizations of the casesLn+1(w) = Ln(w) andRn+1(w) = Rn(w) (see Theorem3.6 and Section
4).
2. Some auxiliary results
In this section we will state some technical results, which will be needed later on. In the sequel, if
some complex p × qmatrix E is given, then let
DE := I − EE∗. (2.1)
Lemma 2.1. Let K ∈ Cp×q be such that detDK = 0, and let B ∈ Cq×p. Then detDK∗ = 0 is satisfied,
and the identity
(I − BK)D−1K∗ (I − BK)∗ = (B − K∗)D−1K (B − K∗)∗ + DB (2.2)
holds true.
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Proof. From [3, Lemma1.1.8] it follows that detDK∗ = 0 is satisfied.Obviously, the identitiesK∗D−1K =
D
−1
K∗ K
∗ and KD−1K∗ = D−1K K hold true. Having this in mind, (2.2) follows by straightforward calcula-
tion. 
We will now make some observations on Moore–Penrose inverses of matrices. For any nonempty
set A and a mapping X : A → Cp×q, let X+ : A → Cq×p be defined by α → [X(α)]+.
Lemma 2.2. Let the mapping X : [0, 1] → Cq×q≥ be continuous and monotonously nonincreasing (in the
sense of the Löwner semi-ordering). Then for each β ∈ (1,+∞) there exists an α0 ∈ [0, 1) such that for
all α ∈ [α0, 1] the inequality X+(1) ≤ βX+(α) is satisfied.
Proof. Since X : [0, 1] → Cq×q≥ is monotonously nonincreasing, the function rank X : [0, 1] → N0
is monotonously nonincreasing as well. Hence there exists an α1 ∈ (0, 1) such that rank X(α) =
rank X(α1) for each α ∈ [α1, 1).
First we assume that rank X(α1) = q. Let r := rank X(1). If r = 0, then the assertion is obvious.
Now suppose that r = 0. Then there are a unitary q × qmatrixU and a positive Hermitian r× rmatrix
S such that X(1) = U∗U holds, where
 :=
⎧⎨
⎩
S, if r = q
diag(S, 0(q−r)×(q−r)), if r < q.
Let
D :=
⎧⎨
⎩
√
S
−1
, if r = q
diag
(√
S
−1
, Iq−r
)
, if r < q,
and we define the mapping Y : [0, 1] → Cq×q≥ by Y := DUXU∗D. Then the relations
Y(1) = DD =
⎧⎨
⎩
Iq, if r = q
diag(Ir, 0(q−r)×(q−r)), if r < q
and
X+(1) = U∗+U = U∗D2D2U = U∗DY(1)DU (2.3)
hold true. In particular, ‖Y(1)‖ = 1. Furthermore, rank Y(α) = rank X(α) = q is valid for each
α ∈ [α1, 1). Now let β ∈ (1,+∞). Since Y is continuous, there is an α0 ∈ [α1, 1) such that for all
α ∈ [α0, 1) the inequality ‖Y(α) − Y(1)‖ ≤ √β − 1 is satisfied. Thus, we get ‖Y(α)‖ ≤ ‖Y(α) −
Y(1)‖ + ‖Y(1)‖ ≤ √β and, consequently, [Y(α)]∗Y(α) ≤ βI for each α ∈ [α0, 1). Multiplying
this inequality from the left and from the right by
√
Y(α)
−1
, we obtain Y(α) ≤ β[Y(α)]−1 for each
α ∈ [α0, 1). Therefore, taking into account (2.3) and the fact that Y is monotonously nonincreasing,
we get
X+(1) = U∗DY(1)DU ≤ U∗DY(α)DU ≤ βU∗D[Y(α)]−1DU = β[X(α)]−1
for each α ∈ [α0, 1) and, therefore, X+(1) ≤ βX+(α) for each α ∈ [α0, 1].
Now we assume that s := rank X(α1) < q. Then there exist a q × q unitary matrix V and a matrix
X˜(α1) ∈ Cs×s≥ such that V∗X(α1)V = diag(X˜(α1), 0). By the monotonicity and nonnegativity of the
function V∗XV then, for each α ∈ (α1, 1], there is a matrix X˜(α) ∈ Cs×s≥ such that
V∗X(α)V = diag(X˜(α), 0) (2.4)
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is satisfied. Setting X˜(α) := X˜(α1) for each α ∈ [0, α1), we obtain therefore a continuous, monoto-
nously nonincreasing function X˜ : [0, 1] → Cs×s≥ which fulfills Eq. (2.4) for each α ∈ [α1, 1].
Additionally, rank X˜(α) = s holds for each α ∈ [α1, 1). Now let β ∈ (1,+∞). As we have shown
above, then there exists an α0 ∈ [α1, 1) such that X˜+(1) ≤ βX˜+(α) is satisfied for each α ∈ [α0, 1].
Consequently, because of (2.4) we get
X+(1) = Vdiag(X˜+(1), 0)V∗ ≤ βVdiag(X˜+(α), 0)V∗ = βX+(α)
for each α ∈ [α0, 1]. This completes the proof. 
Remark 2.3. Let B, X ∈ Cq×q be such that the conditions B = B∗, det X = 0, and BB+X = XBB+ are
satisfied. By setting G := BXB andH := B+X−1B+ we then obtain the equations GH = BB+ = (GH)∗,
HG = BB+ = (HG)∗, GHG = G, and HGH = H. Thus, the identity
(BXB)+ = B+X−1B+
holds true.
3. On the monotonicity of the sequences of the Weyl semi-radii corresponding to matricial
Carathéodory sequences
In this section we will continue our considerations on the Weyl matrix balls associated with
q × q Carathéodory sequences started in Section 1. In particular, we will show that, for a given q × q
Carathéodory sequence (Aj)
κ
j=0 (where κ ∈ N ∪ {∞}) and some fixed point w ∈ D, the sequences
(Lk+1(w))κk=0 and (Rk+1(w))κk=0 are monotonously nonincreasing (see Theorem 3.6). Moreover, for
n ∈ N1,κ , we will give a characterization of the cases Ln+1(w) = Ln(w) andRn+1(w) = Rn(w).
In the following, we will continue to use the notations given in Section 1. Furthermore, whenever
some κ ∈ N0 ∪ {∞} and a sequence (Aj)κj=0 fromCq×q are given, then, for each n ∈ N0,κ , let
Mn+1 :=
⎧⎨
⎩
0q×q, if n = 0
ZnT
+
n−1Yn, if n ≥ 1.
(3.1)
Moreover, if κ ≥ 1 and if (Aj)κj=0 is a q × q Carathéodory sequence, then, for each n ∈ N1,κ , let
kn :=
√
Ln
+ ( 1
2
An − Mn
)√
Rn
+
. (3.2)
If necessary, we will writeM
(A)
n+1 and k
(A)
n instead ofMn+1 and kn, respectively, to indicate the concrete
sequence (Aj)
κ
j=0 from which the respective matrix is constructed.
It is a well-known fact that, if an n ∈ N, a q × q Carathéodory sequence (Aj)n−1j=0 , and a matrix
An ∈ Cq×q are given, then the sequence (Aj)nj=0 is a q × q Carathéodory sequence if and only if An
belongs to the matrix ball K(2Mn;√2Ln,√2Rn) (see [7, Part I, Theorem 1] or [3, Theorem 3.4.1]).
Remark 3.1. Let n ∈ N and let (Aj)nj=0 be a q × q Carathéodory sequence. Then [3, Theorem 3.4.1]
shows that the matrix kn is contractive and fulfills
1
2
An − Mn =
√
Lnkn
√
Rn .
In connection to Lemma 3.3 below, the recurrence relations (3.3) and (3.4) given in the following
remark will play a crucial role in the proof of Theorem 3.6.
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Remark 3.2. Let n ∈ N and let (Aj)nj=0 be a q × q Carathéodory sequence. Then the identities
Ln+1 =
√
Ln(I − knk∗n)
√
Ln and Rn+1 =
√
Rn(I − k∗nkn)
√
Rn (3.3)
hold true (see [3, Remark 3.4.3]). Furthermore, [14, Theorem 6.8] shows that the recurrence formula
n(w) =
√
Rn+1
√
Rn
+(
I − wn−1(w)kn)−1(wn−1(w) − k∗n)√Ln
√
Ln+1
+
(3.4)
holds for every choice of w inD.
The following lemmawill turn out to be the key instrument for our proofs of themain results of this
paper. Moreover, in a forthcoming paper we will apply it in a similar way to Potapov sequences. The
basic strategy of the proof of Lemma 3.3 consists in considering first the case of a strictly contractive
matrix K and then adopting some kind of regularization technique.
Here and in the sequel, for any complex p × qmatrix E we will again use the notation DE given by
(2.1).
Lemma 3.3. Let L ∈ Cp×p≥ , let R ∈ Cq×q≥ , let K ∈ Cp×q, and let ∈ Cq×p. Assume that K is contractive,
that  is strictly contractive, and that the inclusions
R(K) ⊆ R(L), R(K∗) ⊆ R(R), R(∗) ⊆ R(L), and R() ⊆ R(R) (3.5)
hold. Let
L̂ := √L DK
√
L and R̂ := √RDK∗
√
R . (3.6)
Then the matrix ̂ given by
̂ :=
√
R̂
√
R
+
(I − K)−1( − K∗)√L
√
L̂
+
(3.7)
is contractive, and, for each w ∈ D, the inequality
√
R̂D
−1
w̂
√
R̂ ≤ √R(I − K)∗D−1 (I − K)
√
R (3.8)
is satisfied. Moreover, if w ∈ D, then equality holds in (3.8) if and only if  = K∗.
Proof. First we observe that the matrices L̂ and R̂ are both nonnegative Hermitian and that [3, Lemma
1.1.13] yields that the matrix H := I − K is nonsingular. Thus, the matrix ̂ is well-defined. In the
following, note that, for an arbitrary matrix A ∈ Cp×q, the matrix AA+ coincides with the orthopro-
jection matrix ontoR(A) (see, e.g., [3, Theorem 1.1.1]). Further, for a positive integer s and an arbitrary
matrix X ∈ Cs×s, we denote by C(X) the commutant of X , i.e., C(X) := {Y ∈ Cs×s : XY = YX}. Then
the inclusions (3.5) imply
RR+( − K∗) =  − K∗ = ( − K∗)LL+, (3.9)
DK ∈ C(LL+), and {DK∗ ,D,H} ⊆ C(RR+). (3.10)
We notice that the second relation in (3.10) implies in particular {D−1 ,H−1,H∗,H−∗} ⊆ C(RR+).
Additionally, in view of (3.7) we see that
Dw̂ ∈ C(̂RR̂+) (3.11)
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holds for each w ∈ C.
The following considerations of the proof are divided into three steps.
Step A. In the first step we assume that K is strictly contractive. We will show that in this case the
matrix ̂ is contractive and that, for each w ∈ D, inequality (3.8) is satisfied.
Since K is strictly contractive, the matrices DK and DK∗ are positive Hermitian. In particular, (3.6)
impliesR(̂R) = R(R) and hence
R̂R̂+ = RR+. (3.12)
Furthermore, using (3.6), (3.10) and Remark 2.3, we obtain
L̂+ = √L+D−1K
√
L
+
and R̂+ = √R+D−1K∗
√
R
+
. (3.13)
For each w ∈ C, let
Zw := H−1
(
(1 − |w|2)( − K∗)D−1K ( − K∗)∗ + D
)
H−∗.
Then, taking into account (3.7), (3.13), (3.9), and Lemma 2.1, we infer for each w ∈ C the chain of
equalities
Dw̂ = I − |w|2
√
R̂
√
R
+
H−1( − K∗)√L̂L+√L( − K∗)∗H−∗√R+
√
R̂
= I − R̂R̂+ +
√
R̂
√
R
+
D
−1
K∗
√
R
+√
R̂
− |w|2
√
R̂
√
R
+
H−1( − K∗)LL+D−1K LL+( − K∗)∗H−∗
√
R
+√
R̂
= I − R̂R̂+ +
√
R̂
√
R
+
H−1
(
HD
−1
K∗ H
∗ − |w|2( − K∗)D−1K ( − K∗)∗
)
H−∗
√
R
+√
R̂
= I − R̂R̂+ +
√
R̂
√
R
+
Zw
√
R
+√
R̂. (3.14)
Because of (3.12), this implies
√
R̂
+
Dw̂
√
R̂
+ = √R+Zw
√
R
+
(3.15)
for eachw ∈ C. Furthermore, having in mind Z1 > 0, from (3.14) we get in particular D̂ ≥ 0, i.e., the
matrix ̂ is contractive.
Now let w ∈ D. Then Dw̂ > 0 follows. Thus, using (3.15) and Remark 2.3 in combination with
(3.11), we obtain
(√
R
+
Zw
√
R
+)+ = √R̂D−1
w̂
√
R̂ . (3.16)
Because of (3.9) and (3.10), we have Zw ∈ C(RR+). Furthermore,
Zw ≥ H−1DH−∗ > 0 (3.17)
holds true. Hence, Remark 2.3 yields
(√
R
+
Zw
√
R
+)+ = √RZ−1w
√
R . (3.18)
Now, (3.16), (3.18), and (3.17) imply
√
R̂D
−1
w̂
√
R̂ = √RZ−1w
√
R ≤ √RH∗D−1 H
√
R,
i.e., (3.8) holds true.
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Step B. Now we consider the general case, i.e., in the following we assume that K is an arbitrary
contractive p × q matrix. We are going to prove that the matrix ̂ is contractive and that, for each
w ∈ D, inequality (3.8) is satisfied.
For each α ∈ [0, 1], define the matrices L̂α , R̂α , and Hα by
L̂α :=
√
L DαK
√
L , R̂α :=
√
RDαK∗
√
R , Hα := I − αK.
Then, for each α ∈ [0, 1], the matrices L̂α and R̂α are both nonnegative Hermitian and (in view of [3,
Lemma 1.1.13]) we have detHα = 0. For each α ∈ [0, 1], let
̂α :=
√
R̂α
√
R
+
H−1α ( − αK∗)
√
L
√
L̂α
+
. (3.19)
For each α ∈ [0, 1), thematrix αK is strictly contractive. Thus, according to Step A (with αK instead of
K), we can conclude that, for eachα ∈ [0, 1), thematrix ̂α is contractive and that, for eachα ∈ [0, 1)
and each w ∈ D, the inequality
√
R̂α D
−1
w̂α
√
R̂α ≤
√
RH∗αD−1 Hα
√
R (3.20)
is satisfied. For each α ∈ [0, 1] we define ϕα :=
√
R̂α
√
R
+
H−1α ( − αK∗)
√
L. Having in mind the
continuity of the nonnegative Hermitian square root (see [6, Satz 2.7]), we see that the mapping
α → ϕα is continuous in the interval [0, 1]. Furthermore, (3.19) implies
Dw̂α = I − |w|2ϕα L̂+α ϕ∗α (3.21)
for each α ∈ [0, 1] and each w ∈ C. Let β ∈ (1,+∞). Since the mapping α → L̂α is continuous
and monotonously nonincreasing in [0, 1], an application of Lemma 2.2 yields the existence of an
α0 ∈ [0, 1) such that for each α ∈ [α0, 1] the inequality L̂+1 ≤ β L̂+α is satisfied. Consequently, we
have
Dw̂α ≤ I −
|w|2
β
ϕα L̂
+
1 ϕ
∗
α (3.22)
for each α ∈ [α0, 1] and each w ∈ C. In particular, we get 0 ≤ D̂α ≤ I − 1β ϕα L̂+1 ϕ∗α for each
α ∈ [α0, 1). Hence, by continuity we infer
0 ≤ I − 1
β
ϕ1L̂
+
1 ϕ
∗
1 . (3.23)
Now let w ∈ D. Then Dw̂α > 0 holds for each α ∈ [α0, 1). Therefore, from (3.20) and (3.22) we
obtain that, for each α ∈ [α0, 1), the inequality
√
R̂α
(
I − |w|
2
β
ϕα L̂
+
1 ϕ
∗
α
)−1√
R̂α ≤
√
RH∗αD−1 Hα
√
R (3.24)
is valid. In view of (3.23), we have 0 < I − |w|2
β
ϕ1L̂
+
1 ϕ
∗
1 , and hence both sides of (3.24) depend
continuously on α ∈ [α0, 1]. Hence (3.24) also holds for α = 1. Thus, we have shown that inequality
(3.24) is valid forα = 1 and everyβ ∈ (1,+∞). Furthermore, (3.23) holds for everyβ ∈ (1,+∞). By
continuity, (3.23) is also satisfied forβ = 1. Consequently, 0 < I−|w|2 ϕ1L̂+1 ϕ∗1 holds true. Therefore,
a continuity argument yields then that (3.24) is also satisfied forα = 1 andβ = 1. Taking into account
(3.21) (with α = 1) and the (obvious) identities L̂1 = L̂, R̂1 = R̂, ̂1 = ̂, and H1 = H, we get from
(3.23) (with β = 1) that ̂ is contractive, whereas (3.24) (with α = 1 and β = 1) yields (3.8).
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Step C. Let w ∈ D. We will now show that equality holds in (3.8) if and only if  = K∗.
First suppose that  = K∗. Then ̂ = 0, and hence it is easily checked that (3.8) is fulfilled with
"=". Conversely, assume that equality holds in (3.8). Because of D
−1
w̂
> 0, D−1 > 0, and det H = 0,
then R(√R̂ ) = R(√R ) follows, i.e., R̂R̂+ = RR+ holds. Consequently, using the second inclusion
given in (3.5), we can infer
√
RR̂+
√
RDK∗ =
√
RR̂+
√
RDK∗
√
R
√
R
+ = √RR̂+R̂√R+ = RR+
and (I−RR+)DK∗ = I−RR+. Hence (I−RR++
√
RR̂+
√
R )DK∗ = I is valid. In particular, detDK∗ = 0
holds and, consequently, the matrix K is strictly contractive. Therefore, Step A shows that (3.16) is
satisfied. Using (3.16) and (3.8) (with "="), we get
√
R
+
Zw
√
R
+ = (√RH∗D−1 H
√
R
)+
.
Because of (3.10) we have H∗D−1 H ∈ C(RR+), and hence Remark 2.3 yields
(√
RH∗D−1 H
√
R
)+ =√
R
+
H−1DH−∗
√
R
+
. Thus,
0 = √R+(Zw − H−1DH−∗)
√
R
+
= (1 − |w|2)√R+H−1( − K∗)D−1K ( − K∗)∗H−∗
√
R
+
is valid. Therefore, taking into account (3.10) and (3.9), we obtain
0 = H√R√R+H−1( − K∗)D−1K ( − K∗)∗H−∗
√
R
+√
RH∗
= ( − K∗)D−1K ( − K∗)∗,
i.e., because of D
−1
K > 0, the identity  = K∗ holds true. The proof is complete. 
Lemma 3.4. Let n ∈ N, let (Aj)nj=0 be a q × q Carathéodory sequence, and let w ∈ D. Then
√
Rn+1 D−1wn(w)
√
Rn+1 ≤
√
Rn
(
I − wn−1(w)kn)∗D−1wn−1(w)
(
I − wn−1(w)kn)√Rn (3.25)
is satisfied. Moreover, equality holds in (3.25) if and only if wn−1(w) = k∗n.
Proof. Because of (3.2), (1.13), Remark 3.1, and Proposition 1.1, thematrices L := Ln, R := Rn, K := kn,
and  := wn−1(w) fulfill all the assumptions of Lemma 3.3. Let L̂, R̂, and ̂ be given by (3.6) and
(3.7). Then, in view of Remark 3.2, the identities L̂ = Ln+1, R̂ = Rn+1, and ̂ = n(w) hold true. Thus,
an application of Lemma 3.3 yields the assertions. 
In the following, for n ∈ N0, let the (Hermitian and unitary) (n + 1)q × (n + 1)q matrix J[n,q] be
given by
J[n,q] :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Iq, if n = 0⎛
⎜⎜⎜⎜⎝
0q×q . . . Iq
... . .
. ...
Iq . . . 0q×q
⎞
⎟⎟⎟⎟⎠ , if n ≥ 1.
(3.26)
Remark 3.5. Let n ∈ N0 and let (Aj)nj=0 be a q × q Carathéodory sequence. For each k ∈ N0,n, let
the matrices S
(A∗)
k , T
(A∗)
k , L
(A∗)
k+1 , R
(A∗)
k+1, etc. be defined analogously to Sk , Tk , Lk+1, Rk+1, etc., using the
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sequence (A∗j )nj=0 instead of (Aj)nj=0. Then S
(A∗)
k = J[k,q]S∗k J[k,q] and T(A
∗)
k = J[k,q]TkJ[k,q] hold for each
k ∈ N0,n. In particular, we see that (A∗j )nj=0 is a q × q Carathéodory sequence. Furthermore, it is readily
checked that L
(A∗)
k+1 = Rk+1, R(A
∗)
k+1 = Lk+1 and M(A
∗)
k+1 = M∗k+1 hold true for each k ∈ N0,n. Hence, if
n ≥ 1, then
k
(A∗)
k = k∗k (3.27)
is satisfied for each k ∈ N1,n. Moreover, taking into account [14, Proposition 6.1, Corollary 6.2], (1.9)–
(1.12), and the representation (1.14) of k , straightforward calculations yield the identities

(A∗)
k (w) = ∗k (w), (3.28)
L
(A∗)
k+1(w) = Rk+1(w), and R(A
∗)
k+1(w) = Lk+1(w) (3.29)
for each w ∈ D and each k ∈ N0,n.
Now we are able to prove the monotonicity of the sequences of the Weyl semi-radii.
Theorem 3.6. Let κ ∈ N ∪ {∞}, and let (Aj)κj=0 be a q × q Carathéodory sequence. Then:
(a) For each w ∈ D, the sequences (Lk+1(w))κk=0 and (Rk+1(w))κk=0 are both monotonously nonin-
creasing.
(b) Let n ∈ N1,κ , and let w ∈ D. Then the following statements are equivalent:
(i) Ln+1(w) = Ln(w).
(ii) Rn+1(w) = Rn(w).
(iii) kn = w∗n−1(w).
Proof. Let n ∈ N1,κ , and let w ∈ D. If n ≥ 2, then let Vn−1 ∈ Y˜n−1 andWn−1 ∈ Z˜n−1. Let the matrix
polynomials bn−1 and dn−1 be defined via (1.10) and (1.12), let fn := L+n ( 12An −Mn), and let thematrix
polynomial bn be given by
bn(z) := bn−1(z) − zd˜[n−1]n−1 (z)fn
for each z ∈ C. Because of [10, Proposition 4.4, Remark 4.5, and Proposition 4.6], there is a Vn ∈ Y˜n
such that bn can be represented, for each z ∈ C, via bn(z) = Iq − zen−1,q(z)Vn. Therefore, and because
of Vn−1 ∈ Y˜n−1, the matrices bn−1(w) and bn(w) are both nonsingular, and, for each k ∈ {n − 1, n},
the equation
Rk+1(w) = [bk(w)]−∗
√
Rk+1 D−1wk(w)
√
Rk+1 [bk(w)]−1 (3.30)
holds. Having in mind the identity fn = √Ln+kn√Rn (which follows from Remark 3.1), we get
(
I−wn−1(w)kn
)√
Rnb
−1
n (w)=
(
I − w√Rnb−1n−1(w)d[n−1]n−1 (w)
√
Ln
+
kn
)√
Rnb
−1
n (w)
= √Rn
(
I − wb−1n−1(w)d[n−1]n−1 (w)fn
)
b−1n (w)
=√Rnb−1n−1(w)
(
bn−1(w)−wd[n−1]n−1 (w)fn
)
b−1n (w)
=√Rnb−1n−1(w). (3.31)
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In view of (3.30), Lemma 3.4, and (3.31) we obtain
Rn+1(w) ≤ [bn(w)]−∗
√
Rn
(
I − wn−1(w)kn)∗D−1wn−1(w)
(
I − wn−1(w)kn)√Rn [bn(w)]−1
= [bn−1(w)]−∗
√
Rn D
−1
wn−1(w)
√
Rn [bn−1(w)]−1
= Rn(w),
and, because of Lemma 3.4, conditions (ii) and (iii) are equivalent. Applying this to the q × q
Carathéodory sequence (A∗j )nj=0 and to the point w instead of w, Remark 3.5 yields then Ln+1(w) ≤
Ln(w) and the equivalence of (i) and (iii). Thus, the proof is complete. 
4. Some observations on central q× q Carathéodory functions
The considerations in the present section can be conceived as a continuation of [14, Section 7].
Moreover, we will extend some of the results of Section 7 in [12] to the degenerate case. However, our
approach is completely different from the one chosen in [12]. Suppose that some q × q Carathéodory
sequence (Aj)
n
j=0 (where n ∈ N) and a point w ∈ D are given. Then we will obtain certain character-
izations of the cases Ln+1(w) = Ln(w) andRn+1(w) = Rn(w) in terms of the value c,n(w) of the
central Carathéodory function corresponding to (Aj)
n
j=0.
Let n ∈ N0, and let us consider an arbitrary q × q Carathéodory sequence (Aj)nj=0. Then, accord-
ing to [3, Theorem 3.5.1], the set of all complex q × q matrices An+1 such that (Aj)n+1j=0 is a q × q
Carathéodory sequence coincides with the matrix ball K(2Mn+1;√2Ln+1,√2Rn+1). Thus, choosing
An+1 := 2Mn+1 weobtain aparticular q × qCarathéodory sequence (Aj)n+1j=0 , and the set of all complex
q × q matrices An+2 such that (Aj)n+2j=0 is a q × q Carathéodory sequence coincides with the matrix
ball K(2Mn+2;√2Ln+2,√2Rn+2). In this way, the successive choice
An+1+k := 2Mn+1+k (4.1)
foreachk ∈ N0 yieldsaparticularq × qCarathéodory sequence (Aj)∞j=0 andhenceaparticular function
belonging to Cq
[
D, (Aj)
n
j=0
]
, the so-called central q × q Carathéodory function c,n corresponding to
(Aj)
n
j=0. In other words, the matrix-valued function = c,n admits the Taylor series representation
(1.3), where An+1+k is defined by (4.1) for each k ∈ N0. Observe that, for each w ∈ D, it can be
represented by
c,n(w) = an(w)b−1n (w) and c,n(w) = d−1n (w)cn(w),
where (in the case n ≥ 1) Vn and Wn are arbitrary matrices belonging to Y˜n and Z˜n, respectively,
and where an, bn, cn, and dn are the matrix polynomials defined by (1.9)–(1.12) (see [10, Remark 1.1,
Theorem 1.7, and Theorem 2.3]).
In combination with Theorem 3.6, the following result generalizes [12, Proposition 7.2].
Proposition 4.1. Let n ∈ N, let (Aj)nj=0 be a q × q Carathéodory sequence, let c,n be the central q × q
Carathéodory function corresponding to (Aj)
n
j=0, and let w ∈ D \ {0}. Then the following statements are
equivalent:
(i) Ln+1(w) = Ln(w).
(ii) Rn+1(w) = Rn(w).
(iii) Mn(w) = c,n(w).
If (i) is satisfied, then
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(iv) Mn+1(w) = c,n(w)
holds true. Moreover, if the matrix kn given by (3.2) is strictly contractive, then (i) and (iv) are equivalent.
Proof. The equivalence of (i) and (ii) follows from part (b) of Theorem 3.6. Now we will prove that
(i) and (iii) are equivalent. If n ≥ 2, then let Vn−1 ∈ Y˜n−1 and let Wn−1 ∈ Z˜n−1. Let the matrix
polynomials an−1, bn−1, cn−1, and dn−1 be given via (1.9)–(1.12). Then Remark 3.1 and [11, Corollary
2.7] imply that the matrix −wd˜[n−1]n−1 (w)
√
Ln
+
kn
√
Rn + bn−1(w) is nonsingular and
c,n(w) =
(
− wc˜[n−1]n−1 (w)
√
Ln
+
(−kn)
√
Rn + an−1(w)
)
·
(
wd˜
[n−1]
n−1 (w)
√
Ln
+
(−kn)
√
Rn + bn−1(w)
)−1
. (4.2)
On the other hand, by definition we have
Mn(w) =
(
− wc˜[n−1]n−1 (w)
√
Ln
+(− w∗n−1(w))√Rn + an−1(w)
)
·
(
wd˜
[n−1]
n−1 (w)
√
Ln
+(− w∗n−1(w))√Rn + bn−1(w)
)−1
. (4.3)
In view of Remark 3.1 and Proposition 1.1 the matrices −kn and −w∗n−1(w) are both contractive.
Consequently, because of (4.2), (4.3), and w = 0, an application of [14, Lemma 7.8] yields that (iii) is
equivalent to
LnL
+
n
(
w∗n−1(w)
)
RnR
+
n = LnL+n knRnR+n . (4.4)
Taking into consideration the equations
RnR
+
n n−1LnL+n = n−1 and LnL+n knRnR+n = kn (4.5)
(which follow from (1.13) and (3.2)), part (b) of Theorem3.6 implies the equivalence of (i) and (iii). Now
assume that (i) is satisfied. Then Theorem 3.6 and the recursion formula (3.4) provide usn(w) = 0.
Hence [14, Theorem 7.1] implies (iv). Now suppose that (iv) holds and that the matrix kn is strictly
contractive. Because of w = 0, [14, Theorem 7.1] yields then n(w) = 0 and therefore, in view of
(3.4),
√
Rn+1
√
Rn
+(
I − wn−1(w)kn)−1(wn−1(w) − k∗n)√Ln
√
Ln+1
+ = 0. (4.6)
Since kn is strictly contractive, from (3.3) we getR(Rn+1) = R(Rn), i.e., Rn+1R+n+1 = RnR+n and hence√
Rn
√
Rn+1+
√
Rn+1
√
Rn
+ = RnR+n . Similarly,
√
Ln
√
Ln+1+
√
Ln+1
√
Ln
+ = LnL+n holds true. Further,
from (4.5) we infer that thematrix RnR
+
n commuteswith (I−wn−1(w)kn)−1. Therefore, multiplying
(4.6) from the left by
√
Rn
√
Rn+1+ and from the right by
√
Ln+1
√
Ln
+
and using again (4.5), we obtain
0 = RnR+n
(
I − wn−1(w)kn)−1(wn−1(w) − k∗n)LnL+n
= (I − wn−1(w)kn)−1(wn−1(w) − k∗n)
and hence wn−1(w) = k∗n . An application of part (b) of Theorem 3.6 yields finally (i). 
The following example illustrates that conditions (i) and (iv) in Proposition 4.1 need not be equiv-
alent (see also [14, Example 7.7]).
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Example 4.2. Let n ∈ N and let (Aj)n−1j=0 be a q × q Carathéodory sequence such that Ln = 0q×q.
Then, because of [7, Part I, Remark 2], rank Ln = rank Rn holds. Hence there is a unitary q × qmatrix
U such that U∗LnL+n U = RnR+n . Let K := LnL+n U and An := 2Mn +
√
2LnK
√
2Rn. Then ‖K‖ = 1,
and [3, Theorem 3.4.1] implies that (Aj)
n
j=0 is a q × q Carathéodory sequence. Moreover, kn = K holds
true. Thus, the first identity in (3.3) yields Ln+1 = 0 and, consequently, n(w) = 0 for each w ∈ D.
Therefore, [14, Theorem 7.1] yields Mn+1(w) = c,n(w) for each w ∈ D, where c,n denotes the
central q × q Carathéodory function corresponding to (Aj)nj=0. On the other hand, because of ‖K‖ = 1,
we can conclude from Proposition 1.1 and Theorem 3.6 that Ln+1(w) = Ln(w) holds for eachw ∈ D.
Let n ∈ N0, let (Aj)nj=0 be a q × q Carathéodory sequence, and letw ∈ D. If n ≥ 1, then let Vn ∈ Y˜n
and let Wn ∈ Z˜n. Let the matrix polynomials an, bn, cn, and dn be given by (1.9)–(1.12). In view of
Proposition 1.1, the matrix w∗n(w) is contractive. Hence [11, Lemma 3.1] implies that
det
(
− zwd˜[n]n (z)Gn(w) + bn(z)
)
= 0 and det
(
− zwHn(w)b˜[n]n (z) + dn(z)
)
= 0
hold true for all z ∈ D, whereGn(w) := √Ln+1+∗n(w)
√
Rn+1 andHn(w) := √Ln+1 ∗n(w)
√
Rn+1+.
In the following, we consider the matrix-valued function w : D → Cq×q defined by
w(z) :=
(
zwc˜[n]n (z)Gn(w) + an(z)
)(
− zwd˜[n]n (z)Gn(w) + bn(z)
)−1
(4.7)
for each z ∈ D. In the case n ≥ 1, [11, Lemma 3.1] and [14, Proposition 6.1] show that w does not
depend on the particular choice of the matrices Vn ∈ Y˜n and Wn ∈ Z˜n (i.e., it depends only on the
given q × q Carathéodory sequence (Aj)nj=0 and the point w ∈ D). According to [11, Theorem 3.2], for
each w ∈ D, the function w belongs to Cq
[
D, (Aj)
n
j=0
]
and admits the representation
w(z) =
(
− zwHn(w)b˜[n]n (z) + dn(z)
)−1(
zwHn(w)a˜
[n]
n (z) + cn(z)
)
for each z ∈ D.
Remark 4.3. Let n ∈ N0, let (Aj)nj=0 be a q × q Carathéodory sequence, and let w ∈ D. Let
An+1 := 2Mn+1 + w
√
2Ln+1 ∗n(w)
√
2Rn+1.
According to [3, Theorem 3.4.1] and Proposition 1.1, the sequence (Aj)
n+1
j=0 is then a q × q Carathéodory
sequence. Furthermore, [11, Corollary 2.7] implies that the matrix-valued function w : D → Cq×q
given by (4.7) coincides with the central q × q Carathéodory function corresponding to (Aj)n+1j=0 .
The following results generalize Theorem 7.3 and Corollary 7.4 in [12].
Proposition 4.4. Let n ∈ N0, let (Aj)nj=0 be a q × q Carathéodory sequence, and let w ∈ D. Let  ∈
Cq
[
D, (Aj)
n
j=0
]
, and let the Taylor series representation of  be given by (z) = ∑∞j=0 Ajzj for each
z ∈ D. Furthermore, for each k ∈ Nn,∞, letMk+1(w), Lk+1(w), andRk+1(w) be defined with respect to
the q × q Carathéodory sequence (Aj)kj=0. Then:
(a) The following statements are equivalent:
(i)  coincides with the matrix-valued function w : D → Cq×q defined by (4.7).
(ii) Lk+1(w) = Lk(w) for each k ∈ Nn+1,∞.
(iii) Rk+1(w) = Rk(w) for each k ∈ Nn+1,∞.
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(b) Suppose that w = 0. Then (i) holds if and only if
(iv) Mk(w) = c,k(w) for each k ∈ Nn+1,∞,
where c,k denotes the central q × q Carathéodory function corresponding to (Aj)kj=0.
(c) Suppose that w = 0 and that, for each k ∈ Nn+1,∞, the matrix kk is strictly contractive (where kk
is defined by (3.2) with respect to the q × q Carathéodory sequence (Aj)kj=0). Then (i) holds if and
only if
(v) Mk+1(w) = c,k(w) for each k ∈ Nn+1,∞.
Proof. For each k ∈ Nn,∞, let Lk+1, Rk+1, and Mk+1 be defined by (1.8) and (3.1) with respect to the
q × q Carathéodory sequence (Aj)kj=0. Then, because of Remark 4.3, condition (i) holds if and only if
An+1 = 2Mn+1 + w√2Ln+1 ∗n(w)
√
2Rn+1
and Ak = 2Mk for each k ∈ Nn+2,∞
⎫⎪⎬
⎪⎭ (4.8)
are satisfied. Taking into account (3.2), Remark 3.1, and the identity Rn+1R+n+1nLn+1L+n+1 = n, we
see that (4.8) is equivalent to
kn+1 = w∗n(w) and kk = 0 for each k ∈ Nn+2,∞. (4.9)
Furthermore, having in mind the recursion formula (3.4), we can conclude that (4.9) holds if and only
if
kk = w∗k−1(w) for each k ∈ Nn+1,∞. (4.10)
In view of Theorem 3.6, condition (4.10) is equivalent to (ii). Thus, (i) and (ii) are equivalent. Fur-
thermore, Theorem 3.6 provides us the equivalence of (ii) and (iii), whereas parts (b) and (c) follow
immediately from (a) and Proposition 4.1. 
Corollary 4.5. Let n ∈ N0, let (Aj)nj=0 be a q × q Carathéodory sequence, and let w ∈ D. Letw : D →
C
q×q be defined by (4.7). Having in mindw ∈ Cq
[
D, (Aj)
n
j=0
]
, let the Taylor series representation ofw
be given byw(z) = ∑∞j=0 Ajzj for each z ∈ D. Furthermore, for each k ∈ Nn,∞, letMk+1(w) be defined
with respect to the q × q Carathéodory sequence (Aj)kj=0. For each k ∈ Nn,∞, then
Mk+1(w) = w(w).
Proof. The casew = 0 is obvious. Ifw = 0, then the assertion follows from part (b) of Proposition 4.4
and Remark 4.3. 
5. On matricial Schur sequences and the corresponding Weyl matrix balls
In the remaining sections of this paper we will show that the results obtained in Sections 3 and 4
hold analogously for matricial Schur sequences (Aj)
n
j=0.
Ifn ∈ N0, then a sequence (Aj)nj=0 of complexp×qmatrices is called ap × q Schur sequence (respec-
tively, a nondegenerate p × q Schur sequence) if the matrix Sn given by (1.1) is contractive (respectively,
strictly contractive). Obviously, if n ∈ N0 and if (Aj)nj=0 is a p × q Schur sequence (respectively, a
nondegenerate p × q Schur sequence), then (Aj)kj=0 is a p × q Schur sequence (respectively, a nonde-
generate p × q Schur sequence) for each k ∈ N0,n as well. In addition, a sequence (Aj)∞j=0 of complex
p× qmatrices is said to be a p × q Schur sequence (respectively, a nondegenerate p × q Schur sequence)
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if for each n ∈ N0 the sequence (Aj)nj=0 is a p × q Schur sequence (respectively, a nondegenerate p × q
Schur sequence).
In the sequel, we will use the notation Sp×q(D) for the set of all p × q Schur functions in D. Note
that a holomorphic function f : D → Cp×q with Taylor series representation
f (w) =
∞∑
j=0
Ajw
j, w ∈ D, (5.1)
belongs to Sp×q(D) if and only if (Aj)∞j=0 is a p × q Schur sequence (see, e.g., [3, Theorem 3.1.1]).
The matricial version of the classical Schur problem consists of the following.
Let n ∈ N0, and let (Aj)nj=0 be a sequence of complex p×qmatrices. Describe the set Sp×q
[
D, (Aj)
n
j=0
]
of all p × q Schur functions f (inD) such that
f (j)(0)
j! = Aj (5.2)
is satisfied for each j ∈ N0,n, where f (j) stands for the j-th derivative of f .
It is well-known that if n ∈ N0 and if (Aj)nj=0 is a sequence of complex p× qmatrices, then the set
Sp×q
[
D, (Aj)
n
j=0
]
is nonempty if and only if (Aj)
n
j=0 is a p × q Schur sequence (see, e.g., [3, Theorem
3.5.2]).
In [4] there was obtained a description of the set {f (w) : f ∈ Sp×q
[
D, (Aj)
n
j=0
]
} for a given finite
Schur sequence (Aj)
n
j=0 and some fixed pointw ∈ D. Our considerations in the next two sections will
be based on this result. For the reader’s convenience, we will recall this result below (see Theorem
5.2). For this purpose we need some further notation.
Let κ ∈ N0 ∪ {∞}. Whenever a sequence (Aj)κj=0 of complex p × q matrices is given, then the
following notations will be used. For each n ∈ N0,κ , let Sn be given by (1.1), and let
Pn := I − SnS∗n and Qn := I − S∗nSn. (5.3)
Furthermore, let
l1 := I − A0A∗0 and r1 := I − A∗0A0. (5.4)
If κ ≥ 1, then for each n ∈ N1,κ we will work with the matrices
yn := (A∗1, A∗2, . . . , A∗n)∗, zn := (An, An−1, . . . , A1), (5.5)
ln+1 := I − A0A∗0 − znQ+n−1z∗n , and rn+1 := I − A∗0A0 − y∗nP+n−1yn. (5.6)
If necessary, we will write P
(A)
n , Q
(A)
n , l
(A)
n+1, and r
(A)
n+1 instead of Pn, Qn, ln+1, and rn+1, respectively, to
indicate the special sequence (Aj)
n
j=0 from which the respective matrix is constructed.
Observe that if (Aj)
κ
j=0 is a p × q Schur sequence, then for each n ∈ N0,κ the matrices ln+1 and
rn+1 are both nonnegative Hermitian (see, e.g., [8, Lemma 3 in Part I]).
In the sequel, let κ ∈ N0 ∪ {∞} and let (Aj)κj=0 be a p × q Schur sequence. In the case κ ≥ 1 we
will use the sets
Yn := {V ∈ Cnq×q : Qn−1V = S∗n−1yn} and Zn := {W ∈ Cp×np : WPn−1 = znS∗n−1}
for each n ∈ N1,κ . It is not hard to see that, for each n ∈ N1,κ , the matrix Vn := Q+n−1S∗n−1yn belongs
to Yn and that the matrixWn := znS∗n−1P+n−1 belongs to Zn (see, e.g., [9]).
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Following [9,13], we will now assign some matrix polynomials with the p × q Schur sequence
(Aj)
κ
j=0. Let n ∈ N0,κ . In the case n ≥ 1, let Vn ∈ Yn and Wn ∈ Zn. Then we define the matrix
polynomials πn, ρn, σn, and τn by
πn(w) :=
⎧⎨
⎩
A0, if n = 0
A0 + wen−1,p(w)(yn + Sn−1Vn), if n ≥ 1,
(5.7)
ρn(w) :=
⎧⎨
⎩
Iq, if n = 0
Iq + wen−1,q(w)Vn, if n ≥ 1,
(5.8)
σn(w) :=
⎧⎨
⎩
A0, if n = 0
(WnSn−1 + zn)wεn−1,q(w) + A0, if n ≥ 1,
(5.9)
and
τn(w) :=
⎧⎨
⎩
Ip, if n = 0
Wnwεn−1,p(w) + Ip, if n ≥ 1
(5.10)
for each w ∈ C. Further, in the case n ≥ 1, we denote by Y˜n the set of all Vn ∈ Yn such that
det ρn vanishes nowhere in D. Similarly, if n ≥ 1, then let Z˜n be the set of all Wn ∈ Zn for which
det τn vanishes nowhere inD. From [9, Proposition 1.8, Theorem 1.10] one can see that the matrix V

n
belongs to Y˜n and that the matrixWn belongs to Z˜n, where Vn andWn are defined as above.
Proposition 5.1. Let n ∈ N0, and let (Aj)nj=0 be a p × q Schur sequence. If n ≥ 1, then let Vn ∈ Y˜n and
Wn ∈ Z˜n. Let the matrix polynomials πn, ρn, σn, and τn be given by (5.7)–(5.10). Then the matrix-valued
function
θn := √rn+1ρ−1n σ˜ [n]n
√
ln+1
+
(5.11)
admits the representation
θn = √rn+1+π˜ [n]n τ−1n
√
ln+1, (5.12)
and the restriction of θn ontoD is a q × p Schur function.
A proof of Proposition 5.1 is given in [4, Proposition 3.3].
The following result,whichgivesadescriptionof theWeylmatrixballs corresponding toanarbitrary
p × q Schur sequence (Aj)nj=0, is taken from [4, Theorem 2.3, Remarks 4.1 and 4.2].
Theorem 5.2. Let the assumptions of Proposition 5.1 be fulfilled, and let θn be defined by (5.11). Then, for
each w ∈ D, the identity
{
f (w) : f ∈ Sp×q[D, (Aj)nj=0]
}
= K
(
Mn+1(w); |w|n+1
√
Ln+1(w),
√
Rn+1(w)
)
(5.13)
holds true, where, by setting gn(w) := √ln+1+θ∗n (w)√rn+1,
Mn+1(w) :=
(
|w|2τ˜ [n]n (w)gn(w) − πn(w)
)(
|w|2σ˜ [n]n (w)gn(w) − ρn(w)
)−1
, (5.14)
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Ln+1(w) := [τn(w)]−1
√
ln+1
(
I − |w|2θ∗n (w)θn(w)
)−1√
ln+1[τn(w)]−∗, (5.15)
and
Rn+1(w) := [ρn(w)]−∗√rn+1(I − |w|2θn(w)θ∗n (w))−1√rn+1[ρn(w)]−1. (5.16)
Furthermore, for each w ∈ D, the matrixMn+1(w) admits the representation
Mn+1(w) =
(
|w|2hn(w)π˜ [n]n (w) − τn(w)
)−1(|w|2hn(w)ρ˜[n]n (w) − σn(w)
)
, (5.17)
where hn(w) := √ln+1θ∗n (w)√rn+1+.
If the assumptions of Proposition 5.1 are satisfied and if w ∈ D, then [4, Propositions 5.1 and 5.3]
and [3, Corollary 1.5.1] show that (in the case n ≥ 1) the matrices θn(w), Mn+1(w), Ln+1(w), and
Rn+1(w) are independent of the particular choice of the matrices Vn ∈ Y˜n and Wn ∈ Z˜n. Thus, the
following convention is correct:
Notation: In the sequel, whenever some κ ∈ N0 ∪ {∞}, a p × q Schur sequence (Aj)κj=0 and an
n ∈ N0,κ are given, let θn be the matrix-valued function defined by (5.11), and let the matrix-valued
functions
Mn+1 : D → Cp×q, Ln+1 : D → Cp×p≥ , Rn+1 : D → Cq×q≥
be defined by (5.14)–(5.16). If necessary,wewillwrite θ
(A)
n ,M(A)n+1,L
(A)
n+1, andR
(A)
n+1 instead of θn,Mn+1,
Ln+1, and Rn+1, respectively, to indicate the concrete p × q Schur sequence (Aj)κj=0 from which the
respective function is constructed.
6. On themonotonicity of the sequences of theWeyl semi-radii corresponding tomatricial Schur
sequences
The main goal of the present section is to check that, for a given p × q Schur sequence (Aj)κj=0
(whereκ ∈ N∪{∞}) andsomefixedpointw ∈ D, the sequences (Lk+1(w))κk=0 and (Rk+1(w))κk=0 are
monotonously nonincresing (see Theorem6.5).Moreover, for n ∈ N1,κ , wewill give a characterization
of thecasesLn+1(w) = Ln(w)andRn+1(w) = Rn(w). The investigations in this sectionareanalogous
to those carried out in Section 3. In particular, we will apply again Lemma 3.3 as an essential tool for
the proof of Theorem 6.5.
For our subsequent considerations, we need some further notation.Whenever some κ ∈ N0∪{∞}
and a sequence (Aj)
κ
j=0 fromCp×q are given, then, for each n ∈ N0,κ , let
mn+1 :=
⎧⎨
⎩
0p×q, if n = 0
−znS∗n−1P+n−1yn, if n ≥ 1.
(6.1)
Moreover, if κ ≥ 1 and if (Aj)κj=0 is a p × q Schur sequence, then, for each n ∈ N1,κ , let
Kn :=
√
ln
+
(An − mn)√rn+. (6.2)
If necessary, wewill writem
(A)
n+1 and K
(A)
n instead ofmn+1 and Kn, respectively, to indicate the concrete
sequence (Aj)
n
j=0 from which the respective matrix is constructed.
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It is a well-known fact that, if an n ∈ N, a p × q Schur sequence (Aj)n−1j=0 , and a matrix An ∈ Cp×q
are given, then the sequence (Aj)
n
j=0 is a p × q Schur sequence if and only if An belongs to the matrix
ball K(mn;√ln,√rn) (see [8, Theorem 1 in Part I] or [3, Theorem 3.5.1]).
Remark 6.1. Let n ∈ N and let (Aj)nj=0 be a p × q Schur sequence. Then [3, Theorem 3.5.1] shows that
the matrix Kn is contractive and fulfills
An − mn =
√
lnKn
√
rn.
Remark 6.2. Let n ∈ N and let (Aj)nj=0 be a p × q Schur sequence. Then the identities
ln+1 =
√
ln(I − KnK∗n )
√
ln and rn+1 = √rn(I − K∗n Kn)
√
rn
hold true (see [3, Remark 3.5.3]). Furthermore, [4, Theorem 5.7] shows that the recursion formula
θn(w) = √rn+1√rn+(I + wθn−1(w)Kn)−1(wθn−1(w) + K∗n )
√
ln
√
ln+1
+
(6.3)
holds for every choice of w inD.
Lemma 6.3. Let n ∈ N, let (Aj)nj=0 be a p × q Schur sequence, and let w ∈ D. Then
√
rn+1 D−1wθn(w)
√
rn+1 ≤ √rn(I + wθn−1(w)Kn)∗D−1wθn−1(w)
(
I + wθn−1(w)Kn)√rn (6.4)
is satisfied. Moreover, equality holds in (6.4) if and only if wθn−1(w) = −K∗n .
Proof. In viewof (6.2), (5.11), Remark 6.1, and Proposition 5.1, thematrices L := ln,R := rn,K := −Kn,
and  := wθn−1(w) fulfill all the assumptions of Lemma 3.3. Let L̂, R̂, and ̂ be given by (3.6) and
(3.7). Then Remark 6.2 provides us L̂ = ln+1, R̂ = rn+1, and ̂ = θn(w). Thus an application of Lemma
3.3 yields the assertions. 
Remark 6.4. Let n ∈ N0 and let (Aj)nj=0 be a p × q Schur sequence. For each k ∈ N0,n, let thematrices
S
(A∗)
k , l
(A∗)
k+1, r
(A∗)
k+1 , etc. be defined analogously to Sk , lk+1, rk+1, etc., using the sequence (A∗j )nj=0 instead of
(Aj)
n
j=0. Then S
(A∗)
k = J[k,q]S∗k J[k,p] holds for reach k ∈ N0,n, where J[k,q] and J[k,p] are given via (3.26).
In particular, it follows that (A∗j )nj=0 is a q × p Schur sequence. Further, it is readily checked that, for
each k ∈ N0,n, the equations
P
(A∗)
k = J[k,q]QkJ[k,q], Q (A
∗)
k = J[k,p]PkJ[k,p],
(
P
(A∗)
k
)+ = J[k,q]Q+k J[k,q], and (Q (A∗)k )+ = J[k,p]P+k J[k,p]
hold true. This implies l
(A∗)
k+1 = rk+1 and r(A
∗)
k+1 = lk+1 for each k ∈ N0,n. It is not hard to see that, for
each k ∈ N0,n, the identity S∗k P+k = Q+k S∗k holds. Thus, we obtain m(A
∗)
k+1 = m∗k+1 for each k ∈ N0,n.
Hence, if n ≥ 1, then for each k ∈ N1,n we have
K
(A∗)
k = K∗k . (6.5)
Moreover, taking into account [4, Propositions 5.1 and 5.3], (5.7)–(5.10), and Proposition 5.1, straight-
forward calculations yield the equations
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θ
(A∗)
k (w) = θ∗k (w), (6.6)
L(A
∗)
k+1(w) = Rk+1(w), and R(A
∗)
k+1(w) = Lk+1(w) (6.7)
for each w ∈ D and each k ∈ N0,n.
Theorem 6.5. Let κ ∈ N ∪ {∞}, and let (Aj)κj=0 be a p × q Schur sequence. Then:
(a) For each w ∈ D, the sequences (Lk+1(w))κk=0 and (Rk+1(w))κk=0 are both monotonously nonin-
creasing.
(b) Let n ∈ N1,κ , and let w ∈ D. Then the following statements are equivalent:
(i) Ln+1(w) = Ln(w).
(ii) Rn+1(w) = Rn(w).
(iii) Kn = −w θ∗n−1(w).
Proof. Let n ∈ N1,κ , and let w ∈ D. If n ≥ 2, then let Vn−1 ∈ Y˜n−1 andWn−1 ∈ Z˜n−1. Let the matrix
polynomials ρn−1 and σn−1 be defined via (5.8) and (5.9), let tn := l+n (An − mn), and let the matrix
polynomial ρn be given by
ρn(z) := ρn−1(z) + zσ˜ [n−1]n−1 (z)tn,
for each z ∈ C. Because of [9, Proposition 2.4, Remark 2.5, and Proposition 2.6], there is a Vn ∈ Y˜n
such that ρn can be represented, for each z ∈ C, via ρn(z) = Iq + zen−1,q(z)Vn. Hence, the matrices
ρn−1(w) and ρn(w) are both nonsingular, and
Rk+1(w) = [ρk(w)]−∗√rk+1 D−1wθk(w)
√
rk+1 [ρk(w)]−1 (6.8)
holds for each k ∈ {n−1, n}. Taking onto account tn = √ln+Kn√rn (which follows from Remark 6.1),
straightforward calculations yield
(
I + wθn−1(w)Kn)√rnρ−1n (w) = √rnρ−1n−1(w). (6.9)
In view of (6.8), Lemma 6.3, and (6.9) we obtain
Rn+1(w) ≤ [ρn(w)]−∗√rn(I + wθn−1(w)Kn)∗D−1wθn−1(w)
(
I + wθn−1(w)Kn)√rn [ρn(w)]−1
= [ρn−1(w)]−∗√rn D−1wθn−1(w)
√
rn [ρn−1(w)]−1
= Rn(w),
and, because of Lemma 6.3, conditions (ii) and (iii) are equivalent. Applying this to the q × p Schur
sequence (A∗j )nj=0 and to the point w instead of w, Remark 6.4 yields then Ln+1(w) ≤ Ln(w) and the
equivalence of (i) and (iii). Thus, the proof is complete. 
7. Some observations on central p× q Schur functions
In the present section, we continue the investigations started in [4, Section 6]. Suppose that some
p × q Schur sequence (Aj)nj=0 (where n ∈ N) and a pointw ∈ D are given. Thenwewill obtain certain
characterizations of the cases Ln+1(w) = Ln(w) andRn+1(w) = Rn(w) in terms of the value fc,n(w)
of the central Schur function corresponding to (Aj)
n
j=0.
Let n ∈ N0, and let us consider an arbitrary p × q Schur sequence (Aj)nj=0. Then, according to [3,
Theorem 3.5.1], the set of all complex p × qmatrices An+1 such that (Aj)n+1j=0 is a p × q Schur sequence
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coincides with the matrix ball K(mn+1;√ln+1,√rn+1). Thus, choosing An+1 := mn+1 we obtain a
particular p × q Schur sequence (Aj)n+1j=0 , and the set of all complex p × q matrices An+2 such that
(Aj)
n+2
j=0 is a p × q Schur sequence coincides with thematrix ballK(mn+2;
√
ln+2,
√
rn+2). In this way,
the successive choice
An+1+k := mn+1+k (7.1)
for each k ∈ N0 yields a particular p × q Schur sequence (Aj)∞j=0, the so-called central p × q Schur
sequence corresponding to (Aj)
n
j=0, and hence a particular function belonging to Sp×q
[
D, (Aj)
n
j=0
]
, the
so-called central p × q Schur function fc,n corresponding to (Aj)nj=0. In other words, the matrix-valued
function f = fc,n corresponding to (Aj)nj=0 admits the Taylor series representation (5.1) where An+1+k
is defined by (7.1) for each k ∈ N0. Note that, for each w ∈ D, it can be represented by
fc,n(w) = πn(w)ρ−1n (w) and fc,n(w) = τ−1n (w)σn(w),
where (in the case n ≥ 1) Vn and Wn are arbitrary matrices belonging to Y˜n and Z˜n, respectively,
and where πn, ρn, σn, and τn are the matrix polynomials defined by (5.7)–(5.10) (see [9, Remark 1.1,
Theorem 1.6, and Theorem 1.9]).
Proposition 7.1. Let n ∈ N, let (Aj)nj=0 be a p × q Schur sequence, let fc,n be the central p × q Schur
function corresponding to (Aj)
n
j=0, and let w ∈ D \ {0}. Then the following statements are equivalent:
(i) Ln+1(w) = Ln(w).
(ii) Rn+1(w) = Rn(w).
(iii) Mn(w) = fc,n(w).
If (i) is satisfied, then
(iv) Mn+1(w) = fc,n(w)
holds true. Moreover, if the matrix Kn given by (6.2) is strictly contractive, then (i) and (iv) are equivalent.
Proof. Part (b) of Theorem 6.5 provides us the equivalence of (i) and (ii). Now we will prove that
(i) and (iii) are equivalent. If n ≥ 2, then let Vn−1 ∈ Y˜n−1 and let Wn−1 ∈ Z˜n−1. Let the matrix
polynomials πn−1, ρn−1, σn−1, and τn−1 be given via (5.7)–(5.10). Then a combination of Remark 6.1
and [13, Corollary 2.10] implies that thematrixwσ˜
[n−1]
n−1 (w)
√
ln
+
Kn
√
rn+ρn−1(w) is nonsingular and
fc,n(w) =
(
wτ˜
[n−1]
n−1 (w)
√
ln
+
Kn
√
rn + πn−1(w)
)(
wσ˜
[n−1]
n−1 (w)
√
ln
+
Kn
√
rn + ρn−1(w)
)−1
.
(7.2)
Furthermore, by definition we have
Mn(w) =
(
wτ˜
[n−1]
n−1 (w)
√
ln
+(− wθ∗n−1(w))√rn + πn−1(w)
)
·
(
wσ˜
[n−1]
n−1 (w)
√
ln
+(− wθ∗n−1(w))√rn + ρn−1(w)
)−1
. (7.3)
In view of Remark 6.1 and Proposition 5.1, the matrices Kn and −wθ∗n−1(w) are both contractive.
Consequently, because of (7.2), (7.3), and w = 0, an application of [13, Lemma 2.11] implies that (iii)
is equivalent to
√
ln
(− wθ∗n−1(w))√rn =
√
lnKn
√
rn. (7.4)
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Taking into account (5.11) and (6.2), we see that (7.4) holds if and only if−wθ∗n−1(w) = Kn. According
to part (b) of Theorem 6.5, the latter identity is equivalent to (i), i.e., (i) and (iii) are equivalent. Now
assume that (i) is satisfied. Then Theorem 6.5 yieldswθn−1(w) = −K∗n . Thus, from Remark 6.2 we get
θn(w) = 0. Hence [4, Proposition 6.1] implies (iv). Now suppose that (iv) holds and that the matrix Kn
is strictly contractive. Then, using [4, Proposition 6.1] and Remark 6.2, we obtain
0 = √rn+1√rn+(I + wθn−1(w)Kn)−1(wθn−1(w) + K∗n )
√
ln
√
ln+1
+
.
Since Kn is strictly contractive, similar considerations as in the proof of Proposition 4.1 lead to
0 = (I + wθn−1(w)Kn)−1(wθn−1(w) + K∗n )
and hence wθn−1(w) = −K∗n . An application of part (b) of Theorem 6.5 yields finally (i). 
Example 7.2. Let n ∈ N and let (Aj)n−1j=0 be a q × q Schur sequence such that ln = 0q×q. Then,
because of [8, Part I, Remark 1], rank ln = rank rn holds. Hence there is a unitary q × q matrix U
such that U∗lnl+n U = rnr+n . Let K := lnl+n U and An := mn +
√
lnK
√
rn. Then [3, Theorem 3.5.1]
implies that (Aj)
n
j=0 is a q × q Schur sequence. Similarly as in Example 4.2 we can then infer that
Ln+1(w) = Ln(w)andMn+1(w) = fc,n(w) for eachw ∈ D,where fc,n denotes thecentralq × qSchur
function corresponding to (Aj)
n
j=0. Thus, conditions (i) and (iv) of Proposition 7.1 are not equivalent in
this case (see also [4, Example 6.4]).
Let n ∈ N0, let (Aj)nj=0 be a p × q Schur sequence, and letw ∈ D. If n ≥ 1, then let Vn ∈ Y˜n and let
Wn ∈ Z˜n. Let thematrix polynomialsπn, ρn, σn, and τn be given by (5.7)–(5.10). In view of Proposition
5.1, the matrix −w θ∗n (w) is contractive. Hence [13, Lemma 3.1] implies that
det
(
− zwσ˜ [n]n (z)gn(w) + ρn(z)
)
= 0 and det
(
− zwhn(w)π˜ [n]n (z) + τn(z)
)
= 0
hold true for all z ∈ D, where gn(w) := √ln+1+θ∗n (w)√rn+1 and hn(w) :=
√
ln+1 θ∗n (w)
√
rn+1+. In
the following, we consider the matrix-valued function fw : D → Cp×q defined by
fw(z) :=
(
− zwτ˜ [n]n (z)gn(w) + πn(z)
)(
− zwσ˜ [n]n (z)gn(w) + ρn(z)
)−1
(7.5)
for each z ∈ D. In the case n ≥ 1, [13, Lemma 3.1] and [4, Proposition 5.1] show that fw does not
depend on the particular choice of the matrices Vn ∈ Y˜n and Wn ∈ Z˜n (i.e., it depends only on the
given p × q Schur sequence (Aj)nj=0 and on the point w ∈ D). According to [13, Theorem 3.2], the
function fw belongs to Sp×q
[
D, (Aj)
n
j=0
]
and admits the representation
fw(z) =
(
− zwhn(w)π˜ [n]n (z) + τn(z)
)−1(− zwhn(w)ρ˜[n]n (z) + σn(z)
)
for each z ∈ D.
Remark 7.3. Let n ∈ N0, let (Aj)nj=0 be a p × q Schur sequence, and let w ∈ D. Let
An+1 := mn+1 − w
√
ln+1 θ∗n (w)
√
rn+1.
According to [3, Theorem 3.5.1] and Proposition 5.1, the sequence (Aj)
n+1
j=0 is then a p × q Schur se-
quence. Furthermore, [13, Corollary 2.10] implies that the matrix-valued function fw : D → Cp×q
given by (7.5) coincides with the central p × q Schur function corresponding to (Aj)n+1j=0 .
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Proposition 7.4. Let n ∈ N0, let (Aj)nj=0 be a p × q Schur sequence, let f ∈ Sp×q
[
D, (Aj)
n
j=0
]
, and let
the Taylor series representation of f be given by (5.1). Let w ∈ D. Furthermore, for each k ∈ Nn,∞, let
Mk+1(w), Lk+1(w), andRk+1(w) be defined with respect to the p × q Schur sequence (Aj)kj=0. Then:
(a) The following statements are equivalent:
(i) f coincides with the matrix-valued function fw : D → Cp×q defined by (7.5).
(ii) Lk+1(w) = Lk(w) for each k ∈ Nn+1,∞.
(iii) Rk+1(w) = Rk(w) for each k ∈ Nn+1,∞.
(b) Suppose that w = 0. Then (i) holds if and only if
(iv) Mk(w) = fc,k(w) for each k ∈ Nn+1,∞,
where fc,k denotes the central p × q Schur function corresponding to (Aj)kj=0.
(c) Suppose that w = 0 and that, for each k ∈ Nn+1,∞, the matrix Kk is strictly contractive (where Kk
is defined by (6.2) with respect to the p × q Schur sequence (Aj)kj=0). Then (i) holds if and only if
(v) Mk+1(w) = fc,k(w) for each k ∈ Nn+1,∞.
Proof. Proposition 7.4 can be shown analogously to Proposition 4.4 using Remarks 7.3, 6.1, and 6.2,
Theorem 6.5 and Proposition 7.1. We omit the details. 
Corollary 7.5. Let n ∈ N0, let (Aj)nj=0 be a p × q Schur sequence, and let w ∈ D. Let fw : D → Cp×q
be defined by (7.5). Having in mind fw ∈ Sp×q
[
D, (Aj)
n
j=0
]
, let the Taylor series representation of fw be
given by fw(z) = ∑∞j=0 Ajzj for each z ∈ D. Furthermore, for each k ∈ Nn,∞, letMk+1(w) be defined
with respect to the p × q Schur sequence (Aj)kj=0. For each k ∈ Nn,∞, then
Mk+1(w) = fw(w).
Proof. The casew = 0 is obvious. Ifw = 0, then the assertion follows from part (b) of Proposition 7.4
and Remark 7.3. 
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