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We present a method to obtain numerically accurate values of configurational free energies of semiflexible 
macromolecular systems, based on the technique of thermodynamic integration combined with normal-mode 
analysis of a reference system subject to harmonic constraints. Compared with previous free-energy calculations that 
depend on a reference state, our approach introduces two innovations, namely the use of internal coordinates to 
constrain the reference states and the ability to freely select these reference states. As a consequence, it is possible to 
explore systems that undergo substantially larger fluctuations than those considered in previous calculations, 
including semiflexible biopolymers having arbitrary ratios of contour length L  to persistence length P . To validate 
the method, high accuracy is demonstrated for free energies of prime DNA knots with 20L P =  and 40L P = , 
corresponding to DNA lengths of 3000 and 6000 base pairs, respectively. We then apply the method to study the 
free-energy landscape for a model of a synaptic nucleoprotein complex containing a pair of looped domains, 
revealing a bifurcation in the location of optimal synapse (crossover) sites. This transition is relevant to target-site 
selection by DNA-binding proteins that occupy multiple DNA sites separated by large linear distances along the 
genome, a problem that arises naturally in gene regulation, DNA recombination, and the action of type-II 
topoisomerases. 
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I. INTRODUCTION 
Free-energy changes govern the direction of all chemical and biophysical processes in biological systems. A 
quantitative treatment of free-energy landscapes is central to understanding protein and RNA folding,
1
 motion and 
energy transduction in molecular machines,
2
 macromolecule-ligand interactions,
3,4
 genome organization,
5,6
 and 
many other biological phenomena. For macromolecular systems, obtaining accurate estimates of the free energy is 
one of the most challenging problems in computational biology and chemistry.
7-9
 Systems involving intermediate 
length scales such as semi-flexible DNA-protein structures are abundant in living cells; however, this class of 
problems has generally eluded standard computational free-energy methods because the inherent flexibility of 
molecules on these elevated length scales results in large conformational fluctuations in rugged potential energy 
landscapes.
10
 
The free energy, F , of a system in the canonical ensemble, i.e., at constant number of particles N , volume V , 
and temperature T , is defined as 
 ( )lnBF U TS k T Q= − = −   , (1) 
where U  is the mean energy, S  is the entropy, and Q  is the canonical partition function of the system ( Bk  is 
Boltzmann’s constant). For simplicity we restrict ourselves to a classical system of N  point particles with Cartesian 
position coordinates 
i
r , 1, ,i N= …  in a volumeV . Assuming that the kinetic energy of the system is independent of 
the particle positions, Q  reduces to the configuration integral  
 ( )
33
1
3 3
expN
V V
d rd r
Q U r
a a
β= −  ∫ ∫

…   , (2) 
where ( ) 1Bk Tβ
−
=  and ( )U r  is the total potential energy (also referred to as force field) for a full-system 
configuration ( )1,..., Nr = r r

. The constant a  in Eq. (2) is a microscopic length required to make Q  dimensionless; 
e.g., for a system of point particles of mass m  undergoing Newtonian dynamics, the length a  corresponds to the 
thermal wavelength, ( )1 22 Bh mk TπΛ= , where h  is Planck’s constant. Equilibrium ensembles of full-system 
configurations distributed according to the Boltzmann distribution ( ) ( )expp r U rβ∝ −  
 
 can be generated by using 
molecular dynamics, Markov-chain Monte Carlo, and Langevin dynamics simulations, for example. To enhance 
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sampling, various schemes have been employed such as parallel tempering (replica-exchange sampling), 
multicanonical (flat histogram) sampling, and umbrella sampling.
11-15
   
A typical application of computational free-energy methods is to compute the difference in free energy between 
two macromolecular states A , B , i.e., 
 ln BAB B A B
A
Q
F F F k T
Q
 
∆ = − = −  
 
 . (3)  
If the two states coexist in a simulation, 
AB
F∆  can be estimated directly by using a counting method, because the 
ratio of partition functions 
B A
Q Q  in Eq. (3) is equal to the probability ratio 
B A
P P  of observing states B  and A , 
respectively. Thus, counting the respective numbers of times the system visited states A and B during the 
simulation,
A
Ω , 
B
Ω , and using 
B A B A
Q Q =Ω Ω  in Eq. (3), yields 
AB
F∆ . In cases where the states A and B do not 
coexist, alternative sampling methods based on free energy perturbation can be used, such as thermodynamic 
integration.
7-9
 These approaches have been used to compute solvation free energies,
16,17
 ligand-receptor binding 
affinities,
18-20
   free energies of protein and RNA folding,
21-24
 and in a number of other applications. Thermodynamic 
integration is used when the two states A , B  are significantly different from one another, and amounts to sub-
dividing (staging) the transformation from A  to B  into a path of intermediates along a suitable reaction coordinate. 
Since 
AB
F∆  is independent of the path between the terminal states A , B , the intermediates do not have to be 
physically realistic, which implies that computationally favorable paths may be chosen; however, in the rugged 
potential energy landscape ( )U r  typical of macromolecular systems the task of finding the most favorable paths is 
difficult in general.
25
 
Another class of methods estimates the absolute free energy of a macromolecular system for a given force field 
( )U r . For small systems, limited to harmonic fluctuations about a mechanical-equilibrium ground state, the 
absolute free energy can be computed by treating fluctuations harmonically about an energy-minimized ground state 
(the harmonic approximation, or HA), normal mode analysis,
26-28
 or use of the so-called quasi-harmonic 
approximation (QHA).
29,30
  However, for larger systems with multiple occupied energy wells, QHA tends to 
significantly overestimate the configurational entropy.
30,31
 To overcome this limitation, the method has been 
extended by applying QHA to each local minimum (basin) of the potential-energy landscape separately.
32,33
  Since 
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the number of basins to be considered increases exponentially with system size, such minima-mining approaches 
have been limited to protein subdomains and other small systems.
10
 Other methods  for estimating absolute free 
energies of macromolecules are based on expressing the full-system probability distribution ( )p r  in terms of 
distributions of molecular fragments, by using an expansion of mutual information terms
34
 and polymer growth 
models.
35-37
 In the latter approach, new monomers are added one at a time to an ensemble of partially grown 
configurations while keeping track of appropriate statistical weights. These techniques have been applied to simple 
model proteins,
38
 RNA secondary structures,
39
 all-atom models of peptides and small protein subdomains,
9,40,41
 and a 
number of other systems (see also
42
).  A general challenge for polymer growth methods, which becomes more 
severe for increasing system size, is that configurations important in the full system may have low statistical 
probability in early stages of growth, so that biasing toward structural information known for the full system is 
required.
43
 
A widely used strategy to estimate the absolute free energy of a given target system, effectively combining 
methods for relative and absolute free energies described above, employs a reference system, “ref”, for which the 
absolute free energy, Fref , is available.
11,44-47
 The free energy of the target system, A , is calculated as 
 
A ref ref AF F F →= + ∆  (4) 
where 
ref AF →∆  is the free-energy difference between the reference system and the target system, which can be 
estimated, e.g., by free-energy perturbation or thermodynamic integration. This strategy was introduced for a 
molecular system using a reference state constrained by external harmonic wells.
44
 Using Eq. (4) for two arbitrary 
target states, A , B , yields a path-independent method to calculate the free-energy difference AB B AF F F∆ = −  in 
terms of a thermodynamic cycle, without the need of transforming one state to the other.
45
 In reference,
46
 rather than 
using harmonic constraints, the reference state was constructed by generating histograms of the coordinates of the 
target system obtained in a finite-time simulation, and choosing an ensemble of reference configurations at random 
from the histograms. This approach was later generalized to larger molecules by using pre-calculated molecular 
fragments as reference states.
47
 
In the limit of long, flexible (synthetic) polymer chains powerful tools in statistical physics, such as scaling 
approaches and the renormalization group, have been widely used to study equilibrium properties of these 
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systems.
48-53
 Likewise, the free-energy change associated with spatially confining a long, semi-flexible polymer 
chain with contour length L  and persistence length P , e.g., into a cylindrical tube or spherical cavity of diameter 
D , have been studied in the asymptotic limit ,L P D≫  by combining scaling approaches with Monte Carlo 
simulations.
54,55
 These approaches thus complement methods applicable to the small systems described above. 
However, semi-flexible macromolecular systems involving intermediate length scales remain notoriously difficult to 
handle, because such systems are in general out of reach of methods developed for the limiting cases of small, stiff 
systems and large, flexible systems, respectively.   
Critical aspects of DNA replication,
56
 recombination,
57,58
 repair,
59,60
 and gene regulation
61-64
 depend on 
interactions between DNA-bound protein molecules that are separated by large linear distances along the genome, 
entailing the formation of DNA or chromatin loops. For more than two decades, many details of these processes 
have been worked out from in-vitro and in-vivo model studies using plasmid DNAs. The use of circular DNA has 
been an especially powerful tool in elucidating the mechanisms of recombinases and topoisomerases through 
topological analysis of knotted and linked products that are trapped by loop formation.
65-68
 Loop formation in 
circular DNA is distinct from that in linear molecules; even in the simplest case of a single pair of interacting sites 
on circular DNA, there is an excess entropy loss relative to that for forming a pair of independent loops.
69
 Thus, the 
thermodynamics of loop formation within a circular domain has remained an unsolved problem for semi-flexible 
systems. Combined with recent computational and experimental results suggesting that DNA-loop-mediated 
processes are driven thermodynamically rather than kinetically,
70-72
 there is strong motivation to develop new 
methods for more generally evaluating the free energies of looped, semiflexible DNA structures.  
In this work, we present a method to obtain configurational free energies of semiflexible macromolecular 
systems by combining thermodynamic integration (TI) with normal mode analysis (NMA). Following the strategy in 
Eq. (4), an arbitrary molecular state A  is gradually transformed into a harmonically constrained reference state 0A  
and the associated change in free energy is computed by TI. The free energy of the reference state 
0
A  is then 
computed separately and accurately by means of NMA. Compared with previous free-energy calculations that 
depend on the use of a reference state,
11,44-46,73
 our method introduces two innovations, namely the use of internal 
coordinates to harmonically constrain the reference states, and the ability to freely select the reference states. As a 
consequence, it is now possible to explore systems that undergo substantially larger fluctuations than those 
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considered in previous calculations. In addition, using freely selectable reference states avoids problems associated 
with locating the actual minimum of a rugged potential-energy landscape.
10
 The general procedure is numerically 
accurate, free of uncontrolled approximations, and applies to models of any macromolecular system for which 
internal geometric constraints can be specified. In particular, our method is applicable to biopolymers having 
arbitrary ratios of contour length L  to persistence length P . As a test of our method we show that free energies of 
prime DNA knots containing up to six crossings can be accurately computed for large, semiflexible DNAs 3000 and 
6000 base pairs in size (Fig. 1).  
We then apply our method to an open problem, namely investigating the free-energy landscape of circular DNA 
molecules partitioned into two looped domains by a nucleoprotein complex bound simultaneously to two DNA sites 
(Fig. 2). These structures are appropriate models for double-strand-passage intermediates in type-II topoisomerase 
reactions,
74
 synaptic complexes in recombination reactions taking place on DNA circles,
68
 and promoter selection in 
enhancer-multiple promoter interactions,
61,62,75-77
 among other systems. For a circle of total contour length L , 
synapsis between sites separated by a linear distance ℓ  generates looped domains with lengths ℓ  and L − ℓ , 
respectively. By evaluating the free-energy landscape ( ), ;F L Pℓ  we find that the location of optimal synapse sites 
on a circular DNA molecule depends strongly on the ratio L P ; in particular, we find a bifurcation in the location 
of optimal synapse sites at a critical value 10.7L P ≈  (about 1600 base pairs for   50 nmP = ). 
 
II. METHODS 
A. DNA model: Extensible harmonic chain 
We consider a semi-flexible harmonic chain as a coarse-grained mesoscopic model for duplex DNA.
78,79
 Chain 
elements are extensible, cylindrical segments with equilibrium length 
0
b  and fixed diameter d , connected end-to-
end by semi-flexible joints located at vertices 
i
r , 1, ,i N= …  (Fig. 1A). Segments are described by displacement 
vectors 
1i i i+= −b r r  with length ib  and unit-length direction vectors ˆ i i ib=b b . The total potential energy for a 
given conformation ( )1, , Nr = r r

…  is defined as  
 ( ) el ev KU r U U U= + +

, (5) 
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where 
el
U  is the elastic energy of the chain (cf. Eq. (6) below) and 
ev
U , 
K
U  describe infinite potential barriers 
associated with excluded volume (overlapping chain segments) and changes in knot type K , respectively (cf. 
Supplemental Material
80
). These contributions are 0
ev
U =  if none of the cylinders overlap and 
ev
U = ∞  otherwise. 
Similarly, 0
K
U =  if the chain has knot type K  and KU = ∞  otherwise.  
In this work we consider two distinct topological models, namely knotted, circular DNA and an unknotted, 
dual-loop synaptic nucleoprotein complex. Knotted, circular DNA with overall contour length L  is modeled as a 
chain of N  segments (Fig. 1). Such knotted chains are formed, e.g., through random closure of linear DNA or via 
strand passage mediated by topoisomerases or site-specific recombinases. The closure (boundary) condition for 
circular chains is enforced by the constraint 
1 1N +≡r r . In this work we consider the elastic energy due to bending and 
stretching of the chain only, as appropriate for nicked DNA. The elastic energy for a conformation r

 is defined as 
 ( ) ( )
2
1
1 0
ˆ ˆ1 1
2
N
s i
el sc B b i i
i
c b
U r U k T c
b
+
=
  
 = + − ⋅ + − 
   
∑ b b
  
, (6) 
where 
b
c , 
s
c  are bending and stretching elastic constants, respectively. Elastic energy constants are set so that each 
segment represents approximately 30 base pairs of DNA (segment length 
0
0.2b P= ) in 0.15 M NaCl (cf. 
Supplemental Material
80
). The term 
sc
U  in Eq. (6) represents the elastic energy associated with deformations of the 
synaptic complex (sc) (cf. Eq. (7) below) and does not contribute to the energy of unlooped circular chains. 
Dual-loop synaptic complexes consist of a circular DNA molecule having two loci bound to a single protein 
complex (Fig. 2). The circular contour with length L  is therefore partitioned into domains of length ℓ  and L − ℓ , 
respectively, where ℓ  is the contour length of one of the loops. The loops are modeled as chains having n  and 
N n−  segments, respectively, where N  is the total number of chain segments and n  is the number of segments in 
the loop of length ℓ . Both loops are connected at a common vertex 1r , which joins 4 segments ( )1 1, , ,n n N+b b b b  at a 
four-way junction. The closure (boundary) condition at the junction is enforced by the constraint 
1 1 1n N+ +≡ ≡r r r . The 
elastic energy of the synaptic complex (sc) is given by (Fig. 2)  
 ( )1 1 1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ
2
b
sc B n n n N n N
c
U k T + += ⋅ + ⋅ + ⋅ + ⋅b b b b b b b b  . (7) 
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Thus, the preferred geometry of the synapse in this model is that of a square-planar crossing, which has been 
proposed as a prototype Holliday-junction geometry in the phage-λ integrase superfamily of site-specific 
recombinases.
81-83
 
 
 
 
 
FIG. 1. Coarse-grained DNA model. (A) Definition of chain segments 
ib , vertices ir , and segment diameter d . The 
equilibrium position of segment 
ib  is shown by the translucent surface. (B) Typical chain conformations generated by Monte 
Carlo simulation. Shown are chains with 100N =  segments ( 20L P= , 3000 base pairs) (left) and chains with 200N =  
segments  ( 40L P= , 6000 base pairs) (right). The top chains are unknotted and the bottom chains are knotted (41, figure-eight). 
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FIG. 2. Dual-loop synaptic complex. (A) Atomistic model of a nucleoprotein synaptic complex (Cre-LoxP, adapted from PDB ID 
3CRX) formed on a circular DNA substrate. Cre-protein atoms are shown in red. (B) Definition of segment vectors forming the 
synaptic junction (see text for details).  (C)  Typical chain conformations generated by Monte Carlo simulation.  Both chains have 
the same total length 16L P=  (2400 base pairs), but different locations of the synapse (red chain segments). At left, the synapse 
is located at 2L=ℓ , forming two loops of equal length 8P=ℓ . At right, the synapse is located at 4L=ℓ , forming loops with 
lengths 4P=ℓ  and 12L P− =ℓ , respectively. 
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B. Free-energy calculations using TI-NMA 
We used a Metropolis Monte Carlo procedure to generate equilibrium ensembles of chain conformations (cf. 
Supplemental Material
80
). Free energies of knotted, circular chains and dual-loop synaptic complex models were 
obtained by combining Thermodynamic Integration (TI) with Normal Mode Analysis (NMA), a scheme henceforth 
referred to as TI-NMA. NMA requires the system to obey harmonic fluctuations about a well-defined minimum-
energy configuration. To this end, we use an auxiliary potential energy function, ( )0,haU r r
 
, which exhibits a single, 
well-defined minimum at 
0
r

 such that ( )0 0haU r r= ≡
 
. The ground-state conformation 
0
r

 may be selected arbitrarily 
(cf. Section II.C. below). To calculate ( )0,haU r r
 
 we associate basis vectors { }ˆˆ ˆ, ,i i ix y b  with all segments ib  as 
follows. Position vectors 
ir are given relative to the chain’s center of mass, 
1 N
cm ii
N
−= ∑R r , where each vertex of 
the chain at position 
i
r  is taken to have unit mass. The z -axes of the frames are defined as the unit-length direction 
vectors ˆ ib , y -axes are defined as 
ˆ ˆˆ
i i i i i
= × ×y r b r b , and x -axes are defined as ˆˆ ˆi i i= ×x y b  (Fig. 3). The potential 
ha
U  is then defined as 
 ( ) ( )
2
0 1 1 1 1
1 0
ˆ ˆ ˆ ˆ, 2 1
2 2
N
p pb s i
ha sc B i i i i
i
c c b
U r r U k T
b
+ + − −
=
  
 = + − ⋅ − ⋅ + − 
   
∑ b b b b   , (8) 
where 1
ˆ p
i+b , 1
ˆ p
i−b  are the preferred orientations of segment vectors adjacent to ib  in frame { }ˆˆ ˆ, ,i i ix y b . The preferred 
segment directions are given by the orientations of segments 
0
1
ˆ
i+b , 
0
1
ˆ
i−b  within frames { }0 0 0ˆ ˆ ˆ, ,i i ix y z  of the reference 
configuration 
0
r

 (cf. Section II.C. below). 
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FIG. 3. Internal-coordinate constraints. (A) For a given ground state conformation 
0r

 with center of mass 0
cm
R , the basis frames 
{ }0 0 0ˆˆ ˆ, ,i i ix y b  are obtained for each segment 0ib  such that axis 0ˆ ix  lies in the plane defined by the point 0cmR  and the vector 0ib , and 
points towards 0
cm
R . (B) For an arbitrary conformation r

, frames { }ˆˆ ˆ, ,i i ix y b  are obtained in the same way as in (A). The 
equilibrium (preferred) orientations 
1
p
i+b , 1
p
i−b  (shown as translucent surfaces) of segments 1i+b , 1i−b  in the frame { }ˆˆ ˆ, ,i i ix y b  
correspond to the orientations 0
1i+b , 
0
1i−b  in the frame { }0 0 0ˆˆ ˆ, ,i i ix y b .  
 
 
The objective is to replace the energy function of the original, semi-flexible system described by Eq. (5) with a 
potential function suitable for NMA, and to calculate the associated change in free energy by TI (Fig. 4). To this end 
we define 
 ( ) ( )
1  ,    0 1
 ,    1
ha el ev K
ha ev K max
U U U U
U
U U U
λ λ λ
λ
λ λ λ
+ − + + ≤ ≤
= 
+ + ≤ ≤
 (9) 
where the parameter λ  serves to switch between the limits el ev KU U U+ +  at 0λ =  and max ha ev KU U Uλ + +  at 
max
λ λ= . The first phase of TI, 0 1λ≤ ≤ , replaces the original elastic potential energy ( )elU r

 with the new 
potential ( )0,haU r r
 
. The second phase of TI further increases λ  to a value maxλ  which is chosen large enough so 
that the system is fully constrained to harmonic fluctuations about the reference ground state 
0
r

. This process is 
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shown for selected knotted and dual-loop sc models in Supplemental Material
80
 (Movies 1a-j). Finally, NMA is 
applied to the ground state configuration 
0
r

 and the total free energy F  is obtained as  
 
0 1 2
F F F F= −∆ −∆
 
.   (10) 
1
F∆  and 
2
F∆  are the free-energy changes associated with the two phases of TI described above and 
0
F  is the free 
energy of the reference ground state 
0
r

 obtained by NMA. Selected normal modes for knotted and dual-loop sc 
models are shown in Supplemental Material
80
 (Movies 2a-j). Carrying out this procedure for two different semi-
flexible systems A , B , e.g., two different DNA knots, yields the free-energy difference AB B AF F F∆ = −  in terms of 
the thermodynamic cycle shown in Fig. 4. 
 
 
FIG. 4. Thermodynamic cycle yielding the free-energy difference between states A  and B  (red section of the curves). 
Thermodynamic integration  (TI)  computes the change in free energy  as  each  of  the  states  A  (unknotted),  B (knotted, 51)  is 
transformed into ground-state conformations 
0A , 0B  (blue section of the curves). Normal mode analysis (NMA) gives the free 
energy of the ground-state conformations for the  states 
0A , 0B ,  completing the cycle  (dashed blue line).  Typical  Monte  Carlo 
conformations are shown for the TI portion of the cycle.  Ground-state conformations of unknotted and  knotted  chains  used  for  
NMA are shown on the far right. 
 
C. Reference systems 
A major advantage of our method is the ability to freely select, in principle, any arbitrary full-system 
configuration as a possible reference state. These states can be chosen on the basis of computational convenience, 
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the final computed difference in free energy being independent of the reference states. For the present calculations, 
reference conformations 
0
r

 for knotted chains were idealized knot conformations having unit-length segments, 
which were generated by the program KnotPlot.
84
 Conformations 
0
r

 for the dual-loop synapse model were obtained 
by gradient-descent energy minimization of Uel in Eq. (6). The reference conformations used in our calculations are 
shown in Supplemental Material
80
 (Fig. S2). In what follows we assign preferred segment orientations 1
ˆ p
i+b , 1
ˆ p
i−b  for 
the segment vectors adjacent to 
i
b  to be used in the auxiliary potential energy function ( )0,haU r r
 
 in Eq. (8). At 
first, segment frames { }0 0 0ˆˆ ˆ, ,i i ix y b  are obtained for the chosen ground state configuration 0r  (cf. Fig. 3A). 
Displacement vectors 
0
1
ˆ
i+b , 
0
1
ˆ
i−b  are expanded in the frame { }0 0 0ˆˆ ˆ, ,i i ix y b  with expansion coefficients  
 0 0 0 0 0 0 0 0 0
1, 1 1, 1 1, 1
ˆ ˆ ˆ ˆˆ ˆ  ,    ,  
i x i i i y i i i z i i
b b b+ + + + + += ⋅ = ⋅ = ⋅b x b y b b  , (11) 
 0 0 0 0 0 0 0 0 0
1, 1 1, 1 1, 1
ˆ ˆ ˆ ˆˆ ˆ  ,    ,  
i x i i i y i i i z i i
b b b− − − − − −= ⋅ = ⋅ = ⋅b x b y b b  . (12) 
The above 6N  parameters are then used to define preferred orientations 1
ˆ p
i+b , 1
ˆ p
i−b  for an arbitrary configuration r

, 
with segment frames { }ˆˆ ˆ, ,i i ix y b  (cf. Fig. 3B), as  
  0 0 0
1 1, 1, 1,
ˆ ˆˆ ˆp
i i x i i y i i z i
b b b+ + + += + +b x y b  , (13) 
  0 0 0
1 1, 1, 1,
ˆ ˆˆ ˆp
i i x i i y i i z i
b b b− − − −= + +b x y b  . (14) 
 
D. Thermodynamic Integration (TI)  
In the first phase of TI, for 0 1λ≤ ≤ , we replace the elastic potential energy elU  by the potential haU  which 
constrains the chain to a reference ground state 
0
r

. The free-energy change associated with this process is given by 
 
1 1
1
0 0
ha el
dU
F d d U U
d λλ
λ λ
λ
∆ = = −∫ ∫  , (15)  
where the subscript indicates that evaluation takes place at a specific value of λ . Values of ha elU U λ−  for 21 
equally spaced values of { }0,0.05,0.1, ,1λ = …  were obtained by Monte Carlo simulation and the results were 
interpolated and integrated according to Eq. (15) (cf. Supplemental Material
80
). In the second phase of TI, for 
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1
max
λ λ≤ ≤ , we further increased λ  until the system was fully constrained to harmonic fluctuations about the 
reference ground state 
0
r

. We found that 200
max
λ =  was sufficient to achieve high numerical accuracy in all 
calculations presented here; in particular, we verified that ( )U
λ
λ , with ( )U λ  given in Eq. (9), converged to 
( )3 6 2Bk T N −  as expected for harmonic behavior according to the equipartition theorem.85 The free-energy change 
associated with this process is given by 
 
2
1 1
max max
ha
dU
F d d U
d λλ
λ λ
λ λ
λ
∆ = =∫ ∫  . (16) 
Values of haU λ  for 100 exponentially increasing values of λ  from 1 to maxλ  were obtained by Monte Carlo 
simulation and the results were interpolated and integrated according to Eq. (16) (cf. Supplemental Material
80
). 
 
E. Normal Mode Analysis (NMA) 
The Hessian matrix of mixed second derivatives, 
( )22
0ij
i j
U r
H b
r r
β
∂
=
∂ ∂

, , 1, , 3i j N= … ,  is calculated and 
diagonalized to obtain eigenvalues 
m
ν , 1, ,3m N= … , representing force constants for each normal mode m  (cf. 
Supplemental Material
80
). When ordered smallest to largest, one finds 0
m
ν =  for 1, ,6m = …  and 0mν >  for 
7, ,3m N= … . The 6 zero eigenvalues 1, ,6m = …  are associated with rigid translations and rotations of the whole 
system and thus do not incur any energetic cost. The 3 6N −  nonzero eigenvalues 7, ,3m N= …  are associated with 
internal vibrations of the chain about the minimum energy configuration 
0
r

. The free energy is obtained as 
 ( ) ( )
3
3 2 20
7
1 2
ln ln 8 ln
2
N
x y z
mB m
F
N I I I
k T
π
ρ π
ν=
 
− = + + +  
 
∑  , (17) 
where 
x
I , 
yI , zI  are the principal moments of inertia of the minimum energy configuration 0r

 in units of 
0
b  (cf. 
Eq. (8)). The quantity ρ  depends on the discretization of the system, but is constant for molecules of the same size 
(number of segments) and thus does not appear in differences (cf. Supplemental Material
80
). Note that the potential 
energy of the minimum configuration 
0
r

 is zero according to the definition of ( )0,haU r r
 
 in Eq. (8) and is therefore 
absent in Eq. (17). 
  
 
15 
III. RESULTS 
A. Equilibrium distributions of knotted, circular molecules 
To verify the numerical accuracy of the TI-NMA method we calculated free energies of DNA prime knots 
having up to 6 irreducible crossings. Computations were done for two different DNA lengths, namely 20L P =  
( 100N =  segments) and 40L P =  ( 200N =  segments), corresponding to nicked-circular DNA molecules 3000 
and 6000 base pairs in size (Supplementary Material, Table S1). Our results for the free energies of DNA knots 
obtained by TI-NMA are compared directly to the knots' probabilities of occurrence in ensembles of chains 
generated by random segment passage during successive deformations of the chain (Equilibrium Segment Passage, 
ESP) (Fig. 5). Such ensembles sample equilibrium distributions of knot types.
84,86
 We here extend the ESP method 
to ensembles in which knots with the highest probability of occurrence were excluded during the simulation. 
Restricted ensembles produce more efficient sampling and thus higher numerical accuracy for knots with low 
probability, i.e., high free energy (cf. Supplemental Material
80
 for details). Figure 5 shows that values of the free 
energy for DNAs up to 6000 base pairs (40 P) obtained by TI-NMA are numerically accurate to within fractions of 
B
k T .  
 
FIG. 5. Knotting free energies of DNA circles relative to an unknot of identical size calculated for different knot types using  TI- 
NMA (blue, cyan bars) and ESP (black, gray bars). Black and blue bars show results for chains with length 20L P=  ( 100N = , 
3000 base pairs), whereas gray and cyan bars show results for chains with length 40L P=  ( 200N = , 6000 base pairs). 
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1. Convergence of free-energy values for increasing ensemble size 
Absolute free energies of chains with the same overall length but with different knot types were calculated for 
increasing ensemble sizes (Fig. 6).  Simulations were performed at 120 different values of λ , each producing an  
ensemble containing η  independent conformations. The absolute free energy 0 TIF F F= −∆  was then plotted for 
increasing η . 
 
FIG. 6. Free energies of chains with 100N =  segments ( 20L P = , 3000 base-pairs) are shown for each knot type and for 
increasing ensemble sizes.   
 
 
2. Independence of the free energy on the reference system 
Final computed values for the difference in free energy between two states are independent of the chosen 
reference states (see Section II.C.). This is demonstrated here by calculating the free energy of a knotted DNA 
molecule for several arbitrary choices of the reference conformation (Fig. 7). The computed free-energy values are 
found to coincide within fractions of 
B
k T  (Table 1). 
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TABLE I. Comparison of free energies obtained for different reference conformations.  
Conformationa ( )0Fβ λ =
b  ( )0 200Fβ λ =  ( )0 200TIFβ λ∆ = →  
a 308.36(0.16)c 1077.85 769.49(0.16) 
b 307.94(0.08) 1076.71 768.77(0.08) 
c 308.54(0.07) 1076.45 767.91(0.07) 
d 308.10(0.14) 1078.62 770.52(0.14) 
acf. Fig. 7 
b 1( )Bk Tβ
−=  
cvalues in parentheses represent error (SEM, 5 trials, 55 10η = ×  in each trial) 
 
FIG. 7. Reference conformations used to calculate the free energy of a figure-eight (4.1) DNA knot, demonstrating the 
independence of the computed free energy on chosen reference conformations. Each conformation (a-d) has overall length 
20L P=  ( 100N = segments). Conformation (a) was used as the reference state for the 4.1 knot with 20L P=  in Fig. 5. The final  
free-energy values obtained using these different reference conformations coincide within fractions of 
Bk T  (cf. Table I). 
 
B. Free-energy landscapes for dual-looped synapse models 
We used our approach to compute the free energy landscape ( ), ;F L Pℓ  of a synaptic DNA complex containing 
an internal synapse at two specified DNA segments. 
1 2TI
F F F∆ = ∆ +∆  and 
0
F  were individually fitted to continuous 
functions of loop length ℓ  for specific ratios of L P  (cf. Supplemental Material
80
 for details). The free energy 
landscape ( ), ;F L Pℓ  was obtained by interpolating these results for intermediate values L P . Figure 8A shows 
( ) ( ), ; 2, ;F F L P F L L P∆ = −ℓ  as a function of Lℓ  and L P . 
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The behavior of F∆  as a function of ℓ  for fixed L P  depends strongly on the value of L P . For small L P , 
we find a single minimum for F∆  at 2m L= . At the critical value 10.7L P ≈  the single minimum at 2m L=  
bifurcates into two separate minima at 
1
2m L<  and ( )2 1 2m L m L= − > , respectively. The two minima tend to 
1
0m L→  and 
2
1m L→  as L P  is further increased. The onset of the bifurcation depends on the ratio L P  and 
may thus be controlled, for fixed length L , by varying the persistence length P  of the DNA. Figure 8B shows F∆  
along a circular DNA molecule with fixed length L  as a function of the separation ℓ   between synapse sites, where 
one synapse site is located at the top of each circle. Clearly, the locations of the minima in F∆ , corresponding to 
optimal locations of synapse sites, changes dramatically as the size of the molecule increases from 1200 to 2100 
base pairs.  
 
 
FIG. 8. Free-energy landscape ( ), ;F L P∆ ℓ  of a dual-loop DNA synaptic complex. (A) F∆  as a function of contour to persistence 
length ratio, L P ,  and fractional contour length Lℓ  (cf. Fig. 2). At a critical value 10.7L P ≈ , the minimum for F∆  (black 
dots) bifurcates from a single minimum at 2m L=  into two separate minima at 1 2m L<  and ( )2 1 2m L m L= − > , respectively. 
Black curves labeled a, b, c represent free energy profiles for fixed ratio L P . (B) F∆  along a circular DNA molecule with fixed 
ratio L P , corresponding to curves a, b, c in (A), as a function of the separation ℓ  (to scale). One of the synapse sites is located 
at the top of each circle. Values of F∆  are represented by colors as shown. Chain a: 8L P =  (about 1200 base pairs), with a 
single minimum m ; chain b: critical value 10.7L P ≈  (about 1600 base pairs); chain c: 14L P =  (about 2100 base pairs), with 
two separate minima 
1m  and 2m . 
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IV. DISCUSSION 
We have developed a general approach for estimating the configurational free energy of semi-flexible 
macromolecules that combines thermodynamic integration (TI) with normal-mode analysis (NMA) of a 
harmonically constrained reference system. Our approach introduces two important innovations, namely the use of 
internal coordinates to harmonically constrain reference states, along with the ability to freely select these reference 
states. As a result, it is now possible to study systems that undergo substantially larger fluctuations than those 
considered in previous calculations.  
By using Eq. (10), the TI-NMA method yields the absolute free energy of a macromolecular system for given 
force field ( )U r . Applying Eq. (10) to two arbitrary configurations yields the free-energy difference by means of a 
thermodynamic cycle, without the need to transform one state into the other (cf. Fig. 4). The TI-NMA method can 
thereby compute free-energy differences for macromolecular states that are significantly different from one another.  
We consider one such case here, namely circular DNA molecules of different knot types (cf. Fig. 5).  Topological 
barriers render energy-perturbation methods (including TI) ineffective because there is no well-defined reaction 
coordinate that continuously connects different topological states. Similar difficulties arise in connection with 
problems involving phase transitions, such as unfolded and folded states of a protein separated by a first-order 
collapse transition.
87
 Our method is thus applicable to a wide range of problems involving biomolecular 
organization, beyond free energies of DNA knotting and looping in circular DNA (cf. Figs. 5, 8). The polymer-
length scale we address corresponds to that of plasmid-sized DNA circles, a size regime that is highly challenging to 
other approaches.   
In this work, the difference in free energy, F∆ , between reference and target states was computed directly by 
applying TI to results for U
λ
 obtained by MC simulation (cf. Eqs. (15), (16)).  Figure 6 shows that convergence 
of the free energy can be achieved with ensembles as small as 20,000 – 40,000 chains; these ensembles are on the 
order of 100 times smaller than those required by other methods (data not shown). However, in more complex 
systems, accuracy in F∆ may require enhanced sampling techniques such as parallel tempering, multicanonical 
sampling, or umbrella sampling.
11-15
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Applications of the TI-NMA method are particularly appropriate in cases where the topology and/or geometry 
of a semi-flexible polymer domain is fixed. Examples include topologically closed domains that may be 
simultaneously knotted and supercoiled. Previous studies assessing the effect of supercoiling on the free energy of 
knot formation were based on models similar to ours, but led to conflicting conclusions because of differences in 
imputed changes in DNA supercoiling.
86,88
 Such ambiguities can be avoided in our methodology, which can 
rigorously and systematically address a broad range of problems involving the formation of topologically closed 
DNA domains. 
Our results for the free-energy landscape ( ), ;F L Pℓ  of a dual-looped synaptic DNA complex reveal a 
bifurcation in the optimal location of synapse sites, coinciding with the minima in the free-energy landscape 
( ), ;F L Pℓ , as the parameter L P  is changed (Fig. 8).  The notion of bifurcations was originally introduced in the 
mathematical study of dynamical systems. In this context, a bifurcation corresponds to a qualitative change in the 
behavior of a dynamical system when a parameter changes, e.g., the appearance or disappearance of equilibrium 
points.
89
 Similarly, the bifurcation in the location of optimal synapse sites in a synaptic DNA complex found here 
corresponds to a change in the shape of the free-energy landscape ( ), ;F L Pℓ  as a function of Lℓ  when the 
parameter L P  is changed (for example, by changing P  for fixed L ).  By identifying and characterizing the 
bifurcation we are able to address the problem of target-site selection by DNA-binding proteins and protein 
complexes that occupy multiple DNA sites separated by large linear distances. This problem arises naturally in 
gene-regulatory contexts that involve interactions between enhancer and multiple promoter sequences, in the action 
of type-II topoisomerases, and in other sequence-specific and non-specific protein-DNA interactions.  We note that 
topological transitions in Gaussian chains (i.e., without bending energy) constrained by slip-links, which are driven 
purely by entropy upon changing the through-space distance between chain ends, have been known for some 
time.
90,91
  In contrast, the bifurcation in the locations of optimal synapse sites found here results from competition 
between energetic and entropic contributions to the full free energy of a semi-flexible system.  
We note that probing the complete free energy landscape ( ), ;F L Pℓ  (Fig. 8) directly by simulating an 
equilibrium set of conformations of circular chains and counting the number of conformations which happen to have 
a crosslink at different positions along the chain during the simulation is computationally inefficient.  This problem 
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is particularly severe for combinations of parameters ( ), ;L Pℓ for which the free energy ( ), ;F L Pℓ is large (i.e., the 
probability of occurrence of these states is small).  Moreover, the detailed geometric constraints imposed by the 
synaptic complex on the DNA loops cannot be realistically implemented in such a model. The TI-NMA method 
avoids this problem by computing the free energy of the whole protein-DNA synaptic complex for individual 
combinations of parameters ( ), ;L Pℓ , taking into account realistic geometric parameters for the complex.     
In the asymptotic limit of long, flexible chains, our results for ( ), ;F L Pℓ  (Fig. 8) are consistent with the 
phenomenon of knot localization found previously, i.e., the statistically most-probable conformations minimizing 
( ), ;F L Pℓ  are those for which one of the loop sizes is much smaller than the other.69,92-95 The TI-NMA method 
allows us to go beyond this result and to obtain realistic values for the free energy ( ), ;F L Pℓ  of semi-flexible 
polymers with arbitrary ratios L P . Our method can be readily extended to finding optimal synapse spacing as a 
function of the ionic environment, supercoiling, and locations of additional DNA-binding proteins. 
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SI. Partition Function and Thermodynamics  
      We consider the conformational partition function of a semi-flexible harmonic chain freely floating in a volume 
V ,  
 ( )
33
1
3 3
expN
V V
d rd r
Q U r
a a
β= −  ∫ ∫

…   , (1) 
where 
i
r , 1, ,i N= … , are the positions of the N  vertices of the chain, ( ) 1Bk Tβ
−
= , and ( )U r  is the total potential 
energy for a given chain conformation ( )1,..., Nr = r r

 (cf. Section SII). The constant a  in Eq. (1) is a microscopic 
length required to make Q  dimensionless. For a system of massive point particles undergoing Newtonian dynamics, 
the length a  corresponds to the thermal wavelength; however, in this work we are only concerned with 
conformational degrees of freedom, and consider a  as a non-universal microscopic length much shorter than any 
other length scale associated with the chain. Essentially, the length a  corresponds to the lattice constant of an 
underlying lattice needed to obtain a finite number of accessible conformations. All results obtained in this work are 
independent of the length a , and thus largely independent of the discretization of the chain. 
The mean energy is given by 
 ( ) ( )
33
1 1
3 3
expN
V V
d rd r
U Q U r U r
a a
β−= −  ∫ ∫
 
…  . (2) 
U  is independent of the length a  in Eq. (1) because it drops out in the ratio in Eq. (2). Conversely, the absolute 
free energy  
 ( )lnBF k T Q U TS= − = −  (3) 
does depend on the length a  by the contribution from the entropy, S . However, in this work we are only concerned 
with the difference in free energy between, e.g., two knots A  and B  of equal length, which is given by  
 ( )lnAB B A B B AF F F k T Q Q∆ = − = −  . (4) 
The free-energy difference ABF∆  is again independent of the length a  because it drops out in the ratio of partition 
functions in Eq. (4).  
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SII. DNA-model Parameters 
We consider a semi-flexible harmonic chain as a coarse-grained mesoscopic model for duplex DNA (cf. main 
text). Chain elements are extensible, cylindrical segments with equilibrium length 
0
b  and fixed diameter d , 
connected end-to-end by semi-flexible joints located at vertices ir , 1, ,i N= … . Segments are described by 
displacement vectors 
1i i i+= −b r r  with length ib  and unit-length direction vectors ˆ i i ib=b b . The total potential 
energy for a given conformation ( )1, , Nr = r r

…  is defined as  
 ( ) el ev KU r U U U= + +

, (5) 
where elU  is the elastic energy of the chain (cf. Eq. (6) below) and evU , KU  describe infinite potential barriers 
associated with excluded volume (overlapping chain segments) and changes in knot type K , respectively (Section 
SIII). These contributions are 0evU =  if none of the cylinders overlap and evU = ∞  otherwise. Similarly, 0KU =  if 
the chain has knot type K  and KU = ∞  otherwise.  
The elastic energy for a conformation r

 is defined as 
 ( ) ( )
2
1
1 0
ˆ ˆ1 1
2
N
s i
el sc B b i i
i
c b
U r U k T c
b
+
=
  
 = + − ⋅ + − 
   
∑ b b
  
, (6) 
where bc , sc  are bending and stretching elastic constants, respectively. The term scU  in Eq. (6) represents the 
elastic energy associated with deformations of the synaptic complex (sc) and does not contribute to the energy of 
unlooped circular chains.  The location of the synaptic complex is determined by the number n  of segments in one 
of the loops. The contribution scU  is given by  
 ( )1 1 1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ
2
b
sc B n n n N n N
c
U k T + += ⋅ + ⋅ + ⋅ + ⋅b b b b b b b b  . (7) 
The bending energy constant bc  is chosen such that the persistence length of the chain, P , is equal to 5 
segments.
1
 Thus, bc  is implicitly determined by the equation 
 ( ) 0 1cos exp exp
5
b
P
θ    = − = −  
  
 (8) 
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where ( )cos θ  is a thermal average given by  
 ( )
( ) ( ) ( )( )
( ) ( )( )
0
0
sin cos exp 1 cos
cos
sin exp 1 cos
b
b
d c
d c
π
π
θ θ θ θ
θ
θ θ θ
 − − =
 − − 
∫
∫
   . (9) 
Numerically solving Eq. (9) for bc  yields 5.5157bc = . We used   50 nmP =  throughout this work,
2-4
 corresponding 
to an equilibrium segment length of 
0
10 nmb = . The stretching energy constant sc  is defined as ( )0s s Bc K b k T=   
where sK  is the stretch modulus. Using 0 10b =  nm, 300T = K, and the approximate value 1000sK =  pN for DNA 
under physiological conditions,
5
 we obtain 2500sc ≈  which is used throughout this work. Excluded-volume and 
electrostatic interactions between DNA segments are modeled by an effective hard-cylinder diameter, d . We used 
  
0
0.5 5 nmd b= =  throughout this work, corresponding to an ionic strength of 150 mM.6  
SIII. Monte Carlo Simulation Procedure  
To calculate averages such as U  in Eq. (2) we used a Metropolis Monte Carlo procedure to generate 
equilibrium ensembles of chain conformations. The procedure builds on previous calculations described in 
1
. Trial 
conformations were accepted with probability 
acceptP  according to the Metropolis criterion, namely  
 ( )min exp ,1accept trial currentP U Uβ = − −     (10) 
where trialU  and currentU  are the potential energies of trial and current conformations, respectively (Eq. (5)).  
Trial moves applied to knotted, circular chains were crankshaft rotations and segment stretching moves (Fig. 
S1A, B). For both types of trial moves, two randomly selected vertices ir  and jr  define the subsection of the chain 
to be displaced. Crankshaft moves rotate the chosen subsection by an angle ψ  about the axis 
j i−r r . The rotation 
angle ψ  is chosen uniformly from an interval [ ]max max,ψ ψ− . Stretching moves translate the chosen subsection by a 
displacement vector s  with random magnitude and direction. The magnitude of s  is chosen uniformly from an 
interval [ ]max0, s . The parameters maxs  and maxψ  are dynamically updated so that 50%∼  of both types of trial 
moves is accepted.  
 4  
 
FIG. S1. Trial moves applied during Monte  Carlo  simulations.  (A)  Crankshaft  moves  rotate  a  section  of  the  chain  between 
vertices ir  and jr  about an axis j i−r r  (indicated by the black bar) by an angle ψ . (B) Stretching moves displace all vertices 
between ir  and jr  by the same displacement vector s . (C) Additional trial moves applied to dual-loop sc models rotate one loop 
about a randomly oriented axis through 1r  (indicated by the black bar) by an angle φ . 
 
For dual-loop synaptic complex (sc) models, crankshaft and stretching trial moves as described above were 
confined to single-looped domains in order to preserve the constraint 
1 1 1n N+ +≡ ≡r r r . The corresponding loop is 
randomly selected and the vertices ir , jr  for these trial moves are selected randomly within the chosen loop. The 
common vertex 
1
r  of the two loops is never displaced. An additional type of trial move was applied specifically to 
dual-loop sc models (Fig. S1C). The additional trial move rotates one of the loops by an angle φ  about a randomly 
oriented axis through 
1
r . The rotation angle φ  is chosen uniformly from an interval [ ]max max,φ φ−  where the 
parameter 
max
φ  is again dynamically updated to accept 50%∼  of these trial moves.  
A single trial move was applied at each iteration of the Monte Carlo simulation. The type of trial move was 
chosen randomly. Crankshaft and stretching moves were attempted with equal probability. For dual-loop sc models, 
loop-rotation trial moves were attempted with 2% probability.  
After applying a trial move to the current conformation, the Metropolis criterion in Eq. (10) was evaluated using 
the elastic energies of trial and current conformations. If the trial move was accepted based on comparing elastic 
 5  
energies alone, evU  and KU  were enforced to ensure that none of the chain segments overlapped and that knot type 
K  was conserved. To enforce evU , the distance of closest approach for all pairs of non-adjacent cylinders was 
computed and compared with the cylinder diameter d  to ensure that no cylinders overlap. The trial conformation 
was rejected if the distance between any pairs of segments was found to be less than d . To enforce KU , knotted 
chains were verified to having correct knot type K  by computing the HOMFLY polynomial. In previous 
calculations, the Alexander polynomial, ( )K t∆ , was used to verify knot type of chains generated during Monte 
Carlo simulation.
1,6,7
 However, ( )K t∆  cannot distinguish any chiral knot, K , from its topologically different mirror 
image, *K . We therefore used the more powerful HOMFLY polynomial, ( ),K l mρ , to uniquely identify the knot 
type.
8
 The HOMFLY polynomial identifies knots, including their chirality, with up to 10 irreducible crossings 
except for the knots 
42
9  and 
71
10 .
9
 HOMFLY calculations can potentially be rate limiting especially for knots with 
many crossings. For the chain lengths and knot types modeled here, efficiency of the HOMFLY calculation was 
significantly improved by choosing an orientation (projection) which produces the fewest possible crossings.  
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FIG. S2. Reference conformations (to scale). (A) Reference conformations of knotted chains with 100N =  segments 
( 20L P= , representing DNA molecules with 3000 base pairs). Black arrows indicate the direction of the over-crossing 
segment.  (B) Reference conformations of knotted chains with 200N =  ( 40L P= , 6000 base pairs).  (C) Examples of reference 
conformations used for dual-loop sc models.  Segments shown in red represent the location of the synapse.  Left  column:  chains 
with 40N =  segments ( 8L P= , 1200 base pairs); middle column: 60N =  segments ( 12L P= , 1800 base pairs); right column: 
80N =  segments ( 16L P= , 2400 base pairs). For all chains shown in the top row the location of the synapse is midway along 
the contour of the molecule, i.e., 2L=ℓ . The smaller loops shown in the bottom row all have the same length 2P=ℓ  
( 10n = ). 
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Monte Carlo simulations were started with one of the reference conformations shown in Fig. S2. Knotted 
ground-state conformations 
0
r

 were obtained using dynamics in KnotPlot
10
 by adjusting segment lengths and adding 
a weak self-repulsive potential (Fig. S2A, B). We found that this choice of minimum seems to yield the most 
efficient and precise TI-NMA results (although as discussed in section III.A.2 of the main text, the computed free 
energy does not measurably depend on the choice of minimum). Ground state conformations 
0
r

 for synaptic 
complex models (Fig. S2C) were obtained by BFGS energy minimization of ( )elU r

 (Eq. (6)) as implemented in 
MATLAB.
11
 
SIV. Equilibrium Segment Passage 
The ratio of partition functions B AQ Q  in Eq. (4) is equal to the probability ratio B AP P  in any equilibrium 
ensemble in which the two knots A  and B  coexist, where AP  is the probability of observing A  and BP  is the 
probability of observing B . In a Metropolis Monte Carlo simulation (Section SIII) such an ensemble is obtained by 
allowing changes in knot type during successive deformations of the chain. For example, by choosing 0KU =  in Eq. 
(5) of the main text for knot types A  or B  but KU = ∞  otherwise, these knots will coexist in an equilibrium 
ensemble if there exists trial moves which transform A  into B  and vice versa. Using B A B AQ Q P P=  in Eq. (4) 
one finds that the free energy difference ABF∆  can be directly inferred from B AP P  in the Equilibrium Strand 
Passage (ESP) ensemble,
7
 i.e.,     
 ( )lnAB B B AF k T P P∆ = −  . (11) 
Equation (11) holds for any ensemble in which A , B  coexist in equilibrium, independent of which other knot 
types are present in the ensemble. Consider, for example, an ESP ensemble in which three knot types, A , B  and C  
coexist and which is dominated by C  such that  ,C A BP P P≫ . Obtaining ABF∆  accurately in this ensemble by using 
Eq. (11) is numerically challenging because A , B  are observed only with low frequency. It is therefore 
advantageous to exclude the dominating knot type C  from the ensemble, so that A  and B  are observed with higher 
frequency, and to obtain ABF∆  using Eq. (11) in the restricted ensemble. In our calculations we consider ensembles 
in which no knot types are restricted, ESP-{ }∅ , as well as the restricted ensembles ESP-{ }10  and ESP-{ }1 1 10 ,3 ,3∗  
to accurately obtain relative probabilities of knots having large free energy (Table S1).  
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TABLE SI. Knotting probabilities obtained by Equilibrium Strand Passage (ESP)  
 20 ,  100  L P N= =  40 ,  200  L P N= =  
Knot-Type { }ESP- ∅  { }1ESP- 0  { }1 1 1ESP- 0 ,3 ,3∗  { }ESP- ∅  { }1ESP- 0  { }1 1 1ESP- 0 ,3 ,3∗  
10  997.95(0.02)
 a - - 989.36(0.07) - - 
13  0.99(0.02) 483(15) - 4.9(0.1) 462(2) - 
1
3∗  0.98(0.01) 480(15) - 4.9(0.1) 453(3) - 
14  0.07(0.01) 32(2) 846(4) 0.62(0.02) 62(1) 713(2) 
15   0.87(0.02) 35(1) 0.04(0.01) 3.9(0.1) 50(1) 
1
5∗   0.92(0.05) 36(1) 0.04(0.01) 3.8(0.1) 50(1) 
25   0.10(0.02) 38(1) 0.06(0.01) 5.4(0.1) 69(1) 
2
5∗   0.10(0.03) 39(1) 0.06(0.01) 5.3(0.1) 70(1) 
16   0.03(0.01) 0.76(0.01)  0.40(0.01) 4.6(0.1) 
1
6∗   0.03(0.01) 0.77(0.01)  0.42(0.02) 4.7(0.1) 
26   0.02(0.01) 0.71(0.02)  0.39(0.01) 4.5(0.1) 
2
6∗   0.02(0.01) 0.66(0.03)  0.39(0.01) 4.5(0.1) 
36   0.02(0.01) 0.91(0.01)  0.35(0.01) 5.3(0.1) 
Other  0.07(0.01) 2.6(0.1)  1.9(0.1) 25(1) 
aExpected number of knots per 1000 conformations. Values in parentheses represent SEM (10 trials, each with 
55 10η = ×  
conformations) 
 
 
SV. Thermodynamic Integration 
The objective of thermodynamic integration (TI) is to replace the energy function of the original, semi-flexible 
system described by Eq. (5) with a potential function suitable for NMA, and to calculate the associated change in 
free energy by TI (Fig. 4). To this end we define 
 ( ) ( )
1  ,    0 1
 ,    1
ha el ev K
ha ev K max
U U U U
U
U U U
λ λ λ
λ
λ λ λ
+ − + + ≤ ≤
= 
+ + ≤ ≤
, (12) 
where the auxiliary elastic energy haU  serves to constrain the system to the predefined reference conformation. The 
term haU  is given by (main text, Eq. (8)) 
 ( ) ( )
2
0 1 1 1 1
1 0
ˆ ˆ ˆ ˆ, 2 1
2 2
N
p pb s i
ha sc B i i i i
i
c c b
U r r U k T
b
+ + − −
=
  
 = + − ⋅ − ⋅ + − 
   
∑ b b b b   . (13) 
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      TI is carried out in two phases given by (main text, Eqs. [15], [16]) 
 
1 1
1
0 0
ha el
dU
F d d U U
d λλ
λ λ
λ
∆ = = −∫ ∫  , (14) 
 
2
1 1
max max
ha
dU
F d d U
d λλ
λ λ
λ λ
λ
∆ = =∫ ∫  , (15) 
where ( )U U λ=  (Eq. (12)). Values for ha elU U λ−  in Eq. (14) and haU λ in Eq. (15) were obtained by Monte 
Carlo simulation for 21 equally spaced values of { }0,0.05,0.1, ,1λ = …  and for 101 exponentially increasing values 
from 1 to 200maxλ = . The results were then linearly interpolated and integrated according to Eqs. (14), (15). Each 
simulation was started at a reference conformation (Fig. S2), and an initial 
6
2×10  trial moves were made to 
equilibrate the system. Following equilibration, a new conformation was saved after each 2000 trial moves to 
produce an ensemble of η  independent conformations. Figure S3 shows ha elU U λ−  and haU λλ  for all values of 
λ  quoted above and for all knotted configurations studied in this work. Each data point represents the average 
obtained from an ensemble of 5= 5×10η  conformations ( 6= 10η  in the case of the unknot, 01). Error (SEM) in the 
measurement was estimated by dividing each ensemble into 5 smaller ensembles and calculating standard error 
between these smaller ensembles. 
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FIG. S3. Values of 
ha elU U λ−  (left) and haU λλ  (right) obtained for knotted chains during thermodynamic integration. 
Graphs shown in the top and bottom row are for chains with 100N =  and 200N =  segments, respectively. haU λβ λ  
converges for large λ  to ( ) ( )3 6 2 147, 297N − =  for ( )100, 200N =  according to the equipartition theorem (cf. Eq. (20)). 
 
SVI. Normal-mode Analysis  
In what follows we derive the free energy 
0
F  of the minimum-energy (ground state) conformation from 
Normal-mode Analysis (NMA) (main text, Eq. [17]). We consider the potential energy ( )U r  of a reference system 
governed by harmonic vibrations about a minimum-energy conformation 
0
r

. To simplify notation we combine 
 11  
position vectors ( ),1 ,2 ,3, ,i i i ix x x=r  in a single vector ( )1,..., Nr = r r

 of 3N  components 
,ix ν  indexed by 
1, ,i N= … , 1,2,3ν = . NMA is implemented by expanding ( )U r  about 0r

, i.e., 
 
( ) ( ) ( )0 0 02
0
3
2
0 2
10
1
 
2
1
2
N
m m
m
U r E r r r r
b
E q
b
β β
β ν
=
= + − ⋅ − +
= + +∑
H
    
…
…
 (16) 
and disregarding terms of higher than second order in the deviation 
0
r r−
 
, as indicated by the dots in Eq. (16). 
( )0 0E U r=

 is the minimum energy (chosen to be 
0
0E =  by construction)  and we have used ( )0 0U r∇ =
 
. The dot 
symbol in Eq. (16) denotes the usual dot product and H  is the ( ) ( )3 3N N×  Hessian matrix with elements 
 
( )2 02
, 0
, ,
i j
i j
U r
H b
x x
µ ν
µ ν
β
∂
=
∂ ∂

  ,   , 1, ,i j N= …  ,   , 1, 2,3µ ν =  . (17) 
H  is dimensionless as energies are expressed in units of 1
Bk T β
−=  and lengths in units of the average segment 
length 
0
b . In the second line of Eq. (16), mν  are the 3N  (unitless)  eigenvalues of H  and mq  are the corresponding 
normal modes. 
A. Partition function and free energy   
Upon inserting Eq. (16) in Eq. (1) and considering degrees of freedom associated with rigid translations and 
rotations of the minimum conformation 
0
r

 in the volume V  we obtain the NMA expression of the partition function  
 ( )   
1 21
3 3
3 2 20
0 3 3
7
2
exp 8
N
N
NMA x y z
m m
bV
Q E N I I I
a a
π
β π
ν
−
=
  
= −   
   
∏  . (18) 
x
I ,
yI , zI  
in Eq. (18) are the principal moments of inertia
a
 of the minimum-energy conformation 
0
r

 in units of 
0
b . 
The free energy in units of 
B
k T  obtained in NMA is given by 
                                                           
a
 We here assume that each vertex of the chain at position 
i
r  is associated with a unit mass. 
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( )
( )
0
3
3 2 2
0
7
ln
1 2
ln 8 ln
2
NMA
N
x y z
m m
F Q
E N I I I
β
π
β ρ π
ν=
= −
 
= − − −  
 
∑
  , (19) 
where 
1
3
0
3 3
ln
N
bV
a a
ρ
−  
 =  
   
. The value of ρ  depends on the discretization of the system but drops out in differences 
taken between systems with the same number of segments N . The mean energy in units of 
B
k T  obtained in NMA 
is given by (as expected from the equipartition theorem) 
 ( ) ( )0 0
1
ln 3 6
2
NMA
U Q E Nβ β β
β
∂
= − = + −
∂
 . (20) 
Here we have used that 
m
ν  in Eq. (19) depends on β  in the form m mcν β=  where mc  is an effective spring 
constant associated with the normal mode m .  
B. Normal modes 
Assuming that the eigenvalues 
m
ν  of H  are ordered such that 1 2 3Nν ν ν≤ ≤ ≤…  one finds 0mν =  for 
1, ,6m = …  and 0
m
ν >  for 7, ,3m N= … . The 3 6N −  nonzero eigenvalues 0
m
ν >  for 7, ,3m N= …  are associated 
with internal vibrations of the chain about the minimum conformation 
0
r

  which incur a finite energetic cost. 
Conversely, the 6 zero eigenvalues 0
m
ν =  for 1, ,6m = …  are associated with rigid translations and rotations of the 
system which do not incur any energetic cost. The corresponding modes 
m
q , 1, ,6m = … , contribute to 
NMA
Q  in Eq. 
(18) in terms of the number N  of "particles" (joints) and on the shape of the minimum conformation, 
0
r

, in terms 
of 
x
I ,
yI , zI . The dependence of the entropy on total mass and moments of inertia for systems governed by 
Newtonian dynamics is usually ignored; see 
12
, page 12661 and K. Hinsen in 
13
, page 7. 
In our calculations, the minimum conformation 
0
r

 is translated and rotated such that the center of mass is at 
(0,0,0)  and the inertia tensor is diagonal in Cartesian coordinates. Principal moments of inertia 
x
I ,
yI , zI  
of the 
minimum conformation were calculated as eigenvalues of the inertia tensor, given by the diagonal elements in the 
principal-axes frame. The Hessian matrix H  in Eq. (17) is obtained by calculating ( )U r  for values of 
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( )1,..., Nr = r r

 in a region about 
0
r

 on a 5x5 grid of grid size 0.01a =  (in units of 
0
b ). First and second partial 
derivatives in Eq. (17) were calculated by cubic spline interpolation between grid points. Eigenvalues 
m
ν  of H  are 
calculated by Cholesky factorization within MATLAB. We verified in all cases that 6 eigenvalues were zero to 
numerical precision, and that the remaining 3 6N −  eigenvalues were positive. 
Because contributions from rigid translations and rotations are usually neglected, but nevertheless important, in 
what follows we derive Eqs. (18) and (19) in detail. The normal modes 
m
q  in Eq. (16) are given by 
 
( ) ( ) ( ) ( )( )00
1
ˆ
N
m m
m i i i
i
q u r r
=
= ⋅ − = ⋅ −∑u r r   ,    1, ,3m N= …  , (21) 
where 
( ) ( ) ( )( )1ˆ , ,m m mNu = u u…  is a normalized eigenvector of H  with eigenvalue mν , i.e., ( ) ( )ˆ ˆm mmu uν=H  (the hat 
symbol indicates that 
( )ˆ
m
u  is normalized). Since H  is symmetric the eigenvectors 
( )ˆ
m
u  are orthonormal. Thus 
 
( ) ( ) ( ) ( )
1
ˆ ˆ
N
m n m n
i i mn
i
u u δ
=
⋅ = ⋅ =∑u u  ,     , 1, ,3m n N= …  . (22) 
The eigenvectors 
( )ˆ
m
u  for 7, ,3m N= …  with positive eigenvalues 0
m
ν >  are associated with internal vibrations of 
the system which incur a finite energetic cost. Upon inserting Eq. (21) in Eq. (18) one finds 
 
( )
( )
 
 
6 3 3
3 2
0 2
1 7 70
1 2
6 3
3 3 6
0 0
1 7
1
exp exp
2
2
exp
N N
N
NMA m m m m
m m m
N
N N
m
m m m
Q E a J dq dq q
b
E a dq b
β ν
π
β
ν
∞
−
= = =−∞
− −
= =
  
= − −  
   
  
= −   
   
∏ ∏ ∑∫ ∫
∏ ∏∫
. (23) 
The factor J  in the first line is the Jacobian factor for the transformation from Cartesian coordinates 
i
r  in Eq. (1) to 
normal modes 
m
q  in Eq. (18). This transformation is orthogonal, hence 1J = . The term 
6
1
m
m
dq
=
∏∫  in Eq. (23) is 
associated with rigid translations and rotations of the system and will be discussed in the following section. 
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C. Rigid translations and rotations 
The set 
( ){ }ˆ , 1, ,3mu m N= …  includes 3 eigenvectors ( )1uˆ , ( )2uˆ , ( )3uˆ  associated with rigid translations and 3 
eigenvectors 
( )4
uˆ , 
( )5
uˆ , 
( )6
uˆ  associated with rigid rotations of the minimum conformation 
0
r

. For the translational 
eigenvectors we choose 
 
( ) ( ) ( )( )11ˆ , , Nu
N
ν ν ν= u u…  ,     1,2,3ν =  , (24) 
with 
 
( ) ( )1 1,0,0i =u ,   ( ) ( )
2
0,1,0
i
=u ,  ( ) ( )3 0,0,1i =u   ,    1, ,i N= …  . (25) 
The factor 1 N  in (24) arises from the normalization condition ( ) ( )ˆ ˆ 1u u
ν ν⋅ = . Using (24) one obtains 
( )( )0, ,
1
1 N
i i
i
q x x
N
ν ν ν
=
= −∑ , thus ,
1
1 N
i
i
dq dx
N
ν ν
=
= ∑ , 1,2,3ν = . In terms of the mass center, 
1
1 N
cm i
iN =
= ∑R r , one finds 
,v cm
dq NdR ν= . The translational degrees of freedom of the system thus amount to an N - dependent contribution 
 
3 2 3 3 2
1 2 3 cm
V
dq dq dq N d R VN= =∫ ∫ ∫ ∫  . (26) 
The rotational eigenvectors  
( )4
uˆ , 
( )5
uˆ , 
( )6
uˆ  should be chosen such that the orthonormality condition (22) holds for 
, 1, ,6m n = … . For given minimum conformation 
0
r

 this condition uniquely specifies the rotational eigenvectors as 
follows: (i) The axes of rotation associated with 
( )4
uˆ , 
( )5
uˆ , 
( )6
uˆ  coincide with the principal axes of 
0
r

. This implies 
that the axes of rotation pass through the center of mass
a
 of 
0
r

 given by 
( ) ( )0 0
1
1 N
cm i
iN =
= ∑R r . Without restriction, the 
coordinate frame ( )ˆ ˆ ˆ, ,x y ze e e  may be chosen to be centered at ( )0cmR , so that ( )0 0cm =R  relative to ( )ˆ ˆ ˆ, ,x y ze e e , and such 
that it coincides with the principal axes of 
0
r

. This is assumed to be the case in what follows. (ii) Under the 
assumptions in (i), the rotational eigenvectors are then given by 
 
( ) ( ) ( )( )1ˆ , ,v Nu kν ν ν= u u…   ,  4,5,6ν =   , (27) 
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where 
v
k  are normalization constants so that 
( ) ( )ˆ ˆ 1u u
ν ν⋅ =  and 
 
( ) ( )4 0
i x i
J=u r   ,   ( ) ( )5 0
i y i
J=u r  ,   ( ) ( )6 0
i z i
J=u r  ,  1, ,i N= …   . (28) 
Here we use generators of infinitesimal rotations about ˆ
x
e , ˆ
ye , ˆ ze  given by 
14
 
 
0 0 0
0 0 1
0 1 0
xJ
 
 = − 
 
 
 ,   
0 0 1
0 0 0
1 0 0
yJ
 
 =  
 − 
 ,   
0 1 0
1 0 0
0 0 0
zJ
− 
 =  
 
 
 . (29) 
Note that, according to Eq. (28), the rotational eigenvectors 
( )4
uˆ , 
( )5
uˆ , 
( )6
uˆ  depend on the minimum conformation 
0
r

. One readily verifies condition (22) for ( ) ( )
1 6ˆ ˆ, ,u u… . For example, 
( ) ( ) ( ) ( ) ( )( ) ( )1 5 0 0 05 5
1 1
ˆ ˆ 1,0,0 ,0, 0
N N
i i i
i i
k k
u u z x z
N N= =
⋅ = ⋅ − = =∑ ∑  since ( )0 0cm =R . Similarly,  
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )4 5 0 0 0 0 0 04 5 4 5
1 1
ˆ ˆ 0, , ,0, 0
N N
i i i i i i
i i
u u k k z y z x k k x y
= =
⋅ = − ⋅ − = − =∑ ∑ ; this follows because the inertia tensor of  0r ,  
 
( ) ( ) ( ) ( )( )0 0 0 0
1
N
i i i i
i
x xµν µν µ νδ
=
Γ = ⋅ −∑ r r  , (30) 
is diagonal in the principal-axis frame by construction, hence
( ) ( )0 0
12
1
0
N
i i
i
x y
=
= Γ =∑ . Using the condition ( ) ( )ˆ ˆ 1u uν ν⋅ =  
for 4,5, 6ν =  one obtains the normalization constants kν  in (27) as 
 ( ) 1 224 0 xk b I
−
= ,    ( ) 1 225 0 yk b I
−
= ,   ( ) 1 226 0 zk b I
−
=    (31) 
where 2
0I bν νν= Γ  are the principal moments of inertia
a
 of 0r

 in units of 0b . For example, 
( ) ( ) ( ) ( )( ) ( )( ) ( )( ) ( )2 2 24 4 0 0 0 02 2 2 24 4 4 0
1 1
ˆ ˆ1 0, ,
N N
i i i i x
i i
u u k z y k z y k b I
= =
 = ⋅ = − = + =  ∑ ∑ , hence ( )
1 2
2
4 0 xk b I
−
= . 
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FIG. S4. Definition of displacement distance ( )
0
i i−r r  made by a small rotation xδφ  about the principal axis ˆxe . 
The rotational modes 4q , 5q , 6q  correspond to rotations of 0r

 by small angles νδφ  about one of the principal 
axes ˆ xe , ˆ ye , ˆ ze . For such a rotation, points 
( )0
i
r  are displaced to 
i
r . For example, for a rotation about ˆ
x
e  by 
x
δφ  one 
obtains from Eq. (21) 
 
( ) ( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( ) ( )( ) ( )( )
( )
0 0 0 0 0
4 4 4
1 1
2 2 2 2
0 0 0 0 0
4 4
1 1
2
4 0 0
ˆ0, ,
N N
i i i i x i i i
i i
N N
i i i i i i x
i i
x x x x
q k z y k
k y z k y z
k b I b I
δ
δφ
δφ δφ
= =
= =
= − ⋅ − = × ⋅ −
 = + − = +  
= =
∑ ∑
∑ ∑
r r e r r r
r r . (32) 
In the second line we use that  
( )0ˆ
x i
×e r  points in the direction of ( )0
i i
−r r  (for small xδφ ) and that 
( )0ˆ
x i
×e r  equals 
the distance ( )( ) ( )( )2 20 0i iy z+  of  ( )0ir  from ˆ xe . Furthermore, ( ) ( )( ) ( )( )
2 2
0 0 0
i i i i x
y z δφ− = +r r  (Fig. S4). In the last 
line of Eq. (32) we use Eq. (31) and 2
0 11xI b= Γ  with µνΓ  from Eq. (30). Similar calculations for rotations about ˆ ye , 
ˆ
z
e  yield  
 
4 0 x x
dq b I dφ=  ,   5 0 y ydq b I dφ=  ,    6 0 z zdq b I dφ=   . (33) 
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The infinitesimal rotations in (33) may be extended to finite rotations by parameterizing a finite rotation by Euler 
angles using the XYZ convention (corresponding to subsequent infinitesimal rotations about the principal axes ˆ xe , 
ˆ
ye , ˆ ze , see Eq. (6.1) in reference 
15
). The rotational degrees of freedom of the molecule thus amount to a 
contribution 
 3 2
4 5 6 0 1 2 3 8dq dq dq b I I I π=∫ ∫ ∫  (34) 
where  28 2π π= Ω  with the surface area 4πΩ = of the three-dimensional unit sphere. Combining Eqs. (26) and (34) 
we obtain 
6
3 2 3 2
0 1 2 3
1
8
n
n
dq V N b I I I π
=
=∏∫ , and inserting in Eq. (23) yields Eq. (18).  
The occurrence of the principal moments of inertia
a
 xI , yI , zI  in (18) can be understood as follows. The 
molecule’s conformations described by Cartesian coordinates in Eq. (1) are discretized on a uniform lattice of lattice 
constant a . For a rotation of the molecule by a given angle φ  about some axis, the arc length traced out by an atom 
in the molecule in terms of a  depends on the distance of the atom from the rotation axis.  An atom that is farther 
away from the axis amounts to more conformations than an atom that is closer. The cumulative effect of this 
dependence gives rise to the moment-of-inertia factor for the given rotation axis.  
SVII. TI-NMA Calculations 
In TI-NMA the absolute free energy F  for the target system (at 0λ = ) is calculated as  
 0 TIF F F= −∆  (35) 
where 0F  is the ground-state free energy obtained from NMA (Section SVI) and 1 2TIF F F∆ = ∆ + ∆  is the free energy 
difference obtained from both phases of TI (Section SV). Table S2 shows thermodynamic quantities obtained by TI-
NMA for all knotted configurations studied in this work. The free energy of each knot type is compared with the 
equilibrium distributions (ESP, Section SIII) to verify the accuracy of the TI-NMA method (cf. main text, Fig. 5).  
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TABLE SII. Free Energies of knotted chains obtained by TI-NMA  
 20 ,  100  L P N= =  40 ,  200  L P N= =  
Knot-Type ( )0 200Fβ λ =  ( )0Fβ λ =  ( )0Uβ λ =
a
 ( )0 200Fβ λ =  ( )0Fβ λ =  ( )0Uβ λ =  
10  1080.05 298.16(0.05)
b 151.14(0.10) 2165.24 585.40(0.06) 300.61(0.13) 
13  1077.09 304.89(0.03) 152.59(0.17) 2162.22 590.53(0.11) 301.14(0.13) 
14  1077.85 307.77(0.08) 154.08(0.19) 2162.91 592.98(0.16) 301.38(0.30) 
15  1076.80 311.10(0.08) 154.47(0.10) 2162.02 595.31(0.13) 301.59(0.32) 
25  1078.28 311.19(0.15) 154.84(0.13) 2163.45 595.35(0.09) 301.65(0.13) 
16  1077.43 314.84(0.21) 156.20(0.32) 2162.90 598.14(0.18) 302.02(0.20) 
26  1078.12 314.25(0.15) 156.14(0.28) 2163.12 598.34(0.17) 301.52(0.28) 
36  1079.48 315.44(0.38) 156.57(0.36) 2163.78 598.24(0.24) 302.40(0.18) 
aMean energy of the unconstrained system obtained from simulation at 0λ =  
bValues in parentheses represent SEM (see text) 
 
Values of ( )0 , ;F L Pℓ  and ( ), ;TIF L P∆ ℓ  were calculated for dual-loop sc models (Fig. S5). For fixed overall 
length L , we fit ( )0 , ;F L Pℓ  and ( ), ;TIF L P∆ ℓ  to smooth functions of ℓ  to obtain the free energy 
( ) 0, ; TIF L P F F= −∆ℓ . A smooth function is fit to the data points by cubic spline interpolation (red line). The blue 
circles show the free energy change ( ), ;TIF L P∆ ℓ  obtained by TI for λ = 0→200 . For every value of λ , 
5= 5×10η  conformations were generated for chains with 60N <  segments and 5= 10η  conformations were 
generated for chains with 60N ≥  segments. The error was estimated by dividing each large ensemble into 5 smaller 
ensembles and calculating the SEM from the smaller ensembles. The obtained values for ( ), ;TIF L P∆ ℓ  were 
interpolated with a polynomial of the form 2 4 6
1 2 3 4( )f x c c x c x c x= + + +  where 0.5x L= −ℓ  (blue line). To obtain 
results independent of the length a  (Section SI) we consider the free energy difference 
( ) ( ), ; 2 , ;F F L P F L L P∆ = −ℓ  (Fig. S6).  
 19  
 
FIG. S5. Free energies for dual-loop sc models obtained by TI-NMA. Each data point represents the free energy of a molecule 
with fixed length ratio L P  and loop length ℓ . Red circles show ( )0 , ;F L Pℓ  obtained by NMA at 200λ = . (See text.) 
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FIG. S6. Free energies ( ) ( ), ; 2, ;F F L P F L L P∆ = −ℓ  of dual-loop sc models as a function of loop length ℓ  for given total 
contour length L .  
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