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In this work we have studied the structural evolution of colloid polymer systemreaching equilibrium ordered states. Throughout the work in this thesis, con-focal microscopy was primarily used to capture the local structural changes.
We employed the depletion mechanism from the addition of nonadsorbing poly-
mer to colloidal dispersion in order to obtain short ranged attractive systems. The
changes of local structures towards crystallisation in the colloid polymer systems
are analysed using topological cluster classification (TCC), common neighbour
analysis (CNA) and bond order parameter ψ6.
Initial work studies the ageing of gels with different interaction strengths in ex-
periment and simulation. Structural analysis of the gels shows significant similarity
between experiment and simulation. In both, we find crystallisation in gels with
intermediate interaction strength and formation of five-fold symmetry clusters in
gels with higher interaction strengths.
Then we examine the effects of confinement to the sedimentation of colloids
and gels. We find that gelation enhances sedimentation of colloids whereas there
is no sedimentation in a same system without polymer. The structural analysis
of the simulation results show that the local structural changes is not related to
sedimentation.
By manipulating the polymer response to temperature, we change the interac-
tion strength in the colloid polymer system in order to obtain better crystallisation.
This work is based on the idea from simulation work [1], where tuning the interac-
tion strengths during self assembly leads to better and larger ordered structures.
However, contrary to the simulation results, we find that tuning the interaction
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The work described in this thesis explores the structural evolution of non-equilibrium systems: colloid-polymer mixtures, in reaching equilibriumstates. In particular, this work focuses on local structures that frustrate
the system from reaching equilibrium ordered state and also local structures that
represent the equilibrium crystalline arrangements. This chapter introduces the
prerequisites for considering this work. First a general introduction to colloidal
systems is given, followed by a brief discussion regarding colloid-polymer systems.
Then, an introduction to self-assembly process which is the progress of achieving
equilibrium ordered state is given. Finally, a thesis outline containing chapters
exploring the key points discussed is given.
1.1 Colloids as Model Systems
The study done by Pusey and vanMegen in 1986 [3] concluded that suspensions
of colloidal particles are similar to simple atomic liquids and solids in terms of
interaction due to their rich phase behaviour. Much work has been carried out to
study a large number of problems in condensedmatter area using colloidal systems
as models. Similar to the simple atomic systems the phase behaviour of colloidal
particles is determined by the interaction between the particles. Colloidal particles
also undergo phase transition: gas, liquid and crystal states, as was observed in
the phase diagram of argon atoms. Linked by these similarities, colloids have often
been used as atomic model and have been given the term “designer atoms” [4].
Additionally, the size of the colloidal particles are generally larger (∼ 1µm) than the
1
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size of atoms (which are usually several Å ). This factor renders the diffusion of the
particles slower; making it possible for observation using modern microscopes.
The confocal microscope, for example, developed by Minsky [5] is able to produce
crisp and high resolution images in 3-dimensions (3d). Using confocal microscopy,
3d optical sectioning of colloidal suspension samples in order to investigate, re-
construct and compute their structures and dynamics is made possible. For this
reason, confocal microcopy has been extensively used for real-time observation of
the structures and dynamics of colloidal suspensions [6–9].
The use of colloids asmodels to study the self-assembly process is advantageous
due to the analogy interactions models of their interaction and behaviour with
the atomic model has been established [3]. Not only the size range of colloidal
particles in themagnitudeorder ofmicrons is larger thanatomicparticles,moreover,
advanced computational tools have been developed in defining the structures and
dynamics of colloidal particles fromconfocal images. For example, thedevelopment
of the topological cluster classification (TCC) in identifying the local structures of
colloidal suspensions [10–12].
Colloidal systems are well-understoodmodel systems where the interactions
between the particles can be controlled by the solvent properties, characteristics
and concentration of polymers or salts added. All of these factors allow the manip-
ulation of strength and range interactions in the colloidal suspensions [13, 14]. For
example, the addition of polymer to a colloidal system induces attraction in the
colloidal system via the depletion mechanism. The magnitude and the range of the
attraction is controlled by the size and the concentration of the polymer added. In
this work, we rely on this depletion attractive interactions and a brief introduction
of themechanism is given in the next section. Extensive details regarding themodel
colloid system used throughout this work is given in the next chapters.
1.1.1 Colloid-polymer system
The addition of polymer induces aggregation in colloidal dispersion by creating
attractive interaction potential between the colloids. Otherwise, the colloid-colloid
interactions are only described by the hard sphere potentials. The colloid-polymer
mixture canbe considered as one component systemwhere the effective interaction
is mediated by the polymer as first proposed by Asakura and Oosawa [15, 16] and
later by Vrij [17]. The addition of polymer with lowmolecular weight leads to the
small size ratio between polymer and colloid and resulting to the broadening fluid-
crystal coexistence domain [18] of the phase diagram. Also, the polymer addition




The addition of polymer to colloidal suspensions will not only change the vis-
cosity slightly but will also cause the colloidal particles to aggregate at low volume
fraction, φ [8, 21–23] forming a gel. The arrested behaviour in gels due to the addi-
tion of polymer is analogous to quenching colloidal suspensions to low temperature.
The most significant characteristic of these quenched colloidal suspensions is their
slow relaxationdynamics. This allows the suspension to displaywide-range of glassy
dynamics effects such as ageing, nonlinear responses, plus spatial and temporal dy-
namic heterogeneities. These effects were achieved by moving slowly in a complex
energy landscape but never reaching the global equilibrium configurations [24].
The short ranged systems with attractive interactions are gaining considerable
interest due to the numerous applications such as in determining the structures
of proteins [25–27], prolonging the shelf-life for commercial products [28, 29] and
suspending agents in drug delivery [30]. Also, understanding gel behaviour is useful
in the view of statistical mechanics as well as for industrial applications [31]. It is
crucial to note that the term “gels” used in this work refers to physical gels that
have reversible bonding unlike chemical gels which made of irreversible covalent
bonding. Phase behaviour studies that were not previously feasible in colloidal
system due to the purely repulsive interactions in such systems is made possible us-
ing colloid-polymer systems. For example, the liquid-gas phase separation [32, 33].
Other phase behaviours that were not observed in the atomic systems such as gela-
tion and glass dynamics at high density [34] are present in this system. The phase
diagrams of this model colloid-polymer systems have been investigated systemati-
cally and extensively in terms of polymer concentration as well as colloid-polymer
size ratio [18, 19, 32–35]. In this work, we have employed a well understood colloid-
polymer system in order to investigate the local structural changes in reaching
equilibrium ordered state. The next section briefly discusses the self-assembly pro-
cess. Further details regarding the colloid-polymer system is given in the succeeding
chapters.
1.2 Self-assembly
Self-assembly is the organising of blocks into ordered pattern or structure with-
out human intervention. This process is evident in nature and technology; for
example in the assembly of viral capsids [36, 37], crystalisation process [27, 38, 39]
and application in photonics [40]. To develop newmaterials understanding this
seemingly simple process is important in order to synthesise novel and highly func-
tional materials. To correspond to the technology demands for smaller and lighter
components as high and smart functioning materials, understanding the pathway
3
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of nanoscale units in nature organising themselves into ordered structures is the
most convenient. This convenient route is not a trivial process. The dynamical
process of individual components arranging themselves into ordered structures
has been investigated in various fields; nanoengineering [36, 41, 42] and biomate-
rials research [43, 44]. Of late, rapid advances in the synthesis of self assembling
building blocks are contributing to the understanding of self-assembly processes.
For example, novel building components enable significant control of assembly
to target products [45–47] and the synthesis of particles with controllable interac-
tions [48–50], where an ordered phase of these particles was reported [51–54].
During the dynamical self-assembly process, the formation of disordered aggre-
gates often disrupts the formation of stable ordered phase. However, it is not always
clear whether the sources of this disruption is caused by thermodynamics or kinet-
ics [55]. A balance between the thermodynamic stability for assembly of ordered
equilibrium state and kinetic accessibility is required in a successful self-assembly.
However, the former favours strong attractions between assembling units which
generally occur at low temperature. While, the latter requires the self-assembly
to take place within experimental timescale which is promoted by high effective
temperature and weaker bonds. Moreover, kinetic accessibility does not lead to
any aggregation of the units due to weaker attractions. Also, excessive strong inter-
actions may lead to kinetically trapped structures preventing any adjustment to
incorrect bonds. Ideally, the attraction must be weak enough to allow reversibility
to the incorrect bonds leading to effective self-assembly. Figure 1.1 illustrates this
competition. In the classical theories of phase transition [56] limitations are often
discussed in terms of topological defects while determining the scaling regimes
relative to the transition towards ordered arrangements often overlooked kinetic
trappings. These events are often encountered in experiments. For example, in
the work reported by Lu et al. [57], a stable phase of colloidal clusters fluid was
observed where the clusters are diffusing freely without merging or forming a net-
work of connected clusters. The observation of a fluid of clusters phase [57] refuted
the expectations that colloidal particles in colloid-polymer mixtures should phase
separate based on simulations and theories.
The addition of polymer to colloidal suspension is analogous to quenching the
system. This would result to dynamically arrested network called gel. At this far
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FIGURE 1.1. An illustration of the competition between thermodynamic sta-
bility and kinetic accessibility. (a) Lack of assembly at weak interaction
strengths and free assembling units, (b) crystalline arrangement signi-
fying optimum self-assembly is achieved at intermediate interaction
strength while (c) too strong interaction strengths lead to kinetically
trapped structures [39, 58].
1.3 Thesis Outline
We have introduced the prerequisites in order to consider the work described in
this thesis. The following chapters give deeper details to the key topics discussed
here and further correlate our study. The details of the model systems used in this
work, the fundamental interactions and the basic concepts behind their behaviour
are introduced in Chapter 2. Also, further discussion on self-assembly, gelation, and
an introduction to sedimentation (due to the density difference of the suspending
medium and particles) are given. In Chapter 3, the materials and methods used in
this work are listed. Details on the type of colloids, polymer and their characterisa-
tion are presented. In this work we also included results from simulations where
the details of the simulations work are presented in this chapter. The methods em-
ployed in our structural analysis are also discussed here. The results are presented
in Chapters 4 to 6. In Chapter 4, we study the ageing of colloid-polymer system by
analysing the local structural changes in experiments and also simulations. The
structural factors in suppressing local structural evolution towards crystallisation
5
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are discussed. In Chapter 5, we investigate the effects of gravity on the gel under
confinement. We compare the sedimentation in experiments to that in Brown-
ian dynamics simulations. In Chapter 6, the interaction between the colloids are
tuned according to the polymer thermal response in order to obtain improved
self-assembly. The effects of tuning the interaction strength are described in this
chapter. Finally, an overview of the work and a summary of key conclusions of each










This chapter starts with the definition of colloids followed by the descrip-tions of the fundamental interactions commonly found in colloidal systems.Next, the equilibriumphase behaviour of the systemsused in thiswork is in-
troduced and briefly discussed then followed by the description of non-equilibrium
“phase” behaviour of the systems. Lastly, the effects of gravity from dilute to high
density suspensions are described.
2.1 Definition of colloids
The colloidal state was introduced by Thomas Graham in 1861. Coupled with the
Brownian motion observed by Robert Brown, the studies of colloids played a vital
role in the early progress of statistical physics. In recent years, the thermodynamics
of colloidal systems have been extensively studied and established to be equivalent
to an assembly of atomic systems with similar interatomic potential. One of the
advantages of colloidal systems is that the interparticle interaction can be tuned to
be repulsive, attractive or similar to hard spheres. This can be easily done by chang-
ing the solvent of the system, changing the surface of colloidal particles, adding
salt or polymer [3, 6, 32, 59]. Therefore, colloidal systems are good model of atoms
since the interaction of colloidal model can be tuned to mimic the interatomic
interactions.
An important experiment carried out by Perrin in 1910, using dispersed resin
colloids the Brownian motion is verified as indication of thermal motion instigated
by Einstein’s theoretical result [60, 61]. In the experiment, the equilibrium concen-
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tration of the resin colloids in dilute suspension in the field of gravity are established
to be exponentially varied with height. The height distribution of the resin colloids
follows Boltzmann theory for sedimentation equilibrium. This demonstrates that
colloids behave as “macro atoms”. In his experiment, Perrin used conventional
light microscope to track the diffusing colloidal particles. This observation was
possible since the suspension was a dilute suspension where the image of resin
colloids are visible on captured film enabling direct tracking. Since the ideal size
of colloidal particles is situated close to the visible light spectrum, light scattering
has been a popular method in obtaining the structure and dynamic of colloidal
suspensions [62, 63]. Rheology is anothermethod in studying colloidal suspensions
bymeasuring the bulk viscoelasticity. This measurement frommacroscopic sample
is then compared with a theoretical microscopic model [64–67]. Also, individual
colloidal particles can be resolved using conventional opticalmicroscopywhich has
been utilised previously in studying colloidal suspensions [68]. However, there are
many disadvantages of the methods listed here. Conventional optical microscopy
suffers multiple scattering from dense objects leading to image blurring. While it is
possible to measure the fraction of crystallinity within a colloidal sample using the
light scattering method, it is not possible to examine its local properties such as the
shape of the crystalline domain. Additionally, the structures and dynamics at short
length scales obtained from the rheologymeasurements are only indirect inference
from the macroscopic results. Thereafter, direct imaging techniques become the
common method in studying the physical world of colloids particularly the use
of confocal microscopy. Recent trends in using confocal microscopy for colloidal
systems have led to rapid advances in studying colloidal phase behaviours and the
formed local structures. Confocal microscopy pioneered by Marvin Minsky in 1957
enable images of 100s ofmicrometers in depth to be captured and reconstruction of
the 3-dimensional (3d) structure from a thick specimen. This direct observation is
made possible due to the size of colloidal particle which is in themesoscopic range;
between ∼nm-∼µm. In contrast to atoms, the diffusion times of colloidal particles
are significantly slower; the order of ms-s, making the observation of the particles
in real time possible. Additionally, their diffusion is slow enough that quantitative
measurements of their structures and dynamics are possible to be carried out [7].
Sedimentation or overall dynamics of the colloidal suspension is affected by
the particle size. In sedimentation, the gravitational force can still play a major
role in the colloidal length scale compared to thermal fluctuations. The effects of
gravitational force Fg on thermal fluctuations kBT is expressed in gravitational
height, h given as:
8
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(2.1) h = kBT/Fg
The gravitational force Fg acting on a colloidal particle with diameter σ is given
as:
(2.2) Fg = (σ3πδρg)/6
whereδρ is themassdensitydifferencebetween the colloid and the solvent.Changes
to the gravitational height h are possible either by placing the colloidal suspension
in a low gravity environment, for example in space, or inducing high gravity in the
suspension by using solvent with significantly low density than the colloid [69–72].
For an ideal colloidal system, the gravitational height h needs to be larger than the
sample chamber or capillary height so that gravitational effects can be neglected.
Likewise, the diffusion of particles in a colloidal suspension is also affected by
the particles’ size. Specifically, smaller particles diffuse much faster than larger
particles. The diffusion rate of a particle with diameter σ in a solvent of η viscosity
is given by the diffusion coefficient D:
(2.3) D = kBT/3πησ
The time scale for a particle to diffuse its own diameter is called Brownian time,
τB:
(2.4) τB =σ2/24D
Meanwhile, in sedimentation, the time scale is given as τsed:
(2.5) τsed =σ/vsed
where vsed describes the motion of the colloid under the influence of gravity g:
(2.6) vsed = (δmg)/3πησ
where δm is the buoyant mass which can be determined from the mass density
difference between colloids and the solvent times the colloid volume.
The ratioof thediffusive andgravitydriven timescales givesus thePeclet number
Pe:
(2.7) Pe = τB/τsed
Therefore, we consider a suspension of particles to be a colloidal suspension when
Pe < 1 [73].
In the next section, the major types of interparticle force in colloidal systems
are described and related to the experiments performed in this work.
9
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2.2 Colloidal interactions
2.2.1 Steric stabilisation
The purpose of steric stabilisation is to protect colloidal particles against coagula-
tion and to produce colloids that are almost perfect hard spheres [74, 75]. To achieve
this, the dispersing mediummust be a good solvent for the anchored polymers. In
good solvents the polymer chains are extended since polymer-solvent interactions
are favoured in good solvents. Therefore, as the colloidal particles approach one
another to a distance that is less than twice the layer thickness, the concentration
of the polymer between the particles’ surfaces increases. This results to an increase
in osmotic pressure and subsequently causing a repulsive force. The overlapping of
the polymer brushes from both surfaces, as illustrated in Fig. 2.1 limits the configu-
rational degrees of freedom for the polymers and as a result leads to loss of entropy.
The loss of entropy suppress further approach of the colloids. This repulsion range
FIGURE 2.1. The interaction between polymer-grafted colloidal particles.
The overlapping of anchored polymer brushes as the colloidal particles
approach is shown in shadowed box. The loss of entropy due to limited
configurational freedom leads to repulsion: steric stabilisation.
must be larger than the van derWaals attraction range in order to avoid aggregation.
Alternatively, amphiphiles can also serve the same purpose. The hydrophobic tail
covers the colloidal particles while the hydrophilic head protrudes into the water.
Therefore, this type of steric stabilisation is most common in aqueous suspensions.
In subsequent experimental chapters, all of our particles are sterically stabilised
by the attachment of polyhydroxy stearic acid (PHSA) on polymethyl methacry-




2.2.2 Van derWaals interactions
Van der Waals interactions or London forces are ubiquitous in all atoms, molecules
andcolloidal suspensions regardless ofwhether theparticles are electrically charged
or otherwise. This interaction resulted from electrostatic attraction due to the mu-
tual instantaneous fluctuation of electrical dipoles between two atom ormolecules.
The calculations of van der Waals forces acting on a pair colloidal particles can be




where σ is the diameter of the colloidal particles and d is the distance separating
their two surfaces, while A is the Hamaker constant. The Hamaker constant is de-
termined by considering the dielectric constants of the colloidal particles’ materials
and dispersedmedium i.e. the liquidmedium. Since theHamaker constant is linked
to thedielectric constants; relativemeasurements of thematerials chemical polarity,
it also affects the refractive indices of the dispersed phase and medium. Generally,
the dielectric constants of the dispersed phase and medium differed greatly induc-
ing the van der Waals attractions between the colloidal particles. Eq. 2.8 shows that
UvdW →−∞ as d → 0, marking an irreversible aggregation due to the van der Waals
attraction forces.
However, in all our work described in Chapters 4, 5 and 6 the particles are steri-
cally stabilised and the solvent system in chapter 4 are modified to have the same
refractive index as the colloidal particles. Therefore, the van der Waals interactions
are ignored throughout this work.
2.2.3 Electrostatic repulsion
Many surfaces are charged and the same can be expected for the surface of colloidal
particles. The charge may be acquired from the dissociation of chemical groups at
the particle surface or the adsorption of charged species. Colloidal particles can
usually be thought of as being in a continuous mediumwhere dissolved ions are
always present thus screening the Coulombic interactions. Consequently, consider-
ation of the ionic strength of the dispersed medium and the ionic distribution on
the charged surface are required.
Due to the electrostatic field caused by a charged surface, the ions present in
the solvent are not distributed homogeneously. The surface charge neutrality is
maintained by a layer of counterions, tightly bound to the surface which is called
the Stern layer. This is coupled with a diffuse concentration region of counterion
and coions beyond the layer into the solution. Together, the Stern and diffuse layers
are known as the electrical double layer and are illustrated in Fig. 2.2. As the charged
11
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FIGURE 2.2. The electrostatic double layer comprises of Stern layer with
counterions bound to a surface and a diffuse layer containing counter-
and co-ions [77].
surfaces approach each other, an increase of ionic concentration occurs due to the
overlap of the double layer. Then, the osmotic imbalance keeps the two surfaces
apart resulting to a repulsive forces between them.
The range of the repulsive domain is represented by the Debye screening length
κ−1. For a colloidal suspension this length can be approximated (see Eq. 2.9) by









where e is the species charge, ε0 is the relative permittivity in vacuumwhile εr is the
dielectric constant of the medium.
Inorder todescribe the interactions inof chargedcolloidal particles, theCoulom-





where r is the distance between two particles. Accordingly, as the κ in Eq. 2.11




Without any repulsive forces, colloidal particles in a polar suspension will experi-
ence van der Waals attractive forces and fall into the attraction potential minima
forming irreversible aggregates. While the double layer surrounding the colloidal
particles affectively increases the energy barrier for the system to aggregate as the
particles approach each other. Therefore, the linear addition of the van der Waals
attraction potential to the electrostatic repulsion potential becomes the foundation
of the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory. Combining these two
potentials;UvdW andUYuk as the attraction and repulsion potentials respectively,
produces a total potentialUDLVO for stabilised colloidal particles as given in Eq. 2.12.
(2.12) UDLVO(r)=UYuk +UvdW
For our work in chapter 4, a salt solution is added to screen the strong repulsive
particle interactions due to particle charges.
2.2.5 The depletion interaction
The depletion interactions are the results from the presence of particles with sizes
that are between the size of suspended colloidal particles and molecules of the
suspension. Examples of the cosolutes are surfactant and polymer. When the poly-
mer solution is added to a suspension of colloidal particles, it is assumed that the
polymer coils can interpenetrate while the colloidal particles are not and the coils
cannot be adsorbed onto the surface of colloidal particles. The polymer molecules
are shown in Fig. 2.3 as spherical coils. They are excluded from the colloidal par-
ticles in a range of the polymer’s radius of gyration, Rg. This exclusion region is
called the depletion zone. As the two colloidal particles approach, the polymer
coils are excluded from the region. Therefore, the number of polymers in between
the particles is lower when compared to that of bulk solution. Subsequently, the
imbalance of osmotic pressure between the bulk solution and the overlapping
depletion zone leads to an attractive interaction in the colloidal suspension. From
another perspective, when the depletion zones overlap, there is an increase of free
volume for the polymers in the bulk solution and correspondingly an increase of
the configurational entropy. Thus, the mechanism for the depletion interaction is
purely entropic. A commonmodel representing the depletion mechanism is the
Asakura-Oosawa (AO) model [15, 16] and is expressed in Eq. 2.13. The range of
the depletion interaction can be controlled by changing the diameters of colloidal
particles σ or polymers 2Rg. The size ratio between the diameter of the colloidal
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FIGURE 2.3. A schematic sketch of Asakura-Oosawa model of colloid-
polymer mixture. The solid green circles represent colloidal particles,
and the nonadsorbing polymers (a) are random spherical coils. The
boundary of the depletion zone is shown by the gray shaded area
around each colloid at a diameter of σ+σP . Inset (b) shows the pair
potentialUAO(r) for the colloids as given in Eq. 2.13.
particle and polymer is usually expressed as q =2Rg/σ. Also, the depletion inter-
action strength which is always attractive can be tuned by varying the polymer
concentration cp and is in the unit of kBT.
(2.13) βUAO(r)=













for σ< r ≤σ+σP
0 for r ≥σ+σP
where β is 1/kBT kB is the Boltzmann constant and T is temperature. q in equa-




6 in equation 2.13. The polymer fugacity zp is the same as the number
of density ρp of ideal polymer in the reservoir. In anAsakura-Oosawa (AO)model the
effective temperature is inversely proportional to the polymer reservoir concentra-
tion. For the rest of this work, the interaction strengths in colloid-polymer mixtures
are expressed as kBT. The equilibrium phase behaviour of colloid-polymermixture




The interactions of colloidal particles can be tuned depending on the system and
the suspensionmedium constituents, as was discussed in the previous section. This
wide range of interactions allows the colloidal suspension to exhibit interesting
phase behaviours, essentially the same range as the phase behaviour of matter,
with the colloids play the role of the atoms [62]. In this section, the phase behaviour
of some colloidal models are discussed, then the phase behaviour of the colloid-
polymer system which is used throughout this work is discussed. The free volume
theory and the extended law of corresponding states are also described in order
to represent the topology of colloid-polymer system phase diagram. The phase
behaviour of our colloid-polymer system is not significantly affected by confine-
ment due to the system size ∼ 200σ. However, the effects of gravity on this system
is introduced in Section 2.6 are further explored in Chapter 5.
2.3.1 Hard spheres and their phase behaviour
The hard sphere model plays a vital role in statistical physics as a model for simple
liquids. In thismodel, an assembly of perfect spheres has an infinite repulsionwhen
the spheres are in contact and no interactions at separations larger than their radius.
In the absent of interparticle attraction the ideal system is considered athermal.
Thus, the phase behaviour is determine only by the particle volume fraction, φ=
(πσ3n)/6whereσ is the particle diameter and n is the number density. Increasing the
φ can change the phases of the hard spheres from fluid to solid. A schematic phase
diagramof hard spheres is shown in Fig. 2.4.Whenφw 0 the system is very dilute and
the spheres are disordered like gas. The spheres remain in adisordered statewith the
increasing of φ and appear to be in liquid state as the system becomes denser. The
freezing transition of hard spheres was predicted quantitatively in early computer
simulation work [78, 79]. In their work, there is a coexisting phase of fluid and
solid at freezing transition, between freezing at φf = 0.494 andmelting at φm = 0.545.
The spheres in this coexisting region, are in crystalline states at φm = 0.545 and
liquid domains at φf = 0.494. This was proven in experiment three decades later
[3] using sterically stabilised polymethyl methacrylate (PMMA). They studied the
phase behaviours of the colloidal particles and found the same co-existing phase
of fluid-crystal as was reported in simulations.
According to Kepler‘s conjecture, the maximum density or packing fraction
φ for spheres in a regular close-packed structure is φcp = π/
p
18 w 0.74 [80]. Also,
if the spheres are packed in a random organisation which is called random close
packing, themaximumvolume fraction isφrcpw 0.64 [81–83]. The above-mentioned
15
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FIGURE 2.4. Phase behaviour of hard spheres with increasing φHS.
experiment and simulation work led to the recognition that the phase transition
is purely entropic. In an ordered crystalline structure the configurational entropy
is reduced due to the long range order making the disordered structure in fluid
favoured. Nonetheless, the disorder in fluid almost always leads to a “jammed”
state, as shown in Fig. 2.5. In this state, the movement of a sphere is limited in a
volume that is influenced by the fixed surrounding spheres and is greatly reduced.
On the other hand, in an ordered crystalline phase each sphere still has significant
freedom to move within the space formed by its nearest neighbours. The increased
free volume in turn increases the entropy of the crystal making it more favourable
than the disordered fluid.
In the hard sphere phase diagram, the crystalline phase remains fromφm = 0.545
to maximum close packing φcp ' 0.740. If a system of hard spheres is compressed
rapidly, the spheres’ crystallisation are bypassed and a metastable and kinetically
trapped state: the glass state is formed. This amorphous state has been estimated
at φ' 0.61 [84] and remains up to random close packing, φrcp ' 0.64. The colloidal
particles are considered to be in a glassy state because of a significant increase in
viscosity without any visible structural changes [75, 85, 86]. This arrested phase
transition has been observed in atomic andmolecular systems [87] and is called
the glass transition.




FIGURE 2.5. An illustration comparing the free volume in (a) dense liquid
and in (b) crystalline solid at the same density. Clearly, there is more
space and less jamming in the crystalline than the disordered configu-
rations.
suspensions of colloids. These suspensions are convenient models due to their
accurate spherical shape like polystyrene and compatibility for light-scattering
studies like silica [62]. However, each of this example has its own shortcomings.
Besides, polymethyl methacrylate (PMMA) phase behaviour been proven to mimic
the hard sphere phase diagram [3]. Thus, making PMMA the best and accessible
system to be used in experiments as colloidal suspension model. The next section
briefly describes the properties PMMA as model system.
2.3.2 Polymethyl methacrylate(PMMA) asmodel hard spheres
PMMA is one of most common materials used for colloids employed in experi-
ments. These spherical particles are covered with polymer containing a PMMA
stem, attached to the particle surface, and the brushes dangling from the stem
are polyhydroxy stearic acid (PHSA) [88]. These brushes prevent coagulation by
steric stabilisation, as was mentioned previously in subsection 2.2.1. In the case of
confocal microscopy studies, fluorophores are used as dyes for these particles [89].
The density of PMMA is 1.19 g cm−3 and it has the refractive index of about 1.49. In
order to have an index-matched suspension of PMMA, a mixture of solvents are
used as a suspension medium. Many of these mixtures consist of two-components:
one componentwith low-refractive index like decalin and another of high-refractive
index like cyclohexyl bromide. These mixtures not only match the refractive index
of PMMA but also the density, making the particles suspended for a significant
length of time.
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2.3.3 Colloid-polymermixture
Basedon the theory ofGast et al. [35] the topology of colloid-polymerphasediagram
can be predicted by the range of the depletion attraction which can be determined
from the size ratio between polymer and colloid q = 2Rg/σc. The phase behaviour
of colloids without the addition of polymer is previously discussed where crystalli-
sation occurs at φc=0.494 but the addition of small polymers (q ∼ 0.08) enlarges the
fluid-crystal coexistence region of hard-sphere system [18]. Meanwhile, the addi-
tion of larger polymer brings about gas-liquid, gas-crystal and gas-liquid-crystal
coexistences and thermodynamically stable colloidal gas and liquid are present in
FIGURE 2.6. Figure shows the phase diagram of colloid-polymer mixtures
where the interactions are determined from Eq. 2.13. The x-axis is the
colloid volume fraction (φc) and y-axis represents the volume fraction
of polymers (φp). The plot in (a) shows the long-ranged attraction (q ∼
0.45) while (b) indicates the plot for short-ranged attraction(q ∼ 0.18).
The symbols are as follows: F=fluid, X=crystal, G=gas and L=liquid.
This is adapted from [73].
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these mixtures [35]. In a colloid-polymer phase diagram, binodal or spinodal line is
used to distinguish experimental phase boundaries. A binodal represents the states
where two or more discrete phases are in coexistence whereas a spinodal denotes
the boundary where complete instability of the system leads it to decomposition
(this is discussed further in 2.5). A line connecting two-points on a binodal is called
the tie-line. In Fig. 2.6 the binodal and spinodal is shown as solid and dashed lines,
respectively. The plot in 2.6 (a) shows that at lower φc, the fluid phase separates
into liquid and gas when it is quenched above the coexistence line (solid line in the
plot) while the system crystallise at higher φc. In the short-ranged attraction plot
in 2.6 (b) the metastable liquid-gas phase separation resulted into gel formation
which is also discussed in subsection 2.5.
In the early theoretical work, the calculations of phase transitions of systems
with depletion interactions were possible by considering the depletion effect as
a perturbation on the hard-sphere free energy [35, 90]. However, in this work, the
polymer partitioning in the coexisting phases was not taken into consideration. In
a system with more than a single phase the polymer is separated from the colloid-
rich phase. The partitioning of polymer across the phases is described in a model
developed by Lekkerkerker et al. called the free volume theory.
FIGURE 2.7. A sketch showing the colloid-polymer (shown as blue andwhite
circle respectively) system on the right is in osmotic equilibrium with
a polymer reservoir. The dashed line is the theoretical membrane that
allows the solvent and polymer passing through except the colloids.
Based on the free volume theory the phase diagram can be introduced in two
representations which are the experimental and reservoir representations. The
experimental representation gives the polymer concentration in the whole system
which is obtained from the amount of polymer added into the system. Whereas in
the reservoir representation, the polymer concentration is determined based on
a hypothetical reservoir of pure polymer solution in equilibrium with the colloid-
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polymer system, as is shown in Fig. 2.7. The polymer solution reservoir takes into
consideration the different excluded volumes in coexisting phases. The conversion
between the two representation is carried out using Widom’s insertion method to
determine the free volume fraction α(φ) [33] given by:
(2.14) α(φ)= (1−φ)exp(−Aγ−Bγ2 −3γ3)
where γ=φ/(1−φ), A = 3q+3q2 + q3, B = 9q2/(2+3q3) and C = 3q3.
The effects of curvature on the phase behaviour of colloid-polymer mixtures
when the ideal polymers are replaced with polymers with excluded-volume interac-
tions was examined by extending the free volume theory [91]. The aforementioned
effects are small in colloid-polymer mixtures with low size ratios q. However, it was
pointed out for colloid-polymer systems with large size ratios, q = 0.6 and 1.0, the
gas-liquid coexistence domain re-position to higher polymer concentrations due
to the effects of curvature and excluded-volume interactions. Further work was
also done in [92] where solvent is no longer treated as background in the colloid-
polymer system. Again, the numbers reported by the authors are rather similar to
the original free volume theory by Lekkerkerker et al. [93] for small size ratios q. The
authors analysis did however offer an analytical method for obtaining the colloid
and polymer critical and triple points.
Here,weemployed theNoroandFrenkel extended lawof corresponding states in
determining the critical point of the colloid-polymer systems and also the effective
interaction strengths due to the small size ratio q throughout this work following
previous work [94, 95]. The ordinates of phase diagrams throughout our work are
represented in the reservoir concentrations or the attractive interaction strength.
The determination of the interaction strength is discussed in Chapter 3.
2.4 Self-assembly
Self-assembly is a dynamical process of units coming together without external
intervention into ordered organisation. This process is evident in nature in large
range of scale; from the assembly of stars into galaxies to the assembly of protons,
neutron and electrons into atoms. The natural processes of biological components
coming together via self-assembly constructing stable and functional biological
systems could be the blue print in synthesising novel materials.
Historically, the study of self-assembly originated from investigating molecular
processes. Theprogress in technologyheading towardsnanometer- andmicrometer-
scale structures drives the focus of self-assembly to include matters larger than the
molecular size range [96]. Recent developments in synthesising colloidal particles
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with controllable interactions [47, 48, 50, 97, 98] and specific shapes have also pro-
moted the theoretical and simulation analyses of the ordered phases formed by
the units [1, 51–54, 99]. The use of colloidal particles (micrometer size range) in
studying self-assembly offers many advantages that are not possible when using
molecular scale components. Molecular systems are formed from a collection of
atoms where the characteristics of the atoms regulate the interactions between
the molecules. It is not a trivial task to alter the potential between two atoms and
then study the self-assembly affected by this change in potential. In contrast, it
is possible to adjust the interactions in a colloidal system (as was discussed in
Section 2.2) across a various scale of strength, range and selectivity. In addition,
colloidal particles are larger thanmolecular components permitting observation
of the self-assembly processes and products formed using colloidal particles [7].
Furthermore, application specificity of an ordered states of matter suggested that
self-assemblymay be the only route in achieving the ordered arrays [100]. For exam-
ple, the assembly pathway of ordered arrays of nanospheres for photonic crystals
[101].
Self-assembly is a non-equilibrium process where the system starts from disor-
dered phase moving towards a final stable ordered phase. The process is encour-
aged by the thermodynamics because the assembled structures have lower free
energy than in the disordered components. An example of self-assembly is crys-
tallisation [58]. This process is a well-studied transition where the free particles in
the fluid state are spontaneously organised into ordered crystalline arrangement
with overall lower free energy. Therefore, the nucleation and growth of the ordered
crystalline phase become the focus point in the interpretation of self-assembly. A
discussion related to colloidal crystal is given in subsection 2.5.2. The change of
phases between the disordered and ordered phases requires overcoming of the free
energy barrier and the formation of stable bulk phase. The classical nucleation the-
ory (CNT) offers the basic description of the free energy cost and the stable cluster
formation. A discussion in regards to the basic theory of nucleation is discussed in
subsection 2.4.1.
In the work described here, we employed colloid-polymer mixture to study
the self-assembly in non-equilibrium systems. The short-ranged interactions in
the system are representative of protein molecules solution used in protein crys-
tallisation [25–27] and similar to the constituents in directing light propagation in
photonic applications [40, 102, 103]. However, the study of nucleation in protein
solutions are difficult due to the specificity of molecules in proteins preventing the
findings from one type of protein applicable to the other [27]. Therefore, studies
using short-ranged attractive interaction like in the colloid-polymer system offers
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simplicity and general theory for wider application.
The route to self-assembly is not without deviation. It requires a balance be-
tween thermodynamics and dynamics. The thermodynamic push towards attaining
ordered equilibrium state prefers strong interactions at low temperature. However,
attractive interactions that are exceedingly strong may hinder the structure organ-
isation into ordered array by disabling the interaction capability to unbind and
reversibility [37, 104]. Plus, ordered organisation requires components to align ac-
curately with one another which may take an excessively long duration causing the
slow development of the ordered state. This is highly against kinetic accessibility
which demand that self-assembly to occur within a reasonable scale. Additionally,
unlike the thermodynamic drive, kinetic accessibility favours weaker interactions
at high temperature. During the dynamical self-assembly process, the formation
of metastable disordered aggregates (kinetic traps) often disrupts the assembling
components pathways to the ordered states [58, 105]. Therefore, microscopic re-
versibility is required so that the defects can be corrected during self-assembly by
bonding and unbonding [37, 58, 96, 105]. The two conditions of ordered structure
and reversibility of bonds suggests that spontaneous assembly is successful if the
interactions are within a small optimum range [39, 55, 105].
2.4.1 Classical Nucleation Theory
The experimental and simulation studies on crystallisation rates are usually ap-
proached using classical nucleation theory (CNT) [27, 106–108]. Cooling water
below its freezing point, Tf does not necessarily induce crystallisation, in fact this
is also true in most liquids [108]. For example, water can be cooled to −10◦C and
remained as liquid for an indefinite period of time [109]. This indicates that the
liquid is kinetically trapped in a thermodynamically unstable state. Even though
the ordered crystalline structure is more favourable thermodynamically, its transi-
tion requires an overcoming of a high free energy for the creation of solid-liquid
interface [110]. Based on the theory, the formation of a spherical nucleus the total
Gibbs free energy cost involves two terms: the bulk and the surface terms as given
in Eq. 2.15 and illustrated in Fig. 2.8.
(2.15) ∆G = 4
3
πR3ρs∆µ+4πR2γ
Here, R is the nucleus radius, ρs is the number density of the solid phase, ∆µ is
the chemical potential difference between the solid and liquid phases and γ is the
surface free energy density [106].
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FIGURE 2.8. The free energy cost for the formation of nucleus is the total of
the surface (unfavourable) and volume (favourable) terms. The max-
imum point in the free energy cost corresponds to the radius of the
critical nucleus size.
The free energy increases to a maximum where Rcrit = 2γ/(ρs|∆µ|)2 which is






The critical nucleus size is a threshold that nuclei must exceed in order to
counteract the surface free energy cost and nuclei growth becomes favourable
[111]. Failing to reach this threshold the nuclei will dissolve since growth only leads
to increase in free energy [108]. As the systemmoves away from the melting point
the barrier of the nucleation lowers while ∆µ increases with supersaturation. Using
Eq. 2.16, the probability for the formation of critical nucleus Pcrit can be determined
from Eq. 2.17:
(2.17) Pcrit = exp(−∆Gcrit/kBT)
The crystal nucleation rate per unit is expressed as a product of Pcrit and a kinetic
prefactor κwhich describes the growth rate of the nucleus given in equation 2.18.
(2.18) I = κexp(−∆Gcrit/kBT)
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The kinetic prefactor κ is a product of κ= ρZ j, where ρ is the number density of
the liquid, or in a homogeneous nucleation, is the number of possible nucleation
sites per unit volume [27, 108]. The term j is the rate of particles attaching to the
critical nucleus driving its growth. It is dependent on the number of possible site
on at the surface of the nucleus, the distance for the particles must diffuse to reach
the nucleus λ and the diffusion constant D for the particles, as given in Eq. 2.19.
The term Z is the Zeldovich factor defining the probability for a nucleus to cross
the barrier and grow into a crystal after reaching the top of the free energy barrier
[27, 108], as given by Eq. 2.20.








Both in Eq. 2.19 and 2.20, nc is the number of particles inside the critical nucleus
[108]. In Eq. 2.18, the exponential factor changesmore rapidly with supersaturation
than the prefactor, so the latter is often taken as a constant [27]. The crystal nu-
cleation rate is often expressed using Eq. 2.21 in the analysis of crystal nucleation
experiments [108].






In a colloid-polymer mixture the addition of polymer is equal to quenching the sys-
tem [112, 113] by inducing attraction between the colloids. Increasing the amount
of polymer in a colloidal system increases the attractive interactions which is sim-
ilar to decreasing temperature in atomic systems. This leads to either cystallised
or jammed system. As demonstrated in 2.3.3, the addition of polymer expands
the fluid-crystal coexisting region. Also, the gas-liquid binodal line is clearly ob-
served in the phase diagram of larger colloid-polymer size ratio q. However, as q
becomes smaller the gas-liquid binodal is “buried” within the equilibrium fluid-
crystal coexisting region creating ametastablephase. It is in this region that spinodal
decomposition occurs and phase separation between the gas and liquid creates
a network of colloid-rich branches and colloid-poor diffusive domains. The com-
bination of branches surrounding diffusive domains is called gel. Therefore, it is
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FIGURE 2.9. A sketch showing the phase compositions of a colloid-polymer
system with q ∼ 0.1 above the binodal line. The shaded area is the
metastable domain inside the fluid-crystal equilibrium coexistence
region. Adapted from [32].
useful to discuss briefly the phase transition occurring in the metastable fluid-fluid
coexistence.
Let’s consider the occurrence when the size ratio is smaller than the crossover
qc ∼ 0.3. At this point, the liquid-gas binodal is “concealed” within the equilibrium
fluid-crystal coexistence region creating a metastable phase domain represented
as the shaded area in Fig. 2.9. The phase behaviour in a and b can be considered in
free energy terms.
Close to the binodal at a, the initial mixture of colloid-polymer system phase
separates into fluid and crystal phases with φf and φx as the compositions of the
phases respectively. The compositions of the phases φf and φx are given by a single
line with double tangent connecting the fluid (φf) and crystal (φx) regions. The
addition of polymer increases the concentration of polymer in the system to b
region where a curve is created in the fluid branch of the free energy curvatures.
This in turn creates a double minima in the fluid branch and the double tangent
connecting these minima provides the composition of the gas φg and liquid φl on
the metastable phase shown as shaded area in Fig. 2.9. Similarly, a double tangent
going across the fluid and crystal branch gives the composition of the coexisting
fluid and crystal phase at equilibrium.
Themetastable coexisting fluid-fluid phase will eventually reach an equilibrium
state where a thermodynamically stable fluid-crystal coexisting phase is expected.
Nonetheless, it is expected that gas-liquid phase separation progresses faster than
crystallisation since breaking of symmetry is not required. In fact, the phase sepa-
ration can occur rapidly due to spinodal decomposition. Within the spinodal line
any small fluctuation in the unstable system composition is amplified. This will
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eventually lead to phase separation in the coexisting domains.
Contrastingly, in the region between the binodal and spinodal shown in Fig. 2.9
as regiona, phase separation occurs due to the formation of a nucleus that grows
and ultimately induce the separation of coexisting phases into a more stable one-
phase. The classical approach describing the formation of this nucleus is discussed
in subsection 2.4.1. This nucleus where its growth leads to phase transition is
called a critical nucleus. Therefore, it is natural to assume that a sample within
the metastable gas-liquid will first phase separate to gas and liquid before finally
nucleating crystals to attain equilibrium. Additionally, it is expected that a large
number of the crystals are nucleated in the metastable liquid phase due to its
higher density and closer to that of crystals than the metastable gas counterpart.
This two-stepped crystallisation mechanism has been reported in binary hard
sphere system, whereby the depletion attraction between larger hard spheres was
induced by smaller hard spheres [114].
In the short-ranged attraction of colloid-polymer system, the colloidal liquid
increases in density that leads to dynamical arrest; similar to what is observed in
hard sphere glass transition. Therefore, above the spinodal line in a such short-
ranged system a continuous network with colloid-rich branches is arrested and
further phase separation is not possible. This type of network is typical in spinodal
decomposition and the dynamically arrested network in colloid-polymer system is
called gel.
How are gels made? According to previous work reported in [28, 115–117], gels
are formed due to irreversible aggregation of clusters. In this mechanism, colloidal
particles collide because of their Brownian motion and irreversible bonds form-
ing rigid clusters. These clusters continue to diffuse and collide into one another,
forming larger clusters filling space to form a gel. This type of aggregation is a non-
equilibrium kinetic growth where full characterisation of the aggregation process
must include the structure and shape of the clusters formed. Also, the time evolu-
tion for the clustermass distributionmust be considered in the aggregation process
characterisation. This route to gelation holds only at low φ [118] while gelation is
driven by spinodal decomposition at high φ.
Rearrangements in gel is possible inweak gels typically with interaction strength
U . 10 kBT. In the depletion mechanism, depletant is added to a colloidal suspen-
sionof hard sphereswhich can causephase separation via thedepletionmechanism
as described by [16, 17]. The depletants can be nonadsorbing polymers [24, 119]
or surfactant micelles [120]. In our work, the nonadsorbing polystyrene is added
to the solution to induce an attraction between the colloidal particles. Gel formed
from depletion mechanism is one example of weak gels where varying polymer
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concentration from low to high enable us to control the interaction strength of
the gel. Structural rearrangements in gels are reported in simulations [121] and
later in experiments [8]. As a result of rearrangements, the local structures are more
compact albeit ramified clusters are expected to fill space inducing gelation. At
lower interaction strengthsU the local restructuring is too rapid that particles are
unable to form compact clusters which are unable to fill space like in gels with
higherU. The restructuring in gels continue to progress and some of the changes
is motivated by thermal fluctuations. However, in non-density matched samples,
solvent flow due to gravity might also contribute to the restructuring. This will be
discussed further in 2.6.3.
The extended law of corresponding states is convenient in order to describe the
colloidal and protein solutions [27, 122] as long as the potential range is notably
smaller than the size of the particle. According to this law, all short-ranged attractive
potentials have the same thermodynamics properties when compared at the same
reduced density, where the length scale is the effective diameter σeff and second
virial coefficient B2 [123]. The second virial coefficient is given by:
(2.22) B2 = 2π
∫ ∞
0
[1−exp(βU(r) )] r2 dr
where for colloid-polymer mixture the interaction potential U(r) is the Asakura-
Oosawa potential. The critical point of all systems with short-ranged attraction






2.5.1 Attractive and repulsive glass
Dynamical arrest in colloidal systemwith short-ranged attractive interactions leads
to gels and glasses via gelation and vitrification, respectively. The colloidal system is
considered to be in non-equilibrium state due to gelation and vitrification [3, 32, 34].
When colloidal particles are arrested due to a “caging” effect formed by the
surrounding particles localising the particles within the formed “cage??. This is
an indicator of the repulsive glass phase. The addition of nonadsorbing polymer
induces effective attraction between the colloids which in turn promotes the relax-
ation process where the system can crystalise. However, increasing the attraction
strengths, the particles becomemore localised due to the bonds between the neigh-
bouring particles. As a result, the system is arrested in an attractive glass at lower
φ [34].
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FIGURE 2.10. The plots show themean-squared displacement (MSD) of col-
loidal particles with AO attraction at φ=0.50 for increasing attraction la-
beled as βUmin. The inset displays the correlation of the single-particle
long-time diffusion with attraction strength. Adapted from [34].
The mean-squared displacement (MSD) of repulsive and attractive glasses is
shown in Fig. 2.10 adapted from [34]. The plots are simulation results of almost
hard spheres with AO attractions at φ=0.50 with varying interaction strengths. In
the absence of attraction, a drop inmobility at 10−1 is displayed indicating a slower
dynamics consequential to its proximity to the glass transition. This can be con-
tributed to the localisation of the particles inside the “cage” formed by the surround-
ingneighbours.However, themobility started to risewith the increasing short-range
attraction signalling particle diffusion and a departure from the glass transition
[124, 125]. Noticeably, the MSD for the attractive glass is smaller than that of the
repulsive glass. It was suggested that this is due to the long-lived neighbour bonds
which lessen the dynamics of attractive glasses [34, 64, 126–128]. Nevertheless, in-
creasing the attraction further, initiated another drop inmobility (at 102) suggesting
that the system is again approaching a glass boundary due to bonding-dominated
arrests [129].
2.5.2 Colloidal crystals
The phase separation that spontaneously occur in the coexisting phase at volume
fraction 0.494 < φ < 0.545 in the hard sphere model offers significant microscopic
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details. These details give light on the dynamics of nucleation and development
of solid state crystals by observing the colloids in real space and time. The same
observation is unlikely to be performed on atomic systems due to their smaller size
and more rapid diffusion.
Observations carried out in 2 dimensions (2d) identify crystalline domains
using the local bond orientational parameter ψ6 [130]. This measurement detects
hexagonal ordering. For a specific particle, the nearest neighbours are positioned
60◦ from one another, giving values ranging from 0 to 1, where ψ6=1 indicates a
perfect hexagonal 2d crystal. For our work in Chapter 6, 2d bond order parameter
measurements are performed in order to signify the crystalline domains in our
results. Further details regardingψ6 is presented inChapter 3under subsection 3.7.4.
Additionally, bond orientational order parameters can also be used for probing 3d
crystalline domains [117]. Here, a pair of particles that have the same orientation as
their neighbours are categorised as ordered neighbours. As a result, particles that
have ordered neighbours of 8 or more are considered as being crystal-like [131].
The observation of nucleation and growth during the crystallisation of colloids
in a bulk system was done in real time [7]. Similar to what has been discussed in
the previous section (see Classical Nucleation Theory Section 2.4.1), the free energy
that determines the growth rates has two competing factors which are the chemical
potential and surface tension. The surface tension that lies between the crystal
and liquid phases increases the free energy. Meanwhile the difference in chemical
potential in the crystal phase compared to the liquid phase lowers free energy.
Therefore, the surface tension dominates in small crystalline domains reducing the
size of the ordered regions. However, above a critical size the chemical potential
term takes over and oppress the surface tension term. These were evident from
observations using confocal microscopy [7]. In their work, a critical size consists of
around 60-100 particles were measured.
The structures of crystals after the critical point were also investigated, and
the nuclei were discovered to be in random hexagonal closed packed (rhcp). This
discovery is consistent with crystal nuclei found in computer simulations and
light scattering measurements [74]. The crystalline domains were discovered to
have rather non-spherical shape and uneven interfaces with the fluid phase. It
was suggested that this is due to the decreased surface tension. This conclusion
is further supported by the slight difference in free energy between the fluid and
crystal phase. It was found that the crystal growth rate was reduced because of
the presence of contaminants in 3d bulk systems [132]. This decrease was more
prominent closer to the contaminants due to the disproportionate nature of the
contaminants to a crystalline structure and evident by the presence of fluid layer
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around the contaminants.
The low interfacial tension between the crystal and fluid phases makes the
thermal fluctuations become significant and affects the distinguishable features of
the interface. Carrying out the study of these effects is important to other systems
with low surface tension evident in biological lipid interfaces. The effect of gravity
at the fluid-crystal interfaces was investigated by regulating the buoyancy and then
detecting the width of the interface [133]. What they observed was, the interface
of the fluid-crystal broaden as they increased the density difference between the
particles and the solvent. They suggested that the interface becamemore rough
due to the increase transfer of particles to the interface due to the density difference
which induces the non-equilibrium feature of the interface. Therefore, the local
number density and the fluctuations at the interface are also increased. Similar
outcomes are expected to be observed in other interfacial systems like the gas-fluid
interface and in systems influenced by external forces.
Other than experiments of non-equilibrium nature of colloidal crystals, the
equilibrium structures of colloidal crystals are also widely studied. These studies
addressed the defects and grain boundaries, generally observed in atomic and
molecular crystals [134, 135]. In these work, face-centred cubic (fcc) crystals were
developed on patterned surface from colloidal sedimentation [134, 136]. Disloca-
tions of the crystal were possible by controlling the particle size according to the
lattice parameter of the surface [134]. At the defects, the closest particles configu-
rations were found to be hexagonal close packed (hcp) and that the order of the
planes change due to the defects. They also showed that the defects led to a partial
dislocation called Shockley fault which has also been reported in fcc metals. As a
conclusion, these colloidal crystals were able to demonstrate similar features that
are observed in other ordered systems like atomic crystals.
2.6 Sedimentation
A gravitational force proportional to the density difference between a particle and
the suspending medium acts upon the particle when there is a density difference
between the particle and the suspension medium. The gravitational effects on a
singular particle are comparable to the effect of random thermalmotion at colloidal
length scale. However, in attractive systems sedimentation becomes significant
even in systems where the particles are too small to sediment in the laboratory
time scale. Sedimentation kinetics are rather straight forward in dilute suspensions




For a dilute solution of monodispersed particles with mass m, it has similar density
profile as ideal gas described by barometric law under the influence of gravity at
equilibrium. The barometric law is given by
(2.24) ρ (z)= A exp(− z
lg
)
where A is a constant, z is number density of the particle and lg is the gravitational
length and given by lg =kBT/mg. In colloidal suspensions, m is the buoyant mass
mb where the density difference ∆ρ between the colloids and their solvent: mb =
∆ρπσ3/6 where σ is the colloid’s diameter [137, 138].
The osmotic pressure for such sedimenting colloids can be determined. Assum-
ing there is a slab with∆z height and A as area. When the colloid is not sedimenting
or falling in the solution, according to hydrostatic equilibrium the forces frombelow
and above the slab must be equal and opposite; making the force for the buoyancy
of the colloids in the slab as:
(2.25) Fdown + (∆zAρmb g) −Fup = 0
where Fdown = Πdown/A where Π is osmotic pressure. By letting ∆z → 0 so that it
becomes dz, we can integrate equation 2.25 to obtain the osmotic pressure for the
sedimenting colloids:





The barometric law is only valid for dilute solution. For higher density solutions, the
osmoticpressureof the the systemcanbeobtainedby integrating the sedimentation
profile [139, 140].
The sedimenting profiles of colloidal dispersions with hard sphere like interac-
tions confined horizontally is compared using results from experiments, dynamical
density functional theory (DDFT) and Brownian dynamics computer simulations
[137]. This study reported the first measurements of sedimenting model colloidal
dispersionwhere the gravitational length andparticle diameter are in the samemag-
nitude. In this work, the good agreement between the simulation and theoretical
results indicated the accuracy of DDFT in describing the sedimentation of non-
equilibrium hard sphere system in Brownian dynamics simulation. Additionally,
other than the time scales mismatching between the theoretical and experimental
results, the sedimentation profiles are similar. Strong layering at the bottom of the
capillarywas also found at longer time evolutionwhere these layerswere discovered
to maintain structures similar in liquid state without any crystalline ordering.
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The crystal-fluid interface resulting from the sedimentation of hard sphere
colloids are reported in [133]. The sedimentation of the hard sphere colloids were
achieved by slight density differences between the colloids and the solvents, and are
away from sedimentation equilibrium. However, at the smallest density difference
the interface is almost stationary so it was considered to be indicative of interface at
equilibrium. The interfacial velocity (the speed of the interfacial moving upwards)
appeared to be increasing as the solvent density difference increases. Presumably,
this velocity is directly proportional to the sedimentation velocity, however, this
was only observed in near-equilibrium system, where the density difference is the
smallest. Furthermore, crystal-fluid interfaces broadens with increasing density
mismatch while the crystal-fluid interface at close-to-equilibrium corresponds
to simulation results where interfacial width of 7-8 particle diameters was yield
in the simulation results. The crystal-fluid broadening observed when gravity is
present was attributed to increasing number of crystallites nucleated in the fluid
above the crystal surface. The work we present here are examples of sedimentation
studies using hard sphere systems. In the following section, we will be discussing
sedimentations in short-range attractive systems.
2.6.2 Sedimentation in attractive systems: Transient clusters
Attractive interparticle potential between particles can lead to aggregation of clus-
ters. Deposition of the clusters then occurs at a length scale determined by the
cluster size rather than the single particle size. The larger the cluster the faster the
settling. The cluster size increases continuously as the clusters settle, and the rapid
settling clusters“sweep up” the slower and smaller clusters as they sediment [115].
In [141], the sedimentation of a cluster increases linearly with the number of
particles inside the cluster. The friction also increases with the expanding radius of
gyration of the cluster where we could assume that sedimentation is rendered slow
due to this reason but the influence of gravitational forces on the expanding cluster
increases quicker than the effects of friction. Therefore, large clusters sediment
more rapidly than smaller clusters. These effects contribute to the reasoning why at
a constant φ , stronger attractive interactions increases the sedimentation velocity.
When the attractive interaction and the volume fraction are increased, a space
filling network is formed leading to slower sedimentation velocity. In contrast to
low φwhere transient clusters formations are enhanced due to large voids between
particles and increases the sedimentation velocity, sedimentation velocity is de-
creased due to smaller gaps for fluid flow at high φ. However, the φ range studied
in this work is less than 10% where transient clusters are more likely to be formed
than dynamically arrested branch networks.
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2.6.3 Sedimentation in transient networks
It is worth to point out that we use the term “transient network” instead of “gel”
which is broadly used in literature considering the various ways the term “gel” are
defined in the literature. Often this is due to the various indirect ways the gel bound-
ary is determined in experimental systems [119, 142, 143]. Thus, the discussion here
mainly focuses on arrested networks. The colloid-rich solid-like network branches
and the diffusive domains in a gel combined with the gravitational field acting on
the gel contribute to the out of equilibrium state of sedimenting gels. Therefore,
the only issue related to sedimenting of gels is the competing timescale between
the two-factors.
In the early work describing the sedimentation of gels, a model based on poroe-
lastic approach is used to explain the sedimentation of gel under gravity [115, 144].
The appearance of solvent channels which act as viscous shear forces due to the
solvent flow leads to the deformation of the network. This was preceded by a latent
period where the gradient of the collapse profile is near or almost zero. This initial
stage is detailed due to the solvent flowing through the aggregated colloidal network
at a very slow rate. Meanwhile, the onset of the collapse at the appearance of the
channels are due to the increase of sedimentation velocity after the channels have
“straightened up” [144]. In their work, Derec et al. proposed amodel connecting the
fracture caused by the channel appearance and the settling velocity of the arrested
network [143].
The sedimentation of arrested network canbe described by twowell-established
mechanisms: delayed or “accelerated” collapse, as described above, and creep
sedimentation. Creep sedimentation is when the network compacts under its own
weight. The factors differentiating these two mechanisms are the interparticle
attractive strength and colloidal volume fraction [115, 119]. In addition, the same
systemmay undergoes a period of creep before delayed collapse [119]. It has also
been proposed that the sample size determines whether the system subjected to
creep or delayed sedimentation [145].
Creep sedimentations mechanism is well described using poroelastic flowmod-
els [28, 146, 147]. At first, the compression of the network under gravitational stress
works against fluid pressure from solvent inside the porous networks. Therefore,
the rate of the compression is limited by the slow rate of the solvent flowing out of
the network. After some time, the gravitational compression is limited by increasing
elastic stress because of the network collapse. Previously, the two concepts were
connected based on rheological concepts where accelerated collapse is related to
failure and disruption of the gel network due to the compressional stress (applied
or gravitational) is greater than the yield stress of the network. Apparently, when
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the network is subject to stress larger than its yield stress there was a significant
delay before it finally yield. But, the mechanism for the yielding was not discussed.
Stronger gels can be considered to be time independent but thermal rearrange-
ment is faster in transient network where particle dynamic role in the delayed
collapse needs to be addressed. Thermal activated rearrangements of the particles











This chapter starts by describing the materials used in the experiments anddiscusses the experiment techniques employed.Confocalmicroscopyplaysa primary role as the imaging method for this project and this is put into
detail in Section 3.2. Under this section, methods for obtaining optimum images
are also discussed. Next, details about scanning electron microscopy are presented
in Section 3.3 and sample preparations for imaging are detailed in the next Sec-
tion 3.4. In order to attain structural information from the experimental samples,
the location of the particles are required and this is explained in Section 3.5. Once
the coordinates of the particles are achieved the structures are then analysed with
several methods described in the last section of the chapter; Section 3.7.
3.1 Model systems
3.1.1 Polymethyl methacrylate particles in apolar solvents
The use of well-characterised colloidal particles in colloid physics is important
for simple correlations and connections with theory and simulations. Some exam-
ples of well-defined colloidal models are polystyrene (PS), silica and polymethyl
methacrylate (PMMA). In the study of the phase behaviour of hard-sphere colloids
using PMMA particles by Pusey et al. [3, 149], the observed phase behaviour was
similar to that expected for hard spheres which catalysed the development of the
field. Additionally, the mixtures of PMMA and non adsorbing polystyrene polymer
have been extensively investigated [18, 32, 91, 119, 150] and the phase behaviour is
well-characterised as detailed previously in subsection 2.3.3.
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For the work in this thesis, PMMA particles frommore than one synthesis are
used. Polyhydroxy stearic acid (PHSA) brushes are attached to the surface of the
PMMA to stabilise the particles against aggregation. The particles are selected
based on polydispersity and fluorescent dye. The particles were synthesised using
methods in [88, 89] and cleaned using centrifugation and washing in hexane.
In Chapters 5 and 6, the PMMA particles are suspended only in cis decalin with-
out adding another solvent for density matching. Meanwhile, in chapter 4 PMMA
particles are suspended in a 76.5/23.5% w/wmixture of cyclohexyl bromide (CHB)
and cis decalin with density of ρ = 1.196gcm−3. In order to screen charges and then
obtain a similar interactions like in the hard sphere system, 4 mM tetrabutylam-
monium bromide (TBAB) is added to the CHB. This solvent mixture sufficiently
matches the refractive index of PMMA to minimise the van der Waals interactions.
For density matching, the solvent mass fractions are determined by repeatedly
centrifuging the particles and adding drops of the solvent until there is no sedimen-
tation observed after 15 mins centrifugation at 11 000 rpm.
3.1.2 Polystyrene as depletant
Linear polystyrene (PS) is used as thenonadsorbing polymer to induce the attractive
interaction in the PMMA solution. The radius of gyration Rg andmolecular weights
Mw of each polymer used in this work is listed in Table 3.1. The radii of gyration Rg
are initially estimated based on theta values from [151]. Since the solvent mixture
for density and refractive index matching are good solvents for PS, the polymer
coils are therefore in a swollen state. Determining the Rg of PS has been proven to
be difficult withmeasurement errors typically around 10%. Therefore, we estimated
our Rg by mapping it to the reduced second virial coefficient B∗2 =−1.5 at criticality
which has been shown to be a more accurate way to determine Rg [94, 95]. The
details of this mapping is given in the next subsection 3.1.3.
TABLE 3.1. A table of listing the details of polymethyl methacryate (PMMA),
polystyrene (PS) polymers and solvents used in this work.
Chapters PMMA diameter
σ
Solvents PS molecular weight Mwand radius of gyration Rg
Chap.4 1.4 µm ±4.0% cis decalin + cyclo-hexyl bromide (CHB)
Mw= 30×106 g mol−1 and
Rg = 203 nm
Chap.5 0.46 µm ±4.0% cis decalin Mw =3.46×10
6 gmol−1 and
Rg = 67 nm
Chap. 6 1.0 µm ±4.6% cis decalin Mw = 8.5×10
6 g mol−1 and
Rg = 128 nm
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3.1.3 Determination of radius of gyration and interaction potentials
We first constructed a phase diagram of the colloid-polymer systems using the
polymer volume fractions in reservoir as ordinates and the colloid volume fractions
as the x-axis. This was done by preparing colloid-polymer mixtures with various
amount of polymer added to colloidal suspensions of about 20% volume fractions.
A number of colloid-polymer mixture are prepared by adding more polymer to 20%
of colloidal suspensions. A series of data point with increasing amount of polymer
are observed using confocal microscope. As the amount of polymer increased, fluid
diffusivity started to slow down and eventually formed a gel. A spinodal line is
then sketched separating the fluid and gel phases. The criticality is determined by
varying the Rg so that the reduced second virial coefficient B∗2 is equal to -1.5 at
criticality (based on the extended law of corresponding states). In this case, the
Rg values are found to be within 10% range compared to Rg obtained from the
literature [151].
Based on the estimated Rg, the interaction potentials are then calculated using
the Asakura-Oosawa equation, given as:
(3.1) uAO(r)=













for σ≤ r <σ+σp
0 for r ≥σ+σp
where the fugacity zp is equal to the number density ρp of ideal polymers in a
reservoir at the same chemical potential as the colloid-polymer mixture. The result
is an effective interaction between the colloids of range qσ and well-depth uminAO . For
our parameters, Eq. 3.1 is expected to be highly accurate. The interaction strength
of the effective colloid-colloid is expressed using the well depth:
(3.2) uAO(σ)= uminAO = q2kBTρpσ3
π(3+2q)
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3.1.4 Preparing colloid-polymer samples
Experimental samples are mixed from either dry or wet colloids. Starting from
wet colloids immersed in cis decalin centrifugation results on a sediment pellet
consisting of PMMA colloids with cis decalin as supernatant. The supernatant is
then removed. The resulting sediment is assumed to be at a volume fraction φsed
≈ 0.64; the volume fraction at random close packing, φrcp and this sediment can
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then be diluted to make colloid-polymer mixture samples of known volume frac-
tion. The validity of φrcp ≈ 0.64 remains debatable due to the inconsistencies of
φrcp from different protocols [152]. Also, it was shown in a silica colloid system that
different areas of the centrifuged sediment have different concentrations varying
between 0.60 and 0.64 [153]. However, the centrifuge method is convenient and
is a consistent protocol that generate a series of sample with concentrations nor-
malised by the same volume fraction of sediment φsed [154]. For samples using dry
PMMA colloids, the mass of dry PMMA is weighed and cis decalin is added to a
pre-calculated mass in order to obtain the desired φ before adding PS solution. In
the case of density matched colloid-polymer samples like our work in Chapter 4,
a solvent mixture of cis decalin and cyclo hexyl bromide (CHB) containing 4mM
TBAB salt is used instead of cis decalin solvent.
Colloid-polymer samples are prepared as followed. Firstly, a stock solution of
PS in cis decalin is made by adding PS into the solvent and left to dissolve on rollers
at 40 rpm for at least 24 hours. Then, the required φ is obtained by adding solvent
to the wet or weighed dry PMMA particles. The sample is vortexed throughly before
adding PS solution to prevent PS branches from breaking in the vortex process. The
details of PMMA particles, PS polymers and solvents used in this work are listed in
Table 3.1.
3.2 Confocal microscopy
The confocal microscope principle was invented byMarvin Minsky in 1957. The
motivation behind this was the need to obtain images from thick samples while
reducing obscured information from the surrounding focal point. Light is focused
onto a specific level of the sample through a small aperture at one time, avoiding
undesired scattered light when the whole sample is illuminated all at once. The
radiation property of fluorescent substance is presented in the next section followed
by a brief discussion of the principle of confocal microscopy.
3.2.1 Fluoresence
Fluorophore dyes are added into the PMMA particles used in this work, which can
produce fluorescence when stimulated. When a fluorescent molecule is excited its
electron jumps to a higher energy level. This generally occurs when the molecule
absorbs a photon of high energy with the correct wavelength. The electron then
drops to a lower energy level when the fluorescent molecule loses some of the ab-
sorbed energy from collisionswith other surroundingmolecules. Then, the electron
relaxes further and returns to the ground state releasing a photon with lower energy
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than the above-mentioned absorbed energy. The electronic states of a fluorescent
molecule is illustrated in Fig. 3.1. The exact colour of emitted light is independent
of the absorbed light and dependent of the vibrational levels of the molecules. In
this work we employed PMMA particles dyed with rhodamine in chaper 4 and 1,1
dioctyadecyl-3,3,3,3-tetra methyl indocarbocyanine (DILC18) as fluorophores for
PMMA particles in Chapters 5 and 6.
FIGURE 3.1. A Jablonski diagram showing the electronic states of a fluores-
cent molecule.
3.2.2 The confocal microscopy principle
Specific point illumination on the sample and rejection out of focus light are the two
primary ideas behind laser scanning confocal microscope (LSCM) [156, 157]. The
basic optical path of confocal microscopy is illustrated in Fig. 3.2. The illumination
source is focussed on a point on the specimen plane through a pinhole, shown in
the figure as P1 and an objective lens. A second objective similar to the first, projects
an image of the spot illuminated area onto another pinhole, P2 in the figure, which
is in the conjugate plane as the illuminated spot. The term confocal originated
from the conjugate focal planes of P1, point spot on the sample and P2. The second
pinhole rejects out of focus light preventing it from reaching the detector. A detector
behind the second pinhole recognises the intensity of light passing through the
pinhole converts it to an electrical signal.
For a single point on the sample specimen to be in focus, it needs to be scanned
in order to produce an image. Also, since only a single point is illuminated to
produce an image at a time, the resulting total intensity is very low. This can be over-
come by using a laser light source to increase the intensity of each illuminated point
(an in turn the rate of scanning as well) like in confocal laser scanning microscope
(CLSM).
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FIGURE 3.2. The basic principle of confocalmicroscopy is shownhere. Point
focused light is illuminated onto the sample by the condenser lens. All
out of focus light is rejected at the confocal pinhole shown as dotted
lines. Adapted from [155].
In its implementation, it is rare that the confocal microscopy setup is as shown
in figure 3.2. In contrast, epi-illumination as described in Fig. 3.3 is used instead.
In this Fig. 3.3 setup, the two objective lenses in Fig. 3.2 are replaced by a single
objective lens. A dichroic mirror guides the laser light (blue line) to the direction
of a pair of mirrors. These mirrors scan the light in the x and y directions. The
light excites the sample (which contains fluorescent dye) after passing through the
microscope objective. The red line represents the fluoresced light of the sample
which goes back to the objective and is descanned by the same pair of mirrors that
scanned the sample. Then, the longer wavelength light goes through the dichroic
mirror through a pinhole that is in the conjugate focal plane of the sample. Here, at
the pinhole light from outside the confocal plane of the sample is rejected. Finally,
the light from the pinhole is measured and converted into a voltage by a detector:
e.g. a photomultiplier tube. A series of images recorded at different depths along
the z-axis of the microscope construct a “stack” of images within the computer
memory. The image stack can be combined using image processing software to
produce a 3-dimensional (3d) image of the specimen. This feature is utilised in the
cluster analysis in chapter 4.
3.2.3 Resolution
Resolution is the ability to discern two-close together objects in an image. Similar
to conventional microscopy, the resolution of confocal microscopy is limited due to
diffraction. A so-called Airy disk is producedwhen a small amount of light produced
from a small point source on the specimen collected by the objective and then
focused at a relative point in the image plane. Instead of the objective lens focusing
the produced light to a very small point in the image plane, the merging light
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FIGURE 3.3. A schematic diagram of the inner mechanism of laser scanning
confocal microscope (LSCM). The diagram is adapted from [6].
waves interfere at the focal point forming a diffraction pattern. This is the Airy
disk; a diffraction pattern resulted from light passing through perfect lens with
a bright circular disk in the middle and less intense circular rings surrounding it
when observed in x and y. An image of Airy disk is shown in Fig. 3.4. However, the
diameter of the Airy disk is determined by the numerical aperture of the objective
lens as well as the wavelength of the laser source [155, 157, 158].
The maximum resolution of the microscope is restricted by the Airy disk based
on the Rayleigh criterion. Based on this criterion, two objects are considered re-
solvedwhen it is separated inby their Airydisk radius. Formost confocalmicroscope
this limit is around 200 nm.
The point spread function (PSF) is a 3d diffraction pattern of a point object
under the microscope from light emission. The intensity pattern for the point
spread function (PSF) on the image plane is similar to the intensity pattern for an
Airy disk where it abates away from the centre in x and y and the intensity also
drops in the z-axial direction. Ascribing to the limitation in the optics, the decrease
of intensity is slower in the z direction causing the z resolution to be poorer than in
x or y where the maximum is reported to be around 500 nm [155, 157, 158].
Deconvolution
The process for image formation in confocal microscopy follows the assumption
that it is linear and shift invariant. Linearity is met when the sum of images of two
distinct objects is the same to the images of the combined objects. The image of
a point object is the same from anywhere in the field of view when the process
is shift invariant. The optical image of a specimen is connected to the specimen
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FIGURE 3.4. Figure shows a) an image Airy disk with the black and white
inverted to emphasis on the secondary peak seen as the outer ring and
b) a curved graph showing the change intensity with radius. Figure
reproduced from [159].
mathematically by convolution where in the image plane a blurred image of the
object corresponds to each point of the specimen. Thus, an optical image, g ismade
of the sum of each PSF h multiplied by a function of light intensity emitted from
corresponding point object f which can be given as:
(3.3) g(r)= f (r)⊗h(r)= ∫ ∞
−∞
f (s)h(r− s)ds
where the image g, object f and PSF h are represented as functions of position (r).
Based on the convolution theorem, the Fourier transform (FT) of a convolution of
two functions is the product of the individual FT of the functions:
(3.4) G(S)= F(S)H(S)
whereG(S), F(S) and H(S) are the FT of g(r), f (r) and h(r) respectively. Although it
seems like undegraded object function F can be obtained by just dividingG/H in
reality it is not straightforward as that. There are regions of in which H(S) becomes
very small or zero and there is noise component which needs to be considered.
Dividing by a small component will amplify the noise further resulting to errors
in the final reconstruction. So the equation that describes the blurred image in
real space needs to include the noise component εwhere the blurred image is now
called k and given as:
(3.5) k(r)= f (r)⊗h(r)+ε
Thedeconvolutionprocess inverts the effect of thePSFon the specimenwhereby
the blurring due to PSF can be removed notably deeper in z direction where worst
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blurring usually occurs. There are different deconvolution algorithms and different
ways to calculate the noise term in Eq. 3.5. In the work described in chapter 4, the
confocal images were deconvolved using the commercial software, Huygens (SVI,
Netherlands) which carries several different deconvolution algorithms. The PSFs
were theoretically calculated by Huygens software.
(a) (b)
FIGURE 3.5. (a) Figure showing a xyz of 344×344× image before deconvolu-
tion (b) the same xyz image after deconvolution. Scale bars represent
10 µm.
3.3 Scanning electronmicroscopy
In scanning electron microscope (SEM) the specimen surface is irradiated with a
focusedelectronbeam.Theacceleratedelectronprobe is scannedacross the surface
sample inducing secondary electron emission from the surface. The topography
of the specimen surface is observed by two-dimensional scanning probe and the
image is obtained from secondary electrons [160].
3.3.1 The SEMmicroscope
For our work, we used a JEOL JSM 5600 LV electron microscope to determine the
diameter andpolydispersity of PMMAcolloids for our experiments. Themicroscope
is operational either in high or partial vacuummode (10−10−4 Pa), in accelerating
voltage of 1−30 keV. The working distance has the range between 5mmand 40mm;
adjusted according to the resolution required where a short working distance gives
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higher resolution. The emitted electrons are detected with a Everhart-Thornley
scintillator.
3.4 Sample preparation for observation using
microscopes
3.4.1 SEM Sample
A small amount of dilute PMMA in hexane solution is deposited on the surface of a
metal stub that fits into an SEM sample holder. This drop of solution is left to dry by
allowing the hexane solvent to evaporate completely. Preferably, the dried sample
forms a single layer of particles on the metal stub as is shown in Fig. 3.6 (a). Then,
15 nm of conducting layer of silver or gold is sputtered onto the sample to avoid
accumulation of charge on the non-conducting sample. However, the stabilising
hairs of PMMA particles collapse in when particles are in dry condition. Therefore
the diameter size measured using this method is taken to be the core diameter
[154]. The size distribution of the PMMA particles used in Chapter 4 and 6 is shown
in Fig. 3.6 (b).
3.4.2 Confocal Sample
There are twoways in which we prepared our samples for the confocal microscopes.
The first method, adapted for our work in Chapter 5, the PMMA+PS sample is
placed into borosilicate glass rectangular capillaries. The internal dimensions of
this capillaries are 0.10×1.00×50 mmwith glass thickness 0.10 mm. After loading
a) b)
FIGURE 3.6. (a) An image of PMMAparticles (used in Chapter 4) taken using
scanning electronmicroscope (SEM) and (b) the size distribution of
the PMMA particles used in Chapters 4 and 6.
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the sample, the capillary is sealed at both ends using epoxy glue in order to prevent
evaporation. This is illustrated in Fig. 3.7(a). The secondmethod is creating cells
using microscope coverslips as was done for experiments in Chapters 4 and 6. For
this purpose, thin microscope coverslips are mounted side-by-side on a standard
microscope glass slide forming a 8−10 mm space between the coverslips. Next, the
space is then closed by placing another coverslip on it and the left and right edges
are glued on the previously fixed coverslips. This creates a cell for the sample as is





FIGURE 3.7. A sketch of the 2 types of capillary used in this work (a) Borosil-
icate capillary with inner dimension of 0.1×1×50mm and (b) custom
made cell where the pink shaded areas represent the colloid-polymer
sample in the cells.
3.5 Particle tracking
The information obtained from the confocal images is characterised by analysing
the images using algorithms which have been previously discussed in detail [9,
161, 162]. A modified version of IDL routines written by Weeks, Crocker and Grier
are used for particle tracking in this work. The details of the algorithm are given
below. Although the algorithm was written for optical microscopy originally, it
has been improved for speed, precision and for tracking dense and dynamically
heterogenous systems [9, 161, 163].
The basic assumptions of the algorithm are the particles are spherical and that
the maximum local brightness represents the centre of the particle. The algorithm
detects the local intensity maxima within the image of the particle that is compara-
ble to the size of the particle. This is taken as the trial centre; a possible location
for the particle. A trial centre is chosen when there is no brighter pixel within a set
distance. This way of choosing the trial centre is continued to the pixel’s immediate
surrounding area, eliminating overlapping spheres and reduces the possibility of
duplicate candidate sites. This trial centre is presumed to be close to the spherical
geometric centres particle based on the preliminary steps given. Ideally, the bright-
est local maxima would be the pixel that is in the middle of the particle image as
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FIGURE 3.8. A series of images showing the range of pixel intensity usually
obtained from confocal microscopy. Starting from an ideal image in
(a) with the highest intensity in the centre. Considering the centroid of
an increasing cell repeatedly lead to the identified centre moved to the
centre of the object. Adapted from [73].
shown in Fig.3.8(a). The circle with dashed white line represent the set distance
of the trial centre which corresponds to the size of the particle. However, multiple
local maxima could occur within the image of a particle that are not in the centre.
This is illustrated in Fig.3.8(b) and highlighted in Fig. 3.8(c). The brightest pixel was
found like in Fig. 3.8(d) andwas taken as the initial point to decide the next centroid
of the nearest pixels which gives another estimation for the geometric centre of
the particle. This process was perform repeatedly until it reaches the radius of the
particle where in this work the minimum pixels for a radius are 5 xy pixels, as is
illustrated in Fig.3.8(d-g). Finally, after a number of iterations, the geometric centre
of the particle is determined Fig. 3.8(g). Iteratively measuring the pixel intensities
within the dashed circle allows better estimation for the particle coordinates, R as
given by Crocker and Grier (1995) [162]:
(3.6) R =
∑
i I ir i∑
i I i
where r i is the coordinate and I i is the intensity of the ith pixel.
Pre-processing of the raw microscope image was also carried out in order to
improve accuracy. Single-pixel detector noise can sometimes be misinterpret as
the particle centre. Therefore, noise need to be filtered out from the confocal im-
ages before using the algorithm for particle tracking. For example, deconvolution
process was carried out for the confocal images in Chapter 4. This process has been
explained in Section 3.2.3.
3.6 Simulation
In Chapters 4 and 5, we compare our experimental work with results from simula-
tion. Simulation in the chapters were done by Dr. Francesco Turci (Chapter 4) and
Dr. Christopher Fullerton (Chapter 5).
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In both chapters, the motion of the particles in the solvent is described us-
ing Brownian dynamics or overdamped Langevin dynamics using LAMMPS pack-
age [164]. Langevin dynamicsmimic theBrownianmotionof amesoscopic particles
diffusing in a solvent, replacing the molecules of the solvent as stochastic force.
The movement of the colloidal particle in a solvent is given the Newton equation of




where F(t) is the total force at time t and is given as:
(3.8) F (t)=−∇iV −γvi +
√
2γkBTξi
where−γvi is the frictional forceof theparticlemoving through the solvent,
√
2γkBTξi
is the random force (or the Brownian force) resulting from random collisions of the
particle and solvent and −∇iV is the force from interparticle interaction potentials.
Therefore, the evolution of velocities in time can be expressed as below where the
position of particles and velocities are considered as r i and vi respectively:
(3.9) m d
dt
vi =−∇iV −γvi +
√
2γkBTξi
where V is the total potential energy while γ is a friction constant and ξ a ran-
dom noise force. The natural time unit is considered as τ0. The damping time for
Langevin dynamics is given as τ0 = 0.1. The integration time steps = 0.001 τ0 where
420 steps corresponding to a single Brownian time.
3.6.1 Mapping interaction strengths between experiment and
simulation
The Morse potential, shown in Eq. 3.10 was used to substitute the AO potential
between the colloids. It was previously shown that this potential accurately replicate
the behaviour of the AO system, including its higher-order local structure [12].
The continuous form of the Morse potential; unlike the AO potential, makes it
convenient for simulation.
(3.10) umor(r)= εmore−2ρ0(r−σi j) −2e−ρ0(r−σi j)
where εmor is the potential well-depth, ρ0 is the attraction range and σi j is the
minimum of the interaction between particles of i and j species. According to
previous study [12] ρ0 can be taken as ρ0 = 25.0/σ̄.
The state points between the Morse potential used in simulation and the (ap-
proximate) Asakura-Oosawa interactions within the experiment were matched
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basedon theextended lawof corresponding states introducedbyNoroandFrenkel [123],
as was described in Chapter 2 Section 2.5. To map the state points between simula-
tions and experiments, identical well-depths and reduced second virial coefficients
B∗2 are required. B
∗








Here B2 = 2π
∫ ∞
0 [1−exp(−βU(r))]r2 dr is the second virial coefficient and σeff is the
effective diameter of a particle [165].
For the AO potential, σeff is equal to σ. While for the Morse potential (as given
in Eq. 3.10), the effective diameter is fractionally smaller than σ, but this effect is
very small for our parameters (around 1% of the diameter) therefore is neglected.
For the simulation results reported in this work, the value ofB∗2 that is associated
with the relevant Morse potential is calculated. Then, we calculated the well-depth
that would give the same value of B∗2 for an AO potential with corresponding size
ratios of polymer-colloid radii q. In the following chapters, simulation results are
labeled by these effective AO well-depths, which are indicated by uminAO . These effec-
tive well-depths are different from the well-depths εmor of the Morse potential but
are comparable based on the aforementioned method.
3.7 Structural analysis
To start our structural analysis, we first consider a two-point correlation using pair
correlation function g(r). Next, we conducted a higher order analysis for the full
changes occurring in the colloidal gel system. The higher order analysis techniques
are given following the description of two-point correlation method.
3.7.1 Pair correlation function
The pair correlation function or radial distribution function g(r) in a system of
particles is a method quantifying the density changes from a reference particle
in terms of distance r. It can be used as a measure of the probability of finding a
particle at distance r from the reference particle. Pair correlation function can be
calculated using the distance between all the particles and represent the calculation
into a histogram. The histogram is then normalised with respect to an ideal gas in
which the particle histograms are uncorrelated.
For the calculation of the pair correlation function from real-space particle
coordinate as in our work described in Chapter 4, a concentric shell of δr thickness
is taken around each particle. The number of particle centres n(r) that are present
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in this shell is determined. The particle density in the shell can then be calculated
by considering the volume of the shell 4πr2δr. The density (a function of r) , is then
normalised using the equivalent density for an ideal gas ρ, resulting to the pair
correlation function g(r), given as:
(3.12) g(r)= (1/ρ)n(r)4πr2δr
This method is shown in Fig. 3.9 is used to consider g(r). In the figure, a sus-
pension of hard spheres particles of σ diameter is illustrated. Hard sphere cannot
overlap therefore there is zero probability of finding a particle at distance r<σ. Then,
there is a jump at r =σ signalling the first peak occurs at σ and this peak corre-
sponds to the first layer of particles surrounding a reference particles, and the same
interpretation continues in the next peaks. The peaks decrease as r increases due
to the lack of long range order. In the dilute limit, the relationship between g(r) and
the interaction potential u(r) can be given as:
(3.13) g(r)= exp(−βu(r))
FIGURE 3.9. A suspension of hard spheres with corresponding g(r). Here
r is the distance from the centre of a reference particle shown in the
illustration as the central particle.
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where β = 1/kBT [71, 94]. This has been used previously to measure colloidal inter-
action directly using real-space analysis in several studies and has been shown to
work well at modest volume fraction φ ∼ 0.05 [94, 166].
3.7.2 Topological cluster classification (TCC)
The topological cluster classification (TCC) algorithm is an analysis method for
identification of local structures. The basic concept of TCC is built on an idea
proposed by Frank in 1952 [167]. In the seminal paper, it was proposed that a
liquid system undergoing cooling to below its melting temperature, the atomic
level arrangements of atoms within the liquid determine its ability to freeze when
supercooled.
In order to demonstrate this, 13 particles in isolation forming minimum energy
clusters were used as an example. When the particles are arranged into a regular
icosahedron, a cluster with lower free energy as compared to compact FCC or
HCP crystal clusters formed from the 13 particles. Therefore, it was concluded that
icosahedral formations would be more likely than the FCC and HCP arrangements
in supercooled liquid [168].
The TCC algorithm follows the consideration made in 1952 where minimum
clusters of 13 particles are used as an example, extending the idea to minimum en-
ergy clusters of other numbers of particles and different interaction potentials [169].
The algorithm locates clusters of n particles which are topologically equivalent to
the minimum energy structure for n particles which are considered in isolation.
The TCC are able to locate the structure based on a database of candidate struc-
tures which includes the clusters in the ground state for the Morse potential for
all values of the interaction range ρ0. In the database there are also the previously
mentioned clusters of 13 particle packings consisting of a central particle and 12
nearest neighbours which correspond to the pieces of FCC and HCP bulk crystal
structures.
The initial stage of the TCC analysis is identification of the first nearest neigh-
bours of each particle using the modified Voronoi decomposition method. The
system is divided into regions comprising of a single particle and all the closest
points to it in space. Two particles are considered as neighbours only when their
Voronoi regions share a face and a line that connect the particles’ centres. The line
would intersect the face which is illustrated in Fig. 3.10. These two particles must
also be separated by a distance shorter than some threshold or cut-off rc which we
set to be 1.4σ. It has been shown that this cut-off value is large enough to record
any significant bond network [10]. It was only when these conditions are fulfilled
that these particles are assigned as nearest neighbours, or bonded.
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In the next stage, three, four and five-membered shortest-path rings in the
bond network are located. The shortest-path ring is determined from the shortest
possible path connecting the particles inside the ring-bonds without a possibility of
a shortcut to shorten the ring [170]. The detection of four-membered rings are often
hindered due to thermal fluctuations inherent in the system. These four-membered
rings are substructures in detecting octahedra and crystal packings. A perfectly
square arrangement drifted to a rhomboid arrangement can prompt formation of
an additional bond formed across the centre of the four-membered ring connecting
two opposite vertices. Therefore, a modification that allows a certain amount of
asymmetry in a four-membered ring before a further bond is identified across the
ring, dividing it into two three-membered rings is introduced as was proposed in
[171]. In our work, a dimensionless parameter fc with the value of 0.85 is used to
address this issue. The choice of fc = 0.85 value is based on previous work that used
similar colloid-polymer model [10].
In the final step, a hierarchical approach is adopted by the algorithm in identify-
ing clusters that corresponds to those in the database. A number of basic clusters
are located first. These basic clusters are made of a shortest-path ring where all the
ring’s particles share up to two common nearest neighbours. Spindle particles are
FIGURE 3.10. Particles are consideredneighbourwhen their Voronoi regions
share a face and a line connecting the particles’ centres intersects the
shared face. The intersecting lines are shown in blue line. However,
the red line demonstrates the eliminating neighbours condition that
while particle i and k shares a face, the line connecting their centres
does not intersect with the shared face. Figure is adapted from [10].
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not required to be bonded to one another but are otherwise bonded to all particles
in the ring. These basic structures are compatible to pieces of larger cluster struc-
FIGURE 3.11. A diagram of clusters identified using the topological cluster
classification (TCC). Adapted from [172].
tures and also correspond to smaller local favoured structures. Therefore, a series of
detection routines are carried out in order to classify the larger compound clusters
from the basic clusters. The ensuing result of identifying the local structures using
the TCC is that each particle belongs tomultiple structures. Here, a particle is linked
with only the largest structure from among the multiple structures it belongs to.
This is shown in the form of fraction, Nc/N where Nc is the number of clusters and
N is the total number of particles detected using the particle tracking. TCC results
are presented in Chapters 4 and 5.
In our work, we focused on specific clusters shown in Fig. 3.11. These clusters
are identified as ground state clusters formed by systems with short-ranged Morse
potential [169] which are applicable to colloid-polymer mixtures. The basic princi-
ple of comparing these structures originated from the Noro and Frenkel work [123]
then further studied by Lu et al. [173] where the structures in the attractive systems
are not dictated by their potentials.
3.7.3 Common neighbour analysis (CNA)
Common neighbour analysis (CNA) was first introduced to analyse themelting and
freezing of Lennard-Jones clusters [174]. Thismethod recognises particles shared by
a pair of particles called the root-pair. The root-pair might or might not be bonded
to one another. Four integers are used to characterise the common neighbour
analysis where the first integer indicates whether the root-pair is bonded or not.
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FIGURE 3.12. A diagram of common neighbour analysis showing clusters
typically seen in dense atomic systems. Black circles are representative
of common neighbours shared by a pair of particles (not shown in the
diagram). Figure is adapted from [174].
The number 1 is used if the root-pair particles are bonded and number 2 is
used if they are not. Then, the second integer is the number of particles shared
by the root-pair. The third integer represents the number of bonds between the
neighbouring particles and lastly, the fourth integer indicates specific diagram
when the first three integers are insufficient in characterising the particles. An
example of these four integers are shown in Fig. 3.12, where the shared particle are
represented in black circles and the root-pair is not shown. This analysis is carried
out in Chapter 5 to identify crystallinity in local structures of the sedimenting gel.
3.7.4 Bond order parameterψ6
This was first introduced to study the local orientational symmetry in simulations
of supercooled liquids andmodels of metallic glasses [131, 175], bond order para-
meters have been widely used to study various types of systems. Other than the
original application that is to study the structural ordering in supercooled liquids
bond order parameters have been used to examine structure at interfaces [176]
and in model atomic clusters [177]. Most strikingly, bond order parameters can be
applied in the crystallisation research for structural analysis [25, 106, 107]. It has
been shown that bond order parameters are useful for detecting the crystallinity of
a system, although not sensitive to possible different types of crystalline ordering
[107].
In Chapter 6, bond order parameters are used to represent the degree of crys-
tallinity in the system. This was carried out by considering the local crystallinity
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bond orientational order parameter ψ6 for particle j using the following equation.






where z j is the number of neighbouring particles for particle j, m is used to label
the neighbours and θ jm is the angle formed between the bond connecting particles
j and m and a reference axis. The average of ψ j6 over all frames of images acquired
gives the ψ6 of internal structures and this is given as:






where 〈· · · 〉 represents the time average. The ψ j6 value ranges between 0-1 where 1
represents perfect crystalline ordering around particle j, while lower values rep-
resent weaker magnitude of local crystalline ordering. This is used to evaluate
the degree of crystallisation after the colloid-polymer gel samples are put under
temperature cycling in Chapter 6.
3.8 Summary
The preparation of colloid-polymermixtures, starting with the determination of the
radius of gyration of the polymers used is presented and discussed. We have also
described the principles of confocal microscopy and size characterisation using
scanning electron microscopy. Using the information from particle tracking, we
then described the structural analysis methods. The pair correlation function is the
most common way of describing the density distribution of the system. However,
this result lacks some structural information at particle level. To address this, we
consider higher order structural analysis, the topological cluster classification and
common neighbour analysis both gives local favourite structural information. The
topological cluster classification is based on complete crystalline cluster whereas
common neighbour analysis could detect a crystalline precursor. Finally, bond










Crystallisation in colloidal gels: a particle-resolved analysis
In this work, I describe experiments on the 3d structural evolution of colloidpolymer system. The goal of the experiments is to understand the assemblyprocesses leading to crystallisation using a higher-order method of detecting
the structural changes as function of time.
The motivation of this work is due to the self-assembly puzzle that has long
been the interest of the scientific community. Self assembly is the organising of
components into apredeterminedpatternor structurewithout human intervention.
This process is evident in nature and technology; for example in the assembly of
viral capsids [36, 37], crystalisation [27, 38, 39] and has potential in a range of
applications like photonics [40]. In recent years, there have been developments
in the synthesis of particles with controllable interactions [48, 50, 98], where an
ordered phase of these particles were reported [51–54].
During the dynamical self assembly process, the formation of disordered ag-
gregates often disrupts the formation of a stable ordered phase. However, it is not
always clear whether the source of this disruption is caused by thermodynamics or
kinetics [55]. Although kinetic traps are not reported in the the classical theories of
phase transition [56] these traps are often encountered in experiments on colloids
[32, 57, 58, 95, 117, 178–182]. For a short range attractive interaction system un-
dergoing crystallisation, it was discussed that in order to avoid the ineffective self
assembly, a small optimum range of attractive interaction is required where bond
reversibility is possible to remove any defects during assembly [37, 39, 58, 96, 105].
This led to the idea that further optimisation could be achieved by changing the
degree of attraction during self assembly process. This optimisation work has been
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done in simulation [1, 183] and realised in experiments by careful parameterised
to the square well [95]. In this work, we follow the structural evolution of instan-
taneous quenched system for later comparison to controlled quenching in the
temperature controlled colloid polymer system in Chapter 6. Quenching is the
most efficient when it is done on a time scale shorter than the colloidal relaxation
so that phase separation does not occur. Instantaneous quenches are impossible in
molecular systems. The dynamics of such systems are usually too fast that obtaining
a quench rate that avoid phase separation can be challenging [117]. Meanwhile, for
gel systems where the interactions are mediated by the addition of non-adsorbing
polymer, instantaneous quench is considered to be the route to gelation [180].
Therefore we used depletion mechanism, introduced in subsection 2.2.5, as
the driving force to promote the assembly of colloidal particles into clusters. The
advantages of using such systems are the interparticle attractive forces can be
tuned and controlled unlike in molecular systems and that it is possible to study
the structure of the suspension at the single-particle level, using optical or confocal
microscopy. This has been previously discussed in Section 2.1.
Although the full understanding of gelation remains a challenge, in the case of
the colloidal gels in this work, the dynamically arrested network passes through its
energy landscape towards an equilibrium state of crystal-gas phase coexistence at a
very slow rate [32, 184]. The gelation process begins with demixing of the particles
into a (colloidal) “gas” and “liquid”. Spinodal decomposition leads to a network
of particles [22, 28, 173, 185, 186]. Here the “liquid” has a sufficiently high density
(φ & 0.58) to exhibit slow dynamics [59, 117, 173]. The network can remain for
years [187]. However, if the self-generated or gravitational stress is weaker than
the yield stress [188], for monodispersed colloidal particles, crystallisation may
eventually occur [32]. The resulting crystallisation from such /ARa dynamically
arrested network has been seen in simulation [39, 180, 189] and experiment [181].
In our work, demixing is driven by effective attractions between the colloidal
particles induced by the addition of non-absorbing polymer. In the case of short
range attractions, the behaviour of the system is insensitive to the precise nature
of the interaction [127] so the square-well model studied in simulation [39] can
be taken as a reasonable model of the experimental colloid-polymer mixture. The
simulation work reported in this chapter was carried out by Dr. Francesco Turci.
Previously, it has been shown that gels can self assemble to the ordered array
characteristic of a crystal both in experiments [181] and simulations [180]. On
the way to crystallisation, more subtle structural changes may also occur. Similar
to vitrification[190], gelation is accompanied by changes in local structure. The
local structural changes are not clearly shown in pair correlation function g(r)
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[117, 191, 192]. Therefore, a higher-order correlation is needed in detecting the
changes in the local structures. This chapter focuses on the structural analysis of
the process bywhich a gel transforms from its initial state of locally rigid amorphous
structure [117] to being locally crystalline. On the following sections the sample
preparation and techniques used to analyse the system will be detailed.
4.1 Methods
4.1.1 Model and interaction potential
For this work, the colloid polymer system is taken to follow the Asakura-Oosawa
(AO) model [15–17, 193], where colloids are treated as hard-spheres and polymers
are assumed to be interpenetrating sphereswith a hard interactionwith the colloids.
The details of this model is given in Chapter 2 subsection 2.2.5. The effective pair
potential between the colloidal particles in the AO model shown in the above
mentioned subsection in Fig. 2.3 [17, 112, 113], which is rather accurate for our
parameters [12, 94].
The details of mapping the AO andMorse potentials are discussed in Chapter
3 Section 3.6.1 based on the second virial coefficients B∗2 values. In the following
sections, simulation results are labeled by these effective AO well-depths, which
are indicated by uminAO .
4.1.2 Experimental setup
For this work, sterically stabilised polymethyl methacrylate (PMMA) particles la-
belledwith rhodamineas thefluorescentdyearemixedwithnon-adsorbingpolystyrene
(PS) polymer. The diameter and the polydispersity of the PMMA is σ=1.4µmand 4%,
respectively, determined using scanning electronmicroscopy. Fig. 4.1 shows the im-
age obtained from scanning electron microscopy. The polymer molecular weight is
Mw = 30×106 g/mol, leading to a polymer-colloid size ratio of q =2Rg/σ=0.3, where
Rg is the polymer radius. We estimated the polymer radius of gyration as Rg=203
nm in ideal solvent based onmethod previously detailed in Chapter 3 subsection
3.1.2. The overlap concentration is cp = 2.49g/L.
Our colloid-polymer system is suspended in a mixture of cis-decalin and cyclo-
hexane bromide (CHB) in order to obtain a density and refractive index matched
suspension. Any residual electrostatic interactions were screened by adding 4 mM
tetrabutylammoniumbromide (TBAB) salt to the solventmixture.Densitymatching
between the particles and solvent mixtures is achieved by centrifuging the sample
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FIGURE 4.1. Figure is showing a) an image of PMMA used in this work taken
using scanning electron microscope (SEM). The scale bars represent 2
µm and b) size distribution of the PMMA.
for 15 mins at 11 000 rpm. The interaction potential between the PMMA particles is
controlled by the concentration of polymer added as described in section 4.1.1.
The sample is then transferred into custommade cells as described in Chapter
3 subsection 3.4.2. Once the sample is in the cell, the openings are sealed with
epoxy resin. The height of the capillary is estimated to be between100-150µm. This
determination was carried out by taking the z-stack images of the whole capillary
using confocal microscopy (Leica SP8). The temporal changes of the colloidal gel
were attained in cubic images of xyz volume of 48×48×48 µm. The first image
was taken after 103 τB sample added into the cell and further structural changes
is observed up to 4 days. To delay the sedimentation in the z axis, the capillaries
were kept so that the longest axis was in an upright position. Based from the images
taken, the coordinates of the particles were obtained with a 3d particle tracking
algorithm adapted from [194].
As our unit of time, we use the Brownian time which we define as the typical
time for a free colloidal particle to diffuse a distance comparable with its radius:





(4.2) D = kBT
3πησ




The experimental polydispersity was mimicked by using several particles of differ-
ent sizes. A total of N = 10000particles in a cubic simulation box of size L×L×Lwith
L = 29.2σ̄, where σ̄ is the average sigma of the particles (setting the units). We use
a mixture of 7 components approximating a polydispersity of 4% with a Gaussian
probability distribution of mean σ̄ and standard deviation ∆ = 0.04σ̄. The parti-
cles have σi = 0.88,0.92,0.96,1.0,1.04,1.08 and 1.12. The volume fraction is φ 0.2
(matching the range of volume fractions used in experiment). All particles have the
same mass of m. The Morse potential, as given in Eq. 4.3 was used to substitute
the AO potential between the colloids in the simulation. In Chapter 3 we presented
the details of the Morse potential and previous work which shown this potential
accurately replicate the behaviour of the AO system [12].
(4.3) umor(r)= εmore−2ρ0(r−σi j) −2e−ρ0(r−σi j)
where εmor is the potential well-depth, ρ0 is the attraction range and σi j is the
minimumof the interaction between particles of i and j species. Following previous
study, ρ0 is taken as ρ0 = 25.0/σ̄[12].
Themotion of particles in the solvent is described using Langevin (or Brownian)
dynamics using LAMMPS package[164] as given in Chapter 3 Section 3.6. The sys-
tem started at random configuration corresponding to a liquid at high temperature
then quenched to final interaction potential of uminAO =4 kBT and 5 kBT.
4.1.4 Structural analysis
As was previously discussed in the introduction of this chapter, subtle changes in
local structure due to gelation are not clearly shown in structural analysis using pair
correlation function g(r), we therefore probe the local structure in our gels with two
methods. First, we consider the 2-point correlation function g(r). By comparison,
we expect [117, 190], that higher-order methods may yield more insight into the
local structure. For this purpose we use the topological cluster classification (TCC)
[10]. The TCC identifies regions of the system whose bond network is topologically
equivalent to isolated clusters which minimise the energy of the Morse potential.
For the parameters we consider here, the Morse interaction is a very accurate
representation of a colloid polymer system [12].
More specifically, the Morse clusters identified correspond to a relatively short
range, with range parameter ρ0 = 25.0 (in the notation ofDoye andWales [169]). Due
to the large number of structures identified by the TCC we chose to narrow down
our analysis to structures interacting via the range parameter mentioned above
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and represent the minimum energy structure for an isolated group of n particles
where 56 n6 13. The 13 particle clusters which represent face centred cubic (FCC)
and hexagonal close-packed (HCP) are also identified. Figure 4.2 illustrates several
of the clusters we focused on this work.
4.2 Results and discussion
We present our results by first discussing the phase behaviour of the experimental
system. Then, discussion of the analysis begins by considering the snapshots of the
raw image data. Next, the widely used pair correlation function g(r) as descriptor
of local structures for gels at different times is discussed. It has been reported that
significant structural changes accompany the gelation process, moreover, to ageing
colloidal gels [117]. Therefore, the changes to the local structure of our colloidal gels
as time progresses were analysed using the Topological Cluster Classification (TCC)
[10]. The pair correlation functions and cluster identification were performed by
employing the 3d coordinates from particle tracking.
4.2.1 Phase behaviour
Summary of the states observed in the experimental colloid polymer mixture is
shown in Fig. 4.3. The axes of the phase diagram give the colloid volume fraction φ
FIGURE 4.2. The chosen clusters identified by Topological Cluster Classifi-




and interaction strength u(σ) of the colloid polymer system. The critical point of
a system was estimated based on the extended law of corresponding states [123]
at B∗2 = −1.5, as was discussed previously in Chapter 2. In the experiments, the
critical point is φc=0.31 with interaction strength u(r) = 2.64 kBT estimated from
[95, 195, 196]. The spinodal line is represented by the dashed line and its flat shape
is typical for colloid-polymer mixture with q ≈ 0.3 interaction range as our system.
The physical attributes of the phases are also shown in Fig. 4.3.Minimal addition
of polymer resulted in weak attraction and the colloidal particles are still diffusing
freely in the fluid phase. However, increasing the addition of the polymer, elevated
the interaction strength leading to particle aggregation and the eventual arrested
phase. Due to the highmonodispersity of the particles, emergence of crystalline
structureswere visible almost instantly, when the interactionpotential of the system
is close to the spinodal line.
4.2.2 Time evolution
We begin the analysis by considering the raw image data as shown in Fig. 4.4.
Here we see the increasing crystallinity of colloidal gel of 3 kBT with time. Due
to the high monodispersity of the particle, crystallisation can be observed almost
FIGURE 4.3. Phase diagram of the experimental colloid-polymer mixture
with q = 0.3, as a function of colloid volume fraction φc and attractive
interaction strength uminAO . Green squares indicate gels while the blue
circles indicate homogeneous fluids. The is the critical point deter-
mined based on the reduced second virial coefficient B∗2 and critical
isochore estimated from the literature [95, 195, 196]. The scale bars
represent 10 µm.
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FIGURE 4.4. The formation of crystalline clusters with time for 3 kBT col-
loidal gel. The scale bars represent 10µm.
instantaneously for 3 kBT gels. Starting from a typical coarse gel branch network,
some ordering in the network is evident starting from τB ∼ 3.8×104. Then, breakage
of the network “arm" leads to the formation of crystalline clusters as the time
progresses.
4.2.3 Two-point structural analysis
The pair correlation function g(r) results of the experimental system are shown
in Fig. 4.5. All of the graphs displayed a common feature for quenched systems
with arrested phase, the presence of a split second peak in each colloidal gel. The
overall shape of the pair correlation is unaffected with the increasing interparti-
cle attractions. Additionally, the 3 colloidal gels demonstrated long-range density
fluctuations based on the longer oscillation decay to unity [197].
For a colloidal gel with interaction strength of 3 kBT, the two-point structural
analysis changes rather little as a function of time, although there is some further
enhancement of the second peak. In Fig. 4.5 (a), a subtle second peak appearedwith
the progress with time. The emergence of a short-range order of sixfold symmetry in
a crystalline structure can be its contributing factor. The changes in the second peak
is often associated with the liquid approaching crystallisation[198]. Meanwhile,
the g(r) of 4 kBT and 5 kBT colloidal gels also show very little changes with time.
Although there is a slight decrease in separations, colloidal gels between 4 kBT and
5 kBT reflecting the increasing interaction strength. The emergence of additional
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peaks are expected in two-point structural correlations upon full crystallisation,
as was observed in 3 kBT colloidal gel. However, changes in amorphous structure
and partial crystallisation can be harder to detect [117, 190]. Based on the figure,
the two-point analysis definitely displayed some structural changes both with time
and increasing interaction strengths but it does not offer any information on the
local structures at particle level. For this we used topological cluster classification
for higher-order structural analysis.
4.2.4 Higher-order structural analysis
The structure of the gel network is formed of connected clusters ofminimumenergy
(m < 14) [117, 180] which are illustrated in Fig. 4.2. These are identified using the
topological cluster classification (TCC) along with the face centred cubic (FCC) and
hexagonal close-packed (HCP). In all the graphs, NC is the number of particles in a
particular cluster and N is total number of particles detected.
Figure 4.6 shows experimental results of the changes in local structure during the
crystallisationprocess for gelswith u(σ)=3 kBT, 4 kBT and5 kBT. In the experiment,
the first image was captured around 103 τB after the sample was prepared.
As it is presented in Fig. 4.6, initially all of the dynamically arrested networks
are dominated with 8, 9 and 10 particle clusters. These clusters are made of single,
double and triple five-membered rings respectively, and are not compatible with
the crystalline phase. It has been shown in simulation five-fold symmetrical clusters
suppress crystallisation [75, 199–201] and the same clusters are common in dense
fluids [11]. The five-fold symmetrical clusters are frequently found in colloidal gels
like the systems reported here [180, 202] and in molecular gels [203]. However, as
time progressed a significant decrease of the five-fold symmetrical clusters are
clearly visible in 3 kBT gel, demonstrated in Fig. 4.6 (a). For example, clusters with
10 particles showed a 10-fold decrease by the end of experiment. In contrast, the
population of crystalline clusters; face-centred cubic (FCC) and hexagonal close
packed (HCP) increased 10-fold at 4× 104τB; about at the same time when the
five-membered rings showed a decrease. This suggests that in the u(σ) = 3 kBT
gel, structural rearrangement occurs in the crystalline frustrating five-fold clusters
where the particles detached and formed favourable crystal forming clusters. The
rapid formation of crystalline structures is in the expense of five-fold symmetrical
clusters reached a plateau once the bulk of the system has crystallised.
On the other hand, in Fig. 4.6 (b) the numbers of FCC and HCP remained some-
what constant with some fluctuation throughout the experiment. Meanwhile the
five-membered ring clusters showed a gradual increase as time progress. The fluc-
tuation of the crystalline structure numbers suggests that the creation and melting
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of local ordered organisation in the network. Overall, all of the clusters in 4 kBT gel
maintained a constant fraction number the entire experiment.
For a gel with u(σ) = 5 kBT shown in in Fig. 4.6 (c) the population of clusters
with 8, 9 and 10 particles displayed a steady increase until the end of observation.
Interestingly, thenumberof FCCandHCPclusters also showeda slight increasewith
some fluctuations by the end of observation but these numbers are significantly
less compared to the number of five-membered ring clusters present. Both in (a)
3 and (c) 5 kBT the growth of higher numbered clusters are accompanied with
the decrease number of smaller clusters, for example five particle clusters. This
is due to the smaller structures are incorporated into the larger clusters creating
compound clusters.
Figure 4.7 shows the local structural changes for gels with uminAO = 4 kBT and 5
kBT interaction strengths from simulations. The number of clusters detected are
clearly more than that of in experiments based on the higher fraction number in
Fig. 4.7 (a) and (b). At certain times some clusters were detected as zero by the TCC
resulting to the absent points in the logarithmic y-axis graphs on the left panel.
For uminAO = 4 kBT gel shown in Fig. 4.7 (a), clusters with 10 particles decrease
significantly with time while drastic growth of FCC and HCP clusters is apparent.
The trend that is observed in uminAO = 4 kBT simulation result is comparable with
u(σ) =3 kBT gel from experiment whereby both systems are considered as shallow
quenched systems. That is to say, the number of crystalline clusters increased at the
expense of depleting five-membered ring clusters indicating the same structural
rearrangement of the five-membered ring clusters to form a network of ordered
clusters. However, there is a slight difference in the type of six-fold symmetrical
clusters significantly formed in each system. The highest number of six-fold sym-
metrical clusters formed in the experimental system is the HCP while it is the FCC
in the simulation system. In the shallow quenched systems, reversibility is possible
for the clusters to correct its bonding to promote stable crystalline ordering.
For uminAO = 5 kBT gel, the initially decreasing population of clusters with 8 and
9 particles showed an increase by the end of the simulation. Meanwhile, a drastic
decrease is observed for clusters with 10 particles but this decrease was not accom-
panied by an increase of crystalline clusters like FCC and HCP. Looking at u(σ) =4
and 5 kBT gels from experiment, and uminAO = 5 kBT gel from simulations, for a deeply
quenched system, the initial five-fold symmetrical clusters only increase with time.
Particularly, larger five-fold symmetrical clusters such as the 8, 9 and 10 particles
clusters. The colloidal particles in these deeply quenched systems, are irreversibly
bonded, corrections are not possible. Furthermore, both in the experiments and
simulations, the fraction of 8 membered clusters shows an increase. This is an
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indication that, deep quenched systems are kinetically trapped in the local minima
and if there are any rearrangement occurring within the systems, it is not accessible
within the experiment duration. In both uminAO = 4 kBT and 5 kBT gels, cluster with
12 particles show a significant presence unlike the results from experiments. The
absence of hydrodynamic interaction in the simulations are the main contributing
factor in promoting the growth of larger clusters in the simulated gels. This could
also be attributed to the higher number of FCC crystalline clusters in the uminAO = 4
kBT gel than in the 3 kBT experimental gel.
In both experiment and simulation, systems with weak interaction strength or
less quenching shows a higher degree of crystallisation as time progress. This is
in agreemen with previous report [1]. Nevertheless, the lack of crystallisation in
deeper quenched systems is emblematic to kinetically trapped systems [1, 117, 180].
4.3 Summary
Here, temporal studies of crystallisation in dynamically arrested networks have
been carried out in experiments and simulation. The interaction strengths of the
simulations are mapped to that of experimental systems using Morse potentials.
This potential has been shown to accurately replicate the behaviour of the AO
including its higher-order local structures [12]. Comparisons of cluster populations
reveal strong structural similarity between experiment and fitted simulation. These
are taken as indicators that the state points of the systems are rather similar.
Measuring the development of the six-fold clusters, HCP and FCC, allows com-
parison of crystallisation kinetics between experiment and simulation. Both are
seen to have drastic crystallisation growth in the shallow quenched systems. While
there is a discrepancy in the types of six-fold symmetrical clusters observed in each
system, the overall trend of depleting numbers of five-fold symmetrical clusters
in both shallow quenched systems are evident. The higher number of HCP in the
experimental system is due to its larger system size as compared to that of the
simulations. The experimental system is four orders of magnitude larger than the
simulations. The finite system size in the simulations, might restricts crystallisation
in the percolating network to the ground structure of crystals that is the FCC.
Using the topological cluster classification, the effective self-assembly is anal-
ysed in terms of the local structures evolved. In parallel to a number of studies on
similar colloid-polymer system, crystallisation is observed in shallow quenched
systems [1, 39, 183]. The reversibility of the system enables the clusters to correct
any ineffective aggregation. On the other hand, in the deeply quenched system the
65
CHAPTER 4. CRYSTALLISATION IN COLLOIDAL GELS: A PARTICLE-RESOLVED ANALYSIS
significant number of five-fold symmetrical clusters is in agreement with a number
of studies [86, 201]. These clusters are important motif in the kinetically trapped
systems and are reported to suppress crystallisation [75, 199–201].
Examining the local structures temporal evolution in the colloid polymer system
using two-point structural analysis; the pair correlation function, gives very little
detail when compared to the topological cluster classificationmethod. Here, we
have shown that to capture the structural evolution of an ageing colloid polymer
systems, a higher-order structural analysis method are required.
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FIGURE 4.5. The temporal progress of pair correlation functions of (a) 3, (b)
4 and (c) 5 kBT experimental systems. The changes in time are off-set
in the y-axis for clarity.










FIGURE 4.6. Results from experiments showing the particles population
with time evolution for u(σ) (a) 3 kBT, (b) 4 kBT and (c) 5 kBT colloidal
gels. Logarithmic ordinate has been used in left panel to better show
the cluster populations changes. The temporal population of corre-
sponding u(σ) is shownon the right panel in bar-graph representations.










FIGURE 4.7. Results from simulation showing the particles population with
time evolution for uminAO (a) 4 kBT and (b) 5 kBT colloidal gels. Logarith-
mic ordinate has been used in left panel for clarity. Disjointed temporal
progress to some clusters indicates zero number of clusters were de-
tected as is evident in the right panel bar-graph representations. Nc












Effects of vertical confinement on gelation and
sedimentation of colloids
This chapter has been published as: A. Razali, C. J. Fullerton, F. Turci, J. Hallet, R. L.
Jack, and C. P. Royall, “Effects of vertical confinement on gelation and sedimenta-
tion of colloids,” Soft Matter, vol. 13, pp. 3230–3239, 2017
A rich behaviour is displayed in non-equilibrium colloidal systems due togravity [204]. This is contributed to the coupling between gravity, chemicalpotential [71, 139, 205, 206] and hydrodynamic interactions between par-
ticles [141, 207–211]. In addition, the addition of attractive interactions between
the colloidal particles results to rich behaviour in stable systems without a grav-
itational field [32, 204]. Specifically, a network of particles induced by spinodal
decomposition [22, 173, 186, 212, 213] can proceed to undergo dynamical arrest
and network: form a gel [214, 215]. The addition of non-absorbing polymer induces
effective attractions in these colloidal systemswhere the equilibriumproperties can
be derived from an effective one-component system of colloids. The interaction
strength is determined by the polymer concentration [113, 216].
It was previously discussed that novel structure-dynamical correlations can
occur from phase separation and sedimentation [32, 204–206, 217]. In the bulk
colloidal systems, sedimentation is usually prevented by gelation due the pres-
ence of a finite yield stress in the network of arrested colloidal particles in gels
[32, 59, 184, 218]. The arrested network is able to support its own weight while
preventing sedimentation. Therefore, gels are often used to stabilise various com-
mercial products by overcoming sedimentation [28, 29]. If the innate or gravita-
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tional stress is weaker than the yield stress gels can remain for a long time [219];
up to years [187]. However, sedimentation often occurs in gels [119, 140, 220]. The
onset of gel collapse can be sudden [24] and as was previously discussed in Chap-
ter 2 section 2.6.3 this phenomenon remains poorly understood. In this delayed
collapse, very small changes in the macroscopic properties are observed in the
same timescales considered in this work. However, the system begins to sediment
initiated by a change on a timescale of 105 particle diffusion times or more [24].
Previously, in large experimental systems where the particles are at least 105
times smaller than any linear dimension of the system, there may be at least 1015
particles in the system [24, 32]. Plus, the associated experimental timescales for
sedimentation are at least of the order of 105 diffusion times. At present, in order to
theoretically consider such large systems, only approximate approaches such as
imposing one-dimensional solution to the height profile such as “batch settling”
[31] and dynamic density functional theory [94, 221] has been performed. To the
best of our knowledge such theoretical approaches have not been extended to
consider systems which undergo gelation. This leaves computer simulation as a
means to treat the problem of sedimenting gels, but the timescales (up to years)
and the macroscopic system sizes are not accessible to direct simulation.
In this chapter we show that it is possible to conduct experiments in much
smaller systems by using glass capillaries. Figure 5.1 shows the difference between
bulk systems (as reported previously [24, 32]) and the system size used in this work.
Here the relevant linear dimension (the height) is of order 100 particle diameters
which is manageable in computer simulation. Therefore, such small systems offer a
way where the simulation can be compared with experiment. Brownian dynamics
simulations were employed by Dr. Christopher Fullerton where solvent-mediated
hydrodynamic effects are included only at the one-body level (that is Stokes drag),
and hydrodynamic interactions between the particles are neglected. Such interac-
tions can have significant effects in sedimentation [31, 141, 210, 211, 222] and in
gelation [223, 224]. However, in order to consider these interactions in simulations
would limit the accessible time scales and system sizes. Furthermore it can be
expected that the effects of hydrodynamic interactions are reduced due to the small
Peclet numbers in these experiments.
The sedimentation behaviour of bulk gels has been previously extensively stud-
ied [24, 225] and it is known to be characterised by an initial delayed collapse
followed by a slow settling that can take 60 hours [24]. It has also been widely ac-
cepted that thermal ageing contributes to the fragility of gel, until it reached a
critical time when gel cannot support its own weight and collapse. Large-scale
fractures and heterogeneities in the form of ‘volcanoes’ and solvent channels have
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FIGURE 5.1. A sketch showing the size difference between experimental
systems in previous work [24, 32], and the system described in this
work.
been observed before collapse in experiments of the bulk systems [119, 143]. In
this chapter, we focus on the observation of sedimentation in vertically confined
gels and measure the effects of interaction strength to the time evolution in ex-
periments. The effects to the time evolution is reproduced in simulations. Local
structural information was also obtained from the simulations, which helps to
explain the different sedimentation behaviour for different interaction strengths.
5.1 Methods
5.1.1 Model and interaction potential
As was previously elucidated in Chapter 2 subsection 2.2.5, the colloid-polymer
mixtures used throughout this work can be described based on Asakura-Oosawa
(AO) model. Details of the interaction potential can be referred in the above men-
tioned subsection. We also employ the same effective interaction by the well-depth
as previous chapter:
(5.1) uAO(σ)= uminAO = q2kBTρpσ3
π(3+2q)
12
where the fugacity zp is equal to the number density ρp of ideal polymers in a
reservoir at the same chemical potential as the colloid-polymer mixture.
5.1.2 Experiment
In the experimental setup, sterically stabilised polymethylmethacrylate (PMMA)
with a diameter σ= 460 nm is suspended in cis-decalin. The colloidal polydispersity
is approximately 4% as determined with static light scattering. In spite of the fact
that crystallisation occurs in hard spheres with a polydispersity of 4%, in attractive
systems crystals are formed at higher volume fraction as reported in [33]. This
demonstrates that there is more sensitivity to polydispersity. Therefore, 4% can be
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sufficient to reduce crystallisation [180]. A colloidal gel was obtained by adding
nonadsorbing polystyrene polymerwithmolecularweight Mw = 3.46×106, resulting
in a polymer-colloid size ratio of q = 2Rg/σ= 0.3. The polymer radius of gyration
Rg = 67 nm is from estimation that is previously discussed in Chapter 3 subsection
3.1.2. This corresponds to a polymer overlap concentration of 4.56gL−1.
The gravitational length λg is determined to be λg = 6kBT/(gδρσ3) = 27.1µm
where δρ is the density difference between the PMMA and the solvent. Hence, λg
is the height associated with a change of kBT in gravitational potential energy of
a colloidal particle. The Péclet number for sedimentation is then Pe = σ/(2λg) =
8.51×10−3.
As for the unit of time, the Brownian time τB is employedwhich was defined pre-
viously as the time scale for a particle to diffuse its owndiameter. For the parameters
in this work the Brownian time is τB = σ2/24D = 0.0317s, where D = kBT/(3πησ) is
the Stokes-Einsten diffusion constant where η is the solvent viscosity.
Each sample was transferred into a 100 µm capillary and sealed with epoxy
resin. The manufacturing tolerance of these capillaries is around 10%. The resin
was allowed to set prior to imaging and data was taken after 5minutes. The imaging
of a z-stack of the entire capillary height was done using time-resolved confocal
microscopy (Leica SP5). For each data set, the z-stack images were taken at in-
tervals of approximately 8 minutes, for a duration of 20 hours. The height of the
capillaries were determined from the sample images in xy and yz planes. The top
of the capillary is determined from the particles visibly stuck to the glass capillary
walls, which are evident in our work as shown in Fig.5.3a. Then, this observation is
continued in z-axis before the appearance of complete dark space to be the bottom
of the capillary. When reporting experimental data, we use the polymer reservoir
representationwhere the polymer concentration in the reservoir is related to that in
the experiment byWidom particle insertion [33], previously discussed in Chapter 2.
The colloid volume fraction for each sample is extracted from the intensity mea-
surements of the images obtained using the confocal microscope following [206].
These measurements were calibrated against homogeneous samples of known vol-
ume fraction, where there is a linear dependence of the measured intensity against
colloid volume fraction.
In order to determine the phase diagram of the model, data is collected in
the range of 0.1-0.35 colloid volume fractions φc. In describing the sedimentation
behaviour of the system as a function of the different interaction strengths induced
by thedifferent polymer concentrations, volume fractionφc = 0.2 is used throughout




Details of the Morse potential used in all simulation carried out for this work has
been described in Chapter 3 subsection 3.6. The potential is used to simulate the
AO potential between colloids which has been shown to accurately reproduces the
behaviour of the AO system [12]. The simulation work reported in this chapter
was done by Dr. Christopher Fullerton. Similar to previous chapters, the Morse
potential is given as:
(5.2) umor(r)= εmore−2ρ0(r−σi j) −2e−ρ0(r−σi j)
where εmor is the potential well-depth, ρ0 is the attraction range and σi j is the
minimum of the interaction between particles of i and j species. The attraction
range is taken as ρ0 = 25.0σ−1 following [12]. Also, an additive mixing rule σAB =
(σAA +σBB)/2=σwas used. The reduced well-depth εmor/kBT is varied between 1.0
and 30.0.
In order to easily mimic the experimental polydispersity, a binary mixture of
particles was used in the simulation, with equal numbers of each species. The
diameters of the two species are σAA = 1.04σ and σBB = 0.96σ. A total of N = 60,000
particles in a simulation box of size L × L × Lz with L = 28.025σ and Lz = 200σ
was considered. Thus, the resulting volume fraction is φc = 0.2, the same as in the
experiment. All particles have themass of m. The boundary conditions are periodic
in the x and y directions while there are walls at z = 0 and z = Lz that are described
in detail below. The sample height Lz and lateral dimension L are analogous with
the dimension of the capillary used in the experiment and the range over which
experimental data was taken, respectively.
Here, the dynamics of the particles includes the gravitational field effects to-
gether with the confinement effects of the capillary. The gravitational potential
energy of a particle at height z is Eg(z)= zkBT/λg with λg = 60σ, which is the same
as the experiment. For simplicity, truncated and shifted Lennard-Jones potentials
were used to simulate thewalls creating vertical confinement. This is represented as
uwp(∆z)= 4εwp[(σwp/∆z)12 − (σwp/∆z)6] where ∆z is the distance of the particle from
thewall. The range of the potential isσwp = 0.125σ, comparablewith the range of the
Morse potential and the well-depth is εwp = 2εmor. Since the potential is truncated
and shifted at its minimum, the top wall (at z = Lz) is purely repulsive. The bottom
wall (at z = 0) accounts for depletion interactions between colloids and the wall,
and is truncated and shifted at r = 2.4σwp.
Preparation of initial conditions. — To copy the experimental conditions as far
as possible, the system is set to be in awell-mixed state at the start of simulation. For
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this, both the interparticle interactions and the interactions with the wall are fixed
to be purely repulsive. In the beginning, the particles are in random positions while
overlapping particles are removed using a conjugate gradient minimisation. Then,
the system is evolved for 50τ0 to reach equilibrium resulting to a homogeneous
fluid configuration. Then, for the main simulations these configurations are used
as initial conditions by including gravity and attractive interactions. The simulation
results shown here are the average of 3 independent trajectories. The fluctuations
between trajectories are small due to the fairly large systems.
Mapping between experiment and simulation.— Details of mapping the AO and
Morse potentials are discussed in Chapter 3 section 3.6.1 based on the second virial
coefficients B∗2 values. Similar to Chapter 4, in the following sections, simulation
results are labeled by these effective AO well-depths, which are indicated by uminAO .
5.2 Results
5.2.1 Phase behaviour of experimental system
The phase diagram of the experimental system, as a function of well depth and
polymer concentration cp and colloid volume fraction, φc is summarised in Figure
5.2. This diagram is representative of colloid-polymermixtureswith size ratio q = 0.3.
A liquid-vapor critical point in this system can be estimated from the extended
law of corresponding states [123], shown here at B∗2 =−1.5 as presented before in
Chapter 2. In the experiments, the criticality was observed to occur at polymer
volume fraction (in the so-called experimental representation) 0.56 gL−1.
The critical point is estimated from the literature [95, 195, 196]. The dashed line
is an indicative spinodal line. As illustrated in the snapshots in Fig. 5.2 the system
explores cluster phases (point b) or gel phases (points a,c,d) of different nature
depending on the concentration of polymers and the colloid volume fraction: thin
networks at low φc (a) or close to the spinodal (d); much coarser networks at high
φc and high polymer concentration (c).
In the experimental samples, we see dynamically arrested gels for polymer
concentrationshigher than that is required for criticality. There is no signof colloidal
liquid-gas phase separation (either stable or metastable). This might due to the
short range of the interaction results in dynamical arrest before phase separation
can be completed. Crystallisation of the system is avoided on these time scales due
to the polydispersity [226].
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FIGURE 5.2. Summary of the states observed in the experimental colloid-
polymer mixture with q = 0.3, where the ordinates are the functions
of colloid volume fraction φc and attractive interaction strength uminAO ,
and polymer concentration. The green squares indicate gels and blue
circles indicate homogeneous fluids. The is the critical point deter-
mined based on the reduced second virial coefficient B∗2 and critical
isochore estimated from the literature [95, 195, 196]. The approximate
position of the spinodal is indicated by the dashed line. The images
show the phase behaviour observed at different points in the phase
diagram: (a) low density gel at low φc and high polymer density; (b) low
polymer concentration leading to a non-percolating cluster phase; (c)
high φc and polymer concentration resulting in a coarse gel network;
(d) phase coexistence between fluid and gel close to the spinodal line.
Scale bars represent 10 µm.
5.2.2 Global sedimentation dynamics
In order to analyse the time-evolution of the colloid-polymer mixture, we first
consider the sedimentation of the system as a whole for both simulation and ex-
periment (see Fig. 5.3). At early times, gelation was observed as the formation of a
percolatingnetwork of particles. At later times, particles candetach from the armsof
the gel and diffuse through the solvent or move along the “surface” region between
the “arms” of the gel and the solvent [117, 150]. The restructuring of the gel network
and eventual collapse is induced by this detachment effect [14, 24, 150, 220, 227].
Figure 5.3(a) shows a sequence of such confocal images as time progresses for
a system with uminAO = 7.0kBT. From the confocal images, it is evident that the gel
network is initially distributed throughout the whole capillary before falling under
gravity at later times. The same qualitative behaviour is shown in the simulation
data in Fig. 5.3(b).
The time evolution of the height of the collapsing gel was determined by plotting
the local colloid volume fraction φc(z) as a function of height z, as shown in Fig.
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FIGURE 5.3. Time-sequence of sedimenting gels captured from (a) ex-
periment with uminAO = 7.0kBT and (b) simulation corresponding to
uminAO = 7.1 kBT. The scale bar in (a) corresponds to 7.5 µm. The snap-
shots of the experimental and simulation systems show regions of
comparable size (measured in units of the colloid particle diameter σ).
5.4. From the histogram, the gel-gas “interface” is obtained by fitting a hyperbolic
tangent to φc(z), given as






Here φ0 is the mean volume fraction in the regime we are fitting and δφ controls
the change in volume fraction across the interface. The two fitting parameters are
the height of the gel h and the interfacial width ξ. The fitting parameter h which
is the height of the gel-vapour interface was normalised by the total height of the
system, H, as the tolerance of the capillaries used in the experiments leads to small
changes (less than 5% in the value of H) and given in as plot in Fig. 5.5.
In the case where the system does not form a gel because there are no attractive
interactions, sedimentation is negligible for our parameters, as shown in Fig. 5.6.
Batch sedimentation [31] of hard spheres for the same capillary height and a Péclet
number Pe = 0.01 (similar to our experimental system) was considered in order to
reach this result. There is little or no significant sedimentation in a colloidal system
without any polymer shown by the relatively small change in height. This was also
verified using simulation when the attractions between particles of the system are
too weak to observe gelation.
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The time evolution of the interface height was fitted with an exponential decay,
shown in Eq.5.4 in order to estimate a timescale for the sedimentation τsed.
(5.4) h(t)= ht→∞+hdrope−t/τsed
where ht→∞ is the interface height at long times and hdrop = h(t = 0)−ht→∞ is the
amount by which the gel-vapour interface is estimated to fall at long times.
Fits according to Eq. 5.4 are shown in Fig. 5.5. The choice of fit is heuristic andwe
note that the time-dependence of h(t) ismore complex than this simple exponential
form, particularly for long times. In the case of further sedimentation in timescales
beyond those we access here [204], we expect that ht→∞ may overestimate the
interface height at long times. Notably, Eq. 5.4 fits the simulations better than
the experiments, suggesting some difference in the mechanism of sedimentation
between experiment and simulation. Also, the exponential fits are more accurate
when the attractive interactions are stronger and the amount of sedimentation is
less. Gels with stronger interactions show rapid initial sedimentation compared
to weaker gels because the condensation is faster while the coarsening is slower.
The sedimentation profile of the simulations appear to be sedimenting faster than
the experiments. However, despite the absence of hydrodynamic interactions in
the simulations the sedimentation profile agreement between experiment and
simulation is noteworthy.
The sedimentation timescale τsed was extracted from the fits and is shown in
Fig. 5.7. In Fig. 5.7, the dashed line through the simulation data is a straight line fit
and the solid line through the experimental data has the same slope as the fit to the
simulation data, however its intercept is fitted to the experimental data. We note
FIGURE 5.4. Sedimentation profile φc(z) for an experimental system with
uminAO = 3.2 kBT at time t = 2.2×105τB. The orange area represents the
average lateral packing fraction as estimated from the intensity in the
xz-direction of the sample. The white line is a fit according to Eq. 5.3.
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that the τsed of the experiments is approximately three times longer compared to
the simulations. This discrepancy can be attributed to several possible factors. One
of the factors is the effect of hydrodynamic interactions which have been shown to
affect the time evolution of gels without sedimentation [223, 224]. Also, there is a
possibility that the initial conditions of the simulation do not match the state of
the colloidal system of the experiments in the early stage. Another possibility in the
simulations a finite periodic system is considered whereas in the experiments we
focused on a small part of a much larger system. Attempts to match the vast system
like in the experiments is not practical due to the high computational cost.
Figure 5.7 also shows that the sedimentation timescales undergo a small in-
crease as the interaction strength is increased. However, the interaction strength
impose a significant impact on the sedimentation timescale in the bulk systems;
the system height is significantly larger than the gravitational length, particularly in
the case of delayed collapse [24]. The different sedimentation characteristics shown
in confined and bulk systems suggest a fundamental difference in the mechanism
between the systems.
5.2.3 Structural behaviour upon coarsening
The structure within the gel is analysed by twomethods. First, the network which
coarsens as time progress is considered. The thickening of the network is also
observed in systems where sedimentation is absent [150, 217, 228]. The analy-
sis is done by determining the chord length [214]. Then, a particle resolved local
structural analysis was done on the simulation data using the topological cluster
FIGURE 5.5. Figure shows the interface height normalised to the height of
the system. Gel/vapour “interface” height plotted as a function of time.
This height is estimated by fitting the function in (5.3) to a histogram
of colloid density against height. Results from experiments are shown
in (a); simulation results are shown in (b).
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FIGURE 5.6. Sedimentation of the colloidal system in the absence of poly-
mer. Here the Péclet number Pe = 0.01. Data determined from batch
sedimentation [31].
classification [10] and common neighbour analysis [174]. The analysis from here
on was carried out by Dr. Christopher Fullerton.
Chord length.— The typical size of the arms of the gel (Fig. 5.2) can be estimated
by measuring the chord length, following [214]. First, to determine the arms of the
gel, it is useful to measure the local density in the system. For a given point Rα,
we define a (non-normalised) measure of local density as nα =∑i f (|r i −Rα|). Here
f (r) = e−r2/`2 is a (non-normalised) Gaussian smoothing function, with ` = 0.25σ.
A threshold n = 0.3 is taken, so Rα is in the gel if nα > 0.3 and in the sol if nα < 0.3
(The distribution of n is bimodal so results depend weakly on this threshold). This
analysis was carried out for a 3d cubic grid of points with spacing 0.5σ. A chord
is a straight line that cuts through an arm of the gel. Since chords may have any
direction, as a representative sample, we identify chords that run along the x, y, and
z directions. We achieve this by running through the cubic grid (along the lattice
FIGURE 5.7. The sedimentation timescale from experimental and simula-
tion data τsed as a function of interaction strength.
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FIGURE 5.8. The average chord length (mass weighted) was measured (a)
in the horizontal direction in the experimental system at the same
state points in Fig. 5.5. (b) in the horizontal direction (perpendicular to
the direction of gravity) (simulation), (c) in the vertical direction (the
direction in which gravity acts) (simulation). Legend on right pertains
to (b) and (c).
axes) and identifying all sets of contiguous cells for which n > 0.3. We record the
length of each chord.
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Chords measured in the x and y directions are the same (as gravity acts in the
z direction only), but we separate horizontal chords (aligned along the x and y
directions) and vertical chords (aligned long z). To estimate the typical size of a
horizontal chord, imagine choosing a particle at random andmeasuring the chord
containing that particle. If the length of the jth horizontal chord is H j then the





where the superscript ‘m’ indicates that the average is mass-weighted. (That is,
this average could equivalently be estimated by choosing particles at random and
measuring the associated chords. On the other hand, averaging the length of a
randomly chosen chord would give a different result. The mass-weighted average
focuses attention on the chords which contain the majority of the particles and
avoids numerical artefacts associated with large numbers of small chords.)
This typical chord length is shown in Fig. 5.8 for both experimental and sim-
ulation data. At long times the chord lengths for the experimental systems are
significantly larger than those in the simulations. However, except for this differ-
ence in overall scale, the time-evolution in both experiment and simulation appears
similar.
There are several possibilities for this observation. Previously mentioned, the
difference between the experiments and simulation might due to the effects of
hydrodynamic interactions [223, 224]. Another possible factor is the lateral size of
the simulation box which could influence the size of the networks formed. Previous
simulation studies have reported the need for large systems in order to avoid finite
size effects on the gel structure [214, 228]. However, that the lateral system size L ≈
28σ is comparable with the range over which experimental data was taken. Notably,
in the gel regime, increasing attraction strength appears to lead to a suppression of
domain growth in both experiments and simulations, as was previously reported
[150, 228, 229].
5.2.4 Local structural analysis
It has been reported that changes in the local structures occur due to gelation [117].
Therefore, the local structure changes in the simulations of sedimenting gels are
considered using twomethods of analysis: the Topological Cluster Classification
(TCC) [10] and the second is a common neighbour analysis (CNA)[174]. Details of
this method have been discussed in Chapter 3. This analysis was carried out by Dr.
Christopher Fullerton. Despite the density difference in the sedimentation profiles
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very little vertical variation was found in the population of local structures when
the analyses were performed as a function of the height within the gel. Thus, the
following result shows the population of local structures averaged across the whole
system.
The proportions of particles that participate in clusters of each type and the
clusters identified using the TCC are illustrated in Fig. 5.9. The populations of
selected local structures that have been deemed important in gelation [117, 180,
191]. Using the TCC, particles may be identified in more than one type of structure,
so the total across different typesmay exceed one. Also, in Fig. 5.9 shows the average
number of 142 bonds that a particle participates in for different well depths. Here,
a particle participates in a 142 bond if it is one of the two particles forming the
central bonded pair. The 142 bonds are found in large numbers in both the HCP
and FCC crystals. Thus, are interpreted as a crystal precursor.
In Fig. 5.9 all state points show the same behaviour. At the beginning there are
few structures and then upon condensation, local structures start to form started
with the 5-membered particles cluster; the bitetrahedron. This also has been seen
previously in study of systems with the absence of sedimentation [180]. The pro-
portion of the 10 particles cluster (defective icosahedron) shows an increase after
some time, as was previously reported in [180, 224].
A significant degree of crystallisation at longer times is found in the system
after a weak quenching. This was observed previously in similar systems [39]. The
crystalline order measured by the TCC shows an order of magnitude later in time
compared to the appearance of crystalline pre-cursor 142 bonds measured by
the CNA. This is due to the fact that 142 bonds has a lower degree of local order
than the 13 particles clusters identified in the TCC analysis as FCC or HCP. Upon
deeper quenching, suppression of crystallisation is observed within the timescales
considered here which is consistent with previous work [39, 95, 117, 180, 191].
Considering the varied state points, the temporal changes of local structures of the
sedimenting gels show some resemblance to that of quiescent gels [180].
We have shown that in a vertically confined system without the addition of
polymers, it displayed a strikingly different behaviour than a bulk system. In a bulk
system with similar conditions, batch settling would definitely occur and the addi-
tion of polymer would stabilise it form sedimenting for a period of time. However,
here in a system that was vertically confined, the addition of polymer induced
the sedimentation behaviour. While the rate of sedimentation was observed to
decrease as the attractive forces increased in the confined system, it did not display
the accompanying delayed collapse commonly observed in the bulk system.
In Chapter 2, the possible mechanisms for sedimentation of arrested network
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FIGURE 5.9. The local structural changes in simulations as time progress
are shown. Three state points were considered where the effective AO
interaction strengths are uminAO = 2.4,7.1 and 15.3 kBT. The ‘142’ clusters
are detected using the common neighbour analysis, while other struc-
tures are identified with the topological cluster classification (TCC).
For TCC clusters, the fraction of particles that participate in at least one
cluster of the relevant type is shown using (NC/N) (therefore, one can
have NC/N ≤ 1). As for the 142 clusters, NC/N is the average number
of 142-bonds in which a particle participates (there is possibilities of
NC/N > 1 where for a perfect fcc crystal one would have NC/N = 12).
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in a bulk system were discussed. The appearance of solvent channels in the ar-
rested network has been suggested to be one of the mechanism process [115, 143].
These channels appear, allowing solvent to flow out of the network and inducing
arrested network deformation. After a latent period, the various solvent channels
meet and started to straightening up, increasing the sedimentation velocity [144].
Another outlinedmechanismwas creep sedimentation. This is similar to the above-
mentionedmechanism where the solvent is flowing out of the network. However,
instead of forming channels, it is induced by the gravitational stress compressing
on the network, compacting it and then undergoes delayed collapse as was also
mentioned in the previous mechanism.
For our system, the vertical confinementmay have accelerated themechanisms
processes leading to the rapid sedimentation passing the delayed collapse phase
unlike in the bulk systems. At this point of work, to suggest that one mechanism
plays a major role over the other is precipitous due to lack of detailed investigation
in that regard. Here, the role of vertical confinement has enable us to carry out
simulation studies comparable to experimental systems. In order to translate the
size of the usual bulk size into simulation accompanied together with the effect of
gravity would require a higher and expensive computational cost.
5.3 Summary
Wehave carried out a combined experimental and simulation study of colloidal gels
undergoing sedimentation. The vertical confinement of these systems profoundly
affects their sedimentation behaviour. For confined colloidal systems which do
not sediment in the absence of gelation the addition of polymers and the resulting
gelation induced sedimentation. Also, unlike in bulk systems, delayed collapse was
not observed here.
The Brownian dynamics simulations provided a reasonable description of the
time-evolution of the system given that the simulations do not feature hydrody-
namic interactions. The major differences in behaviour between simulation and
experiment are that the simulations appear to sediment rather faster than the ex-
periments. In the previous chapter, the structural changes of an ageing quiescent
colloid-polymer system were studied. Here, the structural analysis on the dimen-
sions of the gel network suggests that the networks in experiments are rather coarser
at long times. This may be related to some intrinsic difference in the dynamics, or
to a finite size effect in the simulations, or to incomplete homogenisation of the
experimental system prior to gelation.
We note that the development of coarse-grained theoretical models is possible
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based on the simulation studies as presented in this work. This could potentially
become the solution to macroscopic phenomena which are not accessible in these
confined systems such as delayed gel collapse [24] and are therefore beyond the
reach of direct simulation. For this reason, development of such coarse-grained
models would form amajor step forward in the understanding andmodelling of
these important materials.
Finally, the local structure of the simulated gels was also considered andmarked
similarity to the structural evolution found in non-sedimenting gel systems. Based
on Fig. 5.3(b), the simulated system condenses into a percolating network before
any significant sedimentation occurred. It can be suggested that the local struc-
tural changes of the system occurring in short timescales were disconnected from
sedimentation. Results shown in Fig. 5.9 and also in Chapter 4 section 4.2.4 are
also consistent with this interpretation. The local structural changes that occurred











Temperature effects on colloid-polymermixtures
The addition of nonadsorbing polymer to a colloidal suspension with hardsphere interactions introduce effective attractive interactions between thecolloids. The strength and range of the attractive interaction can be con-
trolled by changing the polymer concentration andmolecularweight [32, 33, 90, 93].
In this system, increasing the amount or polymer concentration will in turn in-
creases the attractive interactions strength. This attractive interaction strength
brings about effects similar to quenching. Thus, the effective temperature of the col-
loid polymer system is inversely proportional to the attractive interaction strength
and aswe have also demonstrated in previous Chapters(Chapters 4 and 5), the effec-
tive temperature was varied by changing the polymer concentrations (i.e. changing
the interaction strengths).
The polymer fugacity zp as presented in Chapter 2 is equal to the number den-
sity of ideal polymers in the reservoir. This sets the effective temperature for the
system as was previously reported in experiments [94]. Hence, the predominant
reaction of the system to the change of temperature is set to the response of the
polymers because of hard sphere interactions between the colloids are athermal
i.e. independent of temperature. In good solvent conditions, the polymers become
larger (have bigger Rg) compared to when they are in theta solvents. This expan-
sion behaviour can also be seen when the polymers are heated from their theta
temperature. A similar expansion from when the polymers are in theta solvents
where Rg∼ N1/2, to good solvent conditions where Rg∼ N3/5 (here N is the number
of monomers in the chain [230]) is expected in terms of temperature. The effect of
temperature on the radius of gyration is shown in Fig. 6.3. The increasing size of the
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polymers has some effect on the strength and range of interactions in the colloid
polymer system. First, the colloid-polymer size ratio q increases and the polymer
volume fraction φPS also increases. The increasing polymer volume fraction leads
to a stronger attractive interaction (similar effect as quenching). Thus, we may say
that heating effectively cools the system and cooling effectively heats the system.
This paradoxical effects have been used to instigate phase transitions in colloidal
rods and polymer mixtures [231] where melting was induced from cooling.
The self-assembly process requires a balance between a thermodynamic drive
towards assembly of the ordered equilibrium state and kinetic accessibility of ex-
perimental time. The former indicates that the ordered equilibrium state requires
strong attractive interaction between the assembling units. This factor is accom-
modated by low effective temperature and strong bonds. Meanwhile, the second
factor requires that the equilibrium ordered state is accessible within experimen-
tal timescale which favours high effective temperature and weak bonds. The two
requirements for effective self-assembly have been studied using fluctuation dis-
sipation ratios (FDR). These ratios measure how effective is the equilibrium fluc-
tuation dissipation theorem (FDT) in nonequilibrium systems. Using the above
mentionedmeasurements, it can be predicted which systemswill undergo effective
self-assembly and which systems will fail. This prediction has been made using
viral capsids and sticky disks [104].
More recently, the prediction has been used inmodel colloid systems [39]. More
interestingly, this prediction was employed in tuning the interaction strength of a
model colloid systems with short range attractive potentials [1, 183]. In their work,
the attractive interaction strength was changed based on a feedback system using
the FDRmeasurements. Starting from interaction strengths where no self-assembly
took place or system will get kinetically trapped, they employ a feedback scheme
which measures how far the system forms a good self-assembly and then tuned the
interaction strength until good self-assembly is obtained.
In this chapter, we employed the colloid polymer systembecause of the polymer
response to temperature enabled us to emulate the tuning interaction strengths
as in the systems studied with feedback scheme [1, 183]. By lowering the effective
temperature close to Tθ, the polymer Rg is decreased. In turn, the deeply quenched
system is ‘warmed-up’ bringing it to a more shallow quenched region. Similar to
what is proposed in the feedback scheme and discussed in previous Chapter 2,
structural rearrangement is expected in the shallow quenched system due to bond
reversibility, and eventual better self-assembly will takes place when the interaction
strength is brought back to the original temperature. The effective structural rear-
rangement in such systems were presented in both Chapters 4 and 5. The results of
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changing the temperature are shown in the following sections.
6.1 Method
6.1.1 Temperature stage setup
The temperature change investigations were carried out using a temperature stage
fitted to a confocal microscope. The temperature stage consists of a Peltier cooling
chip andwater cooled heatsink, is shown in Fig. 6.1. Thermoelectric cooling is based
on the Peltier effect that creates a heat flow at a junction between two different
types of materials. A thermal ribbon sensor is attached on the heat dissipating
surface of the Peltier chip in order to follow the temperature changes during the
experiment. The cooled surface of the Peltier chip is placed on the water cooled
heatsink with a small layer of thermal compound to enhance thermal conductivity.
The heatsink is connected to a water refrigated circulator from which temperature
of the water supplied is controlled.
FIGURE 6.1. A photo and a sketch of Peltier chip and water cooled heatsink
used in the temperature stage setup.
6.1.2 Experimental details
The experimental system is sterically stabilised polymethylmethacrylate (PMMA)
with a diameter σ=1.08 µm. For this work only cis decalin was used as solvent.
The colloidal polydispersity is approximately 4.6% as determined with scanning
electron microscopy (SEM). A colloidal gel was obtained by adding nonadsorbing
polystyrene polymer with molecular weight Mw = 8.5× 106 g/mol, leading to a
polymer-colloid size ratio of q = 2Rg/σ= 0.307, where Rg = 166 nm is the estimated
polymer radius of gyration at room temperature (25◦C) and corresponds to Rθg = 95
nm under θ conditions [232]. The overlap concentration at room temperature is
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3min 9min 27min 1.5H 4H
Gel
Fluid
FIGURE 6.2. A sketch (a) showing the temperature cycling protocol carried
out at 11◦C, 13◦ and 14◦C, and (b) gives an example of protocol details
at 11◦C. Note that the images are obtained when samples are in the gel
state point.
determined to be at 2.41 g/L. The Tθ of polystyrene in cis decalin is measured to be
at 10◦ [151]. The images were obtained using Leica SP5 confocal microscope.
In this work, the Brownian time τBwhich was defined previously as the time
scale for a particle to diffuse its owndiameter is used as the unit of time. For the para-
meters in this work the Brownian time is τB =σ2/24D = 0.41s, where D = kBT/(3πησ)
is the Stokes-Einsten diffusion constant where η is the solvent viscosity.
Each sample is then transferred into cells as described in Chapter 3 subsection
3.4.2. Once the sample is in the cell, the openings are sealed with epoxy resin. We
started the time measurement from when the sample is sealed inside the cell. The
images of the colloidal gel were attained with a size of 28µm in x and 28µm in y
axes. After recording several images of the gel sample at around 20 ◦C, the sample
is then cooled close to the theta temperature Tθ. Then, the sample is maintained
at the low temperature for 3 minutes and then the temperature is raised back
to the starting temperature. We recorded the images after the first cooling and
cooled down the sample again and held it there for 9 minutes. The temperature is
increased back to the starting temperature and the images after the second cooling
are obtained. The longest time duration where the gel is held close to the Tθis 4
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FIGURE 6.3. The effects of temperature to the radius of gyration of
polystyrene. This is fit of equation 6.1 to experimental data [151]. This
is adopted from [95]
hours. The details of the temperature cycling protocol is shown in Fig. 6.2(a). We
ran the protocol at 3 different temperatures: 11◦C, 13 ◦C and 14 ◦C, where the size
ratios are q = 0.188,0.211 and 0.221 respectively. Every time the sample is cooled, it
is maintained at the above mentioned temperatures. As an example, the protocol
performed at 11◦C is illustrated in Fig. 6.2(b). In order to compare the effect of
temperature on gelling systems, we have also observed the structural changes of a
sample without temperature cycling protocol as control.
From the images, we obtained the 2d coordinates from particle tracking and
analyse the degree of crystallinity in the system using the bond order parameter
ψ6. The details of this measurement has been discussed in Chapter 3 under subsec-
tion 3.7.4. The results of the structural analysis is presented following the summary
of the phase diagram of the colloid polymer system used in this work.
The polymer Rg changes induced by changing the temperature is shown in Fig.














FIGURE 6.4. Phase diagram at room temperature in colloid volume fraction
φc andminimum depth of attractive interaction based on AOmodelU .
Symbols showing experimental data; blue circles are fluid and green
squares are gels. The is the AO critical point based on second virial
coefficientB∗AHS2 . The dashed line is a guide to the eye for the spinodal
line. The scale bars represent 5.0 µm.
6.2 Results and discussion
Figure 6.4 shows the state of the colloid polymer system used in this work at room
temperature. The phases shown correspond to phase diagrams for colloid poly-
mer system with q = 0.307 at room temperature 25◦C, where the spinodal line is
relatively flat. The liquid-vapor critical point is determined from the extended law
of corresponding states [123] at B∗2 =−1.5. The critical point is estimated to be at
φc=0.27 with interaction strength u(σ)'3 kBT estimated from [95, 195, 196]. From
the phase diagram, we used gel sample that is close to the criticality to perform
temperature cycling protocol. The images at each phase are also shown in Fig. 6.4.
6.2.1 Structural analysis
The degree of crystallinity in the colloid polymer system ismeasured using the local
bond order orientation ψ6. The details of this measurement are given in Chapter 3
subsection 3.7.4. Theψ6 value ranges between 0-1 where 1 represents a perfect crys-
talline ordering while lower values represent weaker magnitude of local crystalline
ordering (higher degree of disorder).
Figure 6.5 shows the ψ6 results after temperature cycling protocols and also for
control. The (normalised) histograms ofψ6 is used for comparison purposes. Based
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on the figure, indeed local ordering increases as time progress. This is evident for
all systems particularly for control; where no temperature changes occurred. The
amount of disordered arrangement that was evident before temperature cycling
protocol showed a decrease at the end of the protocol. Limiting our observation to
the individualψ6 distribution after temperature cycling protocol presents a promis-
ing pattern that crystallinity indeed increases. This is based on the assumption that
structural rearrangement occurs at the low temperature when gel sample is brought
close to criticality. At this temperature range, 11-14 ◦C the interaction strength u(σ)
is closer to the u(σ) reported in Chapter 4 where crystallinity increases with time.
Based on previous studies, in short ranged attractive systemswith intermediate u(σ)
bonding reversibility is possible leading towards crystallinity. Therefore, a higher
degree of ordering is expected after every protocol compared to control. However,
this is not the case. From Fig. 6.6, it is clear theψ6 number after temperature cycling
protocol shows no significant improvement compared to control. The amount of
crystallinity is higher in the control sample at room temperature rather than in the
samples that underwent temperature cycling protocol. Interestingly, samples that
underwent the temperature cycling protocol at 14◦C gives about the same degree of
crystallinity as control. Several factors can be suggested contributing to this effect.
One of the reasonsmay be the temperature cycling protocol is too short to allow
the gel network obtaining long range order evident in crystals. However, the same
time duration was also used for the control, so this could not be a strong factor.
Another possibility is the temperature cycling protocol disrupts the gel sample in its
pathway towards local ordering. The protocol in fact, forces the gel sample towards
disordered arrangement thus hindering crystallinity.
6.2.2 Experiments withmixtures of solvents systems to overcome
sedimentation and image quality
One of the challenge in obtaining images from this work is sedimentation. If we
carry out the experiment using cis-decalin and cyclohexane bromide the solvent
mixture typically used tomatch the density of the colloids, the Tθ needs to be below
80◦ C which is impossible to reach using current experimental setup. However, in
our attempt in preventing rapid sedimentation and also better imaging quality, we
have tried using other solvent mixture: cis-decalin/tetralin/tetrachloroethylene of
18/22/60 (w/w) ratio.
Using this solvent mixture, the colloid-polymer system remained as arrested
network until the temperature reached 0.1◦ C. Even at this low temperature the
gel branches did not diffuse to liquid state completely, instead 2 states were evi-
dent which is known as polymer thermophoresis. This is shown in Fig. 6.7. The
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temperature-dependent osmotic pressure gradient was observed in the solvent
layer surrounding the polymer’s monomer units. The polymer-solvent interactions
led to the slight changes in the concentration of solvent molecules. In previous
work, these interactions had shown clear significant role in polymer thermophore-
sis [233]. The interaction constant of polystyrene has been calculated using its
thermophoretic mobility in different solvents. Consequently, in nonpolar solvents
the thermophoresis of polystyrene is greatly influenced by the London dispersion
forces. These dispersion forces play a major role over the dipole-dipole interac-
tions which are insufficient to produce the required interaction energy. The issue
in replicating this experimental result was the time duration to reach 0.1◦ C took
about 3 hours and an attempt to reheat the sample back to room temperature took
about 40 minutes. This rendered the temperature cycling as a trivial effort in order
to improve self-assembly since a single cycle of this suspension is about the same
time for a system to self-assemble based on the results in Chapter 4.
Additionally, the solvent mixture of cis-decalin and cyclohexane bromide (CHB)
in various ratio was also tested in order to prevent rapid sedimentation and improv-
ing image quality simultaneously. However, all of the arrested network of colloid-
polymer system did not show anymelting when the temperature were cooled down
to Tθ. Fig. 6.8 gives an image of arrested gel network in 50/50 (w/w) cis decalin and
CHB solvent mixture at 6◦C.
After failed attempts with the solvent mixtures, we also attempted to use core
shell PMMA particles for better imaging and prolonged experiment duration. The
size of the PMMA particles greatly influence the sedimentation rate, Brownian
time and therefore the overall experiment duration (as was discussed in Chapter 2).
However, using only cis decalin as a solvent causes the images of the particles
harder to capture due to the light refractions. Therefore, core shell PMMA particles
are convenient in overcoming this issue. However, synthesising smaller PMMA
particles (<0.8 µm) demanded a compensation in the monodispersity [234]. This
leads to PMMA particles with the ideal diameter for the experiment requirements
(<0.5 µm) but failed to form crystalline ordering due to its polydispersity.
6.3 Summary
We have shown temperature cycling protocol carried out at 14◦C improved the or-
dering of the colloid-polymer system. This result is consistent with our expectation
and is in line with the results reported by [1]. Indeed, the ψ6 of the control is higher
than the samples after temperature cycling protocol at 14◦C, this might offer an
interesting avenue to be further probed in future works.
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Additionally, when the effective temperature is decreased, the expected out-
come is the bonds between the particles are ‘loosen’ just enough that particles
rearrangement might be possible. However, in this work instead of observing a
rearrangement of the gel network during the ‘heating’, we observed that the network
was broken to several pieces of clusters. Therefore, the sedimentation rate of these
diffusing clusters actually increased and when it is brought back to its quenched
temperature, what we have is a more compressed kinetically trapped network from
the 11 and 13◦C protocol.
In previous work reported in [117], the bond order parameter ψ6 was used to
show sixfold symmetry in a 3d system. Indeed ψ6 had been shown to work well in
measuring crystallinity in a 3d system to a certain degree, in our work we presume
that ψ6 might not be as susceptible to our system. The ψ6 measurements were
taken from 2d data when our system is a 3d system therefore, significant structural
changes might have been overlooked in the analysis.
Other widely used measurements in detecting structural changes for example
the static structure factor S(k) and pair correlation functions g(r) have been shown
tomiss some structural changes in similar models of colloid polymer systems [180].
Moreover, in Chapter 4 changes in the g(r) appeared to be less significant than
in local structures detected using the TCC, the higher-order structural analysis
method. Therefore, it can be suggested here that 3d analysis of the system will
detect the more subtle structural changes of our system.
One of themain challenges we faced in this work is sedimentation of the colloid
polymer system. In order to overcome this issue we proposed two alternatives.
First, the use of colloidal particles in much smaller diameter. This could reduce the
sedimentation rate of the system offering longer temperature cycling period and
in turn improving the particles rearrangement. Finally, the use of a novel solvent
system which is susceptible for temperature cycling within the usual experimental
protocol. We have shown in this work, the usual PMMA density matching solvent
mixture is not feasible for the temperature cycling study. On the other hand, the use
of a single solvent, cis decalin in our case, led to poor imaging in the confocal due
to refraction whereby, a higher number of iterations was needed in order to capture
the images. This limits the observation time thus missing any critical structural
changes. A novel solvent system could also contribute in overcoming the sedimen-
tation issue during the temperature cycling period. The idea of being able control
the self-assembly by changing the interaction strengths of the system is straight
forward enough to work but the complex issues in the experimental environment
are limiting our effort.
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FIGURE 6.5. The ψ6 analysis of gel sample (a) without temperature cycling
(control) and (b)-(d) after protocol at indicated temperatures in figure.
6.3. SUMMARY
FIGURE 6.6. Comparisons of ψ6 analysis of gel sample without temperature
cycling (control) and after protocol at 11◦C, 13◦C and 14◦C at different
times.
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FIGURE 6.7. Figures showing the co-existence of 2 state points in gel at
T = 0.1◦C. The white bars in figures represent 10µm.
FIGURE 6.8. The arrested network remained even after surpassing the Tθ











The work in this thesis describes the structural evolution of colloid poly-mer systems reaching equilibrium ordered states. Primarily, confocal mi-croscopy was used throughout this work in order to investigate the local
structural changes. The addition of nonadsorbing polymer induces aggregation
in the colloidal dispersion by creating attractive interaction potential between the
colloids. Otherwise, the colloid-colloid interactions are described by hard sphere
potentials. The colloid polymer mixture can be considered as a one component
system and the effective interaction is mediated by the polymer as first proposed
by Asakura and Oosawa [15, 16] and later by Vrij [17]. We employed the Asakura-
Oosawa model in describing the effective interaction strengths in our work. In
addition, in chapters 4 and 5 we utilised Brownian dynamics simulations in exam-
ining the structural evolution of the colloid polymer systems in each chapter.
The preceding chapters discussed the structural evolution of the dynamically
arrested network towards equilibrium states. In each chapter, the development of
local structures towards crystallisation in the colloid polymer system was investi-
gated. The local structures were analysed using higher-order structural analysis:
the topological cluster classification (TCC) and common neighbour analysis (CNA)
for chapters 4 and 5. Meanwhile bond order parameter was employed in chap-
ter 6. In chapter 4, the colloid polymer systems were density matched, therefore
the gravitational field was eliminated to a certain degree. The chapter focuses on
particle-resolved analysis in detecting subtle changes in gels transforming from
initial locally amorphous structure to being locally crystalline. In chapter 5, not
only was there gravitational field, the confined gel displayed a behaviour that was
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not previously observed in gels contained in large vessels. Finally, in chapter 6 we
employed the polymer response against temperature to control the interaction
strengths of our colloid polymer system in order to create better self assembly. This
work is expected to obtain similar results as reported in simulation [1, 183] where
changing the interaction strengths during self assembly gives better and larger
crystalline clusters. However, the results obtained were not in agreement to the
previous simulations work and defied our initial expectations. The changing of
interactions in our work, had produced more disordered structures based from the
bond order parameter ψ6 analysis.
7.1 Crystallisation in colloidal gels: a particle-resolved
analysis
In chapter 4, we have analysed the structural evolution of colloid polymer systems
with different interaction strengths from experiments and simulations. Previously,
it has been reported that gels can form ordered network both in experiments [181]
and simulations [180]. On the way to forming locally crystalline structures, subtle
changes in gels are difficult to detect in widely used pair correlation function g(r)
[117, 191, 192] and structural static factor S(k) [180].
Crystallisation in both the simulations and experiments were characterised
using the pair correlation function g(r) and topological cluster classification (TCC)
to investigate the changes in local structures of the gels. In dynamically arrested
network with intermediate interaction strength u(r) structural rearrangements
within the networks were evident (both in experiments and simulations), based
on the increasing number of crystalline structures and depleting number of 5-fold
symmetry clusters as time progressed. This is in agreement with previous studies
on self assembly of short ranged attractive systemswhich reported the possibility of
bonding reversibility in systems with intermediate u(r). Whereas, colloid polymer
systems with higher u(r) retained high numbers of 5-fold symmetry clusters at the
end of experiments and simulations. These clusters has been reported to hinder the
formation of crystalline ordered structures [75, 199–201]. Here, we have successfully
shown the particle resolved investigation of local structural evolution in gels using
higher-order structural analysis.
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7.2 Effects of vertical confinement on gelation and
sedimentation of colloids
The gravitational field effect on the colloid polymer system in chapter 4 was elimi-
nated to a certain degree by using density matched solvents. In chapter 5, the effect
of gravitational forces was present since the colloid polymer was suspended in only
cis decalin. The sedimentation behaviour of our experimental systems were trans-
lated to simulations. The results from simulations were used for structural analysis
using TCC and common neighbour analysis (CNA). In contrary to confined col-
loidal systems without attractive interactive forces, our systems had shown gelation
induced sedimentation. Also, delayed collapse typically evident in sedimentation
of bulk systems with attractive interactions was not observed here.
Results from theBrowniandynamics simulations gave a reasonable characterisa-
tion of the time-evolution of the experimental system even without hydrodynamic
interactions in the simulations. The single major difference is sedimentation ap-
peared to be faster in the simulated system and that networks in the experimental
system are coarser with time. Incomplete mixing at the start of the experiment,
finite size of the simulations and also some elemental dynamic differences be-
tween these two systems (such as the absence of hydrodynamic interactions in
the simulations) could be among the contributing factors to the above mentioned
differences.
The local structures of gels in the simulations were also considered in this work.
Interestingly, there results showed a significant similarity to structural changes
observed in quiescent gels. Based on the structural analysis, notable degree of
crystallisation is found in system with intermediate u(r). The crystalline order
measured by the TCC appeared later in time than the crystalline pre-cursor 142
bonds measured by the CNA. We attribute this to the lower degree of local order in
the 142 bonds than the 13 particles clusters (FCC or HCP) determined in the TCC
analysis. Similar suppression of crystallisation in gels with stronger u(r) that was
observed in chapter 4 is also present in this work. Seemingly, the local structural
changes in short time scale is not connected to sedimentation.
7.3 Temperature effects on gelling systems
Building on the idea from simulations where the interaction strengths u(r) of the
short-ranged attractive systems can be adjusted in order to attain better self assem-
bly [1, 183] we employed colloid polymer systems suspended in cis decalin for our
experiments in this chapter.
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Due to the fact that the interactions between colloids in this systems are hard
sphere interactions, the response of the system towards temperature is regulated
by the polymer. Volume fraction of the polymer φPS determines the u(r) of the
attractive interactions in the system where the increasing φPS replicates similar
action as quenching the system. This shows that the polymer sets the effective
temperature for the system [94]. The Rg of the polymer expands when it is in good
solvents and shrinks when immersed in theta solvent. Similar behaviour can also
be expected when the polymer is above the theta temperature, Tθ; the Rg increases
in size and reduces in size close to Tθ. Based on our measurements the Tθ is 10◦C.
We ran several temperature cycling protocol where the effective temperature was
dropped close to Tθ and kept there for 3 mins then increase the temperature back
to the starting room temperature. We repeated this cooling and heating at differ-
ent time intervals at three temperatures: 11◦C, 13 ◦C and 14 ◦C. At the end of the
experiments, we analysed the bond order parameter ψ6 to measure crystallinity.
For evaluating purposes, we also investigated the structural changes of a sample
where temperature cycling protocol was not induced.
The results were not as what we predicted and are contradictory to the results
from simulations [1, 183]. The temperature cycling protocol seemed to increase the
disordered structures while there was no increase in crystallinity when compared
to where there was no temperature cycling protocol. The disordered structures
are considered to disrupt the self assembly pathway. Comparing the results from
previous chapters 4 and 5, the initial 5-fold symmetry structures are detected in the
amorphous systems and the decreasing number of 5-fold symmetry corresponded
with the increasing 6-fold symmetry populations. The duration of the experiments
were probably too short for the crystallisation to occur in the samples underwent
temperature cycling protocol.
The bond order parameter ψ6 was previously shown to be able to detect crys-
tallinity in 3d systems [117]. However, based on the results in chapter 4, we have
demonstrated that some subtle changes might be missed from structural changes
based on 2d information of 3d systems. Therefore, a 3d analysis for this work might
be required in order to pick up subtle changes in the gels.
7.4 Further work
Extending the depletion attractive mechanism to anisotropic particles could offer
novel phase behaviour and route in understanding self assembly of components
other than spheres. A noteworthy work in studying the self assembly of aspherical
colloids using the depletion mechanism is reported in [99]. Using a monolayer of
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indented colloids on a planar wall, the depletion attractive interaction drove the
colloids to form plastic crystals in simulations. However, this was not observed in
experiments.
Tetrahedra are the simplest polyhedra among the platonic solids. Interestingly,
the understanding of their packing properties only seen a rapid development in
the last decade [235]. Work from simulations shows that tetrahedra can pack more
densely than spheres [236] and random packings were observed when tetrahedra
are filled into large container [237]. In other simulation work, high density packing
of tetrahedra shaped particles resulted to quasicrystal that can be compressed to
a packing fraction φ of 85% [53]. In their work, the transition from simple fluid
of the tetrahedra was driven by entropy that form a percolating network at the
transition and the resulting quasicrystal was the first reported constructed from
aspherical particles. It would be interesting to employ the depletion mechanism
to the aspherical particles and observed the resulting phases which can be the
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