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On sl(2)-equivariant quantizations
S. Bouarroudj ∗ M. Iyadh Ayari †
Abstract
By computing certain cohomology of Vect(M) of smooth vector fields we prove that
on 1-dimensional manifolds M there is no quantization map intertwining the action
of non-projective embeddings of the Lie algebra sl(2) into the Lie algebra Vect(M).
Contrariwise, for projective embeddings sl(2)-equivariant quantization exists.
1 Introduction
Quantization, according to one of many definitions, is a procedure which to each polyno-
mial on a symplectic manifold (in our case it is T ∗M) assigns a differential operator on
a Hilbert space (see, e.g., [25]). An equivariant (with respect to a finite-dimensional Lie
subalgebra g ⊂ Vect(M) of the Lie algebra of all smooth vector fields on M) quantization
intertwines a local action of g ⊂ Vect(M), see [7, 8, 19]. For M = R or S1, this point
of view was initiated in [5] in the context of a Lie subalgebra sl(2) ⊂ Vect(M). In fact,
the Lie algebra sl(2) has various embeddings into Vect(M) (for M = R, only n = 0 is
possible):
ln = Span
(
x−n
d
dx
, x
d
dx
, xn+2
d
dx
)
.
The Lie algebra sl(2) considered in [3, 5, 11] corresponds to l0 generated by the natural
action of SL(2) by linear-fractional (or Mo¨bius) transformations (cf. [22]). Are there any
other Lie subalgebras of Vect(M) for which the equivariant quantization procedure exists?
On R, all subalgebras that contain ddx were classified by Lie [20] (see also [9], [23]). Apart
from l0, they are (for a fixed s ∈ R \ {0}):
g0 = Span
(
d
dx
)
, h0 = Span
(
d
dx
, esx
d
dx
)
,1 = Span
(
d
dx
, x
d
dx
)
,
k1 = Span
(
d
dx
, sin(sx)
d
dx
, cos(sx)
d
dx
)
, k2 = Span
(
d
dx
, sinh(sx)
d
dx
, cosh(sx)
d
dx
)
.
The Lie subalgebras ln, k1 and k2 correspond to various embeddings of sl(2). The vector field
d
dx spans a commutative Lie algebra isomorphic to so(2). We require that the Lie algebras
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we are dealing with contain so(2). This property implies that the invariant differential
operators we are studying are with constant coefficients (see sec. 3.1).
The existence of an equivariant quantization map induces a deformation of the Vect(M)-
action on the space of polynomials in the sense of the Nijenhuis-Richardson deformation
theory [21]. As is well known, deformation of modules is related to the computation of
a certain first cohomology group. In our case, the deformation becomes trivial when we
restrict the action to sl(2); besides, we deal only with a deformation that is expressed in
terms of differential operators. Therefore, we will deal with the relative cohomology group
H1(Vect(M), sl(2);Homdiff(Fλ,Fµ)), (1.1)
where Fλ stands for the space of densities of weight λ and Homdiff(Fλ,Fµ) stands for the
space of differential operators on weighted densities.
Our first main result is the computation of (1.1) for sl(2) realized as k1 or k2. Here, we
only deal with cochains given by smooth maps. Using this result, we prove that there is
no equivariant quantization map intertwining the actions of the Lie subalgebras k1 and k2.
Boniver and Mathonet [4] have investigated, in multi-dimensional case, all maximal
Lie subalgebras of Vect(Rn) for which the equivariant quantization exists.
2 Relative cohomology, statement of main results
In what follows, M stands for either R or S1 and k = k1 or k2.
The space of tensor densities, denoted by Fλ, is the space of sections of the line bundle
(T ∗M)⊗λ, where λ ∈ R. This space has the following structure of a Vect(M)-module: For
any ϕ(dx)λ ∈ Fλ and X
d
dx ∈ Vect(M), we put
Lλ
X d
dx
(ϕ(dx)λ) = (Xϕ′ + λϕdivX)(dx)λ. (2.1)
Examples of such spaces are F0 = C
∞(M), F−1 = Vect(M), and F1 = Ω1(M).
A result of [3] is as follows:
H1(Vect(M), l0; Homdiff(Fλ,Fµ)) =

R if µ− λ =

2 and λ 6= −12
3 and λ 6= −1
4 and λ 6= −32
or (λ, µ) =
(−4, 1), (0, 5),
(
−5±
√
19
2 ,
7±√19
2
)
0 otherwise.
(2.2)
It is known ([16]) that
H1(l0; Homdiff(Fλ,Fµ)) =

R if µ− λ = 0
R
2 if (λ, µ) =
(
1−n
2 ,
n+1
2
)
, where n ∈ N\{0}
0 otherwise.
(2.3)
Theorem 2.1 i) H1(Vect(M), k; Homdiff(Fλ,Fµ)) = 0 for all λ and µ.
2
ii) H1(k; Homdiff(Fλ,Fµ)) ≃ H
1(Vect(M); Homdiff(Fλ,Fµ)). Moreover, if M = R, we
have (here H1diff denotes the differential cohomology which means we deal only with cochains
that are given by differential operators)
H1diff(Vect(R), k; Homdiff(Fλ,Fµ)) =

R if
{
µ− λ = 0, 2, 3 or (λ, µ) =
(−4, 1), (0, 5),
(
−5±
√
19
2 ,
7±√19
2
)
R
2 if (λ, µ) = (0, 1)
0 otherwise.
(2.4)
Remark 2.2 (i) The 1-cocycles that span H1(Vect(R); Homdiff(Fλ,Fµ)) were given in
[10].
(ii) The cohomology group H1diff(Vect(S
1); k; Homdiff(Fλ,Fµ)) cannot be described as
in (2.4). The cocycles
c1(X
d
dx
)(φ(dx)λ) = divX φ(dx)µ−λ, and c2(X
d
dx
)(φ(dx)λ) = X · φ(dx)µ−λ,
are not trivial and not cohomologous to each other for every pair (λ, µ) such that µ−λ = 0.
The proof of Theorem 2.1 will be the subject of subsection 3.2 following the investiga-
tion of k-invariant bilinear differential operators.
3 Invariant operators and cohomology
3.1 k-invariant bilinear differential operators
First, we recall Grozman’s result [13, 14] on the classification of bilinear differential
operators on weighted densities invariant with respect to Vect(M) :
i) Every zero-order operator Fγ ⊗Fλ −→ Fγ+λ is of the form
ϕ(dx)γ ⊗ ψ(dx)λ 7→ ϕ · ψ (dx)γ+λ.
ii) Every first-order operator Fγ ⊗Fλ −→ Fγ+λ+1 is given by the Poisson bracket:
ϕ (dx)γ ⊗ ψ (dx)λ 7→ {ϕ,ψ} (dx)γ+λ+1 where {ϕ,ψ} = γ ϕψ′ − λϕ′ ψ.
iii) Every second-order operator Fγ ⊗ Fλ −→ Fγ+λ+2 is given by the composition of the
de Rham operator and the Poisson bracket:
ϕ(dx)γ ⊗ ψ(dx)λ 7→ d{ϕ,ψ} dx for λ+ γ + 1 = 0,
ϕ(dx)γ ⊗ ψ(dx)λ 7→ {dϕ, ψ}(dx)λ+2 for γ = 0,
ϕ(dx)γ ⊗ ψ(dx)λ 7→ {ϕ, dψ}(dx)γ+2 for λ = 0.
iv) Every third-order invariant operator Fγ ⊗ Fλ −→ Fγ+λ+3 is given by the compo-
sition of the de Rham operator and the Poisson bracket. Moreover, there exists another
3
operator, now called Grozman operator, which is not given by this composition. The list
is as follows:
ϕ⊗ ψ(dx)−2 7→ d {dϕ, ψ} dx for (γ, λ) = (0,−2)
ϕ(dx)−2 ⊗ ψ 7→ d {ϕ, dψ} dx for (γ, λ) = (−2, 0)
ϕ⊗ ψ 7→ {dϕ, dψ}(dx)3 for (γ, λ) = (0, 0)
ϕ(dx)−2/3 ⊗ ψ(dx)−2/3 7→
(∣∣∣∣ ϕ ϕ′′′ψ ψ′′′
∣∣∣∣− 32 ∣∣∣∣ ϕ′ ϕ′′ψ′ ψ′′
∣∣∣∣) (dx)5/3 for (γ, λ) = (−23 ,−23)
The list of l-invariant bilinear differential operators on weighted densities is a classical
result of Gordan [12]. These operators are called “transvectants” (see [3, 11]). Their explicit
expressions are given by
Fγ ⊗Fλ −→γ+λ+k
ϕ(dx)γ ⊗ ψ(dx)λ 7→
∑
i+j=k
(−1)i
(
k
i
)
(2γ − i) · · · (2γ − k + 1)
(2λ− j) · · · (2λ− k + 1)
ϕ(i) ψ(j)(dx)γ+λ+k.
Now, we investigate bilinear differential operators that are invariant with respect to the
Lie subalgebras k1 and k2.
Theorem 3.1 Up to a constant, the only k-invariant bilinear differential operators on
tensor densities are: (i) the product of tensor densities, (ii) the Poisson bracket, (iii) the
composition of the de Rham operator and Poisson bracket, (iv) the Grozman operator.
Proof. Any bilinear differential operator A : Fγ ⊗Fλ −→ Fµ can be expressed as
A(ϕ,ψ) =
∑
i+j≤k
ci,j ϕ
(i)ψ(j)(dx)µ, (3.1)
where ci,j are smooth functions and the superscript (i) stands for the i-th derivative. The
k-invariance of the operator above reads as follows: for any (ϕ(dx)γ , ψ(dx)λ) ∈ Fγ ⊗ Fλ
and X ddx ∈ k, we have
L
µ
X d
dx
A(ϕ,ψ) = A(Lγ
X d
dx
ϕ,ψ) +A(ϕ,Lλ
X d
dx
ψ). (3.2)
The k-invariance (3.2) for X ddx =
d
dx implies that c
′
i,j = 0. Thus, ci,j are constants.
(a) For k = 0, the k-invariance (3.2) for X ddx = sin(sx)
d
dx and cos(sx)
d
dx (or sinh(sx)
d
dx
and cosh(sx) ddx) is equivalent to the following equation
(−γ − λ+ µ) c0,0 = 0.
Therefore, µ = γ + λ and the corresponding operator is the multiplication operator given
as in Grozman’s list.
(b) For k = 1, the k-invariance is equivalent to the following system
(1 + γ + λ− µ) c1,0 = 0, (1 + γ + λ− µ) c0,1 = 0,
(γ + λ− µ) c0,0 = 0, γ c0,1 + λ c1,0 = 0.
(3.3)
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If 1 + γ + λ− µ 6= 0, then c1,0 = c0,1 = 0. Thus the operator is 0-order, but this case has
already been studied in Part (a). Therefore, 1+ γ+λ−µ = 0. The third equation implies
that c0,0 = 0 which implies that the operator (3.1) is homogeneous. Now the last equation
admits a solution for all λ and γ. The corresponding operator coincides (up to a factor)
with the Poisson bracket.
(c) For k = 2, the k-invariance is equivalent to the system (3.3) and the following
system:
λ c1,1 + (1 + 2γ) c2,0 = 0, γ c1,1 + (1 + 2λ) c0,2 = 0, γ c2,0 + λ c0,2 = 0,
(2 + γ + λ− µ) c1,1 = 0, (2 + γ + λ− µ) c2,0 = 0, (2 + γ + λ− µ) c0,2 = 0.
If 2+γ+λ−µ 6= 0, then the constants c2,0 = c0,2 = c1,1 = 0. In this case the operator (3.1)
becomes 1-order which has already been studied in Part (b). If 2+ γ+λ−µ = 0, then the
constants c1,0 = c0,1 = c0,0 = 0 and the operator becomes homogeneous. The only values
of λ and γ for which the system is consistent are given as in Part iii) of Grozman’s list.
(d) For k = 3, we proceed as before and the operator (3.2) is given as in Grozman’s
list.
(e) Let us prove that for k ≥ 4 there are no operators invariant with respect to the Lie
algebra k. We proceed by induction; of course, a direct proof can be checked for k = 4.
The invariance property implies that the coefficients of the componentsX ′ϕ(s)ψ(k−s) which
should vanish is given by the system
(k + γ + λ− µ) cs,k−s for s = 0, . . . , k.
If k + γ + λ − µ 6= 0, then all the constants cs,k−s = 0. Thus, the operator (3.1) is
(k − 1)-order and the induction assumption assures the non-existence. Suppose then that
k+γ+λ−µ = 0. The invariance implies that the components ofX ′ϕ(s)ψ(t), where s+t < k,
are given by
(s+ t+ γ + λ− µ) cs,t = 0 for s+ t = 0, . . . , k − 1.
Thus, all cs,t = 0 for all s+ t < k. Hence the operator (3.1) becomes homogeneous, namely∑
i+j=k
ci,j ϕ
(i)ψ(j)(dx)γ+λ+k.
Now, the invariance gives a system equivalent to the system coming from the invariance
property with respect to the Lie algebra Vect(M). The result follows from Grozman’s
classification.
3.2 Proof of Theorem 2.1.
Lemma 3.2 [18] Every 1-cocycle c on Vect(M) with values in Homdiff(Fλ,Fµ) is differ-
entiable.
Lemma 3.3 Every 1-cocycle c on Vect(M) that vanishes on k is necessarily k-invariant.
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Proof. The 1-cocycle property reads
LX d
dx
c(Y,A) − LY d
dx
c(X,A) = c([X,Y ], A),
for any X ddx , Y
d
dx ∈ Vect(M) and A ∈ Homdiff(Fλ,Fµ). As c vanishes on k, then
LX d
dx
c(Y,A) = c([X,Y ], A) for any X
d
dx
∈ k.
This is just the k-invariance property.
According to Theorem 3.1, there are only two k-invariant differential operators
Vect(M)⊗Fλ −→ Fµ,
and they are given by the Poisson bracket {·, ·} for γ = −1 and the operator {·, d} for
(γ, λ) = (−1, 0). Let us describe under what conditions the operator {·, d} is a 1-cocycle.
For any ψ ∈ F0 and X
d
dx , Y
d
dx ∈ Vect(M), we have
{[X,Y ], d ψ} = LX d
dx
{Y, dψ} − {Y, dLX d
dx
ψ} − LY d
dx
{X, dψ} + {X, dLY d
dx
ψ}.
The cocycle condition implies that the coefficients c2,0, c0,2 and c1,1 of the operator {·, d}
satisfy the system
(µ − 1) c2,0 = 0, c0,2 = 0, (2− µ) c0,2 = 0.
Therefore, the operator {·, d} is never a 1-cocycle. The same holds for the Poisson bracket
{·, ·}, and therefore we have just proved that H1(Vect(M), k; Homdiff(Fλ,Fµ)) = 0 and (i)
is proven.
To prove ii), let c be a 1-cocycle on Vect(M) with value in Homdiff(Fλ,Fµ), and denote
by ĉ its restriction to k. We will prove that the map c 7→ ĉ is an isomorphism. Let c1 and
c2 be two 1-cocycles such that ĉ1 = ĉ2. It follows that the difference c1 − c2, which is also
a 1-cocycle, vanishes on k. Part i) of the Theorem ensures that it is a coboundary, namely
c1(X)− c2(X) = LX d
dx
◦ A−A ◦ LX d
dx
for all X
d
dx
∈ Vect(M),
where A is a certain operator in Homdiff(Fλ,Fµ). Thus, c1 ≡ c2.
Let s be a 1-cocycle on k with values in Homdiff(Fλ,Fµ). We will prove that there
exists a 1-cocycle on Vect(M), say c, such that ĉ = s. To do that, we write the 1-cocycle
s as follows. For any X ddx ∈ Vect(M) and ψ(dx)
λ ∈ Fλ, we put (where ci,j are smooth
functions)
s(X,ψ) =
∑
i,j
ci,jX
(i) ψ(j)(dx)µ.
The cocycle property for X ddx = cos(sx)
d
dx (or cosh(sx)
d
dx) is equivalent to the following
system
i(i+ j − 1− µ+ λ) ci,j − (j + λi)
(
j+i−1
i
)
c1,j−1+i = 0 for i+ j ≤ k and i > 1,
j − i
j
(
j+i−1
i
)
ci+j−1,l +
((
l+i−1
i
)
+ λ
(
l+i−1
i−1
))
cj,l−1+i
−
((
l+j−1
j
)
+ λ
(
l+j−1
j−1
))
ci,l−1+j = 0 for l + i+ j ≤ k + 1 and j > i > 1,
(µ− i− λ) c0,i − c
′
1,i = 0 for 0 < i ≤ k,
(j − 1− µ+ l + λ) cj,l −
((
l+j−1
j
)
+ λ
(
l+j−1
j−1
))
c1,l−1+j = 0 for j + l ≤ k.
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Now, a direct computation proves that the operator defined by
∑
i,j ci,j X
(i) ψ(j)(dx)µ, where ci,j
are as above, satisfies the 1-cocycle property on the entire Vect(M). In other words, any 1-cocycle
on k is certainly a 1-cocycle on Vect(M).
The proof of (ii) for M = R follows from computations of H1(Vect(R),Homdiff(Fλ,Fµ)) due
to Feigin-Fuchs [10]. Our Theorem is proven.
4 Quantization equivariant with respect to k
The modules of linear differential operators on the spaces of tensor densities on a smooth manifold
are classical objects (see [24]). Recently, they have been intensively studied in a series of papers
(see [1, 2, 3, 6, 8, 11, 17, 18]). Let Dkλ,µ be the space of order k differential operators A : Fλ → Fµ
endowed with the Vect(M)-module structure by the formula
L
λ,µ
X d
dx
(A) = Lµ
X d
dx
◦A−A ◦ Lλ
X d
dx
. (4.1)
Let δ = µ − λ. For first-order differential operators, it was proven in [11] that there exists a
map
Fδ−1 −→ D
1
λ,µ a1(dx)
δ−1 7→
(
a1
d
dx
+
λ
1− δ
a′1
)
dxδ
equivariant with respect to Vect(M). However, for second-order differential operators, it was proven
in [5, 11] that there exists a map
Fδ−2 −→ D
2
λ,µ a2(dx)
δ−2 7→
(
a2
d2
dx2
+
1 + 2λ
2− δ
a′2
d
dx
+
λ(1 + 2λ)
(2− δ)(3 − 2δ)
a′′2
)
dxδ
equivariant with respect to l0 but there is no map Fδ−2 −→ D
2
λ,µ equivariant with respect to the
whole Lie algebra Vect(M). For k, we have the following
Theorem 4.1 A differential operator
Q : Fδ−2 ⊕F1−δ ⊕Fδ −→ D
2
λ,µ
equivariant with respect to k exists only for either µ = 1 and λ 6= −1, or µ 6= 2 and λ = 0.
Proof. Assume the contrary: Let the map Q exist. We have, therefore, a diagram
Fδ−2 ⊕Fδ−1 ⊕Fδ
Q
−−−−→ D2λ,µy yLλ,µX d
dx
Fδ−2 ⊕Fδ−1 ⊕Fδ
Q
−−−−→ D2λ,µ
that by our assumption commutes once the action is restricted to k. Hence the map
Q−1 ◦ Lλ,µ
X d
dx
◦Q,
defines a new action on the space Fδ−2 ⊕Fδ−1 ⊕Fδ. Thus, there exists a map c such that
Q−1 ◦ Lλ,µ
X d
dx
◦Q = (Lδ−2
X d
dx
, Lδ−1
X d
dx
, Lδ
X d
dx
) + c(X),
where Lδ
X d
dx
is the action (2.1). It is easy to see that c defines a 1-cocycle on Vect(M) with values
in Enddiff(Fδ−2 ⊕ Fδ−1 ⊕ Fδ), vanishing on k. By Theorem 3.1, the map c is identically zero, not
just a coboundary. Thus, the map Q is not only k-equivariant but also Vect(M)-equivariant. But
by [11] there is no quantization map equivariant with respect to the whole Lie algebra Vect(M)
except for µ = 1 and λ 6= −1, or µ 6= 2 and λ = 0.
7
Conclusion
Even though the Lie subalgebras k1 and k2 are of finite dimension, the (differential) equivariant
quantization map does not exist. We have shown in this paper that the existence is related to the
nature of the vector fields that generate a Lie subalgebra, rather than the number of generators.
We believe that the dimension of a Lie subalgebra will determine only the uniqueness of the
quantization map – whenever it exists – as already pointed out in [7].
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