The generalized quantum group U (ǫ) of type A is an affine analogue of quantum group associated to a general linear Lie superalgebra gl M |N . We prove that there exists a unique R matrix on tensor product of fundamental type representations of U (ǫ) for arbitrary parameter sequence ǫ corresponding to a non-conjugate Borel subalgebra of gl M |N . We give an explicit description of its spectral decomposition, and then as an application, construct a family of finite-dimensional irreducible U (ǫ)-modules which have subspaces isomorphic to the Kirillov-Reshetikhin modules of usual affine type A (1) M −1 or A (1) N−1 .
Introduction
A generalized quantum group U(ǫ) associated to ǫ = (ǫ 1 , . . . , ǫ n ) with ǫ i ∈ {0, 1} is a Hopf algebra introduced in [17] , which appears in the study of solutions to the tetrahedron equation or the three-dimensional Yang-Baxter equation.
The generalized quantum group U(ǫ) of type A is equal to the usual quantum affine algebra of type A (1) n−1 , when ǫ is homogeneous, that is, ǫ i = ǫ j for all i = j. But it becomes a more interesting object when ǫ is non-homogeneous, which is closely related to the quantized enveloping algebra associated to an affine Lie superalgebra [22] , or which can be viewed as an affine analogue of the quantized enveloping algebra of the general linear Lie superalgebra gl M|N [21] , where M and N are the numbers of 0 and 1 in ǫ, respectively. We remark that the subalgebraŮ(ǫ) of U(ǫ) associated to the Lie superalgebra gl M|N was also introduced in [7] independently, as symmetries appearing in the study of wave functions of quantum mechanical systems [23] .
When the parameter ǫ is standard, that is, ǫ M|N = (0 M , 1 N ), it is shown in [17] that there exists a unique R matrix on the tensor product of finite-dimensional U(ǫ M|N )-modules W s,ǫ (x), which correspond to fundamental representations of type A (1) N −1 with spectral parameter x when N ≥ 3. Indeed, the R matrix is obtained by reducing the solution of the tetrahedron equation, and the uniqueness follows from the irreducibility of tensor product W l,ǫ (x) ⊗ W m,ǫ (y) for generic x and y. An explicit spectral decomposition of the associated R matrix is obtained by analyzing the maximal vectors with respect toŮ(ǫ M|N ).
By applying fusion construction using the R matrix in [17] , a family of irreducible U(ǫ M|N )-modules is constructed in [16] , which are parametrized by rectangular partitions inside an (M |N )-hook. Moreover the existence of their crystal base is proved together with a combinatorial description of the associated crystal graphs. It can be viewed as a natural super-analogue of Kirillov-Reshetikhin modules (simply KR modules) of type A (1) ℓ , which is a most important family of finite-dimensional irreducible modules of quantum affine algebras (cf. [5, 14] ).
The results in [17] and [16] suggests that there is a close connection between finitedimensional representations of U(ǫ M|N ) and U q (A (1) n−1 ). The purpose of this paper is to extend the results in [17] and [16] to arbitrary parameter sequence ǫ, and find a more concrete connection between the finite-dimensional representations of U(ǫ) and U q (A (1) ℓ ). From a viewpoint of representations of gl M|N , the sequence ǫ represents the type of Borel subalgebras of gl M|N , which are not conjugate to each other. It is not obvious whether the representation theory of U(ǫ) is the same under a different choice of permutations of ǫ M|N . For example, if we change the Borel in the generalized quantum group, then the defining relations and the crystal structure associated to U(ǫ)-modules become much different from the ones with respect to ǫ M|N as ǫ gets far from ǫ M|N (cf. [2, 15] ).
We first show that there exists a unique R matrix on the tensor product of finitedimensional U(ǫ)-modules W s,ǫ (x) of fundamental type (Theorem 4.10). Since the existence of R matrix for arbitrary ǫ was shown in [17] , it suffices to prove the irreducibility of tensor product W l,ǫ (x) ⊗ W m,ǫ (y) for generic x and y. We use a method completely different from [17] . Indeed, motivated by the work [6] , we introduce a functor called truncation, and show that it sends any U(ǫ)-module with polynomial weights to a U(ǫ ′ )-module, preserving the comultiplications in tensor product, where ǫ ′ is a subsequence of ǫ. This in particular enables us to define an oriented graph structure on W l,ǫ (x) ⊗ W m,ǫ (y) when x = y = 1 with additional arrows other than the ones associated to U(ǫ). With this structure, we prove the connectedness of the crystal (Theorem 4.8), and hence the irreducibility for generic x and y.
Next, we prove that the truncation functor is compatible with the R matrix. This immediately implies that the spectral decomposition of the R matrix for U(ǫ) is the same as that of type A (1) ℓ (Theorem 5.2) and hence does not depend on the choice of ǫ. As an application, we construct a family of irreducible U(ǫ)-modules W (r) s,ǫ which yields the usual KR modules under truncation (Theorem 5.3). We conjecture that W (r) s,ǫ has a crystal base as in the case of ǫ = ǫ M|N . We expect that the compatibility of truncation with the R matrix will also play a crucial role in understanding arbitrary finite-dimensional U(ǫ)-modules in connection with those of type A (1) ℓ .
There are other recent works on the finite-dimensional representations of quantum affine superalgebra associated to gl M|N [24, 25, 26] . It would be interesting to compare with these results.
The paper is organized as follows. In Section 2, we review basic materials for a generalized quantum group and its crystal base. In Section 3, we present the classical Schur-Weyl duality forŮ(ǫ) and then realize the irreducible polynomial representation ofŮ (ǫ). In Section 4, we prove the main theorem on the existence of the R matrix. In Section 5, we construct KR type modules of U(ǫ) using the R matrix.
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2. Generalized quantum group U(ǫ) of type A 2.1. Generalized quantum group. We fix a positive integer n ≥ 4. Let ǫ = (ǫ 1 , · · · , ǫ n ) be a sequence with ǫ i ∈ {0, 1} for 1 ≤ i ≤ n. We denote by I the linearly ordered set {1 < 2 < · · · < n} with Z 2 -grading given by I 0 = { i | ǫ i = 0 } and I 1 = { i | ǫ i = 1 }. We assume that M is the number of i with ǫ i = 0 and N is the number of i with ǫ i = 1 in ǫ. We denote by ǫ M|N the sequence when ǫ 1 = · · · = ǫ M = 0 and ǫ M+1 = · · · = ǫ n = 1.
Let P = i∈I Zδ i be the free abelian group generated by δ i with a symmetric bilinear form ( · | · ) given by (δ i |δ j ) = (−1) ǫi δ ij for i, j ∈ I. Let { δ ∨ i | i ∈ I } ⊂ P ∨ := Hom Z (P, Z) be the dual basis such that δ i , δ ∨ j = δ ij for i, j ∈ I. Let I = { 0, 1, . . . , n − 1 } and
Throughout the paper, we understand the subscript i ∈ I modulo n. When ǫ = ǫ M|N , the Dynkin diagram associated to the Cartan matrix ( α j , α ∨ i ) 0≤i,j≤n is
where denotes an isotropic simple root.
Let q be an indeterminate. We put I even = { i ∈ I | (α i |α i ) = ±2 } and I odd = { i ∈ I | (α i |α i ) = 0 }, and set
Definition 2.1. We define U(ǫ) to be the associative Q(q)-algebra with 1 generated by q h , e i , f i for h ∈ P ∨ and i ∈ I satisfying
where ω j = q (−1) ǫ i δ ∨ j (j ∈ I), and the Serre-type relations
(i ∈ I even and |i − j| = 1), (2.5) and (2.6) e i e i−1 e i e i+1 − e i e i+1 e i e i−1 + e i+1 e i e i−1 e i −e i−1 e i e i+1 e i + (−1) ǫi [2] e i e i−1 e i+1 e i = 0,
We call U(ǫ) the generalized quantum group of affine type A associated to ǫ (see [17] ).
. There is a Hopf algebra structure on U(ǫ), where the comultiplication ∆, the antipode S, and the couint ε are given by
for h ∈ P ∨ and i ∈ I. Let η be the anti-automorphism on U(ǫ) defined by
for h ∈ P ∨ and i ∈ I. It satisfies η 2 = id and
We have an isomorphism between U(ǫ) and U( ǫ) where ǫ is obtained from ǫ by permutation of ǫ i 's, which is not an isomorphism of Hopf algebras [20, Theorem 2.7] (cf. [19, 37.1] ).
. . , ǫ n ) be the sequence given by exchanging ǫ i and ǫ i+1 in ǫ. Then there exists an isomorphism of algebras τ i : U(ǫ) −→ U( ǫ) given by
where the inverse map is given by
be the µ-weight space of V . For a non-zero vector u ∈ V µ , we denote by wt(u) = µ the weight of u. Let P ≥0 = i∈I Z ≥0 δ i and let O ≥0 be the category of U(ǫ)-modules with objects V such that
which is closed under taking submodules, quotients and tensor products.
There is another comultiplication on U(ǫ) given by
(while ∆ op + is used in [16] ). Let ⊗ and ⊗ + denote the tensor product with respect to ∆ and ∆ + , respectively. For U(ǫ)-modules M and N , we have a U(ǫ)-linear isomorphism ψ : M ⊗ N −→ M ⊗ + N given by
for u ∈ M µ and v ∈ N ν with µ = i µ i δ i and ν = i ν i δ i .
Let us recall the notion of crystal base for V ∈ O ≥0 [16] (cf. [2] ). The Kashiwara operators e i andf i on V for i ∈ I are defined as follows. Suppose that u ∈ V µ is given. Case 1. Suppose that i ∈ I odd and (ǫ i , ǫ i+1 ) = (0, 1). We definẽ
So we defineẽ i andf i on V to be the usual Kashiwara operators on the lower crystal base
! and e i u k = 0 for k ≥ 0, then we definẽ 
So we defineẽ i andf i on V to be the Kashiwara operators on the upper crystal base of
Let A 0 be the subring of Q(q) consisting of f (q)/g(q) with f (q), g(q) ∈ Q[q] and g(0) = 0. 
Let us call B/{±1} a crystal of V , which is an I-colored oriented graph. We have a tensor product rule for crystals (see [2] and [16, Proposition 3.4] ).
Moreover, e i and f i act on B 1 ⊗ B 2 as follows:
(1) if i ∈ I odd and (ǫ i , ǫ i+1 ) = (0, 1), then
(3) if i ∈ I even and (ǫ i , ǫ i+1 ) = (0, 0), then
(4) if i ∈ I even and (ǫ i , ǫ i+1 ) = (1, 1), then
Proof. The proof is almost the same as in [16, Proposition 3.4] , where the order of tensor product is reversed due to a different convention of comultiplication.
The crystal structure on B ⊗ℓ /{±1} for ℓ ≥ 1 can be described explicitly by Proposition 2.5, which is the same as in [2] or [16] except that the tensor product order is reversed.
3. Schur-Weyl duality and polynomial representations ofŮ(ǫ)
satisfying the Yang-Baxter equation;
where R ij denotes the map acting as R on the i-th and the j-th component and the identity elsewhere on V ⊗3 (cf. [11] ). Let H ℓ (q −2 ) be the Iwahori-Hecke algebra of type A over Q(q) generated by h i for i ∈ {1, . . . , ℓ − 1} subject to the relations;
We can check that there exists a well-defined action of
acts as R on the i-th and (i + 1)-th component and the identity elsewhere. Then we have an analogue of Schur-Weyl duality forŮ(ǫ) (cf. [11] ) as follows. The proof is similar to the case when ǫ i = 0 for all i.
Polynomial representations ofŮ(ǫ).
Recall that M is the number of i's with ǫ i = 0 and N is the number of i's with ǫ i = 1 in ǫ.
Let P be the set of all partitions. [4] ). We denote the set of all (M |N )-hook partitions by P M|N . For a Young diagram λ, a tableau T obtained by filling λ with letters in I is called semistandard if (1) the letters in each row (resp. column) are weakly increasing from left to right (resp. from top to bottom), (2) the letters in I 0 (resp. I 1 ) are strictly increasing in each column (resp. row). Let SST ǫ (λ) be the set of all semistandard tableaux of shape λ. Then SST ǫ (λ) is non-empty if and only if λ ∈ P M|N . For T ∈ SST ǫ (λ), let w(T ) be the word given by reading the entries in T column by column from left to right, and from bottom to top in each column.
For
We fix ℓ ≥ 2, and let W denote the symmetric group on {1, . . . , ℓ}. Suppose that λ ∈ P is given with i≥1 λ i = ℓ. Let T λ + be the standard tableau obtained by filling λ with {1, . . . , ℓ} row by row from top to bottom and from left to right in each row, and let T λ − be the tableau obtained by filling λ with {1, . . . , ℓ} column by column from left to right and from top to bottom in each column.
Let
is the tableau obtained by acting w λ on the letters in T λ − . Let W λ + (resp. W λ − ) be the Young subgroup of W stabilizing the rows (resp. columns) of T λ + (resp. T λ − ). Then the q-deformed Young symmetrizer is given by
.
Suppose that a is a letter in T λ − such that a + 1 is located in the same column. We put C a = 1 + h a . Then we have
Next, suppose that a is a letter in T λ − , where there is another letter d to the right. Let b be the letter at the bottom of column where a is placed, and c = b + 1 the letter at the top of the column where d is placed. Let G λ a be the set of minimal length right coset representatives of W ab × W cd in W ad . We define the Garnir element at a to be
The collection of boxes in the Young diagram λ corresponding to the letters from a to d in T λ − is called a Garnir belt at a. Then we have the following relations [3, (15) ];
Let T be a tableau of shape λ with letters in I, and let T (i) be the letter in T at the position corresponding to
For σ ∈ W , let T σ be the tableau given by replacing
Let a be a letter in T λ − with d to the right in the same row and with b, c as above. Let w 0 be the longest element in W ab × W cd , and letG λ a = w 0 G λ a w 0 . Let u 1 , . . . , u s and u s+1 , . . . , u r+s be the letters in T corresponding to c, . . . , d and a, . . . , b in T λ − , respectively. Then we may identify σ ∈G λ a with a permutation on {1, . . . , r + s} satisfying σ(1) < · · · < σ(s) and σ(s + 1) < · · · < σ(s + r) so that T σ is the tableau obtained from T by replacing u i 's with u σ(i) 's for 1 ≤ i ≤ r + s. With this identification, we letl(σ) be the length of σ as a permutation on {1, . . . , r + s}, and put 
where σ is the permutation on {1, . . . , r + s} corresponding to w 0 ww 0 and
Hence it follows from (3.5) and that (3.6)
We have
For σ ∈G λ a , let U σ be the subtableau of T σ corresponding to the Garnir belt at a, where U = U id . We define d a (T σ ) in the same way as in d(T ) only by using the letters in U σ . Let l p > · · · > l 1 ≥ r q > · · · > r 1 be the distinct letters appearing in U , where l i and r j are located in the left and right columns of U , respectively.
Let m i (resp. n j ) be the number of occurrences of l i 's (resp. r j 's) in U , which remain in the same column after applying σ. Let m ′ i (resp. n ′ i ) be the number of l i 's (resp. r j 's) which are placed on the right (resp. left) column of U σ after applying σ to U . Note that
one can check easily that
By (3.8), (3.9), and (3.10), we have
By (3.3), (3.7) and (3.11), we have
This proves the identity in the lemma. Case 2. Suppose that Suppose that l 1 = r q . In this case, d a (T ) is the same as in Case 1, and
Note that
where the last summand is equal to m ′ p n ′ 1 . By similar arguments as in (3.10), we have
This also proves the identity in the lemma as in (3.11) .
For λ ∈ P M|N with i λ i = ℓ, let
Let H λ be the tableau in SST ǫ (λ), which is defined inductively as follows:
(1) Fill the first row (resp. column) of λ with 1 if ǫ 1 = 0 (resp. ǫ 1 = 1).
(2) Suppose that we have filled a subdiagram of λ from 1 to i. Then fill the first row (resp. column) of the remaining diagram with i + 1 if ǫ i+1 = 0 (resp. ǫ i+1 = 1).
Example 3.3. Suppose that n = 5, ǫ = (0, 1, 1, 0, 0) and λ = (6, 5, 4, 2, 1). In this case, we have H λ = 1 1 1 1 1 1 2 3 4 4 4 2 3 5 5 2 3 2 Proposition 3.4. We have the following.
Proof.
(1) It is clear that V ǫ (λ) is invariant under q h for h ∈ P ∨ . It suffices to check f i V ǫ (λ) ⊂ V ǫ (λ) for i ∈I since the proof for e i is the same. The proof is similar to the case when ǫ = (0, . . . , 0) (cf. [9] ). For column-semistandard tableaux U and V of shape λ,
where we may assume that T is column-semistandard by (3.3) . If such T ′ is not semistandard, then we may apply Lemma 3.2 to T ′ so that v T ′ is a linear combination of T ′′ 's which is column-semistandard and T ′ < T ′′ . Repeating this process finitely many times, we conclude that f i T is a linear combination of v S 's for some S ∈ SST ǫ (λ). Therefore,
is a primitive idempotent up to scalar multiplication [10] , it follows from Theorem 3.1 that V ǫ (λ) is an irreducibleŮ(ǫ)-module. Recall that the dimension of the irreducible H ℓ (q −2 )-module S λ generated by Y λ (q) is the number of standard tableaux of shape λ. We may have an analogue of the Robinson-Schensted type correspondence, which is a bijection from the set of words of length ℓ with letters in I to the set of pair of standard tableau and semistandard tableau of shape λ (cf. [4] ). Comparing the dimensions of V ⊗ℓ and its decomposition into
(3) The character of V ǫ (λ) is equal to that of polynomial representations of the general linear Lie superalgebra gl M|N corresponding to λ ∈ P M|N , and wt(v H λ ) is maximal [8, Theorem 2.55 ]. This implies that e i v H λ = 0 for all i ∈I and hence v H λ is a highest weight vector.
Remark 3.5. The character of V ǫ (λ) for λ ∈ P M|N is called a hook Schur polynomial [4] , which depends only on ǫ up to permutations. The tensor product of two polynomial representations is completely reducible and the multiplicity of each irreducible component is given by usual Littlewood-Richardson coefficient.
3.3. Crystal base of V ǫ (λ). Let λ ∈ P M|N be given. We may define anI-colored oriented graph structure by identifying T with w(T ) rev , the reverse word of w(T ).
where Proof. The proof is similar to that of [16, Proposition 3.3] .
Proof. The proof is similar to that of [18, Theorem 4.4] . Let (L(λ), B(λ)) be given by
where v λ is a highest weight vector in V ǫ (λ) and x = e, f for each i k . Following the same arguments in [2] , it is shown in [16] that (L(λ), B(λ)) is a crystal base of V ǫ (λ). The crystal B(λ)/{±1} is equal to SST ǫ (λ) which is connected. Let µ = (µ 1 , . . . , µ r ) = λ ′ be the conjugate partition of λ, and
Let I µ ǫ be the subspace of V µ ǫ spanned by the vectors induced from the relation (3.5), which includes the relations in Lemma 3.2. Since I µ ǫ is aŮ(ǫ)-submodule, the quotient V µ ǫ /I µ ǫ is isomorphic to V ǫ (λ) by Proposition 3.4. So we have a well-definedŮ(ǫ)-linear map
Since the decomposition of V µ is equal to the usual Pieri rule of Schur functions, it has exactly one component isomorphic to V ǫ (λ). Hence π µ is equal to the projection onto V ǫ (λ) up to scalar multiplication. Let L µ ǫ = L ǫ ((1 µ1 )) ⊗ . . . ⊗ L ǫ ((1 µr )) be the crystal lattice of V µ ǫ . By [16, Theorem 4.14] ,
Remark 3.8. For arbitrary ǫ, theI-colored oriented graph SST ǫ (λ) is not in general connected (see [15] for more details). Furthermore, it is not known yet whether V ǫ (λ) has a crystal base for any λ ∈ P M|N . We expect that (L ǫ (λ), B ǫ (λ)) in (3.13) is a crystal base of V ǫ (λ).
R matrix for finite-dimensional U(ǫ)-modules
For m ∈ Z n + (ǫ), let |m| = m 1 + · · · + m n . For i ∈ I, put e i = (0, · · · , 1, · · · , 0) where 1 appears only in the i-th component. For a parameter x ∈ Q(q), we denote by W s,ǫ (x) a U(ǫ)-module V , where V = W s,ǫ as a Q(q)-space and the actions of e i , f i , ω j are given by
for i ∈ I, j ∈ I, and m = (m 1 , . . . , m n ) ∈ Z n + (ǫ). Here we understand e 0 = e n . Proof. It follows from the same arguments as in Lemma 3.6 that (L s,ǫ , B s,ǫ ) is a crystal base of W s,ǫ . The crystal SST ǫ ((s)) is connected with highest element H (s) . Since the crystal B s,ǫ /{±1} of W s,ǫ is equal to SST ǫ ((s)) as anI-colored graph, B s,ǫ /{±1} is connected as an I-colored oriented graph.
4.2.
Subalgebra U(ǫ ′ ). Suppose that n ≥ 4 and let ǫ = (ǫ 1 , . . . , ǫ n ) be given. Let ǫ ′ = (ǫ ′ 1 , . . . , ǫ ′ n−1 ) be the sequence obtained from ǫ by removing ǫ i for some i ∈ I. We further assume that ǫ ′ is homogeneous when n = 4, that is, ǫ ′ = (000) or (111).
Put I ′ = {0, 1, · · · , n − 2}. Let us denote by ω ′ l , e ′ j , and f ′ j the generators of U(ǫ ′ ) for 1 ≤ l ≤ n − 1 and j ∈ I ′ , where k ′ j = ω ′ j (ω ′ j+1 ) −1 . Let us define K j , E j , F j for j ∈ I ′ as follows:
Case 2. Assume that i = n. For j ∈ I ′ , put
(4.5)
There exists a homomorphism of Q(q)-algebras φ :
Proof. Let us prove Case 1 since the the proof of the other cases are similar. Let ǫ = ( ǫ 1 , . . . ǫ n ) be the sequence obtained from ǫ by exchanging ǫ i and ǫ i+1 , and let τ i : U(ǫ) −→ U( ǫ) be the isomorphism in Theorem 2.2.
Put Ω j = ω j for 1 ≤ j ≤ i − 1 and ω j+1 for i ≤ j ≤ n − 1, and let φ(ω ′ j ) = Ω j , φ(e ′ j ) = E j , and φ(f ′ j ) = F j for j = 1, · · · , n − 1. Let us check that Ω j , E j , F j satisfy the relations in Definition 2.1. Note that D i−1i = q −1 i . First, the relations (2.1) and (2.2) are trivial. Let us check that (2.3) holds. Let E j and F l be given for j, l ∈ I ′ . If j = l or j = l = i − 1, then it is clear.
3) holds. We can check the relation (2.4) by the same argument.
Next, consider the relations (2.5). The first one is immediate. So it is enough to show the second one. We may only consider four non-trivial cases when the pair of relevant indices in I ′ are (i − 2, i − 1), (i − 1, i − 2), (i − 1, i), (i, i − 1) with the first index in the pair in I ′ even .
In case of (i − 2, i − 1), we have
which is zero, since e 2 i−2 e i−1 + e i−1 e 2 i−2 = (q i−1 + q −1 i−1 )e i−2 e i−1 e i−2 and hence
The proof for (i, i − 1) is the same. In case of (i − 1, i − 2) and (i − 1, i), the proof reduces to the case of (i − 2, i − 1) or (i, i − 1) by applying τ i to E l 's for l = i − 2, i − 1, i. Finally let us check the relation (2.6). We may only consider the cases when the relevant triple of indices in
In case of (i − 1, i, i + 1) and i ∈ I ′ odd , we have
which is zero by (2.6) for U(ǫ) with respect to i + 1 ∈ I odd . The proof for (i − 3, i − 2, i − 1) is the same. The proof for (i − 2, i − 1, i) reduces to the previous cases by applying τ i to E l for l = i − 2, i − 1, i. We leave the proof for F j 's to the reader.
4.3.
Truncation to U(ǫ ′ )-modules. Let ǫ ′ be as in Section 4.2. Suppose that M ′ is the number of j's with ǫ ′ j = 0 and N ′ is the number of j's with ǫ ′ j = 1 in ǫ ′ . For a submodule V of V ⊗ℓ (ℓ ≥ 1), we define
where wt(V ) is the set of weights of V . For any submodules V, W of a tensor power of V, it is clear that
as a vector space.
Lemma 4.4. Let V ′ = tr ǫ ǫ ′ (V). Then (1) V ′ is isomorphic to the natural representation ofŮ(ǫ ′ ) given in (2.15),
Proof. (1) Let us assume that 2 ≤ i ≤ n − 2 since the proof for the other cases is similar. Let j ∈( I ′ ) and k ∈ I \ {i} given. It is clear from (4.3) that
When j = i − 1, we have E i−1 = e i−1 e i − q −1 i e i e i−1 , and
We have similar formulas for F j for j ∈( I ′ ). Hence V ′ is invariant under the action ofŮ(ǫ ′ ). In fact, V ′ is isomorphic to the natural representation ofŮ(ǫ ′ ) (2.15).
(2) We see that the actions of E j , F j , K j (j ∈( I ′ )) on V ′ ⊗ V ′ are equal to those of (4.7)
respectively. This implies that V ′ ⊗ V ′ and hence (V ′ ) ⊗ℓ are invariant under the action of U (ǫ ′ ). For example, in case of
Then the action of ∆(E i−1 ) on V ′ ⊗ V ′ is equal to k −1 i k −1 i−1 ⊗ e i−1 e i + e i−1 e i ⊗ 1, and hence
Proposition 4.5. Let λ ∈ P M|N be given.
is non-zero if and only if λ ∈ P M ′ |N ′ . In this case, we have
as aŮ (ǫ ′ )-module.
Proof. (1) It follows from Lemma 4.4 and
(2) Note that SST ǫ ′ (λ) ⊂ SST ǫ (λ). By Proposition 3.4 and (4.8), we see that 
Proof. Since V ⊗ℓ is completely reducible, it follows from Proposition 4.5 and (4.7).
We may define tr ǫ ǫ ′ and have similar results for U(ǫ)-modules in O ≥0 . Proposition 4.7.
(1) For s ∈ Z + and x ∈ Q(q), tr ǫ ǫ ′ (W s,ǫ (x)) is a U(ǫ ′ )-submodule of W s,ǫ (x) via φ, and
Proof. The proof is the same as in Proposition 4.5.
4.4.
Irreducibility of W l,ǫ (x)⊗W m,ǫ (y). Let us show that W l,ǫ (x)⊗W m,ǫ (y) is irreducible for l, m ∈ Z + and generic x, y ∈ Q(q). When ǫ = ǫ M|N , the irreducibility is shown in [17] . In this paper, we give a different proof of it, which is also available for arbitrary ǫ. We assume that M ≥ 2. Set ǫ ′ = ǫ M|0 , which is the subsequence of ǫ obtained by removing all ǫ i = 1's. Note that the length of ǫ ′ may be less than 4 so that U(ǫ ′ ) is not well-defined, but tr ǫ ǫ ′ can be defined in the same way as in (4.6). We put W s,ǫ ′ := tr ǫ ǫ ′ (W s,ǫ ), L s,ǫ ′ := tr ǫ ǫ ′ (L s,ǫ ) ⊂ L s,ǫ , B s,ǫ ′ := tr ǫ ǫ ′ (B s,ǫ ) ⊂ B s,ǫ . Let 1 ≤ j 1 < · · · < j M ≤ n be such that ǫ j k = 0 for 1 ≤ k ≤ M . By Theorem 4.3, we have a U q (sl 2 )-action on W l,ǫ ′ ⊗ W m,ǫ ′ corresponding to the pair (ǫ j k , ǫ j k+1 ) or (ǫ jM , ǫ j1 ). For 0 ≤ k ≤ M − 1, let us denote by e k ′ and f k ′ the Kashiwara operators corresponding to (ǫ j k , ǫ j k+1 ) when k = 0 and to (ǫ jM , ǫ j1 ) when k = 0.
If we put Let b = |m 1 ⊗ |m 2 ∈ B l,ǫ ⊗ B m,ǫ be given. We will show that b is connected to |le 1 ⊗|me 1 , which implies that B l,ǫ ⊗B m,ǫ /{±1} is connected as an (I ⊔I ′ )-colored oriented graph. Let us write m i = (m i1 , . . . , m in ) for i = 1, 2.
We first claim that there exists a sequence i 1 , . . . , i r ∈ I such that (ǫ i k , ǫ i k +1 ) = (0, 0) for 1 ≤ k ≤ r and
for some |m ′ 1 ∈ W l,ǫ ′ and |m ′ 2 ∈ W m,ǫ ′ , where x is = e is or f is for each 1 ≤ s ≤ r. Suppose that there exists k with ǫ k = 1 such that m 1k = 1 or m 2k = 1. Let i and j be the maximal and minimal indices respectively such that i < k < j and ǫ i = ǫ j = 0. If there is no such (i, j), then we have ǫ = ǫ M|N and identify this case with the one of ǫ = (0 M−1 , 1 N , 0). Since we will choose i 1 , . . . , i r in {i, i + 1, . . . , j − 1}, we may assume for simplicity that m ab = 0 for a = 1, 2 and b ∈ {i, . . . , j}.
Let us use induction on L = |m 1 | + |m 2 |. Suppose that L = 1. If m 1k = 1, then f j−1 f j−2 . . . f k b satisfies (4.9). If m 2k = 1, then e i e i+1 . . . e k−1 b satisfies (4.9).
Suppose that L > 1. We may assume that f i+1 b = f i+2 b = · · · = f j−1 b = 0. Then by tensor product rule in Proposition 2.5 we have for some i < x < y < z < j. Here we assume that z≤v≤j−1 e v in m 1 is empty if there is no such z. Now we take the following steps to construct b ′ in (4.9).
Step 1. If there exists z such that y < z < j and m 1z = · · · = m 1j−1 = 1, then by applying f z f z−1 . . . f j−1 to b, m 1 in (4.10) is replaced by Hence we may assume that m 1 in (4.10) is of the form m 1i e i + x≤u≤y+1 e u + m 1j e j .
Step 2. If m 1j = 0, then we have
Hence we may apply the induction hypothesis to conclude (4.9).
Step 3. If m ij = 0, then by applying e i e i+1 . . . e e v + m 2j e j , respectively. We may keep this process until m 1j −d = 0, which belongs to the case in Step 2, or y+d+1≤v≤j−1 e v is empty. In the latter case, m 1 is replaced by m 1i e i + x≤u≤j−1 e u + (m 1j − d)e j so that we may apply f j−1 and use induction hypothesis to have b ′ . This proves the claim. By construction of b ′ and its weight, we have for g ∈ U(ǫ), where ∆ op is the opposite coproduct of ∆ in (2.7), that is, ∆ op (g) = P •∆(g)•P and P (a ⊗ b) = b ⊗ a. We denote it by R(z), where z = x/y, since R depends only on z.
We say that R(z) satisfies the Yang-Baxter equation if we have (4.13)
Here R ij (z) denotes the map which acts as R(z) on the i-th and the j-th component and the identity elsewhere. We call R(z) the (quantum) R matrix. Proof. The existence of such a map for arbitrary ǫ is proved in [17, Theorem 5.1] with respect to ∆ + in (2.9), say R + . Let
where ψ and φ are given in (2.10) and (4.1), respectively. Then
satisfies the conditions (4.12) and (4.13), and R(z)(|le 1 ⊗|me 1 ) = |le 1 ⊗|me 1 with respect to ∆. The uniqueness follows from the irreducibility in Corollary 4.9 and normalization by R(z)(|le 1 ⊗ |me 1 ) = |le 1 ⊗ |me 1 .
Remark 4.11. If M = 0, then the existence of R matrix is already known. Hence we may assume that M ≥ 1. If ǫ 1 = 1, then we may choose the smallest i ∈ I 0 so that there exists a unique R matrix satisfying R(z)(|le i ⊗ |me i ) = |le i ⊗ |me i .
5.
Kirillov-Reshetikhin modules 5.1. Spectral decomposition. Suppose that ǫ = (ǫ 1 , . . . , ǫ n ) is given with n ≥ 4. Recall that M is the number of i's with ǫ i = 0 and N is the number of i's with ǫ i = 1 in ǫ.
Let l, m ∈ Z + be given. Let R ǫ (z) be the R matrix on W l,ǫ (x) ⊗ W m,ǫ (y) in Theorem 4.10. We have as aŮ(ǫ)-module,
Let us take a sequence ǫ ′′ = (ǫ ′′ 1 , . . . , ǫ ′′ n ′′ ) of 0, 1's with n ′′ ≫ n satisfying the following: (1) ǫ is a subsequence of ǫ ′′ , (2) we have as aŮ(ǫ ′′ )-module
Let R ǫ ′′ (z) and R ǫ ′ (z) denote the R matrices on W l,ǫ ′′ (x) ⊗ W m,ǫ ′′ (y) and W l,ǫ ′ (x) ⊗ W m,ǫ ′ (y), respectively. Lemma 5.1. For ǫ = ǫ or ǫ ′ , we have the following commutative diagram:
Proof. For ǫ = ǫ or ǫ ′ , the restriction of P R ǫ ′′ (z) on tr ǫ ′′ ǫ (W l,ǫ (x) ⊗ W m,ǫ (y)), which gives a well-defined U(ǫ)-linear endomorphism. By Proposition 4.7 and Theorem 4.10, the restricted R matrix is the quantum R matrix on W l,ǫ (x) ⊗ W m,ǫ (y), which proves the commutativity of the diagram.
We also define v ′ (m, l, t) in the same manner. For 0 ≤ t ′ ≤ min{l, m}, we may regard
as a Q(q)-space, and let P l,m t : W l,ǫ ′′ (x) ⊗ W m,ǫ ′′ (y) −→ W m,ǫ ′′ (y) ⊗ W l,ǫ ′′ (x) be aŮ(ǫ ′′ )linear map given by P l,m t (v ′ (l, m, t ′ )) = δ tt ′ v ′ (m, l, t ′ ). Then we have the following spectral decomposition of P R ǫ ′′ (z)
for some ρ t (z) ∈ Q(q). By Proposition 4.5 and Lemma 5.1, we also have the following spectral decomposition of P R ǫ (z)
where we understand P l,m t as defined on W l,ǫ (x) ⊗ W m,ǫ (y). Then we have the following explicit description of P R ǫ (z), which is proved in case of ǫ = ǫ M|N [17] .
Theorem 5.2. We have
(cf. [16, (5.8)] or [17, (6.16) ]). We remark that χ(v ′ (l, m, t)) and χ(v ′ (m, l.t)) for 0 ≤ t ≤ min{l, m} are the same scalar multiplications of the highest weight vectors in [17, (6.14) ], where χ is as in (4.14) . Hence it follows from (5.1) that H(l, m) ), which completes the proof. 
where R(z) is the R matrix on V x ⊗ V y . Since (s 2 ) ∈ P M|N if and only if M = 1 and s > n − 1, we havě
For r ≥ 2, let W denote the group of permutations on r letters generated by s i = (i i + 1) for 1 ≤ i ≤ r − 1. By Theorem 4.10, we have U(ǫ)-linear mapš
for w ∈ W and generic x 1 , . . . , x r satisfying the following:
for w, w ′ ∈ W with ℓ(ww ′ ) = ℓ(w) + ℓ(w ′ ). Let w 0 denote the longest element in W . By Theorem 5.2,Ř w0 (x 1 , . . . , x r ) does not have a pole at q 2k for k ∈ Z + as a function in x 1 , . . . , x r . Hence we have a U(ǫ)-linear map
Then we define a U(ǫ)-module
It is proved in [16] that W s,ǫ is irreducible, and it is isomorphic to V ǫ ((s r )) as aŮ(ǫ)-module.
Proof. Let us take a sequence ǫ ′′ = (ǫ ′′ 1 , . . . , ǫ ′′ n ′′ ) of 0, 1's satisfying the following: (1) ǫ is a subsequence of ǫ ′′ ,
(2) we have as aŮ(ǫ ′′ )-module
where K λ(s r ) is the Kostka number associated to λ and (s r ) (cf. Remark 3.5), (3) if ǫ ′ = ǫ M ′′ |0 with M ′′ = |{ i | ǫ ′′ i = 0 }|, then we have as aŮ(ǫ ′ )-module
Let us define a U(ǫ ′′ )-module W (r) s,ǫ ′′ by the same way as in (5.5), whereŘ ′′ r and V ′′ x denote the corresponding ones. We define W (r) s,ǫ ′ ,Ř ′ r and V ′ x similarly. By Lemma 5.1, we have the following commutative diagram:
By (5.6), (5.7) and Proposition 4.5, the decomposition of W (r) s,ǫ ′′ into polynomialŮ(ǫ ′′ )modules is the same as that of W (r) s,ǫ ′ into polynomialŮ(ǫ ′ )-modules. It is well-known that W (r) s,ǫ ′ is irreducible and isomorphic to V ǫ ′ ((s r )) as aŮ(ǫ ′ )-module since U(ǫ ′′ ) ∼ = U q (A (1) M ′′ −1 ). Therefore, W (r) s,ǫ ′′ is irreducible and isomorphic to V ǫ ′′ ((s r )) as aŮ(ǫ ′′ )-module. Again by Lemma 5.1, we have the following commutative diagram:
Since tr ǫ ′′ ǫ ′ (V ǫ ′′ ((s r ))) is non-zero if and only if (s r ) ∈ P M|N , which is equal to V ǫ ((s r )) in this case, it follows that W (r) s,ǫ is non-zero if and only if (s r ) ∈ P M|N . This implies in this case that W (r) s,ǫ is irreducible, and it is isomorphic to V ǫ ((s r )) as aŮ (ǫ)-module. The following can be proved by similar arguments. Remark 5.5. As in case of ǫ = ǫ M|N [16] , we also expect that W (r) s,ǫ has a crystal base for arbitrary ǫ (cf. Remark 3.8).
One may use a similar argument as in the proof of Theorem 5.3 to prove the irreducibility of a tensor product of W l,ǫ (x)'s and its image under R matrix in some special cases. Let l 1 , . . . , l r ∈ Z + and x 1 , . . . , x r ∈ Q(q) be given and let ǫ ′ = ǫ M|0 . Proposition 5.6. If M is sufficiently large and W l1,ǫ ′ (x 1 ) ⊗ · · · ⊗ W lr,ǫ ′ (x r ) is irreducible, then W l1,ǫ (x 1 ) ⊗ · · · ⊗ W lr ,ǫ (x r ) is also irreducible.
Proof. Suppose that W l1,ǫ (x 1 ) ⊗ · · · ⊗ W lr ,ǫ (x r ) is not irreducible and let W be a proper non-trivial submodule. Since M is sufficiently large, the multiplicity of V ǫ (λ) for λ ∈ P in W l1,ǫ (x 1 ) ⊗ · · · ⊗ W lr,ǫ (x r ) is equal to that of V ǫ ′ (λ) for λ ∈ P in W l1,ǫ ′ (x 1 ) ⊗ · · · ⊗ W lr ,ǫ ′ (x r ) (cf. Remark 3.5). This also holds for W and tr ǫ ǫ ′ (W ), which implies that tr ǫ ǫ ′ (W ) is a proper non-zero subspace of tr ǫ ǫ ′ (W l1,ǫ (x 1 ) ⊗ · · · ⊗ W lr,ǫ (x r )). Since tr ǫ ǫ ′ (W ) = W ∩ tr ǫ ǫ ′ (W l1,ǫ (x 1 ) ⊗ · · · ⊗ W lr ,ǫ (x r )), it follows that tr ǫ ǫ ′ (W ) is a proper non-zero U(ǫ ′ )submodule, which is a contradiction.
Remark 5.7. Proposition 5.6 together with the irreducibility of W l,ǫ ′ ⊗ W m,ǫ ′ also implies Theorem 4.8 when M ≥ 3. But we do not know whether it holds for M = 2. We also would like to point out that the proof of Theorem 4.8 has its own interest since it describes a new connected crystal graph structure on B l,ǫ ⊗ B m,ǫ /{±1}. Proposition 5.8. Suppose that x i /x i+1 ∈ q −2Z+ for 1 ≤ i ≤ r − 1. If M is sufficiently large and the image of R ′ w0 (x 1 , . . . , x r ) : W l1,ǫ ′ (x 1 ) ⊗ · · · ⊗ W lr ,ǫ ′ (x r ) −→ W lr ,ǫ ′ (x r ) ⊗ · · · ⊗ W l1,ǫ ′ (x 1 )
is irreducible, then the image of R w0 (x 1 , . . . , x r ) : W l1,ǫ (x 1 ) ⊗ · · · ⊗ W lr,ǫ (x r ) −→ W lr ,ǫ (x r ) ⊗ · · · ⊗ W l1,ǫ (x 1 )
is also irreducible, whereŘ ′ w0 (x 1 , . . . , x r ) is the restriction ofŘ w0 (x 1 , . . . , x r ) on W l1,ǫ ′ (x 1 )⊗ · · · ⊗ W lr,ǫ ′ (x r ).
Proof. It follows from Lemma 5.1 and the same argument as in Proposition 5.6.
