We present PKT, a new shared-memory parallel algorithm and OpenMP implementation for the truss decomposition of large sparse graphs. A k-truss is a dense subgraph definition that can be considered a relaxation of a clique. Truss decomposition refers to a partitioning of all the edges in the graph based on their k-truss membership. The truss decomposition of a graph has many applications. We show that our new approach PKT consistently outperforms other truss decomposition approaches for a collection of large sparse graphs and on a 24-core shared-memory server. PKT is based on a recently proposed algorithm for k-core decomposition.
Introduction
Graphs are ubiquitous. Any set of interacting entities can be represented as a graph, with the entities as vertices and interactions as edges. To understand the structure of a graph, it is often useful to find densely connected sets of vertices and edges, or cohesive subgraphs, in the graph. There are many well-known notions of cohesive subgraphs. A maximal clique is likely the oldest and most used definition for a cohesive subgraph. Several relaxations of a clique have also been proposed. For instance, an n-clique [1] relaxes the distance between any two vertices in a clique to be n instead of 1. An n-clan [2] is defined as an nclique such that the diameter is bounded by n, and an nclub [2] is a maximal subgraph of diameter n. A k-plex [3] relaxes the internal connectivity of vertices in a clique, with a 1-plex being a clique. Quasi-clique formulations (e.g., [4] , [5] ) relax other constraints, such as the subgraph edge density or vertex degrees. However, since most clique-based problem formulations are NP-complete, exact computation is computationally intensive for large graphs.
The k-core [6] , [7] and k-truss [8] cohesive subgraph formulations are very useful in practice because they can be computed exactly using simple polynomial-time algorithms. Both these formulations can also be used for a hierarchical decomposition of the graph. A k-core is a maximal subgraph such that each vertex has degree at least k. A k-truss [8] is defined as a maximal non-trivial single-component subgraph such that every edge is contained in at least k − 2 triangles. A vertex is said to have a coreness value or coreness of k if it belongs to a k-core of the graph, but not the (k + 1)core. Similarly, an edge is defined to have a trussness of l if it belongs to an l-truss of the graph, but not the (l + 1)truss. As Cohen writes in the paper introducing k-trusses [8] , "a k-truss provides a nice compromise between the toopromiscuous (k−1)-core and the too-strict clique of order k." The problem of k-truss decomposition refers to computing the trussness value of every edge in the graph. k-core decomposition is similarly defined. Figure 1 shows trussness values of all the edges in a simple undirected graph. Given edge trussness values, the maximal k-truss subgraphs (for a specific k) can be determined by executing connected components on the graph after deleting edges with trussness less than k. A k-truss is (almost) identical to the kdense [9] , triangle k-core [10] , and the k-community [11] cohesive subgraph formulations independently presented by other authors. Sarıyüce et al. [12] recently presented a new formulation for cohesive subgraphs called nucleus decompositions, which subsumes both k-core and k-truss definitions.
k-truss decomposition has numerous uses in large-scale graph analysis, including visualization [13] , preprocessing for community detection [9] , [11] , [14] and maximal clique finding [15] . There are also several sequential and parallel algorithms for k-truss decomposition [8] , [10] , [16] , [17] , [18] , [19] , [20] , which we will introduce in the next section. Truss decomposition is also part of a recent graph benchmarking effort [21] .
In this paper, we present PKT, a new shared-memory parallel algorithm for truss decomposition. The following are the key features of PKT and the new contributions of this work: • We perform a level-synchronous parallelization of the best sequential algorithm for k-truss decomposition [16] . The parallelization is similar to ParK [22] , an algorithm for k-core decomposition. We avoid the inherently-sequential edge processing approach in the sequential algorithm. • Our approach is memory-efficient in that the memory requirements are proportional to the number of edges and not the number of triangles in the graph. • Unlike other k-core and k-truss algorithms, we do not use a hash table to maintain edges in the graph. Instead, we use data structures that are amenable to safe and easy concurrent updates. • For support computation, a key subroutine of many truss decomposition approaches, we use a highly tuned and graph ordering-aware method that performs significantly lower work for graphs with skewed degree distributions. • Our algorithm is work-efficient for most real-world graphs.
Background and Related Work
Let G = (V, E) be an undirected and simple graph with one connected component, n = |V | vertices, and m = |E| edges. We use N (u) or Adj(u) to denote the set of neighbors of a vertex u, i.e., N (u) = {v : u, v ∈ E}. The degree of a vertex u is denoted by d(u) = |N (u)|. A triangle in G is a cycle of length 3. We denote a triangle by the edge triple that forms it: u, v , v, w , and u, w . The order of u, v, and w does not matter when denoting the triangle. The set of all triangles in G are denoted by G . Similarly, we define a wedge to be a pair of edges with a common endpoint, e.g., u, v and v, w . Triangles can be viewed as closed wedges, i.e., the edge u, w is present. Let ∧ denote the set of wedges in the graph. We define support of an edge e = u, v ∈ G, S(e, G), as the number of triangles that it is contained in. A k-truss [8] , [17] is then defined as follows: A k-truss T k (k ≥ 2) is a maximal connected subgraph of G such that for each edge e ∈ T k , S(e, T k ) ≥ k − 2. We use t max to denote the maximum trussness of any edge in G. The k-class of G is the set of all edges with trussness k. The truss decomposition problem refers to finding the trussness of every edge.
Related Work
In the paper introducing the k-truss subgraph, Cohen also gives an algorithm for enumerating maximal trusses. To list k-trusses for a specific k, this algorithm first computes the support of each edge in G. Next, it finds the edges with support less than k − 2 and removes them. When removing an edge, the support of the edges that form a triangle with the removed edge are reduced. In Cohen's algorithm, for each edge e = u, v , computing its support and processing it takes time proportional to d(u) + d(v). The total time for this algorithm is thus Θ(n + m + u,v ∈E (d(u) + d(v)), which simplifies to Θ(n + m + 2 v∈V d(v) 2 )) = O(m 1.5 ), since m = O(n 2 ) for a simple graph. Cohen also proposed a MapReduce algorithm for computing k-trusses [17] .
Wang and Cheng [16] define the problem of k-truss decomposition and present an algorithm for computing the Algorithm 1 W C: Serial k-truss decomposition algorithm.
Compute support S[e] for all e ∈ E. 3: Using a Θ(m)-time sort, order edges by support and store them in El 4: Add all e ∈ E to a hash table Eh 5: while El = φ do 6: Extract e = u, v , the edge with the lowest support from El 8: for (w ∈ N (u)) do 9: if v, w ∈ Eh then 10: if S[ u, w ] > k then 11 Increment all entries of S by 2 to get trussness. trussness of every edge. We call this algorithm W C and its steps are given in Algorithm 1. Like Cohen's algorithm, this approach starts by computing the support of each edge. Next, the edges are sorted in ascending order of their support using a linear-time sort such as counting sort. Edges are then processed in non-decreasing order of support. Each edge is processed exactly once, and for an edge e = u, v , a canonical edge representation assuming d(u) ≤ d(v) is used. For each neighbor w of u, the algorithm checks if u, v, and w form a triangle or not. This is done by using a hash table, where the keys are a pair of vertices. Given a pair of vertices, the hash table checks if the pair is a graph edge or not. If u, v, w form a triangle uvw , the support of edges u, w and v, w are decreased, if their support is greater than the support of e. The edges are then reordered according to their new support. The edge e is removed from the hash table when all the triangles containing e have been processed. The operation counts for steps 5 to 16 is again bounded by v∈V d(v) 2 , assuming hash table lookup and delete operations are constant time and assuming that an edge reordering can also be performed in constant time. The technique to accomplish constant time reordering is very similar to the one used in the k-core algorithm by Batagelj and Zaversnik [23] . The support of all the edges can be computed in O(m 1.5 ) time, and so the overall time complexity of this decomposition algorithm is O(m 1.5 ). This algorithm has two disadvantages: step 6 makes it inherently sequential, and hash table operations can be expensive in practice. W C processes all the edges belonging to a k-class before processing edges belonging to (k + 1)-class, and so this approach can be considered a bottom-up strategy. Also, note that when an edge is processed, the edges forming a triangle with that edge may also become part of the current k-class, as their support is decreased. The initially computed support for an edge e (or more precisely, S[e]+2) is an upper Algorithm 2 Parallel triangle counting. 1: procedure PARTRIANGLE-ROS(G, S , X ) 2: for u, v ∈ E in parallel do 3: for
bound for the eventual trussness of the edge. The Graphulo algorithm for k-truss decomposition [20] is based on Wang and Cheng's approach, but uses linear algebra primitives and array-based building blocks.
Wang and Cheng [16] also propose two external-memory algorithms, a bottom-up algorithm and a top-down algorithm. In the bottom-up algorithm, the graph is divided into p parts such that each part can fit in main memory. The algorithm starts by computing a lower bound of k-truss values for each edge. It then lists all T k , 2 ≤ k ≤ t max . To find a k-truss, the algorithm forms a graph with vertices that are end points of edges e, such that the trussness of these edges is at least k. The k-truss subgraph is found using this constructed graph and the algorithm continues until all the k-trusses are listed. The top-down approach computes a trussness upper bound for each edge. Given these bounds, it finds the maximum of all the upper bounds of truss numbers and constructs a graph using the edges corresponding to this maximum upper bound of all edges. It uses this constructed graph to find the k-trusses corresponding to the t max -class. The authors observe that the top-down approach is preferable if we only want to list trusses for large k.
Zhang and Parthasarathy [10] introduce the triangle kcore formulation, which is almost identical to a k-truss. Their algorithm is different in that all triangles are listed in the support computation step, and the data structure storing them is updated in the subsequent steps. The space requirements of this algorithm scale as O(| |), but superfluous triangle lookups are avoided and a hash table is not required. We do not consider parallelization of this algorithm because of the considerably higher space requirements.
Rossi [24] presents an algorithm for truss decomposition that parallelizes just the support computation phase. He augments the compressed sparse row representation of a graph with an extra array Eid to store edge identifiers corresponding to each neighbor of a vertex. An example of this representation for the graph in Figure 1 is shown in Figure 2 . The data structure uses an edge list El to store the vertex tuples. This representation helps compute trusses without using a hash table. Rossi's parallel support computation approach is outlined in Algorithm 2. The algorithm uses an edge-based approach to count triangles in parallel. Each thread initializes a temporary array X of size n. To compute support of an edge u, v , the neighbors of u are first marked in the array X . The thread then visits the neighbors w of v and checks if X [w] is marked or not. If the entry is marked, then u, v, w forms a triangle uvw , and so the Figure 1 to compute k-truss. An array eid is used to store the edge id corresponding to an adjacency of a vertex. Here, n = 6, and m = 8. support of u, v is incremented by 1. For each edge e = u, v , the support computation takes time proportional to d(u)+d(v). Thus, the time for this algorithm is proportional
Subsequent steps in Rossi's algorithm are similar to Algorithm 1. We refer to this algorithm as Ros in the rest of the paper.
Chen et al. [18] propose a distributed algorithm for ktruss decomposition. They provide a better MapReduce algorithm for truss decomposition compared to [17] . They also develop a distributed algorithm for k-truss decomposition using Pregel [25] .
Edge support computation is closely related to the problems of exact triangle counting and listing. Compared to truss decomposition, triangle counting is a very well-studied problem. We refer readers to [26] , [27] , [28] , [29] , [30] , [31] , [32] for a sampling of efficient algorithms and practical high-performance implementations. Xiao et al. [31] unify a large body of previously-developed triangle counting algorithms and observe that the ordering of vertices and orientation of edges has a significant impact on performance. We use a parallel triangle counting implementation proposed for the problem of triad census in directed graphs [32] .
k-core decomposition is closely related to truss decomposition. As mentioned previously, the W C algorithm is very similar in design to Batagelj's and Zaversnik's lineartime k-core decomposition algorithm [23] (referred to as the BZ algorithm). Cohen also proves a number of properties relating k-core and k-truss subgraphs. A key k-truss motivation is that it helps find vertex clusters that are more cohesive than a typical k-core.
The parallel k-core decomposition algorithm ParK [22] can be considered a level-synchronous parallelization of the BZ algorithm. In ParK, the coreness of all vertices are computed in a bottom-up manner. The algorithm uses two arrays curr and next to store vertices in the current and next level. The algorithm scans an array that contains the current estimate of the coreness values and puts the vertices in curr array. It then processes the vertices in the curr array. This may decrease the coreness values of neighbor vertices and may put them in current level, and such vertices are added to the next array. The arrays are swapped at the end of each phase, and this process goes on until all the vertices are processed. If c max is the maximum coreness value in the graph, the work performed by this algorithm is O(nc max + m). We further improved this algorithm [33] .
An alternate algorithm for k-core decomposition was proposed by Montresor, De Pellegrini, and Miorandi [34] . We refer to this approach as the MPM algorithm. This algorithm uses a simple local update rule that is repeatedly applied at every vertex. The authors show that when starting with the degrees and applying this update rule for several iterations, the degrees converge to coreness values. While this approach is not work-efficient (since each edge is processed multiple times), an advantage is that it does not require fine-grained synchronization. For this reason, MPM can be easily adapted to distributed settings. Sarıyüce et al. [19] recently proposed shared-memory parallelization of their nucleus decomposition formulation using the update rule of the MPM algorithm. Since a k-truss is a special case of their nucleus decomposition, the Sarıyüce et al. local algorithm can be considered an alternative to the level-synchronous parallelization strategy.
Smith et al. [35] propose a new truss decomposition algorithm called multi-stage peeling (MSP) that parallelizes the WC algorithm. They avoid using fine grain synchronization by generating frontier edges in two steps. In the first step, the triangles are put in thread local queues; next, after barrier synchronization the edge supports are updated.
Green et al. [36] propose a truss decomposition algorithm that depends on dynamic graph data structure. They use dynamic triangle counting and their data structure is amenable to edge deletions. They implement their algorithm on GPU.
Parallel k-truss Decomposition
We present our algorithm PKT in this section. We begin by describing the support computation approach, which is in turn based on a recent parallel triangle counting algorithm [32] .
The data structures used to store the graph are illustrated in Figure 2 . In addition to the compressed sparse row representation (N , Es), four arrays are used. An array Eid of size 2m is used to store the edge id corresponding to each neighbor of a vertex. An array S of size m is used to store the support of each edge. An array Eo of size n is used to store the index of the first neighbor greater than a vertex. Finally, an array El of size m is used to store the edge list, i.e., the vertices corresponding to each edge. Thus, assuming 4-byte integers, the space requirement is (n + 2m + 2m + m + n + 2m) × 4 bytes = 28m + 8n bytes. Parallel support computation. Fast algorithms for triangle counting use degree-or k-core-based vertex ordering and combine this with edge orientation. With increasing k-coreordering of vertices, a canonical triangle representation of v < u < w gives a low operation count [28] , [31] . We define
Our parallel support computation is given in Algorithm 3. For every vertex u, we mark the neighbors N + (u) using a thread-local array X . We then visit each v ∈ N − (u) and consider adjacencies w ∈ N + (v). If w is marked, vuw forms a triangle wuv and v < u < w. The time Algorithm 3 AM4: Parallel triangle counting.
thread-local temp array 3: for (u = 0 to n − 1) in parallel do 4: for
if (w < u) then 12: break 13: if (X[w] = 0) then 14: continue 15 : 
23:
In triangle counting, the array X could be a bit vector. However, for support computation, we use X to store the edge id of the edge u, w . Also, no atomic operations are necessary in triangle counting. However, three atomic operations are used for each triangle discovered, to count the support of each edge in the triangle. This adds overhead to support computation that is not present in triangle counting.
Level-synchronous parallelization. In PKT, we compute trussness values in a bottom-up manner. We find edges belonging to the l-class before finding edges belonging to (l+1)-class. The steps are given in Algorithm 4. The overall strategy is similar to the ParK [22] algorithm for parallel kcore decomposition. The output is the array S indexed by the edge id containing the updated support of all the edges. Thus, the trussness of an edge e is S [e] + 2.
The algorithm starts by computing the support of the edges in parallel using the previously discussed approach, and stores the support in the array S . Next, it uses the procedures SCAN and PROCESSSUBLEVEL to find edges in a k-class. To find edges in a k-class, the algorithm uses a SCAN phase to scan the S array and find edges with support k − 2. These edges are processed in the procedure PROCESSSUBLEVEL. The processing of these edges in PROCESSSUBLEVEL may add new edges to the k-class. This continues until no more edges can be added to k-class.
We use an array processed to mark if an edge has been processed or not (i.e., we mark to represent deleted edges). Two arrays curr and next are used to add edges to the current and next sub-levels, respectively. We also use Initialize thread-local array X 3:
while todo > 0 do 9: SCAN (S , l, curr , inCurr ) 10: while |curr | > 0 do 11: todo ← todo − |curr | 12: PROCESSSUBLEVEL(curr , S , l, next, inCurr ,inNext, processed , X ) 13: curr ← next 14: next ← φ 15: inCurr ← inNext 16: inNext ← φ 17: l ← l + 1 18:
19: procedure SCAN(S , l, curr , inCurr ) 20:
Initialize a thread-local array buff of size s 21: i ← 0 thread-local variable 22: for (e = 0 to m − 1) in parallel do 23: if (S [e] = l) then 24: buff [i] ← e; i ← i + 1 25: inCurr [e] ← true 26: if (i = s) then 27: Atomically update end of curr 28: Copy buff to curr 29: buff ← φ; i ← 0 30: if (i > 0) then 31: Atomically update end of curr 32: Copy buff to curr 33: buff ← φ; i ← 0 two boolean arrays inCurr and inNext to mark the edges belonging to curr and next arrays, respectively. The SCAN procedure is very simple. To find the edges belonging to an (l + 2)-class, it scans the S array and puts the edges with support equal to l in curr array and marks them in inCurr . In a while loop, the edges in array curr are processed by procedure PROCESSSUBLEVEL. It processes the triangles containing the edges in curr array. This may decrease the support of the edges if the support of the edges in the triangles are higher than l. After decreasing the support, if the support of the edges become equal to l, they are added to next array and they are marked in inNext. Also, an edge in the curr array is marked as processed in processed array once all the triangles containing the edge are processed. At the end of the procedure PROCESSSUBLEVEL, all the edges in curr are marked as processed and they are also unmarked from the inCurr array. The curr array is swapped with next, inCurr is swapped with inNext, and the processing continues until no more edges can be added to array next. It is simple to process the edges in serial, since it is performing Algorithm 5 Level processing algorithm in PKT. if (a = (l + 1)) then 21: buff [i] ← e 2 ; i ← i + 1 22: inNext[e 2 ] ← true 23: if (i = s) then 24: Atomically update end of next 25: Copy buff to next 26: buff ← φ; i ← 0 27: if (a <= l) then 28: atomicAdd(S [e 2 ], 1) 29: for (j = Es [u] to Es [u + 1] − 1) do 30: w ← N [j] 31:
if (i > 0) then 33: Atomically update end of next 34: Copy buff to next 35: buff ← φ; i ← 0 36: for (e ∈ curr ) in parallel do 37: processed [e] ← true 38: inCurr [e] ← false the same operations as in Algorithm 1. It processes all the triangles containing an edge with the lowest support and mark it processed (delete the edge). However, to compute k-class in parallel, the algorithm needs to process and delete the edges in parallel.
Observe that each triangle is processed only once. This is because the triangles containing an edge are processed when the algorithm computes a k-class, and the edge is deleted after the processing is done. So, the triangles do not exist in the graph any more. If a triangle is processed more than once, we can consider the algorithm not to be work-efficient.
(a) e 0 has trussness 2.
(b) e 1 , e 2 , e 5 , e 6 , e 7 have trussness 3.
(c) Support of e 3 and e 4 is decreased and they have trussness 3. The edges e 2 , e 3 and e 6 are in triangle 134 and the thread processing e 2 processes this triangle, because e 2 and e 6 have same trussness value and edge id of e 2 is less than e 6 . Figure 3 : Execution of PKT on the example graph in Figure 1 .
Concurrent triangle processing. Suppose we are computing an (l + 2)-class in parallel. The edges in curr have support equal to l and the edges are processed in parallel in PROCESSSUBLEVEL. Since edges are processed in parallel, the triangles containing the edges are also processed in parallel. This introduces a race condition in processing triangles and updating support of the edges. For example, let us assume we are processing the triangle uvw with edges e 1 = u, v , e 2 = u, w and e 3 = v, w in parallel. There are three cases to consider when processing this triangle (a) only one edge is in curr , (b) two edges are in curr and (c) all the three edges are in curr .
The first case is easy to handle. Since only one edge is in curr , the thread processing the edge can also process the triangle. The third case is also easy. Since all the edges are in curr , the support of all edges is equal to l and the triangle could be visited by any thread. However, the support of the edges will not be updated, as no edge has support greater than l. The second case is more difficult to handle. Without loss of generality, assume e 1 and e 2 have support equal to l and e 1 is visited by thread T 1 and e 2 is visited by thread T 2. Since the (l +2)-class is computed, so S[e 3 ] > l. Let us assume S[e 3 ] = s with s > l. Now, uvw will be processed simultaneously by T 1 and T 2 and both threads may find that S[e 3 ] > l and they will decrease S[e 3 ] twice and the support will be changed to S[e 3 ] = s − 2. However, this is not correct, because each triangle should be processed only once and S[e 3 ] should be decreased to s − 1. To solve this problem, we use the ordering of the edges e 1 and e 2 to enforce processing of a triangle by only one thread. We decided to process the triangle using the thread that gets the lower edge id. Thus, uvw is processed by T 1 if e 1 < e 2 and it is processed by T 2 if e 2 < e 1 . The triangle could also be processed by the thread that contains the higher edge id. This helps to process the triangle only once, so S[e 3 ] would now be correctly decreased to s − 1.
The procedure PROCESSSUBLEVEL is given in Algorithm 5. The edges in curr are processed in parallel. Assume that an edge e 1 = u, v is processed by a thread. To process e 1 , adjacencies of u are marked in X . The adjacencies of v are then visited by the thread and if an adjacency w is marked in X, then a triangle uvw is formed. Here, e 2 = v, w and e 3 = u, w . If any of the edges e 2 or e 3 is already processed, then the triangle does not exist. If the triangle exists, we mention above that there are three cases to consider. We only show case (ii) in the Algorithm 5. The thread processes the triangle if e 1 < e 3 and e 3 is in curr , or e 1 < e 2 and e 2 is in curr array. This is because the thread is processing the edge e1. An edge e 1 = u, v can also be processed by finding the triangles using the adjacency intersection of u and v. Intersection based approach performs better for some graphs [37] . Reducing concurrent array additions. The parallel SCAN procedure is given in Algorithm 4. Since all the threads are adding to the array curr , the edges need to be added atomically. To decrease the number of atomic operations, each thread uses a buffer buff and adds the edges to buff . The edges are copied to curr from buff when the buff becomes full. This decreases atomic operations count from O(|curr |) to O(|curr |/|buff |). The SCAN procedure also marks in array inCurr the edges that are added to curr . Similarly, in procedure PROCESSSUBLEVEL, the threads need to use atomic operations to add edges to next array. The number of atomic operations are decreased by assigning a buff to each thread and copying edges from buff to next when buff becomes full. This also decreases atomic operation counts from O(|next|) to O(|next|/|buff |). The support of the edges are decreased atomically by the threads. In Algorithm 5, it can happen that two threads evaluate the condition at Line 17 true and they decrease the support of an edge below l. This is fixed in Line 27, by atomically increasing support of an edge if it goes below l. The procedure PROCESSSUBLEVEL marks in array inNext the edges that are added to next. To parallelize PKT method, the lines from 8 to 17 in Algorithm 4 are put in parallel region. The lines from 13 to 16 should be executed by a single thread. The algorithm also needs to use synchronization call at the end of SCAN procedure, at the end of PROCESSSUBLEVEL procedure and after line 16. Thus, the total number of synchronization calls is t max +2S, where S = Operation counts. The time complexity for support computation is the same as triangle counting:
). The cumulative time taken by the SCAN procedure is mt max , since the array S is of size m. The procedure PROCESSSUBLEVEL computes the intersection of the end points of each edge exactly once, and so the time complexity is: 2 , since we consider an edge e = u, v and u < v. Since mt max v d(v) 2 is small for most real-world graphs, the time complexity is dominated by v d(v) 2 . Further, since the wedge count | ∧ | = ( v d(v) 2 − 2m)/2, and so | ∧ | is also an estimate of the work performed.
Each thread processes the triangles that contains an edge. The number of triangles formed by an edge may vary quite a bit among the edges. This introduces load imbalance in our algorithm, and we use OpenMP's dynamic loop scheduling to alleviate load imbalance.
Performance Results and Analysis
In this section, we evaluate the performance of our method PKT using marking based approach. However, the source code available at https://github.com/humayunk1/PKT contains both marking and intersection based approaches. We also compare our method to our implementations of the Ros [24] and W C [16] algorithms.
Experimental Setup
The methods are evaluated on a dual-socket Intel sharedmemory server with 128 GB main memory. The server contains two 2.2 GHz Xeon E5-2650 v4 (Broadwell) processors. Each processor has twelve cores, 30 MB L3 cache, and hyperthreading is turned off. The main memory bandwidth using the STREAM Triad benchmark is 116 GB/s. All the codes are compiled using the Intel C/C++ compiler (version 16.0.3) with -O3 optimization. We use OpenMP for parallelization, and threads are pinned to cores using the compact pinning strategy. For the SCAN phase, static scheduling is used. For support computation and processing edges, we experimentally found that dynamic scheduling is performing best with chunk sizes 16 and 128, respectively.
We choose several large-scale graphs to evaluate our method. These graphs are picked from the University of Florida Sparse Matrix collection [38] and the Stanford Network Analysis Project [39] and are listed in Table 1 . Directed graphs from these sources were made undirected. We also removed self loops and duplicate edges. The graphs are ordered in increasing order of number of wedges (∧), as the wedge count is the closest measure of the amount of work performed by our algorithm. We also list the triangle count, edge count, vertex count, the maximum degree, the maximum coreness, and maximum trussness for each of these graphs. Most of the graphs considered are either snapshots of social networks (soc-pokec, soc-LiveJournal1, ljournal-2008, com-orkut, hollywood-2009, com-friendster) or crawls of web domains (wb-edu, in-2004, uk-2002, indochina-2004, webbcase-2001, arabic-2005, it-2004) . We also report the ratio of the number of wedges to the number of triangles. If we use triangle count as an optimistic lower bound for the work performed by a triangle counting (and thus k-truss decomposition) algorithm, the ratio indicates the possible work reduction that can be achieved if we knew beforehand the edges involved in triangles. as-skitter, for instance, has a very high ratio of 556.89. indochina-2004, on the other hand, has a relatively low ratio of 9.51. Note that the graphs with the highest wedge count, triangle count, edge count, and vertex count are all different. Further, for all the graphs, c max values are significantly smaller than d max values.
Performance Results
The first step in PKT is support computation. As discussed in the previous section, our support computation approach is based on a recent triangle counting implementation [32] . While support computation and triangle counting are related, they are not identical. Triangle counting time can be considered a baseline for support computation, and so we first report parallel triangle counting time in Table 2.  TABLE 2 : Impact of vertex ordering on triangle counting time: parallel triangle counting time with increasing k-core order (KCO) and natural ordering (NAT). Triangle counting work estimates are also given. Parallel k-core computation time and k-core reordering times are also given. Another baseline is k-core computation, and we report the time taken by PKC [33] implementation in this table. Further, we demonstrate the performance impact of ordering by reporting triangle counting time using the given (natural) ordering versus reordering vertices in the increasing order of their coreness values. The speedup due to ordering can be as high as 17× (as-skitter). We also give an ordering-dependent algorithm work estimate ( v d + (v) 2 ). The work estimate ratio serves as an easy-to-compute bound for performance improvement with vertex ordering. Note that this work ratio is 55.7 for as-skitter. We also report v d 2 (v), which is a work estimate for an ordering-and edge orientationoblivious simple triangle counting implementation. Note that for it-2004, this ratio is as high as 133. This means that if we are considering all wedges and checking if they are closed, the work performed would be nearly two orders of magnitude higher (than our current approach). The use of an efficient algorithm is the reason why the triangle counting time for it-2004 is lower than the time for comfriendster. Because of the considerable impact of ordering on performance, we preprocess all graphs by doing a k-core decomposition and then reordering vertices. The times for parallel computation of these two steps are also reported in Table 2 . Note that our ordering routine is unoptimized, and so the running time is currently higher than k-core decomposition time.
In Figure 4 , we show the fraction of time spent by our parallel PKT implementation in each phase (support computation, scan, and edge/wedge processing). The processing phase is consistently the most time-consuming phase for all graphs. For graphs with a relatively high d max and edge count, such as uk-2002, the time spent in the scan step is considerable. For graphs where the parallel support computation is more efficient than the naive wedge-counting approaches, the support computation time is lower than processing time.
We next report k-truss decomposition time for singlethreaded execution of PKT, and compare the times to singlethreaded Ros and the sequential W C in Table 3 . We also compute a performance rate for PKT using the wedge count: we report Giga (10 9 ) Wedges processed per second or GWeps. The speedup over W C gives an indication of the impact of using a hash table (in W C). Note that our W C implementation fails to finish in a reasonable amount of time for several graphs, and so we do not report these times. The speedup over single-threaded Ros is primarily due to faster support computation in PKT. PKT's single-threaded GWeps rate ranges from 0.05 to 0.58. The geometric mean of these performance rates is 0.20. Further, the geometric mean of speedup over Ros is 1.60×. The performance rate for social networks is considerably lower than web crawls (e.g., socpokec vs. in-2004). Also, the rate for social networks ranges from 0.09 (soc-pokec) to 0.16 (com-friendster), which is a considerably narrower range than the range for web crawls, 0.16 (indochina-2004) to 0.58 (it-2004) . It is easier to compare GWeps rates instead of raw execution times.
We next report relative parallel speedup for multithreaded execution in Figure 5 . We observe reasonable scaling within a socket, as well as performance improvement going from one to two sockets. Table 4 gives PKT 24-core execution times and rates. The 24-core relative speedup (geometric mean) is 9.84×. Further, the multithreaded performance rate ranges from 0.54 to 6.10, with a geometric mean of 1.97. We again note that the performance rates for web crawls are typically higher than the rates for social networks. This is partially due to better multithreaded scaling for web crawls (e.g., 14.03× for indochina-2004 vs. 5.11× for comfriendster).
Finally, we show in Figure 6 that the parallel performance is closely correlated with the wedge count work estimate, and that the maximum trussness value does not have a considerable impact on performance. Our parallelization can be considered work-efficient in the sense that we do not incur a significant overhead for barrier synchronization introduced due to a high t max observed in real-world graphs.
Our single-node performance rates are better than the rates reported by Wang and Cheng [16] and Chen et al. [18] . For instance, Wang and Cheng report a sequential as-skitter time of 281 seconds, whereas our serial time is 34.71 seconds (8.08× faster). In [18] , the reported time for the graph com-dblp is more than 50 seconds with 12 reducers, while our serial algorithm takes just 0.4 seconds for this graph. Further, PKT is faster than the best shared-memory results reported in [19] . For the graphs soc-LiveJournal1, as-skitter, and com-orkut, [19] reports execution times of 104.6, 13.8, and 359.1 seconds, respectively, on a 24-core Intel server with Ivy Bridge processors. For the same graphs, PKT takes 8.25, 3.25, and 39.57 seconds, respectively, on our 24-core Broadwell system. Thus, for these graphs, PKT is 4.25× to 12.68× faster than [19] (ignoring the difference in hardware). 
Conclusions and Future Work
We presented a new algorithm PKT for parallel truss decomposition on shared-memory multicore platforms. The algorithm has several novel ideas, including a strategy to avoid the inherently-sequential edge processing, an optimized edge triangle support estimation method, and a choice of data structures designed to reduce memory use and parallelization overhead. On a 24-core system, we demonstrate a mean parallel speedup of 9.84× for a collection of realworld graph instances. Future work related to the presented Figure 6 : Trussness and execution time distributions for uk-2002. 50% of edges have trussness less than 22 and 90% of edges have trussness less than 74. Similarly, 50% of total time (24-core execution) is spent processing edges of trussness less than 24, and 90% of total time is spent processing edges with trussness less than 84. Note that t max for this graph is 944, but we only show results up to trussness 100.
algorithm includes strategies to improve load balance in the edge processing phase and further reduce memory use. Also, porting this algorithm to GPU and distributed-memory settings appears to be non-trivial.
