Abstract. We investigate a model of a vector massive spinless Bose field in the space R 3 interacting with a non-relativistic particle, where the interaction parameter is assumed to be sufficiently small. We study the ground state of the Hamiltonian H P for a fixed total momentum P of the system and show that such a state is nondegenerate and exists only for a bounded domain of values of this momentum. We also show that, apart from the ground state, the operator H P has no other eigenvalues below the continuous spectrum. Furthermore, the next two, "one-boson", branches of the spectrum of H P are constructed, which describe the scattering of one boson (with two possible polarization values) on the ground state.
Introduction and the statement of the main results
In this paper we consider a model of a vector massive Bose field in the space R 3 interacting with a non-relativistic charged particle for a small value of the charge of the particle. Here we study the ground state of the Hamiltonian H P of the model for a fixed value of the total momentum P of the system, as well as the branches of the continuous spectrum of the operator H P next in magnitude, which describe the scattering states of one boson (with various polarization values) on the ground state.
Although the whole area involved in studying the spectrum of Hamiltonians describing the interaction of one (or several) particles with an electromagnetic (vector or scalar) field has a long history (see [10, 19] ), it has been very intensively developed in recent years (see [1, 2, 4, 5, 9, 11, 12, 13, 15, 16, 17, 18, 20, 22, 25] ; there are detailed lists of references on this subject in [23] and in the book [25, 3] ). The main results in these papers concern the construction of the ground state of the Hamiltonian H P and an investigation of its properties, under various assumptions and by various methods; the principal requirement remains the assumption that the constant of the interaction between the particle and the field is small. It turns out that when the dimension d ≥ 3, a ground state exists only for a bounded domain G 0 ⊂ R d of values of the momentum P and disappears for P ∈ G 0 ; in the case d = 1, 2, a ground state exists for all P . This state is non-degenerate in the case of a spinless model, and is doubly degenerate for a model with spin [17] .
Using visual representations common in physics, a ground state of the Hamiltonian H P can be thought of as a charged particle surrounded by a "cloud" of a large number of bosons. The next question is how to describe (and construct) the state of this "cloud" when it has "emitted" (or "absorbed") one boson (or several bosons). Such states -"scattering states" -belong to the space of the continuous spectrum of the operator H P . The main part of this paper is devoted to such states when one boson has been emitted. At the same time, we find that the Hamiltonian H P has no "excited" levels, that is, the only eigenvalue of H P lying below the continuous spectrum is the energy of the ground state (if it exists).
Note that in the paper [12] mentioned above, branches of the continuous spectrum corresponding to scattering of one or several bosons on the ground state are also constructed for the case of a scalar boson field. This construction (after the ground state is obtained) is achieved by the methods of scattering theory.
This paper is a continuation of the papers [22] and [1] , where the results discussed above were obtained for the case of a scalar field with linear interaction terms in the Hamiltonian H P (with respect to the creation and annihilation operators). In many places in this paper we actually repeat the steps in the construction used in these papers and we refer the reader to them for the proofs of the corresponding assertions.
The plan of the paper is as follows.
• In §1 we give a detailed description of the model and state the main results of the paper.
• In §2, so that the reader does not get bogged down in the subtleties of the analysis, we expound the main idea and the general plan of the construction developed in the paper.
• In §3 we do the main technical step in our constructions: when solving the equations defining the resolvent of the operator H P in the Fock space, we eliminate the higher components of the desired vector by expressing them in a special way via its lower components. After that the problem reduces to studying a family of Friedrichs-type operators.
• In §4 we describe the requisite properties of such operators and find the form of their resolvents and eigenfunctions.
• Finally, in §5, using the facts obtained in §4, we construct a ground state and lower branches of the continuous spectrum of the operator H P .
We now turn to a systematic exposition of the paper. The Hilbert space H of states of the model is
where the first factor L 2 (R d ) describes the state of the particle, and
is the space of states of the boson field consisting of two components with different polarization;
is the symmetric Fock space over the space L 2 (R d ) (see [21] ).
The Hamiltonian of the model has the form (see [25, 3] )
Here p = −i∇ x is the particle momentum operator acting in L 2 (R d ), e is the charge of the particle, the A ϕ (x), x ∈ R d , are the field operators, which have the form
In formula (1.2), for each k ∈ R d , the vectors e j (k), j = 1, 2, are two orthonormal vectors that are orthogonal to the vector k:
These vectors describe the polarization of the boson. Next, ϕ(k) is a bounded smooth function, which is rapidly decreasing at infinity (a form factor); ω(k) is the dispersion of a free boson and is given by ω(k) = k 2 + m 2 + c 0 , m≥ 0, c 0 > 0.
Note that this function satisfies the inequality
The operators a j (k), a * j (k) are the operators of creation and annihilation of bosons (with polarization j) acting in the corresponding Fock space and obeying the following well-known commutation relations (see, for example, [21] ):
(k 2 ) = 0.
Next, the operator H f in formula (1.1) is equal to
and acts in the space F sym ⊗ F sym . Finally, I p and I f are the identity operators in the spaces L 2 (R d ) and F sym ⊗ F sym , respectively. Note that by virtue of the translational invariance of the system, its total momentum operator (1.5) P = p ⊗ I f + I p ⊗ P f commutes with the Hamiltonian H. Here P f is the field momentum operator (1.6)
Hence the space H can be decomposed into the direct integral (1.7) H = H P dP of the Hilbert spaces {H P , P ∈ R d } ("eigenspaces" for the operator P ), and the Hamiltonian H into the direct integral (1.8) H = H P dP of operators, each acting in H P (see more details in [8] ). The spaces H P can be identified with the space F sym ⊗ F sym = F ⊗2 sym and then the operator H P is represented in F
⊗2
sym in the form (see [25, 3] )
where
Here we have used the fact that P f and A ϕ (0) commute, which follows from relations (1.2a).
We consider the following group S of gauge transformations of the field A(x) consisting of functions
where O(2) is the group of orthogonal 2×2 matrices (a rotation of the plane and, possibly, a reflection with respect to some straight line). Multiplication in S is defined by a pointwise product of matrices S(k). This group transforms the creation and annihilation operators:
and the vectors e 1 (k) and e 2 (k):
where S(k) = {s i 1 i 2 (k)} is an orthogonal matrix. The transformations (1.9b) are canonical transformations (that is, they preserve the commutation relations between the creation and annihilation operators) and generate some unitary transformation of the space F ⊗2 sym (see [7] ). Thus, for each P the operatorH P obtained from H P by replacing the
In what follows it will be convenient for us to think of F
sym as the Hilbert space L 2 (Γ 0 × Γ 0 , dλ) of functions defined on the set Γ 0 × Γ 0 of ordered pairs of finite subsets (γ 1 , γ 2 ), γ i ∈ Γ 0 , i = 1, 2, of the space R d that are square-summable with respect to the so-called Lebesgue-Poisson measure [21] (1.10)
, j = 1, 2, and n j = |γ j | is the cardinality of the set γ j , j = 1, 2. Visually, γ j is the set of momenta of bosons that have polarization j. Under this realization of the Fock space F ⊗2 sym , the operators introduced above are written as follows:
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Here,
and I is the identity operator in F
⊗2
sym . We write out the action of each summand in (1.12). 1. The first summand:
where {s 1 , s 2 } is a two-point subset, and
(1.15)
The preceding formulae give a detailed description of the action of the operator H P . For convenience, in what follows, instead of the operator H P we consider the operator
Note that H 0 P is the "free" Hamiltonian; that is, H P for e = 0 has the form
The operator H 0 P is obviously self-adjoint and semibounded from below.
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The space F ⊗2 sym decomposes in an obvious fashion into the orthogonal sum of the subspaces
coincides with the values of the function
and extends from the value λ 0 n 1 ,n 2 (P ) to ∞, where
It is obvious that
for n 1 + n 2 = n 1 + n 2 . Therefore the actual thresholds of the spectrum H 0 P can be numbered as λ
In this paper we study the spectrum of the total Hamiltonian H P on the ray
2 (P ) − ε , where ε > 0 is an arbitrary fixed number. Our main result is contained in the following theorem. 
j (P ), j = 1, 2, and
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use In this paper we follow the main methods used in [22] and [1] . For the convenience of the reader we give a brief description of our general strategy in the proof of the main theorem.
We consider the action of the resolvent
sym . We obviously have the equation
We represent the space F
⊗2
sym in the form of the sum of spaces
Correspondingly, the solution F of equation (2.1) and its right-hand side are represented in the form
and the operator H P itself is represented by the operator matrix
where 
Lemma 2.1. Let λ 2 (P ) = inf spec h 2,2 . Then
2 (P ) and for any ε > 0 and sufficiently small e,
It is easy to verify that the minimum of the function a 
where u ⊂ R d is a neighbourhood of the point s 0 , χ u (·) is the characteristic function of this neighbourhood, and |u| is the volume of the neighbourhood u. It is easy to see that for this choice of f 2,0 and for a sufficiently small neighbourhood u the quadratic form (2.6d) is equal to λ 
Substituting this expression into the first equation (2.5) we find that F 1 satisfies the equation
(where I 1 is the identity operator in H ≤1 ). Setting z = ξ we introduce the family of operators
As we shall verify below, operators in this family are generalized Friedrichs operators (see [26] ); that is, they have the form (2.10)
Operators of the form (2.10) are well researched, and we use certain well-known facts relating to these operators. In particular, for each ξ less than some value ξ = ξ(P ), we construct an eigenvector ψ 0 (ξ) ∈ H ≤1 with eigenvalues E 0 (ξ), as well as a system of generalized eigenvectors {ψ q,j (ξ), q ∈ R d , j = 1, 2} with eigenvalues E q,j (ξ) for the operator A(ξ). Next, choosing ξ = ξ 0 satisfying the equation
we obtain an eigenvector F 0 of the operator H p by setting
In a similar fashion we construct a system of generalized eigenvectors of H P by finding a value ξ = ξ q,j , for each q in some domain G ε 1 (P ) that will be indicated below, that satisfies the equation
we obtain a generalized eigenvector F This is a brief description of the scheme we will follow in our constructions. We now pass to a systematic exposition of the proof of the main theorem.
3. Elimination of the higher components of the solution of equation (2.1) We write down the first equation of the system (2.5) in more detail, where
When z < λ 2 (P ), the second equation (2.5) can be rewritten in the form 
The non-zero components of the vector G(z)F 1 have the form
, and Q(z) are bounded and their norms admit the following estimates:
where B 1 , B 2 , B 1 and B 2 are constants independent of P , z, and e.
Proof. Applying inequality (1.3) repeatedly, we obtain that
This immediately implies (3.4a). We will now estimate the norm G(z) . First we show that for z < λ
. As follows from (1.11a),
Thus, in the domain
the ratio (3.5) does not exceed
Note that the minimum point (
is determined from the equations
and, consequently,
Since the absolute value of the gradient of the function ω(k) does not exceed 1, we find that
We now consider the function 1
Just as in the preceding arguments, its minimum λ 2 (P ) is attained at the point
Hence,
we conclude that
Thus, the ratio (3.5) does not exceed
Next, it follows from (1.12a) that
and
Note that
since we have assumed that the function ϕ(k) decreases rapidly at ∞. By using formulae (3.3a)-(3.3g), the estimates (3.6), (3.7), (3.8), and relation (3.8a) we obtain the estimate (3.4b). Now we estimate the norm of Q(z). The vector Φ with components
where F ∈ H >1 , consists of four summands, I 1 , I 2 , I 3 , I 4 , as is evident from (1.11). Here,
The summand (I 2 F )(γ 1 , γ 2 ) has a similar form with c 1 replaced by c 2 and summation over elements in γ 1 replaced by summation over s ∈ γ 2 . Next,
The summand (I 4 F )(γ 1 , γ 2 ) has a similar form. We now estimate the norm I 1 f . Let n 1 > 0, n 1 + n 2 ≥ 2. Then, as is evident from (1.11),
, and
Next, by setting
i=1 k i and applying again inequality (1.3), we obtain
By repeating the arguments used in estimating the norm G(z) , with some modifications, we find that for z < λ 0 2 (P ) the last expression does not exceed
where B > 0 is some constant independent of z, P , and
Thus, the norm of I 1 F does not exceed (3.12)
The norm of the second summand I 2 F is estimated in similar fashion. We now estimate
When n 1 + n 2 = 2, by using again (3.5) we obtain
Thus,
and, consequently, (3.13) . From these estimates we find that
where the vector Φ was defined in (3.9). Next, consider the vector Ψ with components
It is evident from (1.13) that this vector consists of three groups of summands. In each group the summands are estimated in the same way; therefore we consider only one summand from each group. Let (3.15)
For n 1 + n 2 ≥ 4, n 1 ≥ 2, and z < λ 0 2 (P ) we have
The other summands of the first group are estimated in a similar fashion. Now let
be a vector in the second group of summands in (3.14).
For
where r = max s h(s).
For n 1 + n 2 = 2, n 1 ≥ 1 we have
A similar estimate is obtained for the other summands of the second group.
Finally, let
For n 1 + n 2 = 2 we have
The other summands of the third group are estimated in a similar fashion. From (3.16), (3.18), (3.19) we obtain the estimate
Estimate (3.4c) follows from (3.13) and (3.20).
Corollary 1.
For a fixed ε > 0 there exists e 0 = e 0 (ε) such that Q(z) < 1/2 for all e < e 0 and z < λ 0 2 (P ) − ε. Hence for e < e 0 the resolvent
This proves the second assertion of Lemma 2.1. 
Corollary 2. It follows from the estimates of Lemma 3.1 that the operator
We now give a more explicit expression for the action of S(z) on the lower components of the eigenvector F 0 . Namely, we show that the higher components F 
are multi-indices, where
in the case of d 10 and b 10 , or
in the case of d 01 and b 01 .
Furthermore,
The constants C(A n 1 ,n 2 ) and C(Ã n 1 ,n 2 ) above depend only on these multi-indices.
The proof of Lemma 3.2 is given in the Appendix. It follows from this lemma that the components f 2,0 , f 0,2 , f 1,1 , f 2,1 , f 1,2 , f 3,0 , f 0,3 of the vector F 2 occurring in the first group of equations, that is, in the system (3.1a), can be represented in the form Substituting this expression into the system of equations (3.1a) with l 00 = l 10 = l 01 = 0 and setting z = ξ we now obtain the equation
where the operator A(ξ) takes the form (2.10) with constant a 00 (ξ) = a 00 (P, ξ) given by
and functions
where (3.28)
with the matrix M (q, ξ) given by and, finally, with the matrix Since the operator A(ξ) is self-adjoint (for real ξ), the kernel satisfies
Remark 1. As we mentioned in the Introduction, the action (1.9b) of the gauge transformations S = {S(k), k ∈ R d } generates a unitary map T S of the space F ⊗2 sym into itself. It is easy to verify that each of the spaces
is invariant under T S . In particular, in the space H 0 (vacuum) the map T S acts as the identity, and in the space H 1 = H 1,0 ⊕ H 0,1 consisting of the pair of functions {f 10 (q), f 01 (q)} it transforms these functions according to the formulaẽ
where {s ij (q)} i,j=1,2 is the matrix of the gauge transformation S(q). Furthermore, the matrix M (q, ξ) is transformed by the rule
and remains a diagonal matrix for any S(q). Hence the matrix M (q, ξ) is a multiple of the identity matrix, that is,
Remark 2. Expanding with respect to the parameter e, the function m(q; ξ) has leading term
From this it is evident that m(q; ξ) < 0 for small e, and for fixed q the function m(q; ξ) decreases monotonically as ξ increases.
Remark 3. For sufficiently small e and for all ξ < λ 0 2 (P ) − ε, the function
has a unique minimum point q 0 = q 0 (ξ); this minimum is non-degenerate and its value is (3.32)λ 1 (P, ξ) = a P,1 (q 0 , ξ) < λ 0 1 (P ) . Furthermore, the function a P,1 (q, ξ) satisfies the following conditions: Taking the leading term in e, these functions are equal to
Remark 5. The matrix {D i,j (q, q ; ξ)} i,j=1,2 is a smooth function of the variables q, q and the following estimates hold for the derivatives of its matrix elements:
Here α = (α 1 , α 2 , α 3 ) and α = (α 1 , α 2 , α 3 ) are multi-indices, where |α| = max α i , and |α | = max α i . The linear space of matrix kernels satisfying condition (3.35) is denoted by B. In B we introduce the norm
where the infimum is taken over all the numbers N for which the estimate (3.35) holds.
Taking the leading term in e, the matrix elements of the matrix D are equal to
Remark 6. In terms of e, the leading term of the second summand in the expression (3.27) for the function a 0,0 (P, ξ) is equal to
Analysing the operator A(ξ)

Calculating the resolvent (A(ξ)−wI) −1 . First we consider an auxiliary operator B(ξ) acting in the space
where M (q; ξ) and D(q, q ; ξ) are the matrices introduced above (see (3.28a) and (3.29a)) and F (q) is the vector 
Lemma 4.1. For sufficiently small e the resolvent R B(ξ) (w) = (B(ξ) − w I 1 ) −1 of the operator B(ξ) (here I 1 is the identity operator in H 1 ) has the form
R B(ξ) (w) F (q) = M (q; ξ) − w I 1 −1 F (q) + K(q, q ; ξ; w) F (q ) a P,1 (q, ξ) − w a P,1 (q , ξ) − w dq ,(4.
3) where the matrix kernel K(q, q ; ξ; w) (as a function of the variables q, q ) belongs to the space B introduced above and its norm K(q, q ; ξ; w) B is uniformly bounded for all real ξ < λ 0 2 (P ) − ε and for w ∈ C\I(ξ). Here I(ξ) is the cut in C along the real axis given by I(ξ) = (λ 1 (P ; ξ), ∞).
Furthermore, the kernel K(q, q ; ξ; w) is a B-valued analytic function of w ∈ C\I(ξ) and its boundary values on the cut I(ξ), given by
(4.4) K ± (q, q ; ξ, x) = lim ε 0 K(q, q ; ξ; x ± iε), x∈ I(ξ),(4.5) K ± (q, q ; ξ, x + ∆) − K ± (q, q ; ξ, x) B < C∆ 1/3 , 0 < ∆ < 1,
where C = C(ξ) is a constant independent of x ∈ I(ξ).
The proof of this lemma is given in the Appendix. We will now calculate the resolvent
where I 1 is the identity operator in the space H ≤1 . The vector
is a solution of the equation
where we denote
and ( F , v) means the scalar product in H 1 . This means that
Substituting this expression into the first equation in (4.6) we find that
Thus, if a 00 − w − ∆(w) = 0, we obtain that (4.7)
From (4.3) and (4.6a) we find that ∆(w) is equal to
Hence, it is clear that the function ∆(w) is analytic outside the cut I(ξ) and, since v(q)
and K(q, q ; ξ, w) are smooth, the limits
THE HAMILTONIAN OF THE SPINLESS PAULI-FIERZ MODEL 233
exist and are equal to
(4.10)
Furthermore, the functions ∆ ± (x), x ∈ I(ξ), are Hölder functions.
The spectrum of the operator A(ξ).
The continuous spectrum of the operator A(ξ) coincides with the cut I(ξ), and the eigenvalues w 0 = w 0 (ξ) lying outside the cut I(ξ) are zeros of the equation
It follows from (4.8) and (3.34) that the leading term in e of ∆(w) is
It is evident from this expression that for real values of w < λ 1 (P, ξ), as w increases the function a 00 − ∆(w) decreases monotonically from the value a 00 at w = −∞ to the value a 00 − ∆(λ 1 (P, ξ)) at w = λ 1 (P, ξ), as depicted in Figures 1 and 2 . It is evident from these pictures that equation (4.11) has a unique simple root w 0 < λ 1 (P, ξ) if and only if
When the root w 0 exists, a corresponding eigenvector F 0 of the operator A(ξ) (its ground state) has the form (as follows from (4.6a))
It is easy to verify that for a fixed ξ, the set of P ∈ R 3 for which condition (4.13) holds,
is a bounded domain G 0 (ξ) ⊂ R 3 . Note that for w 0 = λ 1 (P, ξ) (that is, for a 00 − ∆(λ 1 (P, ξ) = λ 1 (P, ξ) ), at the point q = q 0 (a minimum point of a P,1 (q, ξ)) the vector F 0 (q) has a singularity ∼ 1 |q−q 0 | 2 and, consequently, does not belong to the space H 1 ; in other words, if F 0 is an eigenvector for the operator A(ξ) corresponding to the eigenvalue w 0 that happens to lie on the boundary of the continuous spectrum, then it is not a ground state.
Next, it is clear from (4.12) that if x ∈ I(ξ), then
for sufficiently small e. This means that the operator A(ξ) has no eigenvalues lying inside the continuous spectrum. Using the general criterion for when a self-adjoint operator has no singular spectrum (see [24, vol. 4] ), it is easy to show that the operator A(ξ) has no singular spectrum for all ξ < λ 0 2 (P ) − ε. Thus,
Here H ac (ξ) is the subspace of the absolutely continuous spectrum of A(ξ), and {cF 0 (ξ)} is the one-dimensional space spanned by the eigenvector F 0 (ξ).
Eigenfunctions of the continuous spectrum of A(ξ).
We denote by E the operator of embedding H 1 into H ≤1 :
According to the general criteria of scattering theory (see [26] ) the wave operator
exists and is complete; it is a unitary map from the space H 1 onto the space H ac ⊆ H ≤1 of the absolutely continuous spectrum of A(ξ). Here M (ξ) is the operator in H 1 defined by the matrix M (q; ξ) (see (3.28a)). Furthermore, the operator W (ξ) takes the generalized eigenfunctions of the continuous spectrum of M (ξ),
with eigenvalue a P,1 (q; ξ) to eigenvectors F α q (q), α = (1, 0), (0, 1), q ∈ R 3 of the continuous spectrum of A(ξ) with the same eigenvalues. Following the general formulae of scattering theory (see [26] ) we find that
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and using (4.3) and (4.7) we obtain
(here ( , ) is the scalar product in R 2 ) and 19) where β = (1, 0), (0, 1). In the following lemma we establish that the vectors F 
Then for any ϕ
Consequently, the maps ϕ → ψ α ϕ , α = (1, 0), (0, 1), can be extended by continuity to the whole space L 2 (R 3 ) and taken together they generate an isometry
which coincides with the wave operator (4.15).
Thus, this lemma gives us license to apply the wave operator (4.15) to the generalized functions (4.16). The proof of this lemma is deferred to the Appendix.
Corollary. Every vector F ∈ H ac admits the expansion
where f = {f 10 (q), f 01 (q)} ∈ H 1 and
Remark 1. Relation (4.20) can be formally represented as follows:
Remark 2. Usually generalized eigenvectors of a self-adjoint operator A acting in a Hilbert space H are defined as the derivatives
where ϕ ∈ H is an arbitrary vector, {E(λ)} is the family of spectral projectors of A, and σ ϕ (λ) is the spectral measure of the element ϕ (see [6] and [14] ). Furthermore, if A leaves some dense subspace of H + ⊂ H invariant, where the subspace has the structure of a Hilbert space and is nuclearly embedded into H, then for ϕ ∈ H + the derivative 
Here S(ξ 0 ) is the operator introduced in (3.23) that takes the lower components of the eigenvector F 0 to its higher components. Consider the value ξ determined from the equation
where λ 1 (P, ξ) is the left boundary of the continuous spectrum of the operator A(ξ):
which, as is evident from (3.31) and (3.31a), is a monotonically decreasing function of ξ on the interval −∞ ≤ ξ < λ 0 2 (P ) − ε taking the value λ 0 1 (P ) at ξ = −∞. Hence equation (5.3) has a unique solution ξ, which is denoted by λ 1 (P ) (see Figure 3) . Clearly, λ 1 (P ) < λ 0 1 (P ). Each ξ < λ 1 (P ) satisfies the condition ξ < λ 1 (P, ξ) (as is clear from Figure 3 ), that is, it lies to the left of the continuous spectrum of A(ξ). Conversely, if ξ > λ 1 (P ), then, again it is clear from Figure 3 that ξ > λ 1 (P, ξ), that is, it lies on the continuous spectrum of A(ξ). Consequently, a solution ξ 0 of equation (5.1), being an eigenvalue of the operator A(ξ 0 ), lies to the left of λ 1 (P ):
It is obvious that equation (5.1) is equivalent to equation (4.11) with both w 0 and ξ replaced by ξ 0 :
where ∆(ξ 0 ) = ∆(w 0 , ξ 0 ) w 0 =ξ 0 . It is also clear from (3.36a), (4.8) and (4.12) that the left-hand side of equation (5.4) is again a monotonically decreasing function of ξ 0 on the interval (−∞, λ 1 (P )) taking the value 1 2 P 2 at ξ 0 = −∞, and
, where the quantity R(ξ 0 , P ) was defined in (3.36a). Thus, as is clear from Figure 4a , equation (5.4) has a unique solution ξ 0 = ξ 0 (P ) under the condition that
and this solution satisfies ξ 0 < λ 1 (P ), as well as ξ 0 < 
The domain of the momenta P for which there exists a solution ξ 0 (P ) of equation (5.4) has the form (5.6)
Since the quantity R(λ 1 (P ); P ) is bounded (see (3.36a)) and λ 1 (P ) satisfies the inequality
, where C 1 , C 2 > 0 are constants (the last inequality in (5.7) is derived in the same way as (3.5a) ), the domain G 0 is bounded. It is also obvious that ξ 0 (P ) → λ 1 (P ) as P → P ∈ ∂G 0 . Thus, we have proved the first assertion of Theorem 1.1.
5.2.
One-boson subspaces. Now we turn to the second assertion of Theorem 1.1 concerning two one-boson subspaces for the operator H P .
Since for ξ < λ 0 2 (P ) − ε the continuous spectrum of the operator A(ξ) coincides with the values of the function a P,1 (q, ξ), we should, as we explained in the Introduction and in the preceding subsection, seek the eigenvalues of the continuous spectrum of the operator H P from the equation
Once we have found its solution ξ = ξ(q), we will construct the generalized eigenvectors It follows from (3.31) that if q is fixed, the function a P,1 (q, ξ) is a monotonically decreasing function of ξ < λ 0 2 (P ) − ε taking the value Figure 5) .
It is clear from this picture that when
) has a unique simple root ξ(q) < λ 0 2 (P ) − ε situated on the right of the value λ 1 (P ). In the opposite case, when
there is no such a root. It follows from what we have said above that those q ∈ R 3 for which there exists a solution ξ(q) of equation (5.8) form the domain
Since the absolute value of the quantity m(ξ) is bounded, this domain is also bounded. Since a P,1 (q, ξ) is monotonic as ξ increases, it follows that
It is easy to verify that the range of the function ξ(q) for q ∈ G ε P,1 coincides with the interval (λ 1 (P ), λ 0 2 (P ) − ε), and the function ξ(q) itself is smooth. We now describe a class of generalized vectors containing the elements F α q (see (5.9)) and make relation (5.10) well defined.
Let L ⊂ F ⊗2 sym be the space of sequences of functions (5.12)
where ϕ 0,0 ∈ C 1 and ϕ n 1 ,n 2 is a function of two sets of variables
j=1 (one of which may be empty) that is symmetric with respect to the variables of each set and three times differentiable in each variable so that the function ϕ n 1 ,n 2 itself and all its derivatives admit the estimate (5.13)
i , α
. . , n 2 , are multi-indices, and C n 1 ,n 2 > 0 are constants depending only on the function ϕ n 1 ,n 2 . Furthermore, the set of constants {C n 1 ,n 2 ; n 1 = 0, 1, . . . ; n 2 = 0, 1, . . . } satisfies the estimate (5.14)
In L we introduce the norm
where the infimum is taken over all the sets of constants for which the conditions in (5.13) hold. We observe that the space L decomposes into the direct sum of spaces
where L 0,0 = C 1 and L n 1 ,n 2 consists of the sequences (5.12) in which only the element ϕ n 1 ,n 2 can be non-zero. The dual space L * consists of the sequences
where f 0,0 ∈ C 1 and f n 1 ,n 2 ∈ S 1 (R 3(n 1 +n 2 ) ) is a generalized function of moderate growth of the n 1 + n 2 variables (k 1 , . . . , k n 1 ), (k 1 , . . . , k n 2 ) that is symmetric with respect to the variables of each set and such that it is defined on all the functions ϕ n 1 ,n 2 satisfying condition (5.13). Furthermore, any sequence of functions f n 1 ,n 2 of the form (5.17) is such that the series
is the value of a generalized function f n 1 ,n 2 at a basic function (ϕ n 1 ,n 2 ). As usual, the norm in L * is defined by the formula
(F, Φ).
As in the case of the space L, the space L * has a natural decomposition into the direct sum of spaces
Lemma 5.1.
The generalized functions
>1 acting according to (3.24) :
is well defined for elements (f 00 , f 10 , f 01 ) ∈ (L 0 ) ≤1 , and the sequences The proof of this lemma repeats virtually word-for-word the proof of Proposition 4.9 in [1] , which is similar, so it is omitted.
The vectors F
Starting from the families (5.25) of generalized eigenfunctions of H P we have constructed, we next construct two Hilbert subspaces H 1,0 and H 0,1 of the space F
⊗2
sym that are invariant under the operator H P .
In G ε P,1 we consider the level surfaces of the function ξ(q), (5.27 )
2 (P ) − ε, and, using the smoothness of this function, on each surface X x we define a measure ν x (the so-called Gel'fand-Leray measure; see [3] ) such that the equality
For each infinitely smooth function ϕ ∈ D(G 
Here ϕ (1) x , ϕ (2) x , S x and M x are the restrictions of the functions ϕ (1) , ϕ (2) , S and M to the surface X x :
and similarly for ϕ (2) and S. 3. The following estimates hold with suitable constants C 1 and C 2 :
These estimates imply that for a sufficiently small e we have
The proof of this lemma repeats virtually word-for-word the proof of Lemma 4.10 in [1] and is omitted.
Thus, if we denote the subspace spanned by the vectors F I. Proof of Lemma 3.2. We observe that if the components of the vector
are represented in the form (3.24) , then the components of the vector Q(z)F again have an analogous representation with coefficient functions b 10 , b 01 , d 10 , d 01 , and e that have the form b 10 (γ 1 , y; γ 2 ) = 1 + e e 0,0 (γ 1 ; γ 2 ) = 1 where C 1 > 0, C 2 > 0 are constants. We now consider the operator T : M → M acting by formulae (A.I.1)-(A.I.5). Again using the arguments applied in the proof of (3.2) and, in particular, the estimate (3.5), we find that the norm of the operator T is bounded above: For sufficiently small e this equation has a unique solution in the space M and its norm is bounded above:
where D 1 > 0, D 2 > 0 are constants. We have thus proved the representation (3.24) and established the estimates (3.25) for the coefficient functions themselves. The estimates for the derivatives of these functions with respect to their arguments can be obtained by the recurrence procedure described in [1] . Namely, by differentiating equation (A.I.13), say, with respect to the first argument q 1 ∈ γ 1 , we obtain that the derivatives ∇ q 1 µ again satisfy equation (A.I.13) with a modified right-hand side containing functions in the tuple µ. Thus, ∇ q µ exists and admits an estimate of the form (3.25) . By continuing to differentiate further, by degrees we obtain all the derivatives up to order r and obtain their estimates (3.25) . For a detailed exposition, see [1] . We must verify the following properties of the kernels L n (q, q ; ξ, w):
II. Proof of
i) L n (q, q ; ξ, w) ∈ B and L n B < (C e 2 ) n−1 , where C is a constant; ii) lim ε 0 L n (q, q ; ξ; x ± iε) = L n (q, q ; ξ; x), x ∈ I(ξ), exists in the space B for all I(ξ); iii) L These properties of the kernels L n obviously ensure that the series (A.II.2) converges, the limit (4.4) exists and that property (4.5) holds. We verify i), ii), iii) by induction. 
