This paper develops new techniques for constructing separators for graphs embedded on surfaces of bounded genus. For any arbitrarily small positive " we show that any n-vertex graph G of genus g can be divided in O(n + g) time into components whose sizes do not exceed "n by removing a set C of O( p (g + 1=")n) vertices. Our result improves the best previous ones with respect to the size of C and the time complexity of the algorithm. Moreover, we show that one can cut o from G a piece of no more than (1 ?")n vertices by removing a set of O( p n"(g" + 1) vertices. Both results are optimal up to a constant factor.
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Introduction
Let S be a class of graphs closed under the subgraph relation and f(n) be a non-negative function. An f(n)-separator theorem for S is de ned in 18] as a theorem of the following form: There exist constants < 1 and > 0 such that if G is any n-vertex graph in S, then the vertices of G can be divided into three sets A, B, and C such that no edge joins a vertex in A with a vertex in B, max(jAj; jBj) n and jCj f(n). The set of vertices C is called an -separator. Separator theorems are known for many classes of graphs, i.e. for forests, grids 17], planar graphs 18], graphs of bounded genus 6, 11] , graphs with an excluded minor 2], geometric graphs 20], and others. The p n-separator theorem for the class of planar graphs 18] is now a classic result in computational graph theory.
If an o(n)-separator theorem exists for S, then one can e ciently apply divide-and-conquer method for solving graph problems on graphs from S. The sets of vertices A and B de ne subproblems which are independent and essentially smaller than the original problem. For nding solutions to the subproblems de ned by A and B one applies the same method until the sizes of the subproblems become so small that they can be easily solved directly. Separators have been successfully applied for solving di erent computational problems. Such applications include nding a suitable ordering of the equations of very large sparse systems of linear equations in order to minimize the ll-in during a Gaussian elimination 17, 12] , nding approximate solutions to NP-complete problems 19], VLSI layout 3, 4, 16] , designing e cient sequential and parallel algorithms 8, 15, 9, 13] , and many others.
One ine ciency that results when the above method is straightforwardly applied is that the time required to nd the decomposition of the original problem can be too large or even dominate the total time needed to solve the problem of interest. For instance, if an algorithm for nding an 2 3 -separator of an n-vertex graph belonging to a certain class of graphs requires (n) time, then it will take (n log n) time to nd a decomposition of the graph into subgraphs of O(1) size by using that algorithm.
In our paper we give a solution to the problem of dividing an n-vertex graph into many pieces of small size in optimal linear time. More speci cally, we prove that if G is an n-vertex graph with non-negative vertex weights embedded on a surface of orientable genus g, then for any " 2 (0; 1) there exists a set C of no more than 4 q (g + 1=")n vertices of G whose removal leaves no component of total weight exceeding " times the total weight of G. Such separators for " = o(n) are referred in the literature as "-separators. They have been used for the solutions of various problems, e.g. in constructing approximation algorithms for the maximum independent set and other NPcomplete problems 19], pebbling 19], embedding of data or communication structures 19, 4] , shortest path problems 8], design of parallel algorithms 13]. We present an algorithm that nds such a separator in O(n + g) time, given the embedding of G. A preliminary version of this result was published in 5]. Similar results for the class of planar graphs (i.e. for the case where g=0) were proved in 19, 8] , where the complexity of the algorithms is O(n log n) and for the class of planar unweighted graphs in 13] , where the size of the separator is not explicitly estimated. In 11] the existence of an "-separator of size O( q ng=") for graphs of genus g is derived as a consequence of the iterative 2=3-separation. The complexity of the algorithm that follows from this approach is O(n log n). Thus our algorithms improve the previous results with respect to the size of the separator and the time complexity of the algorithm. Moreover we show that the size of the separators found by our algorithm is optimal within a constant factor.
Essential to our approach will be a data structure we call a separation graph and a technique we develop for manipulating with separation graphs. The separation graphs, which are sparse graphs of degree 3, contain all the relevant information we need in order to construct the separator. Separation graphs are more convenient to be used for purposes of graph separation than the original graphs because of their simple structure and their sparsity.
We demonstrate the use of our new technique also by proving an optimal separator theorem for the class of graphs of bounded genus with a constant = 1 ? o(1). We prove that if G is an n-vertex graph with non-negative vertex weights embedded on a surface of orientable genus g, then for any " 2 (0; 1=15) there exists an (1 ? ")-separator C 1 of G of O( q n"(g" + 1)) vertices. The size of C 1 is optimal within a constant factor and C 1 can be found in O(n + g) time given the embedding of G. A similar result was proved by Gilbert in 10] and by Djidjev and Gilbert in 7] , however the constants in 10, 7] are much larger and the complexities of the algorithms are O((n+g) log n). Another application of separation graphs was described in 1].
We view the contribution of our work in the following: (i) We prove separator theorems for graphs embedded on orientable surfaces, where similar previous results concerned separators for planar graphs only; (ii) The complexity of our algorithms is linear; (iii) Our separators are smaller in size than the best previous separators for the planar case and are asymptotically optimal for arbitrary genus; (iv) We present a new algorithm design technique for dividing graphs embedded on surfaces.
The paper is organized as follows. In Section 2 we give a de nition of a separation graph and prove some of its properties. Next we give an algorithms for construction of separation graphs and prove that any edge separator of the separation graph induces a set of cycles separating the original graph. In Section 3 we present the basic results of the paper. In Section 3.2 we construct a linear algorithm for "-separation of graphs embedded onto a surface of genus g in the case when " is close to zero and in Section 3.3 we construct a linear algorithm for the case when " is close to one. In the nal subsection we establish the optimality of our results. 2 
Separation graphs
We begin with a brief description of some basic notions from topological graph theory. More detailed and formal treatment can be found in 14]. A graph G is an ordered pair (V (G); E(G)) of sets, where V (G) is a set of vertices and E(G) is a set of edges. Each edge is an unordered pair of di erent vertices. We will consider graphs embedded on orientable surfaces. A surface is a connected, compact, 2-manifold. An embedding I(G) of the graph G onto a surface Z is a mapping of the vertices onto di erent points of Z and of the edges onto arcs along Z, so that the incidences are preserved, and no two arcs intersect at an inner point. We call the vertices and edges of G vertices and edges of I(G) and we call faces of I(G) the connected components of Z n I(G). We consider simplicial embeddings, i.e. each face is surrounded by at least three edges. An embedding is a 2-cell embedding if each of its faces is homeomorphic to an open disk. If no ambiguity arises, we will refer to the 2-cell embeddings as embeddings and to I(G) as G. The orientable genus (or shortly the genus) of a graph G is the minimum genus of an orientable surface, called the genus surface of G, onto which G can be embedded. A region R of I(G) we call any connected open subset of I(G).
The boundary of R is @R = R n R, where R is the closure of R.
The sets of vertices, edges, and faces of I(G) (or G) will be denoted respectively by V (G), E(G), and F(G) hereafter. An important relation between the numbers of vertices, edges, faces, and the genus of a 2-cell embedding I(G) is given by the Euler's formula jV (G)j ? jE(G)j + jF(G)j = 2c ? 2g ; (1) where c is the number of connected components of G, and jXj denotes the cardinality of a set X.
De nition 2.1 Let G be an embedded graph and T be a spanning tree of G. A separation graph of G with respect to the spanning tree T is a graph S = S(G; T) , where V (S) := F(G), E(S) := f(f 1 ; f 2 ) : f 1 ; f 2 2 F(G); f 1 and f 2 share a non-tree edgeg . Algorithm 2.1 described below will assign proper weights to the edges of S which are essential for the use of a separation graph.
According to the above de nition, the separation graph of a given embedded graph G is a subgraph of the dual graph of G and can be constructed in O (jV (G)j + jE(G)j) time. For an example, see Figure 1 .
As the next lemma shows, if the genus g of G is small compared to jV (G)j, then S is much simpler (sparser) than G.
Lemma 2.1 Let G be a connected graph that has a 2-cell embedding on a surface of genus g with a spanning tree T. Then the separation graph S(G; T)
is connected and jE(S)j ? jV (S)j = 2g ? 1 : (2) Proof: Assume that S is disconnected and let K be a component of S.
Denote by R the region consisting of all faces that correspond to vertices of K together with their boundaries. The boundary @R of R is non-empty and it contains a simple closed curve that is an embedding of a cycle of G. On the other hand, by the de nition of S, the boundary @R is a subset of the For instance, if g = 0 (i.e. if G is planar), then by Lemma 2.1 S is a tree. In general, S can be represented as a tree plus 2g additional edges. An example for g = 1 is presented on Figure 1 .
We call a T-cycle of G any simple cycle that contains exactly one edge that is not in T. Any edge of S(G; T) determines an unique T-cycle, the one containing the corresponding non-tree edge of G. In the sequel we will show that, if weights are assigned to the edges of S in a proper way, we can construct separators of G consisting of T-cycles by considering S instead of G.
Hereafter, we consider the case when the embedding of G is a triangulation, i.e. each of its faces is incident to three edges. For our purposes, this is not a restriction since any embedding could be extended to a triangulation by adding new edges. Subsequently any vertex set that separates the resulting triangulation separates the original graph as well. Note that in the case when the embedding of G is a triangulation the vertices of S have maximal degree three, which fact can be used to simplify the algorithms on S.
We assume that the vertices of G have non-negative weights wt( ). The algorithm below assigns weights on the edges of S that depend on the structure of G and on the weight function wt( ). We will use the following notation.
For v 2 V (G) denote by E(v; 0) the set of all non-tree edges of G incident to v and by E(v; 1) the set of all non-tree edges of G whose both endpoints are adjacent to v. As the vertices at distance 1 from v de ne (at least one) simple cycle and there are no simple cycles in any spanning tree of G, then E(v; 1) 6 = ;. The algorithm described below rst de nes for each non-tree edge of G (or equivalently for each edge of S) a set vert(e) of vertices of G such that the sets vert(e) for e 2 E(G) n E(T) form a partition of V (G) (see Figure 2 ). Then the algorithm assigns to each edge e of S a weight equal to the total weight of the set vert(e). vert(e 1 ) := vert(e 1 ) fvg else f since always E(v; 1) 6 = ; g e 2 := any edge in E(v; 1) vert(e 2 ) := vert(e 2 ) fvg endif enddo Set wt(e 0 ) := P v2vert(e) wt(v); for e 0 2 E(S), where e is the corresponding to e 0 edge from E(G) n E(T).
Algorithm 2.1 can be implemented in linear time in a straightforward manner. Note that from the de nition of wt(e) it follows directly:
wt(e) = X v2V (G) wt(v) : (3) Remark: We will need weights on the edges of S as assigned by Algorithm 2.1 even in the case when the original graph is non-weighted. In this case we assume that all vertices of G have weight 1=jV (G)j. The next theorem shows that for nding a separator consisting of T-cycles one can use S(G) instead of G (see Figure 2 ). Observe that the inequalities (4) and (5) below can be used to estimate the weights of the parts into which G is divided.
Theorem 2.1 Let G be a graph with weights on the vertices embedded on a surface Z such that each face is a triangle and let T be a spanning tree of G. Let Next, we prove that (i) and (ii) hold for Z i for i = 1; : : :; k. Let v 2 Z i and e be the edge of S such that v 2 vert(e). Then, by Algorithm 2.1, the edge from E(G) n E(T) dual to e is either incident, or has both endpoints adjacent to v. By the de nition of Z i e 2 S i M. On the other hand it is not possible that e 2 M, because it implies E(v; 0) 6 = ; and therefore v 2C(M), which contradicts to v 2 Z i . Thus e 2 S i and (i) follows.
In order to prove (ii), we consider any edge e 2 S i \ @S i and we will show that vert(e) ftg Z i @Z i . If e 2 S i , the relation follows immediately. Let e 2 @S i and (v 1 ; v 2 ) be the edge of G dual to e. If w 2 vert(e) and w 6 = v i ; i = 1; 2, then by Algorithm 2.1, E(w; 0) = ;. ( The assumption E(w; 0) 6 = ;, leads to w 2 vert(h) for some h 2 E(w; 0).) Therefore, any edge incident to w is from E(T). The only vertex with this property in a breadthrst spanning tree of a triangulation is its root. Thus vert(e) fv 1 ; v 2 ; tg and the inequality (ii) holds.
We use the result of Theorem 2.1 as a basic tool for constructing separators in the next section. More precisely, if G, T, S, M, and S 1 ; : : : ; S k are as in Theorem 2.1, then the removal of the vertices of G that belong to the T-cycles corresponding to the edges in M divides G into components G 1 ; : : : ; G k such that wt(G i ) wt(S i ); i = 1; : : :; k. Therefore, we can construct separators for G by constructing edge{separators for the separation graph S. This approach relies on the fact that, as we will show in the next section, we are able to construct edge{separators for sparse graphs in optimal linear time. Note that the length of a T-cycle can be (jV (G)j) and thus a good bound on the size of the resulting separator of G does not directly follow from the existence of a small separator of S. So, in order to achieve both an optimal running time of our algorithm and an optimal size of the constructed separators we will combine the use of separation graphs with an appropriate radius-reducing technique. In this section we derive two results on separation of graphs of bounded genus. The rst one is related to the problem of dividing a graph into (possibly many) components of small weights, known as the "-separation problem, and the second one concerns the problem of separating a single piece of small weight from a graph.
De nition 3.1 For any weighted graph G and " 2 (0; 1), the vertex (resp. edge) set C is called "-separator (resp. "-edge separator) of G if the subgraph of G induced by V (G) n C (resp. the subgraph induced by E(G) n C) has no component of weight greater than "wt(G).
First we will develop fast algorithms for "-separation of graphs of degree three.
Separating trees and sparse graphs
In the next lemma we present an linear algorithm that nds a small "-edge separator for any graph of degree three.
Lemma 3.1 Let S be a graph of degree three with n vertices, m edges, and q connected components and non-negative weights wt( ) on its edges. For any " 2 (0; 1) there exists a set M " of no more than m?n+q+b2="c edges whose removal divides S into connected components S 1 ; : : : ; S k with the properties: (i) wt(S i ) "wt(S); i = 1; : : : ; k (6) (ii) The inequality wt(S i @S i ) ("=2)wt(S);
holds for at least k ? q of the components S i ; i = 1; : : : ; k; where @S i is the set of edges from M " adjacent to S i . The set M " can be found in O(m) time.
Proof: First we consider the case where S is a binary tree, i.e. m = n?1 and q = 1. Let the set of edges of S be divided into levels E 0 ; : : :; E r according to their distance to some xed vertex of S. For e 2 E(S) n E 0 we denote by pr(e) the unique edge at the lower level that shares common vertex with e and we create an additional edge to be a predecessor of the edges from E 0 . Consider the following procedure:
Procedure Tree Separation Input: A binary tree S, the set of levels E 0 ; : : :; E r with respect to a root t, a parameter " 2 (0; 1), and the weights wt( ) on the edges of S. Output: A set M " , which is an "-edge separator of S. For i = r; r ? This procedure runs in time linear on m, since every edge of S is considered only once. During the i-th iteration of the loop, the current weight of any edge x in E r?i+1 is equal to its original weight plus the total weight of the component of S which would be cut if x and all edges already in M " are deleted. We include an edge e in M " i its current weight wt(e) is greater than ("=2)wt(S). Therefore, the proposition (ii) follows for all components of S n M " , except possibly for the one containing the root. The proposition (i) follows by the fact that the total weight of the component that will be cut if e is deleted is equal to the sum of the current weights of its ancestors (no more than two) which were not included in M " during the previous iteration.
The estimation M " b2="c follows by the observation that with each edge inserted in M " the total weight of the edges of S decreases by at least ("=2)wt(S).
In the general case when S is a graph of degree three we apply the following algorithm: Algorithm 3.1 Edge Separation of Graphs of Degree Three Input: A graph of S degree three, an " 2 (0; 1), and weights wt( ) on edges of S.
Output: A set M " , which is an "-edge separator of S.
Step 1: Find the set of the connected components of S.
Step 2: For each connected component Q with wt(Q) > "wt(S) do:
Step 2.1: Find a breadth-rst spanning tree T of Q and divide the set of edges of T into levels with respect to the root of T.
Step 2.2: Insert the set of non-tree edges of Q in M " .
Step 2.3: If wt(T) > "wt(S) then apply the Tree Separation procedure on T with parameter " 1 = "wt(S)=wt(T) to nd an " 1 -edge separator M " 1 of T. Add M " 1 to the set M " . The proof that the set M " constructed by Algorithm 3.1 satis es requirements of the lemma follows from the correctness of the Tree Separation procedure.
3.2
Finding "-separators for " close to zero Let G be an n-vertex graph with non-negative vertex weights and I(G) be a 2-cell embedding of G on a surface Z of orientable genus g. We are going to describe an algorithm that for a given I(G) and " 2 (0; 1) nds an "-separator C of G of no more than 4 q n(g + 1=") vertices in O(n+g) time. Let us recall that, without loss of generality, we assume that I(G) is a triangulation, since we can make each face a triangle by adding new edges. Any vertex set that separates the resulting graph will separate the original graph as well.
Let T be a breadth-rst spanning tree rooted at a vertex t and let S be the corresponding separation graph as de ned in De nition 2.1 and Algorithm 2.1. Denote the radius of T by R. For r = 0; 1 : : : ; R we de ne level L(r) to be the set of vertices lying at distance r from t. Our algorithm for nding an "-separator constructs the required "-separator iteratively. At each iteration step a xed level L(r) along which the graph will be cut is considered. The algorithm constructs the set of embedded cyclesL(r) and the graph S + (r) de ned above and by using the separation graph nds a set of vertices that divides the graph G + (r) into components of weights not exceeding "wt(G). The constructed vertex set is added to the current separator. Finally the algorithm transforms the remaining (not still separated) subgraph G(r) and the corresponding subgraph of the separation graph S(r) in a form suitable for the next iteration step. Next we describe in more details how this transformation is done and then we will give an outline of the whole algorithm.
The region Z(r) can be considered as a surface with holes determined by the embeddings of the cycles inL(r). LetZ(r) be the surface obtained from Z(r) by pasting open discs (faces) f(c 1 ); : : :; f(c (r)) on its holes. In our transformation we supplement the graphs G(r) and S(r) obtaining graphs G(r) andS(r) that possess the following properties: (a) the graphG(r) triangulates the surfaceZ(r); (b) the tree T(r) is a breadth-rst spanning tree ofG(r); (c) the graphS(r) is a weighted separation graph forG(r) with respect to the tree T(r). The following procedure describes how such graphs G(r) andS(r) can be constructed:
Procedure: Subgraph Supplementation Input: Subgraphs G(r), S(r) embedded on Z(r); A set of embedded cycles L(r) and the weights of the edges in S dual to the edges inL(r).
Output: GraphsG(r) andS(r) embedded onZ(r) satisfying properties (a), (b), and (c).
Step 1: For each cycle c 2L(r) add a face f(c) to the embedding of G(r)
with a boundary the embedding of c. Triangulate each face f(c) by adding new edges to G(r) embedded onto f(c). De neG(r) to be the resulting graph.
Step 2: For each face f(c) c 2L(r) construct the tree tr(c) dual to the triangulation of f(c) obtained in Step 1. Assign zero weights to the edges of tr(c) (see Figure 4) . Add the trees tr(c) for c 2L(r) to the graph S(r). Add to S(r) the edges dual to the edges of the cycles Next, we present our main algorithm that constructs an "-separator for a given graph G embedded onto a surface of genus g. We assume that g < n=16, otherwise 4 q (g + 1=")n > n and the set V (G) is a trivial "-separator. Additionally, we assume without loss of generality that I(G) is a triangulation, for otherwise we can de ne additional edges to make each face a triangle. Algorithm 3.2 Construction of an "-separator Input: A 2-cell embedding of a graph G on a surface of orientable genus g; a non-negative weight function de ned on vertices of G; a number " 2 (0; 1). Output: An "-separator C of G.
Step 1: Choose any vertex t of G and construct a breadth-rst spanning tree T of G rooted at t. Let R be the radius of T. For j = 0; 1; : : : ; R, nd the levels L(j) consisting of all vertices at distance j from t.
Step 2: Construct the separation graph S = S(G; T) of G with respect to T.
Assign weights to the edges of S using Algorithm 2.1.
Step 3: Set h = Step 4: For j = l + 1; l; : : :; 0 do steps 4.1 through 4.7 below:
Step 4.1: Set r = k + (j ? 1)h if j 1, or r = 0 if j = 0.
Step 4.2: Find the set of cyclesL(r). Step 4.5: Add to the current separator C the set C j of vertices of G on levels above L(r) that belong to T-cycles corresponding to edges in M j . Step 4.6: Find subgraphs G(r), S(r), and T(r).
Step 4.7: Apply the Subgraph Supplementation procedure on G(r) and S(r) and obtain graphsG(r) andS(r). Set G =G(r), S =S(r), and T = T(r).
In the next theorem we prove the correctness of Algorithm 3.2 and estimate the size of the constructed "-separator.
Theorem 3.1 Let G be an n-vertex graph with non-negative vertex weights and I(G) be a 2-cell embedding of G on an orientable surface of genus g. Proof: Let C be the set constructed by Algorithm 3.2 for the graph G.
The proof will consist of three parts. A. Proof that C is an "-separator of G It will be appropriate to de ne the following set of curves that contain all vertices of CC = f l j=0L (k + jh)g f l+1 j=0C j g; (8) whereL(k + jh) is the embedding of the cycles in L(k + jh);C j denotes the set of the embeddings of the T-cycles corresponding to the edges in the separator M j , where both endpoints are on levels between k + (j ? 1)h and k + jh.
To simplify our presentation we will introduce more convenient notations. The vertex set C constructed by the algorithm induces a subgraph of G whose embedding contains the set of curvesC. By Lemma 3.2 and the de nitions it follows that C is an "-separator for G. We substitute (13) in (11) 
By (14), and (15) it follows l+1 X j=0 jM j j 2g + 2 " : (16) We obtain the desired estimation substituting (16) and the value of h in (10), i.e. jCj n h + 2(h ? 1)(2g + 2 " ) 4 q (g + 1=")n :
As we will show in the last subsection, the size of C is optimal within a constant factor for any " 2=3. On the other hand, when " is close to one, it is evident that the size of C can not be optimal. We investigate such type of separators in the next subsection.
Intuitively, when " is close to one, we need to cut o a small piece of the given graph in order to divide it into parts of sizes not greater than " and therefore the separator (the \boundary" of this small piece) should be small too. An algorithm that nds good separators in this case could be useful for designing incremental type algorithms on graphs. The idea of the algorithm for constructing C 1 is the following. We rst run Algorithm 3.2 on the input graph G with parameter 2", storing information for the obtained division. Let the constructed separator be C 2" . As discussed above, the set C 2" is de ned as the set of vertices belonging to the set of curves C 2" , see (8) . The set of curvesC 2" divides the surface Z into connected open regions, which we denote by Z 1 ; : : :; Z p 00 . Let G 1 ; : : : ; G p 00 be the subgraphs of G embedded inside these regions and @G 1 ; : : : ; @G p 00 be the subgraphs that form region boundaries. Clearly the vertex set V (@G i ) separates the graph G i from G. From the previous subsection we know that the weight of any Z i does not exceed 2"wt(G). For our purposes, however, we will need some lower bound on the size of the parts of G. For this end we \group" the sets Z i as follows. Using the division Z 1 ; : : :; Z p 00 we derive a collection V 1 ; : : : ; V p (p p 00 ) of non-intersecting sets of vertices of G. Each of these sets contains the vertices of an appropriately chosen set of graphs G i so that its weight plus the weight of its boundary exceeds "wt(G). The boundary of a given vertex set is de ned as the set of vertices that are not in the set but are adjacent to a vertex in the set. So, the boundary @V i of a set V i , for each i = 1; : : :; p, is the union of the vertices of the boundaries of those of the graphs G 1 ; : : :; G p 00 , whose vertex sets are in V i . We nd the required 
By reordering the sequence of the sets U i (r) so that the sets satisfying inequality (18) We de ne the boundary @V i of a set V i to be the union of the boundaries of the sets that are included in V i .
As described above, we obtain vertex sets V 1 ; : : :; V p+1 with boundaries @V 1 ; : : :; @V p+1 satisfying wt(V i ) 2"wt(G) for i = 1; : : : ; p + 1;
and wt(V i @V i ) "wt(G) for i = 1; : : : ; p: (20) Each of the boundaries @V 1 ; : : : ; @V p is an (1?")-separator and we just chose the minimal amongst these separators. Formally, our algorithm is presented below. Algorithm 3.3 Construction of an (1 ? ")-Separator Input: A 2-cell embedding of a graph G on a surface of orientable genus g; weight function de ned on vertices of G; a number " 2 (0; 1=15). Output: A set C 1 of vertices that is an (1 ? ")-separator of G.
Step 1: Run Algorithm 3.2 on G with parameter 2". Find a (2")-separator C 2" , vertex sets U 1 ; : : : ; U p 0, and their boundaries @U 1 ; : : :; @U p 0, as de ned above.
Step 2: If wt(C 2" ) (1=15)wt(G), then de ne C 1 to contain the heaviest d15"jC 2" je vertices of C 2" and output C 1 .
Step 3: As described before the algorithm construct sets V 1 ; : : :V p+1 and boundaries @V 1 ; : : :@V p+1 , so that the inequalities (19) , (20) hold.
Step 4: Amongst the sets of vertices @V 1 ; : : : ; @V p nd the set containing minimum number of vertices. Output that set to be the required separator C 1 . The correctness and complexity of this algorithm will be formally proved in the next theorem. Proof: Let C 1 be the separator constructed by Algorithm 3.3. We divide our proof into three parts.
A. Proof that C 1 is an (1 ? ")-separator Consider the case where the 2"-separator C 2" found in Step 1 has weight greater than (1=15)wt(G). In this case, according to the construction of C 1 in Step 2, we have wt(C 1 ) d15"jC 2" je jC 2" j wt(C 2" ) "wt(G): This means that C 1 is an (1 ? ") Recall that the union p+1 i=1 @V i coincides with the separator C 2" . On the other hand Algorithm 3.2 constructs C 2" as the set of vertices lying onto a set of curvesC 2" , see (8) . The set of curvesC 2" could be considered as an embedding of a graph with a vertex set V (C 2" ) = S p 00 i=1 V (@Z i ), an edge set E(C 2" ) consisting of the edges embedded onC 2" , and faces Z 1 ; : : :; Z p 00 . Note, that this embedding may not be a 2-cell embedding. In this case the Euler's formula (1) gives the inequality jE(C 2" )j ? jV (C 2" )j 2g + p 00 ? 2: 
that will be proved below. We substitute (27) in (26), and by using n > 16g and Theorem 3.1 we obtain jC 1 j 2 + 5" Let us now prove (27). Recall that p 00 is the number of the connected open regions Z 1 ; : : :; Z p 00 of Z nC 2" and p is the number of the vertex sets V 1 ; : : : ; V p . We will use the parameter p 0 , which is the number of the vertex sets U 1 ; : : :; U p 0. Since by de nition U 1 ; : : :; U p 0 form a subpartition of V 1 ; : : : ; V p and for i = 1; : : : ; p 0 the set U i comprises the vertices embedded into one or more of the regions Z j for j = 1; : : : ; p 00 , then p p 0 p 00 . According to our constructions, vertices embedded in two regions Z i 1 and Z i 2 that, together with (31) and (30), implies (27).
Tightness of Results
In that subsection we show that the results of Theorems 3.1 and 3.2 are optimal up to a constant factor. More precisely, we are going to prove the following theorem. Proof: We will base our proof on two special cases of our theorem that are proved in previous works. The case g = 0 follows immediately from the result of Theorem 6 in 18]. The case " = 2=3 is proved in 6, 11] .
We consider graphs with equal weights on the vertices. For a graph G and " 2 (0; 1) we denote by c(G; ") the minimum number of vertices in an "-separator of G. Let K(n; g) be the class of graphs with no more than n vertices and genus not exceeding g. We de ne the following function (n; g; ") = max G2K(n;g) c(G; "):
From the de nition it is clear that the function is increasing on n and g and decreasing on ". The validity of the theorem in the cases g = 0 and " = 2=3 means that (n; 0; ") = q n=" ; (32) (n; 0; 1 ? ") = p n" ;
(n; g; 2=3) = ( p ng) :
(34) By using the monotonicity of , (32) and (34) we obtain 2 (n; g; ") (n; 0; ") + (n; g; 2=3) = q n=" + ( p ng) = q n(g + 1=") ;
which proves (i). We shall prove (ii) by considering two cases. 1) "g 1. In this case by the monotonicity of and (33) we have (n; g; 1 ? ") (n; 0; 1 ? ") = p n" = q n"(g" + 1) ;
which gives (ii).
2) "g > 1. To show that (ii) holds in this case, we shall prove rst that " (n; g; 2=3) (n; g; 1 ? "):
Let G be any graph from K(n; g). We will construct a 2=3-separator of G as an union of (1?")-separators. We set G 0 = G and de ne a sequence of graphs G 1 ; : : : ; G k in the following way. Let C i?1 , for i = 1; : : : ; k, be the minimal c(G i ; 1 ? ") k (n; g; 1 ? "); which together with the inequality k 1=" gives (35). Finally, we prove (ii) by combining (35), (34), and "g > 1 (n; g; 1 ? ") " (n; g; 2=3) = " ( p ng) = q n"(g" + 1) :
