Abstrak
ground may experience foundation failure. Numerical model deals with liquefaction is quite complicated, requires validation with laboratory testing and need expensive field inspections. A new model has been proposed to predict Liquefaction with Artificial Neural Network (ANN) and Simple Genetic Algorithm (SGA) [1] [2] .
ANN is selected among many other Artificial Inteligence (AI) methods, because ANN able to model the interaction of parallel computing on the brain through the learning process of the data [3] . Back Propagation (BP) is one of widely used training method for ANN but it has some weaknesses which is BP can be trapped into local optimum (local minima) problem and premature convergence [4] . Most BP training process using very small learning rate constant which define the step of solution search. BP global optimum can only be achieved when the starting point is near to global minima which is rare (See Fig.1 ). Genetic Algorithm (GA) is an optimization method that mimics evolution process in nature [5] . GA has been used in numerous field of science and also has been used in ANN training process [1] . GA used in this study has been modified to improve ANN prediction accuracy.
Figure 1. Back Propagation may trapped into local optimum
This paper contains five parts with introduction and literature reviews is in part one and part two, respectively. Part three discuss about the proposed new methodology. Part four is focused on discussion about empirical study related with selected topic and finally, part five is the conclusion of the findings.
Literature Review

Wave-induced Liquefaction
Phenomena of wave-induced liquefaction is marked by the increasing incidence of pressure load on the soil ground that exceeds the capacity of the soil particles pressure due to cyclic loading waves in coastal waters. When liquefaction occurred, the soil lost its strength. The soil strength really depend on the capability of soil to withstand cyclic loading during earthquakes or wave actions. Liquefaction condition can be formulated as Safety Factor ( ) below [6] 
CRR (Cyclic Resistance Ratio) or liquefaction resistance is the soil capacity due to cyclic load. CSR (Cyclic Stress Ratio) is the loads on the ground, that could lead to liquefaction. CRR and CSR formulated as follow [7] :
Liquefaction will be happened when <= 1, then z can be computed as : 
Where ℎ, = cyclic shear stress or cyclic mobility, = relative density constant, 0 = earth pressure at rest constants, ℎ = soil shear stress, ′ = vertical effective overburden pressure, = soil liquefaction depth, = gravity acceleration, 0 = pressure at sea bottom, ′ = submerged unit mass of soil, = water unit mass, = wave length, = wave height, = water depth and = wave periode. Sumer suggest Relative Density ( ) constants by soil category at 
Artificial Neural Network
ANN defined as a nonlinear complex learning system occur in a network of neurons. Although Back Propagation (BP) is one of most widely used learning method for ANN, it can be trapped to a local optimum [10] . For each predicted results ̂ to , there migth be a difference noted as −̂ which is referred to as residual values, error estimation or prediction errors. Median Absolute Percentage Error (MdAPE) is used to determine the performance of the ANN prediction, using the formula as follows :
If the dataset has an output which its value near to zero, then MdAPE value become very large that will reduce the ANN performance. ANN performance may also decreased when each attribute in the dataset has value that is very much different in amplitude. MinMax normalization method is used to avoid these conditions and formulated as follows [11] :
Where = original data, =minimum value of original data, =maximum value of original data, = normalized data, ℎ ℎ = highest value of normalized data, = lowest value of normalized data. De-normalization technique is used to restore the predicted values into the initial scale (Eq.9). In this study, value of = 0.4 and ℎ ℎ = 0.9 will be used to avoid large MdAPE values.
Rectified Linear Units (ReLU) is used to overcome constant output of activation functions, formulated as follows [12] :
is input and is output of ReLU activation function. An algorithm is proposed by Dhiel to normalize all of the ANN connections weight to improve the performance of activation function being used above [13] .
Genetic Algorithm (GA)
GA begins by generating the initial population contains a number of genes [5] . Each gene represents a solution that has been encoded. GA is mainly composed of a selection, crossover and mutation operation. The GA evolution stop when it reaches certain number of iteration [16] . If α = 0, crossover operation become more exploitative. If bigger α is used (0 < < 1), then crossover operation become more explorative (See Fig.2 ). Several previous studies indicate that crossover using multiple parent were able to improve the performance of GA [17] [18]. 
is i th allele of parent , is i th allele of parent , is i th allele of offspring and is normal distribution with a standard deviation of | − |.
Hybrid ANN-GA
There are enormous studies already conducted on the use of optimization methods in ANN training process replacing BP [20] [21] [22] . The weight of each ANN connections are encoded into a gene. Each connection weights are real numbers, so ANN-GA genes are also real numbers. ANN-GA hybridization objective is doing a global optimization of the ANN connection weights. GA have broader solution search coverage compared to BP, so it can avoid local optimum and premature convergence. GA may improve ANN performance which is maximizing accuracy and minimizing prediction error.
Proposed Methodology
The methodology proposed in this study will be called as Wide Genetic Algorithm (WGA) which is a modified version of GA that will be used to optimize the weight of each ANN connections. The WGA evolutionary iteration will stop when the ANN configuration with the lowest prediction error has been found. Fig.3 show the flowchart of ANN training process using WGA. 
Wide Tournament Selection
In general, the selection operation in conventional GA provides considerable big pressure to pick only the best genes, for example elitist selection method [15] . Too much selection pressure may decrease population diversity, narrowing the search coverage and can be trapped into local optimum and premature convergence. In the case of Tournament Selection, random selection of 2 genes can also increase the pressure selection. Based on the above conditions, this study proposed Wide Tournament Selection (WTS) which automatically include the worst gene from the population. WTS starts with ascending sorting based on gene fitness function then continue with choosing 4 genes randomly and adding 1 worst gene from the population (See Fig.4 ). Ascending sorting is needed to locate the worst gen. 
Multi Parent BLX-α Crossover
Additional parent in the crossover operation can reduce the pressure in the selection process, increasing the diversity of the population and avoid incest [17] 
Aggregate Mate Pool Mutation
Conventional GA mutation use only an absolute constant value for all GA evolutions which may reduce its adaptability to iteration convergence. Aggregate Mate Pool Mutation (AMPM) aims to leverage the parents value range for adaptive mutation values. Inspired by Fine Mutation (FM) [19] , AMPM using not just 2 reference genes, but 5 reference genes in mutation pool which is selected by Wide Tournament Selection operation (Fig.4) . These factor may lead to better search exploration and avoid local optimum easily.
Direct Fresh Mutation-Crossover
In the conventional GA, crossover and mutation operations carried out with certain probabilities. These probabilities may lead to ineffectiveness of each evolution in GA, which may only execute recombination or mutation operation. It is very possible where a mutation operation can be followed by a process of recombination only. To overcome this, a new technique is proposed that executes the recombination-mutation and mutation-recombination operations in parallel. The purpose of this technique to improve the effectiveness of each iteration of WGA evolution.
Empirical Study
Empirical study has been done by conducted benchmark experiments to ANN-BP, ANN-GA and ANN-WGA. Each ANN training method tested with 5 independent experiments and 1000 training iterations for each independent experiments. ANN-BP tested with learning rate=0.01 and learning momentum=0.5 and K-folds=7. ANN-GA tested with population size=20, crossover probability=0.5 and mutation probability=0.2. ANN-WGA tested with population size=20. The data used in this study are gathered from previously published research [1] [2] [1] . There are 7 syntetic generated dataset, its ranging from 1125 to 2520 rows of data. Each dataset divided into 2 big parts, first part is 75% of dataset used as training data and the rest 25% of dataset used as testing data. Some sample of dataset can be seen at Table 3 . The ANN architecture that will be used in this study is dual hidden layers with single output node (later coded as 5:9:7:1), with has 5 input node, 9 hidden node + 1 bias at first hidden layer, 7 Summary results of empirical study results can be seen at Table 4 and scattered diagrams between prediction and dataset can be seen at Fig.6 . The experiments are conducted to show the performance of WGA in the training process of ANN. 
Conclusion
The empirical study shows that the proposed WGA which is modifications to conventional GA, i.e.: Wide Tournament Selection, Multi-Parent BLX-α Crossover, Aggregate Mate Pool Mutation and Direct Fresh Mutation-Crossover can improve ANN performance to achieve better ANN prediction accuracy. Compared BP and GA as ANN training method, WGA perform 1.5 times better and can produce MdAPE below 4% for all soil liquefaction dataset being used in the experiments. These performance achieved because WGA can explore broader search space, maintain population diversity, avoid premature convergence and escape from local optimum. WGA can find best global solution for ANN which is ANN connections weight configuration with lowest MdAPE prediction error.
