Under the setting of a case-cohort design, covariate values are ascertained for a smaller subgroup of the original study cohort which typically is a representative sample from a population. Individuals with a specific event outcome are selected to the second stage study group as cases and an additional subsample is selected to act as a control group. We carry out analysis of such a design using conditional likelihood where the likelihood expression is conditioned on the ascertainment to the second stage study group. Such likelihood expression involves the probability of ascertainment which need to be expressed in terms of the model parameters. We present examples of conditional likelihoods for models for categorical response and time-to-event response. We show that the conditional likelihood inference leads to valid estimation of population parameters. Our application considers joint estimation of haplotype-event association parameters and population haplotype frequencies based on SNP genotype data collected under a case-cohort design.
Introduction
Consider a two-stage study design where the first stage study group is a representative sample drawn from a background population and the second stage sampling is carried out to ascertain covariate values for a smaller subgroup of the first stage study group. Some response and exposure variables are available for the whole study group and these can be used in selection of the second stage sample. Typically the response variables are time-to-event data from a prospective follow-up of the original study cohort. Part of the second stage study group is "self-selected" as cases due to a specific event outcome during the follow-up and an additional subsample is selected to act as a control group. An example of such a situation is the case-cohort design (Prentice, 1986) . Together the cases and the subcohort are referred to as case-cohort set.
The present work is motivated by the MORGAM Project where SNP genotype data are collected under such a case-cohort design (Evans et al., 2005 , and http://www.ktl.fi/morgam). The study cohorts which are samples from geographical background populations are followed up for coronary heart disease (CHD), stroke and death due to causes other than CHD or stroke. This design can be used to analyse associations between candidate genes and disease endpoints or some phenotypic characteristics measured at the cohort baseline such as cholesterol and blood pressure. Additionally, the case-cohort set may be used to study population characteristics of the genetic variables provided that the case-cohort selection scheme is taken into account.
Case-cohort data are commonly analysed using semiparametric methods such as weighted pseudolikelihood (Barlow et al., 1999) . A likelihood based analysis of case-cohort data can be handled as a missing data problem using a full likelihood approach (Scheike and Martinussen, 2004; Kulathinal and Arjas, 2006) . In this method the likelihood expressions are written for the full cohort and the variables collected for the case-cohort set are considered missing for subjects outside the case-cohort set. Weakness of the full likelihood approach is the large amount of missing data because of the study design when the case-cohort set is small relative to the full cohort. We have found that this can in some cases cause convergence and identifiability problems in parameter estimation. An alternative likelihood based approach which does not have this problem would be to use only the case-cohort set and condition the likelihood expression on the inclusion in this set. Conditioning on the ascertainment procedure generally does not result in any simplified likelihood expressions. Clayton (2003) considers a data augmentation approach to situations where the resulting likelihood expression is intractable.
Because the inclusion in the case-cohort set is in part determined by the realised event outcome, any ascertainment correction term in a conditional likelihood will involve a probability for the event outcome. Assuming that the case-cohort selection probabilities are fixed given the data collected for the full cohort, the case-cohort set-up always allows the estimation of baseline risk parameters and hence the estimation of probabilities for the event outcomes.
The event probabilities together with the fixed selection probabilities to the subcohort give the overall selection probability to the case-cohort set. Under a cohort based study, the order of data collection is usually not a deciding factor in the data analysis. A likelihood expression for the full cohort would naturally be written as a "prospective" likelihood for the time-to-event data given covariate data collected at the cohort baseline. If population characteristics of some of the covariates are of interest, these can also be included in the likelihood part. The same principle can be used for the conditional likelihood; the selection to the case-cohort set does not reflect the order of the data collection but rather the restriction of the analysis to a specific subgroup. Hence the covariate data can be included in the likelihood or in the conditional side depending on the parameters of interest. Ascertainment corrected likelihoods for binary response using the logistic model are well studied in the statistical literature. Breslow and Cain (1988) show that in the case of two-stage case-control data the conditional likelihood is equivalent to adding an offset variable equal to the logarithm of the inverse of the selection probability to the original model. The two-stage case-control design of Breslow and Cain was discussed in the context of a general two-stage design by Zhao and Lipsitz (1992) . Stram et al. (2003) consider joint estimation of haplotype-event associations and population haplotype frequencies based on unphased genotype data. In addition to a full cohort situation, they consider a simplified two-stage sampling design with equal selection probabilities given the case status and use a likelihood expression similar to conditional likelihood for joint estimation of logistic regression parameters and haplotype frequencies, although without explicitly using the term conditional likelihood. Spinka et al. (2005) consider haplotype association analysis under a case-control design with retrospective data collection. They note that the the ascertainment corrected likelihood expression used by Stram et al. is equivalent to the retrospective maximum likelihood approach for logistic regression. Spinka et al. discuss Although the logistic model is well suited to case-control data, time-toevent data from a cohort study would be more naturally analysed with a survival model. Survival modeling using conditional likelihood seem more uncommon in the literature, possibly because this approach requires special attention to the censoring mechanism. The full likelihood approach has been discussed in the context of estimation of haplotype effects in a survival model by Lin (2004) and Zeng et al. (2006) . Chen and Chatterjee (2006) present an alternative approach for nested case-control studies. Using only the set of cases and controls instead of the full cohort, their method uses a weighted partial likelihood which is averaged over the unobserved haplotypes. Chen and Chatterjee estimate the population haplotype frequencies in a separate step using a weighted version of the EM algorithm by Excoffier and Slatkin (1995) and fix the frequencies for the regression analysis. They compare their method to the full likelihood method of Lin (2004) and comment that the estimation of the haplotype frequencies independently of the regression parameters lead to a more stable and faster estimation algorithm. The method of Chen and Chatterjee could be used for the case-cohort situation with small changes. However, their weighted estimator for haplotype frequencies uses fixed selection probabilities given the event outcome but do not take into account the probability for the event outcome, which may depend on the haplotypes.
Here we take an approach that is different to both weighted analysis and the full likelihood approach. We show that the ascertainment correction approach used by Stram et al. (2003) is more general and can be presented formally under the setting of conditional likelihood inference in a situation where the case-cohort selection probabilities are fixed given the data collected for the full cohort and is also applicable for time-to-event data. We estimate population haplotype frequencies and parameters of a survival model jointly by maximising the likelihood expression conditional on inclusion in the case-cohort set. We compare the conditional approach to the full likelihood approach to see the effect of large amount of missing data in the parameter estimation. Our notation relates to the case-cohort design but the same ideas may be applicable to other two-stage designs where the first stage study group represents some background population and the interest is in inferring the population characteristics. In the following section we consider the general properties of likelihood expressions conditioned on the selection to the case-cohort set. Section 3 discusses a specific application of joint estimation of regression parameters and population haplotype frequencies using an EM-algorithm for maximisation of conditional likelihood. Section 4 presents two examples of models where the ascertainment correction term in the conditional likelihood is easily expressed in terms of the model parameters. Section 5 presents a simulation study where the performance of the conditional likelihood approach is compared to the full cohort approach. The paper concludes with the discussion section.
2 Case-cohort set and conditional likelihood inference
The case-cohort design considered here is the same as that described by Kulathinal and Arjas (2006) . Let C = {1, . . . , N} denote an enumeration of the cohort which is followed up. Time-to-event data of the form (T i , E i ) are available for individuals i ∈ C, T i being the age at the first event of interest during the follow-up and E i ∈ {0, . . . , J} the type of the first event. E i = 0 means that no event was observed, that is, a right censoring at age T i . Other data of interest collected for the full cohort are denoted as X i . A case-cohort set after the end of the follow-up is defined as O = S ∪{i ∈ C :
where S = {i ∈ C : S i = 1}, the subcohort, is a random sample from the original study cohort selected with unequal sampling probabilities P (S i = 1 | x i ). Data collected only for set O are denoted as G i . The full likelihood analysis of such data is discussed in detail by Kulathinal and Arjas (2006) . In the following, random variables are denoted as upper case and realised values as lower case letters. Conditional likelihood for the data on (T i , E i , G i ) given X i , selection to the case-cohort set and parameters θis defined as
The last form follows from the assumption that the case-cohort selection probabilities are fixed given the observed data on E i and X i . More specifically,
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We demonstrate that an estimator based on maximisation of a conditional likelihood has the same asymptotic properties as any maximum likelihood estimator. For simplicity we use notation of one-dimensional continuous variable y i and one-dimensional parameter θ. The likelihood expression for individual i is
Defining the score function as
and using the results in the appendix, we can write in the sense of the central limit theorem that
when the size of the case-cohort set increases. The usual asymptotic properties for maximum likelihood estimator follow, meaning that the estimator obtained by maximising (2) with respect to θis consistent and that the inverse of the observed information can be used to approximate its variance.
Joint estimation of regression parameters and population haplotype frequencies
Here it is assumed that the time-to-event data come from a prospective followup of a cohort where individuals enter the follow-up at age b i and exit the follow-up at age c i . Consider a conditional likelihood
Also it is assumed that the population distribution of X i does not depend on parameters θ. The parameter π is taken to mean parameters that define the population distribution of G i . Suppose now that the data G i collected for the case-cohort set O is unphased SNP genotype data and we are interested in joint estimation of population haplotype frequencies and haplotype effect parameters in a survival model. Let M SNPs of a gene be genotyped and H = {1, 2, . . . , 2 M } be a set enumerating possible haplotypes with corresponding population frequencies π = (π l : l ∈ H) such that l∈H π l = 1. Haplotype analysis is discussed in more detail for example in Akey et al. (2001) and Lin (2004) . The conditional likelihood expression (3) for individual i written in terms of haplotypes is
where S(g i ) is the set of haplotype pairs compatible with the observed genotype g i . Rather than maximising a likelihood expression summed over the unobserved haplotypes, we present the parameter estimation using the EMalgorithm, where the likelihood to be maximised is the expectation of complete data likelihood with respect to the missing data distribution which is the probability distribution for haplotype pairs given all observed data. The estimates for individual haplotype pair probabilities are obtained as a byproduct of the parameter estimation. The method also naturally handles any missing genotype data. Now the complete data likelihood is
where and
Here (5) is the model without any adjustment and (6) is the correction term needed because of the selection rules O i = 1 and T i ≥b i . In (5) it was assumed that there is no association between haplotypes (h i 1 , h i 2 ) and x i . Relaxing this assumption would require that a model for X i given the haplotype pair is included in (5) and (6). The assumption about gene-environment independence is discussed in detail by Spinka et al. (2005) . They note that such an assumption can lead to efficiency gains but also may cause major bias if the assumption is violated. In our context which is the analysis of association between cardiovascular disease endpoints and candidate genes, the covariates X i are usually classic risk factors for cardiovascular disease such as blood pressure, body composition and lipid levels. The association between the disease and the genetic risk factors can be direct or indirect through the classic risk factors. In the latter case it may be of interest to estimate also parameters for the indirect association; however, the treatment of this topic is outside the scope of this paper. Even in the case where the main interest is in the association of the haplotypes and some of the X i variables, a model for the event data has to be included always in the conditional likelihood, because this in part defines the case-cohort selection probabilities. In the next section we discuss two special cases of models where the correction term (6) can be easily expressed in terms of the parameters of the model (5). If the haplotypes were observed directly, estimates for θand π could be obtained by maximising the complete data likelihood
In practice only unphased genotype data g i are observed. The probability for a haplotype pair given all observed data is
Using Hardy-Weinberg equilibrium for population haplotype frequencies we define
Because terms P (O i = 1 | e i , x i ) cancel out from the numerator and the denominator, (7) can now be written as
This is the conditional distribution of missing haplotype data given the observed data and the model parameters. Parameters θand π can now be estimated using an EM-algorithm. From (4) and (5), complete data log-likelihood is
It should be noted that the final term in the above depends on both θand π but not on the haplotype pair. The first term does not depend on the parameters. The expectation of the complete data log-likelihood with respect 
Parameter estimation steps can now be executed as follows:
1. Expectation step: given current estimatesθandπ, calculate haplotype
with respect to π, with constraints 0≤π l ≤1 and l∈H π l = 1, to update the population haplotype frequencies.
with respect to θto update the regression parameters.
The inner steps (a) and (b) are iterated until convergence within each EMiteration. The EM steps 1. and 2. are repeated until convergence. For estimation of standard errors, we use the relationship between the observed data log-likelihood and expectations of complete and missing data log-likelihoods (see for example Robert and Casella, 2004, p. 176) :
where the expectations are with respect to the distribution (8) at any point (θ, π). The observed information is now
To obtain the information at the maximum likelihood point (θ,π), the expectations above are calculated as before, summing overp i,h i 1 ,h i 2 . The second derivatives of the expectations at point (θ,π) can be obtained by numerical differentiation. The inverse of the obtained information matrix is then used to approximate the variance-covariance matrix of the maximum likelihood estimators.
Examples of conditional likelihoods
In the previous two sections we have shown that likelihood conditioned on the selection to the case-cohort set leads to valid maximum likelihood estimates and have presented a parameter estimation procedure. Here we consider models where the correction term (6) can be expressed in terms of parameters in the model (5).
Multinomial model
In a multinomial regression model for categorical response the event time is not considered and the model is for the probability of event of type E i ∈ {0, . . . , J} occurring in the interval [b i , c i ]. E i = 0 again means that no event was observed. Assuming additive haplotype effects, the model is defined as and (5) becomes
Assuming again the selection probabilities
, the term (6) can now be written as (r,s)
Survival model with type I censoring
Returning again to the notation for time-to-event data and assuming the same case-cohort selection probabilities as before, correction term (6) for a general survival model can be further written as (r,s)
The observed time-to-event data are the realised values of random variables (T i , E i ), where the observed time is T i = min( T i , C i ). Here T i is the underlying event time and E i > 0 indicates the type of event. E i = 0 indicates that T i = C i < T i , that is, right censoring is observed before the event. In the case of true type I censoring, where the right censoring time for each individual is fixed in advance at C i = c i at the end of the follow-up, probability P (b i ≤T i < c i , E i = 0 | . . .) becomes zero. If random censoring, for example in the form of loss to follow-up occurs but is rare, the last term in (9) could be ignored. However, if the probability of random censoring during follow-up is substantial, the censoring intensity has to be estimated as part of the model. In the present notation this can be done by defining E i to take a specific value due to random censoring. In the following we further derive the expression (9) assuming type I censoring mechanism. In this case the probability expressions can be written in
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The above probabilities can be calculated when the survival function or the cause-specific hazard rates are specified. Defining a model for time-to-event data as
For example in the case of Weibull regression and additive haplotype effects, the cause-specific hazard rate for the event type j is of the form
and the survival function becomes
Numerical results
The purpose of the simulation example here is to compare the performance of the conditional likelihood
to the full likelihood
in estimation of parameters θand π. The term full likelihood here is taken to mean a product over the full cohort C rather than the case-cohort set O. It should be noted that the genotype data are missing for subjects outside the case-cohort set and therefore the set S(g i ) is the whole space of haplotype pairs for i ∈ C \ O. The advantage of the full likelihood is that the data on (T i , E i , X i ) collected also for the set i ∈ C \ O can be utilised. On the other hand the advantage of the conditional likelihood is the computational ease since handling a large amount of missing data can be avoided. The estimation procedure presented in section 3 can be applied to both of the above likelihoods. In the case of the full likelihood the term (6) reduces to P (T i ≥b i | x i ,θ,π). Also, the missing data likelihood (7) is of the same form for both likelihoods. We simulated simplified case-cohort data with two biallelic loci and four haplotypes. Haplotype frequencies were fixed at π l = 0.25, l = (1, 2, 3, 4). Event times T i were simulated from the Weibull model described in the previous section with J = 1 and varying the baseline hazard parameters κad α. Regression coefficient was varied for one of the haplotypes while setting the other coefficients to zero. Cohort data were simulated by sampling age at baseline b i from uniform (25, 65) distribution and setting age at the end of the follow-up c i = b i + 10. Individuals i with T i < b i were excluded from the analysis and T i > c i were set right censored at c i . Case status was defined as E i = 1 {b i ≤˜T i <c i } and subcohort was selected
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The International Journal of Biostatistics, Vol. 3 [2007] , Iss. 1, Art. 1 DOI: 10.2202 /1557 -4679.1021 randomly with expected size as twice the number of cases. 1000 observations were created for each dataset and haplotype frequencies and parameters of the Weibull regression model were estimated using full likelihood and conditional likelihood approaches. Maximisation steps (a) and (b) in the EM-algorithm were carried out with functions constrOptim and optim in the R statistical package. Compiled functions for computing values of the likelihoods were written with C programming language to enable fast looping. Table 1 shows the sample means from 500 replications on a 3 Ghz Pentium D computer for number of cases, size of the case-cohort set and number of EM-iterations and time in seconds required for convergence with different parameter values. The four combinations of the parameter values were chosen primarily to get different number of events and therefore different size of the case-cohort set. Table 1 shows that the full likelihood approach is slow to converge when the size of the case-cohort set is small compared to the full cohort and the proportion of missing data is large. Convergence of the conditional likelihood estimation did not depend on the size of the case-cohort set.
The maximum likelihood estimates of the parameters are given in Table 2 . These show that the estimates based on the full likelihood and the conditional likelihood are similar and show no bias, full likelihood having slightly smaller standard deviation for estimates of baseline hazard parameters κand α. This is expected as both of the likelihoods involve the same information except for the time-to-event data for the right censored observations in the set C \ O. Use of the conditional likelihood therefore does not lose efficiency in estimation of the haplotype effects. The asymptotic standard errors were estimated with the method discussed in section 3. These correspond quite well to the sample standard deviation of the point estimators, although it seems that the accuracy increases with more data. tics such as allele or haplotype frequencies are usually estimated using only the subcohort which represents a random sample from the original cohort. Likelihood based methods for analysing the case-cohort data are usually concentrated on constructing likelihood expressions for the full cohort instead of the case-cohort set. Here we have shown that likelihood based analysis of the case-cohort data and estimation of population characteristics based on the case-cohort set is possible using conditional likelihood as long as the selection probability to the case-cohort set can be included in the likelihood. Conditional likelihood parameter estimation is consistent and has an advantage of computational ease over the full likelihood approach when the case-cohort set is small compared to the full cohort. Also, the results in Table 2 indicated that conditional likelihood estimation loses little in efficiency compared to the full likelihood. Because the conditional likelihood has the asymptotic properties of a likelihood, obtaining standard error estimates is straightforward compared to weighted analysis methods for the case-cohort data. Our example of conditional likelihood inference considered joint estimation of population haplotype frequencies and regression parameters, but the conditional likelihood approach can be applied to any other type of data collected under a case-cohort design as long as the selection probabilities to the casecohort set are fixed given the data collected for the full cohort. The parameter estimation procedure presented in section 3 is more complex due to the nonidentifiability of haplotypes based on unphased SNP genotype data and the resulting missing data problem. For the estimation of population haplotype frequencies the likelihood expressions were written jointly for time-to-event data and haplotypes. This results in a conditional likelihood correction term that is summed over the haplotype distribution. If the covariate data collected under the case-cohort design do not include missing data and the main interest is in estimation of regression parameters rather than population characteristics of the covariates, the likelihood expressions can be written conditioned on all covariate data. Such prospective likelihood leads to a simpler correction term and parameter estimation as the summation over the covariate distribution can be avoided. The results presented in section 2 are also valid in this case if covariates collected under a case-cohort design are included in the conditional side of the likelihood expressions.
The overall probability for a subject to be included in a case-cohort set is a sum of probability of being selected into the subcohort given no events during the follow-up and the probability of an event occurring during the followup. Therefore the probability of the case-status is needed for the correction term in the conditional likelihood. We presented two examples of models where the correction term is easily expressed in terms of the model parameters, namely the multinomial regression and competing risks survival model with type I censoring. Assumption of type I censoring is realistic in cohort studies with fixed follow-up period. In such case our method gives a likelihood based alternative for weighted analysis methods for time-to-event data described in Barlow et al. (1999) and Chen and Chatterjee (2006) .
Appendix
We derive further the expressions for the score function and Fisher information of the conditional likelihood (2) by writing them in terms of the score and information of the unconditional likelihood. The score function for parameter θbecomes ∂ log f(y i | x i , O i = 1,θ) ∂θ
The first term of (10) is the score function of the standard unconditional likelihood. Its expectation with respect to distribution (2) is E ∂f(y i | x i ,θ)/∂θ f(y i | x i ,θ)
The second equality in the above follows using the right side of (2) and assuming that the unconditional likelihood function f(y i | x i ,θ) is such that the order of integration with respect to y i and differentiation with respect to θcan
