In the fundamental paper [11] , J. Dixmier posed six problems for the Weyl algebra A 1 over a field K of characteristic zero. Problem 3 was solved by Joseph and Stein [15] (using results of McConnel and Robson [20]), problem 5 was solved by the author in [7] . Using a (difficult) polarization theorem for the Weyl algebra A 1 Joseph [15] solved problem 6. Problems 1, 2, and 4 are still open. Note that these problems make sense for non-commutative algebras of Gelfand-Kirillov < 3, and some of them (after minor modifications) make sense for an arbitrary noncommutative algebra.
Introduction
In this paper, K is a field of characteristic zero and K is its algebraic closure.
The (first) Weyl algebra A 1 is an associative algebra generated over the field K by elements x and ∂ that satisfy the defining relation ∂x − x∂ = 1. The Weyl algebra A 1 is a central, simple, Noetherian domain of Gelfand-Kirillov dimension 2 which is canonically isomorphic to the ring of differential operators
) with coefficients from the polynomial algebra K [x] . The n'th Weyl algebra A n is the tensor product A 1 ⊗ · · · ⊗ A 1 of n copies of the first Weyl algebra.
In the seminal paper [11] , Dixmier initiated a systematic study of the structure of the first Weyl algebra. At the end of this paper he posed six problems (questions). Problem 3 has been solved by Joseph and Stein [15] (using results of McConnel and Robson [20] ), problem 5 has been solved by the author in [7] . Using a (difficult) polarization theorem for the Weyl algebra A 1 Joseph [15] solved problem 6. Problems 1, 2, and 4 are still open. Dixmier's problem 1: whether an algebra endomorphism of the first Weyl algebra is an algebra automorphism? He writes in the paper on page 242 that "A. A. Kirillov informed me that the Moscow school also considered this problem." A positive answer to a similar problem but for the n'th Weyl algebra implies the Jacobian Conjecture (see the paper of Bass, Connel and Wright [3] for details, and [6] on a progress on these two problems).
Let A be an algebra over the field K, and let Der K (A) be the set of all K-derivations of the algebra A. We can identify the algebra A with its image in the algebra A := K ⊗ K A via the K-algebra monomorphism A → A , a → 1 ⊗ a. Then Der K (A) ⊆ Der K (A). Der K (A) is a Lie algebra with the bracket given by the commutator of derivations ([δ, ∂] := δ∂ − ∂δ). Elements of the sets ∆ 1 (A), . . . , ∆ 11 (A) are called respectively strongly nilpotent, . . ., weakly nil-semi-simple. The sets ∆ i (A) are invariant under the action of the group Aut K (A) of all K-algebra automorphisms of A.
Definition. We say that an algebra A admits the Dixmier partition if
Equivalently, an algebra A admits the Dixmier partition if and only if, for each a ∈ A\Z(A), either F (a) = N(a) or F (a) = D(a) (the nilpotent-semi-simple alternative). Dixmier [11] proved that the first Weyl algebra A 1 satisfies this property. One can modify arguments of Dixmier and prove that each non-commutative algebra A of GelfandKirillov dimension < 3 admits the Dixmier partition provided A is a domain (Corollary 3.3).
Dixmier's problem 6, [11] : If a ∈ ∆ 5 (A 1 ) then K[a]\K ⊆ ∆ 5 (A 1 ) ?
The type (properties) of an element a ∈ A 1 is determined by the type of the corresponding inner derivation ad a. So, Dixmier's problem 6 is a question about properties of inner derivations. Dixmier proved in his paper [11] , 10.3 , that, for i = 1, 2 and any non-scalar polynomial f (t), a ∈ ∆ i (A 1 ) ⇔ f (a) ∈ ∆ i (A 1 ). So, for an arbitrary algebra A, Dixmier's problem 6 is essentially a question of
• whether an inner derivation of the type ad f (a) has a non-zero eigenvalue (where a ∈ A, f (t) ∈ K[t], deg f (t) > 1).
The answer is negative for many classes of algebras (rings of differential operators on smooth irreducible algebraic varieties, universal enveloping algebras of Lie algebras) as follows from the next result (Section 2, see Theorem 2.1 for a more general result).
Theorem 1.1 Let B = ∪ i≥0 B i be a filtered algebra over a field K of characteristic zero such that the associated graded algebra gr B is a commutative domain, and let a ∈ B.
Then, for an arbitrary polynomial f (t) ∈ K[t] of degree > 1, 0 is the only eigenvalue of the inner derivation ad f (a) of the algebra B (that is, if δ := ad f (a) = 0 and δ(b) = λb for some λ ∈ K and 0 = b ∈ B then λ = 0).
As an immediate consequence of Theorem 1.1 we have the following result (among others of the same sort, Section 2) about nonexistence of nonzero eigenvalue for inner derivations of the type ad f (a).
Theorem 1.2 Let D(X) be the ring of differential operators on a smooth irreducible affine algebraic variety X over a field K of characteristic zero, and let a ∈ D(X). Then, for an arbitrary polynomial f (t) ∈ K[t] of degree > 1, 0 is the only eigenvalue of the inner derivation ad f (a) of D(X).
Proof (see Section 2 for detail). By the very definition of the ring of differential operators D(X), the algebra D(X) has the order filtration D(X) = ∪ i≥0 D(X) i (by the total degree of derivations) such that the associated graded algebra gr D(X) is a commutative domain, [21] , 15.4.7 and 15.5.6. So, the result follows from Theorem 1.1.
The same result is true (i) for all prime factor algebras of the universal enveloping algebra U(G) where G is a completely solvable, algebraic Lie algebra (Corollary 2.5); or G is a nilpotent Lie algebra (Corollary 2.3); (ii) for all primitive factor algebras of the universal enveloping algebra U(G) where G is a solvable Lie algebra (Corollary 2.6); (iii) for algebra A(V, δ, Γ) from [21] , Ch. 14, Section 8. Now we are ready to give a short proof to Dixmier's problem 6. Proof (Dixmier's problem 6). We may assume that K = K (since A 1 is a domain). Recall that the Weyl algebra A 1 satisfies the Dixmier partition [11] . The Weyl algebra A 1 has a filtration by the total degree of the canonical generators:
The associated graded algebra gr A 1 := ⊕ n≥0 A 1,n /A 1,n−1 is a polynomial algebra K[x, ∂] in two variables x := x + A 1,0 and ∂ := ∂ + A 1,0 where A 1,0 = K and
. By the result of Dixmier [11] , 10.3 (mentioned above), f (a) ∈ ∆ 1,2 (A 1 ). Hence f (a) ∈ ∆ 5 (A 1 ).
Dixmier's question 6 is the most difficult part in an answer to the question: suppose that the type of an element a is known. What is the type of the element f (a) where f (t) ∈ K[t], deg t f (t) > 1? For the Weyl algebra A 1 the answer is
Let
Proof. For i = 1, 2, this is the result of Dixmier [11] , 10.3. For i = 5, this is Dixmier's question 6. For i = 3, 4, f (a) ∈ ∆ 3,4 (A 1 ) (see the proof to Dixmier's problem 6), and f (a) ∈ ∆ 1,2 (A 1 ), by [11] , 10.3, and so f (a) ∈ ∆ 5 (A 1 ).
Exactly the same result holds for the ring of differential operators D(X) on a smooth irreducible algebraic curve X (Corollary 7.4), or even in more general situation (Theorem 4.6).
The elements a and f (a) commute. One can ask a similar question but for commuting elements.
Question. Suppose that the type of an element a is known. What are the types of elements commuting with a?
For many classes of algebras an answer is given by the following definition (see Theorem 1.3 and the examples that follow).
Definition. Let A be a noncommutative algebra that admits the Dixmier partition. We say that A satisfies the homogeneous centralizer condition (the hcc, for short) if, for each element a ∈ A\Z(A), all the elements of the set C(a)\Z(A) have exactly one of the following types:
1. strongly nilpotent, 2. weakly nilpotent, 3. generic except for a subset K * a + Z(A) of strongly semi-simple elements for some a ∈ ∆ 3 (A) where K * := K\{0}, 4. generic except for a subset K * a + Z(A) of weakly semi-simple elements for some a ∈ ∆ 4 (A),
generic.
The next definition is inspired by the result of Flanders (see the review of Ore of the paper [1] on MathSciNet) and Amitsur [1] : Let a be a non-scalar element of the Weyl algebra A 1 . Then its centralizer C(a) is a commutative subalgebra of A 1 , and a free, finitely generated K[a]-module.
Definition. A noncommutative algebra A satisfies the commutative centralizer condition (the ccc, for short) if the centralizer of each element of the set A\Z(A) is a commutative algebra.
When this paper was written D. Jordan and T. Lenagan pointed out on a paper of K. R. Goodearl on centralizers [14] where the reader can find numerous examples of algebras that satisfy the commutative centralizer condition.
Suppose that an algebra A satisfies the commutative centralizer condition. Then, for each element a ∈ A\Z(A), its centralizer C(a) is a unique maximal commutative subalgebra of A that contains the element a, and each maximal commutative subalgebra C of A coincides with the centralizer of every element of C\Z(A) (Corollary 4.1). So, for an algebra that satisfies the ccc the concepts of centralizer and of maximal isotropic subalgebra coincide. For a, b ∈ A\Z(A), either C(a) = C(b) or otherwise C(a) ∩ C(b) = Z(A) (Corollary 4.2), and so every algebra that satisfies the ccc is a union of distinct centralizers (= maximal commutative subalgebras) that meet at Z(A). If, in addition, the algebra A admits the Dixmier partition and satisfies the hcc, then this union A = ∪ C(a) has a transparent (homogeneous) structure. One of the goals of this paper is to prove that many popular algebras admit the Dixmier partition and satisfy both the homogeneous centralizer condition and the commutative centralizer condition.
The following statement is one of the main results of the paper (Section 4). Let D(X) be the ring of differential operators on a smooth irreducible algebraic curve
] be the skew Laurent series algebra with coefficients from a field L where an automorphism id L = σ ∈ Aut(L) satisfies the following condition: for each l ∈ L either σ(l) = l or σ i (l) = l for all i ≥ 1. Let R = L((t −1 ; δ)) be the formal pseudo-differential operator ring with 0 = δ ∈ Der(L). Then the division rings L and R satisfy the ccc (Theorem 5.1 and Lemma 7.1). The last fact is due to K. R. Goodearl [14] . Many well-known algebras of Gelfand-Kirillov dimension < 3 are subalgebras of either L or R, and so satisfy the ccc as well.
Using the result above we prove that the following algebras admit the Dixmier partition and satisfy the commutative centralizer condition and the homogeneous centralizer condition:
1. The first Weyl algebra A 1 . Any noncommutative subalgebra A of the division ring Q(A 1 ) of the Weyl algebra A 1 with Gelfand-Kirillov dimension GK (A) < 3. In particular, the noncommutative deformations of type-A Kleinian singularities are of this type (Corollary 5.3).
2. The quantum plane Λ = K x, y | xy = λyx , λ ∈ K * is not an i th root of 1 for all i ≥ 1. Any noncommutative subalgebra A with Gelfand-Kirillov dimension GK (A) < 3 of the division ring Q(Λ) of the quantum plane Λ (Corollary 5.4). The fact that Q(Λ) satisfies the ccc is due to V. A. Artamonov and P. M. Cohn [2] . The quantum Weyl algebra A 1 (λ) = K x, y | yx − λxy = 1 is a subalgebra of Q(Λ), hence it satisfies the ccc, this was proved by V. Mazorchuk [19] . 4. The universal enveloping algebra Usl(2) of the Lie algebra sl(2) (note that GK (Usl(2)) = 3). Any noncommutative subalgebra A of the division ring Q(Usl(2)) of the universal enveloping algebra Usl(2) with Gelfand-Kirillov dimension GK (A) < 4 and such that A ∩ K(C) = K where C is the Casimir element of the algebra Usl(2) (Proposition 6.1).
5. The quantum U q sl(2) (note that GK (U q sl(2)) = 3). Any noncommutative subalgebra A of the division ring Q(U q sl (2)) of the algebra U q sl(2) with Gelfand-Kirillov dimension GK (A) < 4 and such that A ∩ K(C) = K where C ∈ U q sl(2) is the (quantum) Casimir element (Proposition 6.2).
2 Nonexistence of Nonzero Eigenvalue for Inner Derivations of the Type ad f (a),
Let K be a field of characteristic zero. In this Section, let B = ∪ i≥0 B i be a filtered K-algebra such that the associated graded algebra gr B = ⊕ i≥0 B i /B i−1 is a domain, and
In this case, we say that the algebra B has a filtration of nilpotent type, and {B i } is the filtration of nilpotent type. If, in addition, all the elements of the set B 0 \Z(B) are strongly nilpotent then we say that the algebra B has a filtration of strongly nilpotent type, and {B i } is a filtration of strongly nilpotent type. Note that, in general, the algebra gr B is not necessarily commutative. Although in applications this is usually the case. If gr B is a commutative domain then the filtration {B i } is of strongly nilpotent type. For a nonzero element a ∈ B the unique natural number n such that a ∈ B n \B n−1 is called the degree of the element a (with respect to the filtration) denoted deg a (deg 0 := −∞). The algebra gr B is a domain, thus, for any a, b ∈ B,
The first property guarantees that B is a domain since gr B is so. For a given element a ∈ B, the following three linear maps from B to B commute: the left multiplication L a by the element a, the right multiplication R a by the element a, and the inner derivation ad a = L a − R a of B. So, for each n ≥ 1,
dt i with respect to t. If deg a > 0 and deg t (f ) > 0 then it follows from the identity above that
where the dots denote the terms of smaller degree. Moreover,
In fact, if T i = 0 and i > 1 then (using deg a > 0)
Theorem 2.1 Let B = ∪ i≥0 B i be a filtered K-algebra such that the associated graded algebra gr B is a domain, and
Proof. By the assumption, [f (a), b] = λb for some 0 = λ ∈ K and 0 = b ∈ B. Without loss of generality we may assume that λ = 1. Suppose that the element a does not belong to B 0 thus deg a > 0. We seek a contradiction. By (1),
, where δ := ad a.
Observe that δ(f (i) (a)) = [a, f (i) (a)] = 0 for all i, thus, if we substitute the sum for b above in the right-hand side of the equality above we obtain
Repeating this substitution s times we have
Now, we can find the leading term of the sum above,
The proof of (3) is essentially the same as in the case when s = 1, and this result follows immediately from the next fact: let
Clearly, δ n (b) = 0 for all n ≥ 1 (since otherwise, by (2), we would have b = 0, a contradiction). Now, by (3) and since deg t (f
which is impossible since deg b < ∞. This contradiction finishes the proof of the theorem.
Proof of Theorem 1.1. The associated graded algebra gr B is commutative which implies that the elements B 0 \Z(B) are strongly nilpotent ([B i , B j ] ⊆ B i+j−1 for all i, j ≥ 0, and so (ad B 0 ) i+1 B i = 0). Suppose that, for some element a ∈ B and some polynomial f (t) of degree > 1, the inner derivation ad f (a) of the algebra B has a nonzero eigenvalue. Then f (a) ∈ Z(B) and, by Theorem 2.1, a ∈ B 0 thus f (a) ∈ B 0 \Z(B) which contradicts to the fact that each element of B 0 \Z(B) is strongly nilpotent.
Let C be a finitely generated algebra over the field K. To each finite set of K-algebra generators x 1 , . . . , x n one can attach, so-called, the standard filtration of the algebra C (by the total degree of generators):
Definition. A finitely generated algebra C is called an almost commutative algebra if there exists a standard filtration in C such that the associated graded algebra gr C = ⊕ i≥i C i /C i−1 is a commutative algebra.
Each factor algebra of the universal enveloping algebra U(G) of a finite dimensional Lie algebra G is an almost commutative algebra and vice versa ( [21] , 8.4.3, or [16] ).
Example 1 (Almost Commutative Algebras). Any almost commutative algebra C such that the associated graded algebra gr C is a domain satisfies the conditions of Theorem 1.1 with C 0 = K. Example 1. (i). The natural filtration of the universal enveloping algebra U(G) is a filtration of strongly nilpotent type since U(G) 0 = K and the associated graded algebra gr U(G) is a polynomial algebra in dim K G indeterminates.
Example 1.
(ii) (the Weyl Algebras). The Weyl algebra A n is an associative algebra generated over the field K by 2n elements X 1 , . . . , X n , ∂ 1 , . . . , ∂ n subject to the defining relations:
The Weyl algebra A n is canonically isomorphic to the ring of differential operators
The field K has characteristic zero, so the centre of the Weyl algebra A n is K. The standard filtration of the Weyl algebra A n associated with the canonical generators is called the Bernstein filtration. The associated graded algebra of the Weyl algebra A n with respect to this filtration is a polynomial algebra in 2n indeterminates:
Thus the Bernstein filtration of the Weyl algebra A n is a filtration of strongly nilpotent type.
Corollary 2.2 Let a be a non-scalar element of the Weyl algebra
An arbitrary K-derivation of the Weyl algebra A n over a field of characteristic zero is an inner derivation [10] , so Corollary 2.2 is a statement about derivations of the Weyl algebra. In particular, if an (inner) derivation δ = ad b of the Weyl algebra A n has a nonzero eigenvalue then the element b ∈ A n is not a polynomial f (a) of any element a ∈ A n .
Example 2 (Rings of Differential Operators on Smooth Algebraic Varieties). Let R be a commutative algebra over a field K of characteristic zero. The ring of differential operators D(R) = ∪ i≥0 D(R) i with coefficients from the algebra R is a positively filtered subalgebra of the algebra End K (R) of K-linear maps in R defined by the rule
For a smooth irreducible affine variety X over the field K its coordinate algebra R = O(X) is a commutative affine regular domain. In this case, the ring of differential operators D(X) := D(O(X)) on X is generated, as a K-subalgebra of End K (O(X)), by the coordinate algebra O(X) and the O(X)-module
Corollary 2.3 Let G be a nilpotent finite dimensional Lie algebra over a field K of characteristic zero, A be a noncommutative prime factor ring of its universal enveloping algebra U(G), and a ∈ A be an arbitrary element. Then, for an arbitrary polynomial f (t) ∈ K[t] of degree > 1, 0 is the only eigenvalue of the inner derivation ad f (a) of A.
Proof. The algebra A is a domain such that the localization S −1 A of the algebra A at S := Z(A)\{0} is the Weyl algebra A n (Q) with coefficients from the field Q := S −1 Z(A) of quotients of the centre Z(A) of A ([21], 14.6.9.(i)). Now, the result follows from Corollary 2.2.
We denote by A ′ 1 the localization of the Weyl algebra A 1 at the powers of the element
where C is a commutative algebra and n, m ≥ 1, and let a ∈ A. Then, for an arbitrary polynomial f (t) ∈ K[t] of degree > 1, 0 is the only eigenvalue of the inner derivation ad f (a) of A.
Proof. Note that the algebra A is a domain. On the one hand, the algebra A is the Weyl algebra A n (Λ) with coefficients from the algebra Λ := C ⊗ A ′ m . The Bernstein filtration A n (Λ) = ∪ i≥0 A n (Λ) i for the Weyl algebra A n (Λ) is a filtration of nilpotent type since gr A n (Λ) is isomorphic to the polynomial algebra Λ[x 1 , . . . , x n , y 1 , . . . , y n ] in 2n indeterminates with coefficients from the algebra Λ.
On the other hand, the algebra
Each element of the set I\Z(A) is a strongly nilpotent element of the algebra A.
Suppose that, for some element a ∈ A and some polynomial f (t) of degree > 1, the inner derivation ad f (a) of the algebra A has a nonzero eigenvalue. Then f (a) ∈ Z(A) and, by Theorem 2.1, a ∈ I, a contradiction.
Recall that an algebraic Lie algebra G is the Lie algebra of a (linear) affine algebraic group. The reader is referred to the books [8] and [21] for detail. Remark. The same result holds for the algebra A(V, δ, Γ) from [21] , Ch. 14, Section 8 (since, by [21] , 14.8.11, A(V, δ, Γ) is a subalgebra of the algebra from Corollary 2.4 with C is a polynomial algebra).
Corollary 2.7
Let the algebra B be as in Theorem 1.1, and let a ∈ B\Z(B). If f (a) ∈ Z(B) for some polynomial f (t) ∈ K[t] of degree > 1 then 0 is the only eigenvalue for the inner derivation ad(a), and a ∈ B 0 . If, in addition,
that is a ∈ Z(B), a contradiction. Therefore, a ∈ B 0 . Then the last statement is obvious.
3 Noncommutative Domains of Gelfand-Kirillov < 3
Admit the Dixmier Partition
In this section, if it is not stated otherwise, K is an algebraically closed field of characteristic zero, and a K-algebra A is a noncommutative domain. The aim of this section is to prove that the algebra A admits the Dixmier partition provided that its Gelfand-Kirillov dimension is less than 3 (Corollary 3.2).
For each non-central element a ∈ A\Z(A), we have the corresponding nonzero inner derivation ad a of the algebra A. Its torsion algebra
where F (a, λ, n) := ker(ad a − λ) n+1 = {x ∈ A | (ad a − λ) n+1 x = 0}. For any x, y ∈ A, λ, µ ∈ K, and n ≥ 1, the identity
implies that
It follows that the nil-algebra
is a positively filtered algebra, and that the eigenvalue algebra
is an Ev(ad a)-graded algebra (D(a, λ)D(a, µ) ⊆ D(a, λ + µ) for all λ, µ ∈ Ev(ad a)) and the set Ev(ad a) is an additive submonoid of the field K since the algebra A is a domain.
For an element 0 = x ∈ F (a, λ), let π(x) be the unique natural number n such that x ∈ F (a, λ, n)\F (a, λ, n − 1). If 0 = y ∈ F (a, µ) then
since by (6), π(xy) ≤ π(x) + π(y) and, by (5),
since A is a domain and char K = 0.
Lemma 3.1 Let A be a noncommutative domain, and let a ∈ A\Z(A).
K[a]
⊆ C(a), and so GK (C(a)) ≥ 1.
2.
Suppose that F (a, λ) = D(a, λ) for some 0 = λ ∈ K. Then the Gelfand-Kirillov dimension of the K-algebra B := ⊕ n≥0 F (a, nλ) is not less than 3.
Proof. The first statement is evident since the algebra A is a domain and or both) . In the first (resp. second) case, we can choose an element x ∈ N(a, 1)\C(a) (resp. 0 = y ∈ D(a, λ) for some 0 = λ ∈ Ev(ad a)). Then
Ka i y j ).
In both cases, this implies that GK (F (a)) ≥ 2.
Corollary 3.2 Let a K-algebra A be a noncommutative domain of Gelfand-Kirillov dimension < 3, and let a ∈ A\Z(A).
3. The algebra A admits the Dixmier partition.
Proof. 1. This follows from Lemma 3.1 and the fact that GK (A) < 3. 2. By statement 1,
If F (a) = N(a) and F (a) = D(a) then N(a, 1) = N(a, 0) and D(a, λ) = 0 for some 0 = λ ∈ Ev(ad a). The algebra A is a domain, so 0 = N(a, 1)D(a, λ), and so F (a, λ, 1) = F (a, λ, 0) by (7) which contradicts to the first statement. 3. The statements 2 and 3 are equivalent. Suppose that the field K is not necessarily algebraically closed but still has characteristic zero. Let a K-algebra A be a noncommutative domain. Via the K-algebra monomorphism A → A := K ⊗ A, a → 1 ⊗ a, we can identify the algebra A with its image in A. The next result follows from Corollary 3.2 (since the type of elements remain the same under field extension). 
Algebras that Satisfy the Commutative Centralizer
Condition, and Dixmier's Problem 6
Definition. A noncommutative algebra A satisfies the commutative centralizer condition (the ccc, for short) if the centralizer of each element of the set A\Z(A) is a commutative algebra. Clearly, every noncommutative subalgebra of an algebra that satisfies the commutative centralizer condition has this property as well.
Example 1. The Weyl algebra A 1 satisfies the commutative centralizer condition [1] . Example 2. The formal pseudo-differential operator ring L((t −1 ; δ)) with coefficients from a field extension L/K satisfies the commutative centralizer condition where a derivation δ of L has ker δ = K (Lemma 7.1).
Example 3. The skew Laurent series algebra
, σ(H) = H − 1, satisfies the isotropic centralizer condition. The Weyl algebra A 1 , its ring of quotients (so-called, the first Weyl skew field), and the noncommutative deformations of type-A Kleinian singularity are subalgebras of L, and so they satisfy the isotropic centralizer condition (Section 5).
Example 4. The skew Laurent series algebra
* is not a root of 1, satisfies the commutative centralizer condition. The quantum plane Λ and the quantum Weyl algebra A 1 (λ), and their rings of quotients are subalgebras of R, and so they satisfy the commutative centralizer condition (Section 5).
Lemma 4.1 Let C be a commutative subalgebra of an algebra A that satisfies the commutative centralizer condition. The following statements are equivalent.
C is a maximal commutative subalgebra of A.
2. There exists an element a ∈ A\Z(A) such that C = C(a).
C = Z(A) and C = C(b), for all elements b ∈ C\Z(A).
So, for each element a ∈ A\Z(A), its centralizer C(a) is the unique maximal commutative subalgebra that contains the element a.
Proof. (1 ⇒ 3) Let C be a maximal commutative subalgebra of A. Then Z(A) ⊆ C, but Z(A) = C since A is a noncommutative algebra. The centralizer C(b) of each element b ∈ C\Z(A) contains C. Then C = C(b) since C(b) is an commutative algebra and C is a maximal commutative subalgebra of A.
(3 ⇒ 2) Evident. (2 ⇒ 1) Let C = C(a), for some a ∈ A\Z(A), and let C ′ be a commutative subalgebra of A containing C. Then C ′ ⊆ C since a ∈ C ′ and [a, C ′ ] = 0. The algebra A satisfies the ccc, hence C is the maximal commutative subalgebra of A.
So, Lemma 4.1 states that for an algebra that satisfies the ccc the concepts of centralizer and maximal commutative subalgebra coincide. 
Let C be a maximal commutative subalgebra of A, a ∈ A\Z(A), and p(t) ∈ Z(A)[t]
be a polynomial of positive degree with coefficients from Z(A). If p(a) ∈ C\Z(A) then a ∈ C.
Proof. 
. Let A be a noncommutative algebra. Suppose that the centralizer C(a) of an element a ∈ A is a commutative algebra. Then a ∈ Z(A) since A is a noncommutative algebra. Suppose that the set D(a, λ, A) = 0, for some 0 = λ ∈ K, contains an invertible element, say p, then [a, p] = λp. This equality is equivalent to the equality pa = (a − λ)p. Then [a, p −1 ] = −λp −1 , and so D(a, −λ, A) = 0. The inner automorphism ω p : u → pup −1 of the algebra A preserves the centralizer C(a), that is ω p (C(a)) ⊆ C(a), since, for all c ∈ C(a),
In the argument above we use the commutativity of the centralizer C(a). The inner automorphism ω p −1 also preserves the algebra C(a), thus
If q is another nonzero element of D(a, λ, A) then qp −1 ∈ C(a) since
This proves that
We denote by τ λ the restriction of the inner automorphism ω p of the algebra A to the subalgebra C(a). Since the algebra C(a) is commutative, qc = τ λ (c)q, for all 0 = q ∈ D(a, λ, A), c ∈ C(a). Proof. The elements a and b commute and do not belong to the centre of the algebra A since [a, p] = λp = 0 and [b, q] = µq = 0. The algebra A satisfies the ccc, so C := C(a) = C(b) is a commutative subalgebra of A which is a domain (by the assumption). The elements p and q are units in A, so, by (8) , D(a, λ, A) = Cp = pC and D(b, µ, A) = Cq = qC. We denote by τ λ and τ µ the restrictions of the inner automorphisms ω p and ω q of the algebra A to the subalgebra C as defined in (9) . The element q is a unit in A, so 0 = q i ∈ D(b, iµ, A), for all i ≥ 0, and {iµ} are distinct eigenvalues of the inner derivation ad b of the algebra A since the field K has characteristic zero. Thus
is the free left and right C-module since
Suppose that the set {q i p j | i, j ≥ 0} is not a free basis for the left C-module N. Then there exists a nontrivial relation,
where d ≥ 1 and u d = 0 (see the definition of the C-module N). The number d is called the degree of the relation r. We may assume that d ≥ 1 is the least possible degree for all nontrivial relations, then u 0 = 0, since otherwise we can divide the relation r by p on the right and obtain a nontrivial relation of degree d − 1, a contradiction. We may also assume that the number s = |supp u 0 | is the least possible for all nontrivial relations of degree d. The element b belongs to the algebra C, so, for each j ≥ 1,
Since (ad a)(p j ) = jλp j , and, by the assumption, for each j ≥ 1, the element p j is not an eigenvector for ad b, we conclude that each element b j does not belong to the field K. Let us fix k ∈ supp u 0 , then |supp(ad b − kµ)(u 0 )| < |supp u 0 |, and so the relation
must be trivial by the minimality of d and s. This means that for each j the coefficient of p j must be zero. In particular, for j = d, we have
The element u d has the form c i q i where not all c i ∈ C are equal to zero. Substituting the sum u d = c i q i in the equality above and using (ad b)(q i ) = iµq i , we obtain the equality 0 =
By (10) , for each i, the coefficient of q i must be 0. Since not all elements c i are zero and C is a domain (by the assumption), we must have, for some i (such that c i = 0),
Thus M is a free left C-module with the basis {q i p j }. Recall that commuting non-central elements of an algebra that satisfies the ccc have common centralizer (Corollary 4.2. (1)). The next result shows that they also have common nil-algebra. 
thus N(a, n + 1, A) = N(b, n + 1, A). By induction, N(a, n, A) = N(b, n, A) for all n ≥ 0.
Proof of Theorem 1.3. The K-algebra A has Gelfand-Kirillov dimension < 3, and A is a domain, so A admits the Dixmier partition (Corollary 3.3) . The algebra A satisfies the ccc as a noncommutative subalgebra of the algebra Γ that satisfies the ccc. So, it remains to show that the algebra A satisfies the hcc. Let a ∈ A\Z(A), and let C = C(a).
Suppose that the algebra C contains a strongly nilpotent element (resp. a weakly nilpotent element). Then, by Proposition 4.5, all the elements of C\Z(A) are strongly nilpotent (resp. weakly nilpotent).
Suppose that C doest not contain a nilpotent element. Then either all the elements of C\Z(A) are generic or, otherwise, there exists a semi-simple element, say a ∈ C\Z(A). Note that the field extension does not change the type of elements, GK K (A) = GK (A) < 3, Z(A) = K ⊗ Z(A), and A is a domain. So, first let us assume that K = K. Suppose that b is another semi-simple element of C. Then ab = ba (C is a commutative algebra since the algebra A satisfies the ccc), [a, p] = λp, and [b, q] = µq for some non-zero elements p, q ∈ A and some nonzero scalars λ, µ ∈ K * . We claim that, for some i ≥ 1, the element p i is an eigenvector for the inner derivation ad b of the algebra A. Suppose that this is not true, then, by Proposition 4.4, the sum M = i,j≥0 Cq i p j is a free left C-submodule of A with the free basis {q i p j | i, j ≥ 0}. The element a is not an algebraic element (since a ∈ K and K = K), so the subalgebra K[a] of C generated by the element a is isomorphic to a polynomial algebra in one indeterminate. Let Λ be the K-subalgebra of A generated by the elements a, p, and q, and let {Λ n } n≥0 be the standard filtration of the algebra Λ determined by the total degree of the (non-commutative) generators. For each n ≥ 0,
and so
hence the Gelfand-Kirillov dimension GK (Λ) ≥ 3. On the other hand, Λ is a subalgebra of the algebra A, and so GK (Λ) ≤ GK (A) < 3, a contradiction. We have proved that, for some i ≥ 1, the element p i is a common eigenvector for the inner derivations ad a and ad b: [a,
We must have γ = 0 since otherwise the non-central elements b and p i commute, and so they have the common centralizer C(b) = C(p i ). By the assumption, the non-central elements a and b commute, so C(a) = C(b) which implies that the elements a and p i commute which is impossible. Now, by Lemma 4.3, b ∈ K * a + Z(A), hence K * a + Z(A) is the set of all semi-simple elements of C (where K = K).
, and K * a + Z(A) is the set of all the semi-simple elements in C(a, A), we see that K * a + Z(A) is the set of all the semi-simple elements in C(a, A). So, the algebra A satisfies the hcc. This finishes the proof of the theorem. 
Let
i = 1, 2. If a ∈ ∆ i (B) then f (a) ∈ ∆ i (B) provided f (a) ∈ Z(B).
Proof. By Corollary 2.7, a ∈ Z(B) and f (a) ∈ Z(B) imply a ∈ B 0 . Clearly B 0 ⊆ Z(B) ∪ ∆ 1,2 (B) since gr(B) is a commutative algebra.
, by Theorem 1.1, and f (a) ∈ ∆ 1,2 (B), by the argument above. Therefore, f (a) ∈ ∆ 5 (B).
For i = 5, a ∈ B 0 , hence f (a) ∈ Z(B), f (a) ∈ ∆ 3,4 (B) (Theorem 1.1), and f (a) ∈ ∆ 1,2 (B), hence f (a) ∈ ∆ 5 (B).
The Weyl Division Ring satisfies the Commutative Centralizer Condition
Let L be a field, and let σ be an automorphism of the field L. The skew Laurent series algebra L = L[[X, X −1 ; σ]] consists of (inverse) Laurent series a = n i=−∞ a i X i with n ∈ Z and coefficients a i ∈ L. Addition and multiplication in L are given by the formulae:
The ring L is a division ring. If a = 0 then the degree deg a of a is the maximal integer n such that a n = 0, and so a = a n t n + · · · where a n t n (resp. a n ) is the leading term (resp. the leading coefficient) of a, and three dots denote terms of smaller degree. We define deg( The subring
It is a local ring with (unique) maximal ideal L − X −1 . The residue ring L − /L − X −1 is canonically isomorphic to the field L. A nonzero element of L − is a unit iff it has degree 0.
For a field extension E of F we denote by [E : F ] the dimension of E over F . Let L σ := {l ∈ L | σ(l) = l} be the subfield of L of fixed elements for the automorphism σ of the field L. and so
Let a be an arbitrary element of C(u). The elements a and v i 1 , i 1 := t −1 deg a, of C(u) have the same degree deg a, so we can choose a scalar, say λ 1 ∈ L σ , such that the elements a and λ 1 v i 1 have the same leading term. Hence the element a 1 := a − λ 1 v i 1 ∈ C(u) has degree deg a 1 < deg a. Repeating the same argument for the element a 1 ∈ C(u), we can find a scalar λ 2 ∈ L σ and an integer i 2 ∈ Z such that the element a 2 := a − λ 2 v i 2 ∈ C(u) has degree deg a 2 < deg a 1 . Proceeding in this way, we can find infinitely many elements of C(u),
Proof. By Theorem 5.
and so Z(L) = L σ . Let K(H) and K(H, C) be fields of rational functions with coefficients from the field K of characteristic zero in one and two variables. It can be easily verified that the following four division rings satisfy the conditions of Theorem 5.1, and so satisfy the commutative centralizer condition.
* is not an i th root of 1 for all i ≥ 1.
By Corollary 5.2,
Next we show that certain algebras (considered in Introduction) are subalgebras of one of these division rings, and then applying Theorem 1.3 we prove that they admit the Dixmier partition and satisfy both the homogeneous centralizer condition and the commutative centralizer condition.
The Weyl algebra A 1 can be identified with its image in the division ring A via the K-algebra monomorphism A 1 → A, x → X, ∂ → HX −1 , as follows from the commutator (HX −1 )X − X(HX −1 ) = H − (H − 1)XX −1 = 1. The Weyl algebra A 1 is a Noetherian domain, its division ring Q(A 1 ) (so-called, the Weyl division ring) is a subring of A by the universality of localization, and so the Weyl division ring Q(A 1 ) satisfies the ccc.
Clearly, the Weyl division ring Q(A 1 ) has the trivial centre
, and so
is called the noncommutative deformation of type-A Kleinian singularities [5] , [13] , [9] . The algebra A(a) is a subalgebra of the division ring A via the K-algebra monomorphism
Note that all prime infinite dimensional factor algebra B λ := Usl(2)/(C − λ) ≃ A(λ − H(H + 1)) are of this type where λ ∈ K and C is the Casimir element of Usl(2) (see Section 6) .
The Gelfand-Kirillov dimension GK (A 1 ) = GK (A(a)) = 2. So, the next result follows from Theorem 1.3, and is a generalization to the Weyl division ring of the result of Amitsur that the centralizer of an arbitrary non-scalar element is a commutative algebra [1] . The quantum plane Λ = K x, y | xy = λyx , where λ ∈ K * is not an i th root of 1 for all i ≥ 1, can be identified with its image in the division ring B λ under the K-algebra monomorphism Λ → B λ , x → X, y → HX −1 , as follows from X(HX −1 ) = λ(HX −1 )X. The quantum plane Λ is a Noetherian domain of Gelfand-Kirillov dimension 2, its division ring Q(Λ) is a subring of B λ by the universality of localization, and so the division ring Q(Λ) satisfies the ccc.
The quantum Weyl algebra A 1 (µ) := K x, ∂ | ∂x−µx∂ = 1 , 1 = µ ∈ K * , is a subalgebra of the division ring B µ via the K-algebra monomorphism
, as follows from
The quantum Weyl algebra A 1 (µ) is a Noetherian domain of Gelfand-Kirillov dimension 2, its division ring Q (A 1 (µ) ) is a subalgebra of B µ , and so satisfies the ccc. 6 The Algebras U sl(2) and U q sl(2) Admit the Dixmier Partition and Satisfy the ccc and hcc
In this section we prove that the universal enveloping algebra Usl(2) of the Lie algebra sl(2) and its quantum analog U q sl(2) admit the Dixmier partition and satisfy the ccc and hcc (Propositions 6.1 and 6.2)). We can not apply directly Theorem 1.3 since these algebras have Gelfand-Kirillov dimension 3, but modifying arguments slightly the proof of the results for the algebras Usl(2) and U q sl(2) proceeds along the line of the proof of Theorem 1.3. The universal enveloping algebra
of the Lie algebra sl(2) is a K-subalgebra of the division ring C via the K-algebra monomorphism
where C := Y X + H(H + 1) is the Casimir element of the algebra Usl(2), an algebra generator for the centre Z(Usl(2)) = K[C] of the algebra Usl(2). The universal enveloping algebra Usl(2) is a Noetherian domain of Gelfand-Kirillov dimension 3, so its division ring Q(Usl (2)) is a subalgebra of the division ring C, and so both algebras Usl(2) and Q(Usl(2)) satisfy the ccc. The centre Z(Q(Usl(2))) = K(C), the field of rational functions, as follows from (using Theorem 5.1)
So, we have proved the first statement of the next result.
Proposition 6.1
1. The universal enveloping algebra Usl(2) and its division ring Q(Usl(2)) satisfy the commutative centralizer condition, and the centre Z(Q(Usl(2))) = K(C).
2. The universal enveloping algebra Usl(2), or any noncommutative subalgebra A of the division ring Q(Usl (2)) with Gelfand-Kirillov dimension GK (A) < 4 and such that A ∩ K(C) = K admits the Dixmier partition and satisfies both the homogeneous centralizer condition and the commutative centralizer condition.
Proof. 2. We split the proof into several steps.
Step 1. GK (C(a, A)) ≥ 2 for all a ∈ A\Z(A).
In order to prove this fact, let us fix an element, say z, of the set (A ∩ K(C))\K. Then the polynomial algebra K[z] is the subalgebra of the centre Z(A). Let a ∈ A\Z(A). The centralizer C(a, A) is a commutative algebra (since the division ring Q(Usl (2)) satisfies the ccc) that contains the elements a and z. It suffices to show that the elements a and z are algebraically independent.
If deg a = 0 (in C) then this fact is evident since deg
, a contradiction), and so a is not an algebraic elements over the field K(C), hence a and z are algebraically independent.
In the remaining case when deg a = 0, a ∈ K(H, C), suppose that the elements a and z are algebraically dependent. This implies that a is an algebraic element over the field K(C) since z ∈ K(C). Then the leading term, say a 0 ∈ K(H, C), of a is algebraic over the field K(C), and so a 0 ∈ K(C). Then the element a − a 0 is algebraic over K(C) which is impossible since deg(a − a 0 ) < 0. This contradiction proves Step 1.
Step 2. The algebra A admits the Dixmier partition.
] is a domain, so is A since A ⊆ C. So, without loss of generality we may assume that K = K. Suppose that the algebra A does not admit the Dixmier partition. Then there exists an element a ∈ A\Z(A) such that N(a) = C(a) and D(a) = C(a). Let us fix nonzero elements x ∈ N(a, 1, A)\C(a) and y ∈ D(a, λ, A) for some 0 = λ ∈ K. Then, for all i, j ≥ 0,
where C(a) * := C(a)\{0}, and so the torsion algebra
hence GK (F (a)) ≥ 4 which contradicts to the fact that GK (F (a)) ≤ GK (A) < 4. This proves Step 2.
Step 3. The algebra A satisfies the hcc. We still may assume that K = K. Let a ∈ A\Z(A), and let C = C(a). Suppose that the algebra C contains a strongly nilpotent element (resp. a weakly nilpotent element). Then, by Proposition 4.5, all the elements of the set C\Z(A) are strongly nilpotent (resp. weakly nilpotent).
Suppose that the algebra C does not contain a nilpotent element. Then either all the elements of the set C\Z(A) are generic or, otherwise, there exists a semi-simple element, say a ∈ C\Z(A). Suppose that b is another semi-simple element of C. Then ab = ba since C is a commutative algebra, [a, p] = λp, and [b, q] = µq for some nonzero elements p, q ∈ A and some nonzero scalars λ, µ ∈ K * . Then, for some i ≥ 1, the element p i is an eigenvector for the inner derivation ad b of the algebra A since otherwise, by Proposition 4.4, the sum M = i,j≥0 Cq i p j is a free left C-submodule of A with the free basis {q i p j | i, j ≥ 0}. By Step 1, C contains the polynomial algebra K[a, z], and so A ⊇ ⊕ i,j,k,l≥0 Ka k z l q i p j . Therefore the subalgebra Λ of A generated by the elements a, z, p, and q has GelfandKirillov dimension ≥ 4, which contradicts to the fact that GK (Λ) ≤ GK (A) < 4. So, we have proved that, for some i ≥ 1, p i is a common eigenvector for the inner derivations ad a and ad b: [a,
We must have γ = 0 since otherwise the non-central elements b and p i commute, and so they have the common centralizer C(b) = C(p i ). By the assumption, the non-central elements a and b commute, so C(a) = C(b) which implies that the elements a and p i commute which is impossible. Now, by Lemma 4.3,
is the set of all semi-simple elements of C. This finishes the proof of Step 3 and the proposition.
Suppose that a scalar q ∈ K * is not a root of 1, and let h := q − q −1 . The quantum
is a K-subalgebra of the division ring E q via the K-algebra monomorphism
) is the (quantum) Casimir element of the algebra U q sl(2), an algebra generator for the centre Z(U q sl(2)) = K[C] of the algebra U q sl (2) .
The algebra U q sl(2) is a Noetherian domain of Gelfand-Kirillov dimension 3, so its division ring Q(U q sl (2)) is a subalgebra of the division ring E q which implies that both algebra U q sl(2) and Q(U q sl(2)) satisfy the ccc. The centre Z(Q(U q sl(2))) = K(C) since
Proposition 6.2 1. The quantum U q sl(2) and its division ring Q(Us q l(2)) satisfy the commutative centralizer condition, and the centre Z(Q(U q sl(2))) = K(C).
2. The quantum U q sl(2), or any noncommutative subalgebra A of the division ring Q(U q sl (2)) with Gelfand-Kirillov dimension GK (A) < 4 and such that A∩K(C) = K admits the Dixmier partition and satisfies both the homogeneous centralizer condition and the commutative centralizer condition.
Proof. 2. The proof is literally the same as the proof to Proposition 6.1, and we leave it for the reader.
We left it for the reader to prove that (using a proper embedding into the division ring of the type E q ′ ) the quantum Heisenberg algebra [17] , [18] :
and the Witten's first deformation:
admit the Dixmier partition and satisfy both the homogeneous centralizer condition and the commutative centralizer condition (where q ∈ K * is not a root of 1, [a, b] q := qab − q −1 ba). • Der K (O) is a finitely generated projective O-module of rank 1.
• D(O) = ∆(O).
• D(O) is a central simple (left and right) Noetherian domain of Gelfand-Kirillov dimension 2.
• If S is a multiplicatively closed subset of O then S is a (left and right) Ore set of D(O), and
• The associative graded algebra gr where x ∈ Q(X) is a transcendence basis for the field Q(X). Clearly, ker δ = K in Q(X) (since K = K).
Let R be a ring, and let δ be a derivation of the ring R. The skew polynomial ring (or the Ore extension) T = R[t; δ] is a ring generated freely over R by an element t subject to the defining relation tr = rt + δ(r) for all r ∈ R. An element a of T is a unique sum a i t i where a i ∈ R. deg(a) = max{i | a i = 0} is called the degree of a, deg(0) := −∞. A nonzero element a of degree n can be written as a n t n + · · · where by three dots we denote the smaller terms, a n t n and a n are called the leading term and the leading coefficient of a respectively. If R is a domain then deg(ab) = deg(a) + deg(b) for all a, b ∈ T , and so T is a domain.
The algebra D(X) is a Noetherian domain, so its (left and right) quotient ring Γ(X) is a division ring. We fix the element c. 
Our first goal is to prove that the algebras D(X) and Γ(X) satisfy the commutative centralizer condition (Corollary 7.2). We use the same strategy as before: we embed Γ(X) into a bigger division ring R that satisfies the ccc (R will be a completion of the Ore extension Q(X)[t; δ] with respect to the (additive) valuation determined by the degree function).
The centre of the algebra D(X) is K, and the Gelfand-Kirillov dimension is GK (D(X)) = 2, so, by Corollary 3.2, the ring of differential operators D(X) admits the Dixmier partition:
By the very definition of the ring of differential operators D(X), O(X)\K ⊆ ∆ 1 (D(X)). Let L be a ring, and let δ be a derivation of L. The formal pseudo-differential operator ring R := L((t −1 ; δ)) consists of inverse Laurent series a = n i=−∞ a i t i with n ∈ Z and coefficients a i ∈ L where tr = rt + δ(r) for all r ∈ L.
If a = 0 then the degree deg(a) of a is the maximal integer n such that a n = 0, and so a = a n t n + · · · where a n t n (resp. a n ) is the leading term (resp. the leading coefficient) of a, and three dots denote terms of smaller degree. We define deg(0) = −∞. Suppose that L is a domain and a, b ∈ R. Then deg(ab) = deg(a) + deg(b) and deg(a + b) ≤ max{deg(a), deg(b)}. The subset R − of R that consists of elements degree ≤ 0 is a subring of R, and R − t −1 is a (two-sided) ideal of R − such that R − /R − t −1 ≃ L. If L is a division ring then R is a division ring. The skew polynomial ring L[t; δ] is a subring of R.
The next result is a version of the result of K. R. Goodearl [14] , Theorem 3.5.
is a nonzero subgroup of Z that contains Zn, hence G = Zl where l is the least positive element of G (and so l|n). Fix an element v ∈ C(u) with deg v = l. We have proved above that, for a given deg c, the leading term of c ∈ C(u) is unique (up to a factor of K * ). Then, by the choice of v, we can choose λ 1 ∈ K * such that the elements λ 1 v Proof. By (12), the division ring Γ(X) is the quotient ring for the algebra Q(X)[t; δ] which is a subring of the formal pseudo-differential ring Q(X)((t −1 ; δ)). The latter is a division ring. By the universality of localization, the division ring of Q(X)[t; δ], that is Γ(X), is a subring of Q(X)((t −1 ; δ)). So, D(X) ⊆ Γ(X) ⊆ Q(X)((t −1 ; δ)) and ker δ = K in Q(X). By Lemma 7.1, the formal pseudo-differential operator ring Q(X)((t −1 ; δ)) satisfies the commutative centralizer condition, hence D(X) and Γ(X) satisfy the commutative centralizer condition. Proof. Since K = K, A is a noncommutative domain, and GK (A) < 3, we see that the hypothesis of Corollary 3.2 holds, so A admits the Dixmier partition. The algebra Γ(X) satisfies the commutative centralizer condition, so, by Theorem 1.3, the algebra A satisfies both the homogeneous centralizer condition and the commutative centralizer condition. 
