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1. Introduction 
Given a function 
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holomorphic in a neighborhood of zero, Euler’s series transformation formula says that 
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(see [1] or [5]). This formula can be used, among other things, to evaluate the binomial 
expression 
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which is called the binomial transform of the sequence { }ka .  Some examples can be found in 
[1]. With the substitution 
1
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formula (1.2) takes the form 
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We want to point out here a useful connection between this transformation formula and the 
integral representation of the Hadamard product for series (see [11, section 4.6]) 
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where L  is an appropriate closed curve around the origin and  
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is a second analytic function defined on a neighborhood of zero. By choosing the function ( )g t  
appropriately, one can generate transformation formulas like (1.5). In this paper we prove several 
such formulas and present a number of applications. Our main results are propositions 1, 3, 4, 5 
and corollaries 1 and 2, all in section 2. Corollary 2, for instance, gives the evaluation in a closed 
form of the harmonic number sums 
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and more generally, of the sums, 
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for any integer 0m ≥ . 
In the other three sections we present several more applications – identities for the 
harmonic numbers and for the Laguerre polynomials.  
 Let ( )n xL  be the Laguerre polynomials. In section 3 we prove the identity 
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for 1, 2,...,n =  . 
We shall use the extended harmonic numbers  
Re 1( 1) ,Hα αψ α γ > −= + + ,       (1.11) 
where ( )zψ  is the digamma (or psi ) function and (1)γ ψ= −  is Euler’s constant [10]. When 
0kα = ≥  is an integer, then 
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are the usual harmonic numbers. In section 4 we prove a symmetric identity involving these 
numbers. Namely, for any 0n ≥  and Re 1α > − , we have 
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In section 5 two more identities are proved: 
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2. Euler-type series transformations  
Throughout the paper, the two functions ( ), ( )f t g t  are defined by the series (1.1) and (1.7) 
above. We shall need an important lemma. 
Lemma 1. The following representation holds 
( )
0 0
( ) 1 1( ( )(1 )) ( )
2
n
n
n k
n k L
n
kh z
db a g h z f
i
λλπ λ λ
∞
= =
⎧ ⎫⎨ ⎬⎩ ⎭
= +∑ ∑ ∫?   ,   (2.1) 
where ( )h z  is an appropriate function for which the above expression is defined and the integral 
is a Cauchy type integral on a closed curve around the origin as in (1.6).  
Proof.  By Cauchy’s integral formula, for 0,1,...,k =  
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Multiplying this identity by ( )nnb h z  and summing for n we obtain (2.1). 
 We shall compare now (2.1) to (1.6). Our purpose is, by choosing ( )g t  and ( )h z  
appropriately, to make the integrand in (2.1) look like the integrand in (1.6). This means the 
function ))1( ( )(1g h z λ+  should be written in terms of function(s) in z  and function(s)  in /z λ  
only. This technique is demonstrated in Proposition 1.  
Proposition 1. Let α  be any complex number. Then the following representation extending 
(1.5) is true 
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A simple computation shows that 
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This representation in view of (1.6) leads to (2.4).  
 When 1α = −  we have 
( )1 ( 1)nn− = −           (2.8)  
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and (2.4) becomes (1.5). The proof is completed. 
Formula (2.4) originates from Euler and can be found in [8, p. 294].  
Proposition 2. The following (exponential) version of Euler’s series transformation formula 
holds 
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Proof.  Take ( ) , ( ) th z z g t e= = . Then (2.1) becomes 
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and (2.9) follows from (1.6). 
 This exponential transformation formula can be found in [5] with a simple direct proof. 
 In the next two examples we use the natural logarithmic function. To our knowledge, 
these results are new. In all expansions we assume that | |z is small enough to secure 
convergence. 
Proposition 3. With ( )f t  as in (1.1) the following representation holds 
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Proof. In formula (2.1) we put 
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Obviously, (2.11) follows from here. The first integral in (2.14) is 0 log(1 )a z+ . The proof is 
completed. 
 We now use the series expansion [7, (7.43), p. 351-352] 
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where Re 1p > −  and 
  ( 1)p pH ψ γ= + +           (2.16)  
are the extended harmonic numbers - see (1.11) . 
Proposition 4. For any p  with Re 1p > −  we have 
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Proof.  With ( )g t as above in (2.15), and 
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and therefore, the right hand side of (2.1) becomes 
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According to Hadamard’s formula (1.6) this equals the left hand side of equation (2.17) 
multiplied by the factor 1(1 ) pz ++ .  Note that  
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The entire identity (2.17) now follows from Lemma 1, i.e. from (2.1), as in this case 
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The proof is completed. 
 When 0p = , then n nb H=  and we have the corollary: 
Corollary 1. With ( )f t as in (1), the following series transformation formula holds 
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 In our next corollary we present one interesting particular case of (2.17). Let 0m ≥  be an 
integer. Taking ( 1)k
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We shall use now the representation  
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from [2]. Here , 1m pω +  are the generalized geometric polynomials  
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introduced in [2], and ( , )S m k  are the Stirling numbers of the second kind [3], [7]. Also, in the 
right hand side of (2.24) we shall use the well known representation of the numbers ( , )S m k  
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to obtain the following. 
Corollary 2. For every Re 1p > − and for every integer 0m ≥ , with the polynomials , 1m pω +  
defined in (2.26), we have the following harmonic number summation 
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Notice that the sum on the right hand side is now finite, as ( , ) 0S m n =  for n m> . When 0p = , 
(2.28) turns into the shorter summation formula 
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The polynomials mω  are the geometric polynomials as defined in [2]. 
The representations (2.28) and (2.29) can also be derived directly from the summation 
formula (3.23) in [2]. This was done by Dil and Kurt in the recent paper [4]. 
For completeness, at the end of this section we obtain from (1.6) another interesting 
series transformation formula, also attributed to Euler.  
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Proposition 5. Given two analytic functions ( )f t  and ( )g t  as in (1.1) and (1.7), the following 
representation is true. 
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This transformation formula can be found in a modified form in [9, Chapter 6, problem 19, p. 
245].  
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3. An identity for the Laguerre polynomials 
To illustrate how the above formulas work we shall provide some examples. The first 
application involves the Laguerre polynomials ( ) ( )
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Corollary 3.  Let ( )n xL  be the Laguerre polynomials. Then for 1, 2,...,n =  we have 
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Proof.  Take an arbitrary x  and set in (2.11) 
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Substituting (3.9) and (3.10) in (3.7) and comparing coefficients we arrive at (3.1). 
 
4. A symmetric identity for harmonic numbers 
First we obtain an equivalent version of the representation (2.15). 
Corollary 4.  For any complex α  and | | 1t < , 
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Next, for the sum on the left hand side we have, according to (1.2), 
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Substituting this in (4.5) yields the representation (4.1). The proof is completed. 
Corollary 5.  For every integer 0n ≥  and every complex number α  with Re 1α > −  we have 
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5.  More harmonic number identities 
Corollary 6. For every complex α and every positive integer n , 
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( ) ( )
0
( 1) 2n k nk
k
n
n
k
n k
k H H
−
=
+ − =∑  .       (5.4) 
The identities (5.3) and (5.4) are very similar to the identities (3.123) and (3.122) in [6].  
 For the proof we need a simple lemma. 
Lemma 2.  For every power series as in (1,1) we have  
0 0 0
1
1
n
n n
n k
n n kt
a t t a
∞ ∞
= = =
⎧ ⎫= ⎨ ⎬− ⎩ ⎭∑ ∑ ∑  ,       (5.5)  
( )
0 00
(1 ) nn
n
n
n k
k
k
n
n
n ka tt at
α α λλ ∞
= =
−∞
=
⎧ ⎫⎪ ⎪⎨ ⎬⎪ ⎪⎩ ⎭−
+ =∑ ∑∑  .    (5.6)  
The proof is left to the reader. After expanding (1 )t αλ+ one can either change the order of 
summation or use the Cauchy rule for multiplication of power series.   
Proof of the corollary. We put 1( 1)kk ka H
+= −  in (2.4) to obtain 
( )
0 0
( 1)
1
( 1)
n
n
n
n
n
n
H
n
zzn nz
z αα α∞
=
∞
=
−⎛ ⎞ ⎛ ⎞⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠+= +∑ ∑  ,     (5.7) 
in view of the well-known binomial transform   
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( ) 1
1
1( 1) k
n
k
k
n Hk n
−
=
=−∑  .        (5.8) 
At the same time, from (4.3), 
( ) ( )
0 0
(1 ) log(1 ) 1
1 1n
n
n
n
n
n
nzn nH z z
z H
z z
αα α∞
=
∞
=
⎛ ⎞ ++ ⎜ ⎟⎝ ⎠+ + = + +∑ ∑ ,   (5.9) 
so that replacing the first sum here by the right hand side of (5.7) we obtain   
0
( 1) (1 ) log(1 )
1
( 1)
nn
n
z
n
z znz
z αα α∞
=
−⎛ ⎞ ⎛ ⎞ + +⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠ +++ ∑  
( )
0
1
1 1
n
n
n
n
n
z H
z z
α∞
=
⎛ ⎞ +⎜ ⎟⎝ ⎠= + +∑ .       (5.10) 
With the substitution (1.4) this becomes 
( )1 1
0 0
( 1) log(1 ) (1 )
n
n n
n n
n
nt nn
t tn t H
α αα −∞ ∞+
= =
−⎛ ⎞ +−⎜ ⎟⎝ ⎠ − = −∑ ∑ ,   (5.11) 
and according to (5.6), this can be written as 
( )( )1
0 0 0
( 1) 1 ( 1)log(1 )
n
n k
n
n n
k
n n k
kt n k kn
t tn H
α αα − −∞ ∞
= = =
⎧ ⎫−⎛ ⎞ + +− = −⎜ ⎟ ⎨ ⎬−⎝ ⎠ ⎩ ⎭
−∑ ∑ ∑ .  (5.12) 
 Using the expansion of the logarithm 
1
log(1 )
n
n
t
n
t
∞
=
− − =∑  ,         (5.13) 
and comparing coefficients in (5.12) we arrive at (5.1). In order to obtain (5.2) we write (5.11) in 
an equivalent form, dividing by 1 t− , 
( )1
0 0
1 ( 1)
1 1
log(1 ) (1 )
n
n n
n n
n
nt nt n t
t tn t H
α αα −∞ ∞
= =
−⎛ ⎞ +−⎜ ⎟− −⎝ ⎠
− = −∑ ∑ .   (5.14) 
According to Lemma 3 and (3.10) this becomes 
( ) ( )1
10 1 0 0
( 1)( 1)
kn
n n k
n
k
n n
k
n n n
n
k
kt k kn ktk
H Ht αα α
− −
=
∞ ∞ ∞
= = = =
⎧ ⎫⎧ ⎫ ⎪ ⎪⎛ ⎞ ++ −⎜ ⎟⎨ ⎬ ⎨ ⎬−⎝ ⎠⎪ ⎪⎩ ⎭ ⎩ ⎭
− =∑∑ ∑ ∑ ∑ , (5.15) 
and yields (5.2). The proof is completed. 
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