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Abstract
A strategy for estimating, ￿ltering and forecasting time-varying
factor betas is proposed. The approach is based on the multivariate
realized regression principle, an omnibus noise ￿lter and an adaptive
long memory forecasting model. While the multivariate realized re-
gression approach allows for an accurate estimation of the betas also
when more than a (non-orthogonal) risk factor a⁄ects stock returns,
the omnibus noise ￿lter and adaptive long memory forecasting model,
by accounting for the time series properties of factor betas, allow for
accurate estimation and forecasting.
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11 Introduction
Factor betas are a key concept and measure of systematic risk in ￿nancial
economics, being employed by both academics and practitioners for a variety
of purposes, i.e. testing asset pricing theories, estimating the cost of capi-
tal, hedging systematic risk, and performance analysis. Several estimation
procedures have been proposed in the literature, ranging from standard and
outlier-robusti￿ed least squares estimation of constant betas1 to more or less
sophisticated estimation of time-varying structures. Factor betas instability
over time surely is not a novel ￿nding, dating back at least to the 1970s (see
for instance Blume, 1971), and several techniques have been proposed in the
literature to deal with this issue.
For instance, three- to ￿ve-year rolling-window OLS estimation (Fama
and MacBeth, 1973; Fama and French, 1997; Campbell and Vuolteenaho,
2004) or various forms of interaction of exogenous regressors with market
returns, i.e. dummy variables to model beta asymmetries (Fabozzi and Fran-
cis, 1977) or deterministic linear or parabolic time trend models (Lin et al.,
1992) and macroeconomic variables, related to the business cycle, (Abell and
Krueger, 1989; Shanken, 1990; Ferson and Harvey, 1999) to model more
general dynamic patterns, have been employed.
Moreover, other approaches have related betas variability to conditional
variance instability, leading to models where time dependence in betas is
explained by the market return volatility component, estimated by means
of GARCH models (Schwert and Segun, 1990) or simply proxied by squared
market returns (Fa⁄ and Brooks, 1998).
Bivariate GARCH and stochastic volatility based techniques, allowing
to estimate conditional variances and covariances for market and portfolio
returns, and, therefore, the conditional path of the market betas, have also
been employed (Braun et al., 1995; Li, 2003). Finally, the conditional path
of betas has also been directly modelled by means of autoregressive models,
implemented by means of the Kalman ￿lter (Fa⁄ et al., 1992; Black et al.,
1992; Wells, 1995), ￿ exible least squares (He, 2005), adaptive least squares
(Huang and Hueng, 2006) or Markov Chain Monte Carlo and Gibb sampling
(Ang and Chen, 2005).
More recently, Andersen et al. (2005, 2006) have proposed a non para-
metric approach to factor betas estimation, based on the realized regression
principle. The advantage of this latter approach relative to previous contri-
butions is that it allows for a very ￿ exible and straightforward estimation of
1See for instance the trimmed least squares estimator of Knez and Ready (1997) and
the trimmed regression quantile estimator of Chan and Lakonishok (1992).
2time-varying betas, without the imposition of any a priori parametric struc-
ture or computational burden. Moreover, the method is fully free from the
ghost feature and spurious serial correlation drawbacks a⁄ecting the rolling
regression methods. Yet, a major drawback of the proposed approach is that
only the single factor case is covered, albeit the criticism would only apply
to the case in which more than a risk factor matters and the risk factors
are not orthogonal. This latter drawback has been overcome in Beltratti and
Morana (2006), where the realized beta approach has been generalized to the
multivariate case. In this latter framework all the properties of the Andersen
et al. (2005, 2006) approach are preserved, with the advantage of avoiding
the omitted variables bias, which may be expected to be relevant for the case
of observed ￿nancial or macroeconomic factors, which tend to be obliquos,
rather than orthogonal.
Yet, when realized betas are constructed starting from daily data obser-
vational noise may be expected to a⁄ect estimation, and the larger is the
contribution of noise to total beta variability and the more di¢ cult and less
reliable becomes the use of raw realized betas.
In this paper an estimation, ￿ltering and forecasting strategy for time-
varying factor betas is proposed. While estimation is based on the multi-
variate regression principle as in Beltratti and Morana (2006), noise ￿ltering
is carried out by means of an omnibus noise ￿lter approach, that, di⁄er-
ently from previous contributions, allows to accurately model the time series
properties of the realized betas, as well as to estimate their low frequency or
trend dynamics. In fact, di⁄erently from Andersen et al. (2005, 2006), who
employ a weakly stationary autoregressive representation, in line with the
standard AR-1 mean reverting law of motion, estimated by the Kalman ￿l-
ter, the omnibus noise ￿lter approach of Morana (2007) has been employed.
This latter approach is based on ￿ exible least squares estimation (Kalaba
and Tesfatsion, 1989) and it has been found to perform very satisfactorily by
Monte Carlo analysis, independently of the actual characteristics of the noisy
stochastic process, i.e. deterministic versus stochastic persistence and long
versus short memory, also when the inverse signal to noise ratio is very large.
The key advantage of the approach, relatively to other available approaches
(Harvey, 1998; Beltratti and Morana, 2006; Morana, in press) is that it can
be carried out directly on the actual processes, also when structural instabil-
ity characterizes the series, without requiring pretesting, and therefore the
estimation of the order of integration of the process or the estimation of the
actual break process. Hence, robust and accurate estimation of the low fre-
quency or trend realized betas dynamics is expected, consistent with the time
series properties shown by the realized betas, as well as with recent ￿ndings
in the literature pointing to both long memory and structural breaks in the
3volatility and correlation of ￿nancial assets.
Moreover, still consistent with the time series properties of the realized
betas, i.e. long memory and structural change, an adaptive long memory
model is employed for forecasting. The model is a generalization of the au-
toregressive fractionally integrated (ARFIMA) model, allowing for an adap-
tive intercept component in order to account for structural breaks in the
mean of the process. The application of the proposed modelling strategy to
the twenty ￿ve size/value Fama-French portfolios points to smoothly time-
varying trend factor betas. Moreover, factor betas have been found to be
accurately predictable in the short term: accounting for both long memory
and structural change in the adaptive ARFIMA (A-ARFIMA) framework is
found to lead to superior forecast relative to the standard pure long memory
ARFIMA model.
After this introduction, the rest of the paper is organized as follows. In
section two multivariate realized beta regression theory is presented and some
modelling issues discussed. Data analysis is then carried out in sections four
and ￿ve, while in section six a forecasting exercise is carried out. Conclusions
are ￿nally presented in section seven.
2 Realized betas
Following Andersen et al. (2001), Andersen et al. (2005, 2006) and Barndor⁄-
Nielsen and Shephard (2002), suppose that the log M￿1 vector price process,
pt, follows a multivariate continuous-time stochastic volatility di⁄usion
dpt = ￿tdt + ￿tdWt; (1)
where Wt denotes a standard M-dimensional Brownian motion process, and
both the processes for the M ￿ M positive de￿nite di⁄usion matrix ￿t and
the M-dimensional instantaneous drift ￿t are strictly stationary and jointly
independent of the Wt process. Then, conditional on the sample path realiza-
tion of ￿t and ￿t, the distribution of the continuously compounded h-period
















4can be employed as a measure of multivariate volatility.













i.e. the realized variance covariance matrix estimator is a consistent esti-
mator, in the frequency of sampling (￿ ! 0), of the integrated variance
covariance matrix.





qt ￿ rft = ￿q +
K X
k=1
￿q;kterkt + "qt; (5)
where rft is the time t return on the risk-free asset, erkt = rkt ￿ rft is the
time t risk premium of the kth risk factor. The (K ￿ K) realized variance












while the (K ￿ 1) vector of covariances of the qth asset with each of the












It then follows that




is a consistent estimator, in the frequency of sampling (￿ ! 0), of ￿t;t+h
2,




































It then ￿nally follows that the vector of realized factor betas at time s
can be computed as




0y)s s = 1;:::;S; (10)








qs;h i = 1;:::;k.3
2.1 Modelling issues
When realized betas are computed starting from daily, rather than high fre-
quency data, measurement error may a⁄ect the estimates. Andersen et al.
(2005) have suggested a standard unobserved component model to carry out
a signal-noise decomposition for the realized betas. In this framework the
true beta is supposed to follow a stationary AR-1 process, with autoregres-
sive coe¢ cient ￿, i.e. the unobserved component model is written in state
space form as
zs = ￿ + ￿s + us
￿s = ￿￿s￿1 + vs 0 < ￿ < 1
us;vs ￿ i:i:d:N(0;￿
2
i) i = u;v;
where zs and ￿s are the realized and unobserved betas, respectively, for a
generic factor at time period s, ￿ is an intercept component and us and vs are
Gaussian i.i.d. disturbances. The above approach is justi￿ed by Andersen et
al. (2005) on the basis of non linear fractional cointegration between realized
variance and covariance components, annihilating the common long memory
3See Barndor⁄-Nielsen and Shephard (2002) for additionald details on the asymptotic
properties of the realized regression estimator.
6trends in the variance and covariance components, leading to short memory
betas.4
Yet, in the light of the time series properties of the data, the above
justi￿cation does not seem to be fully satisfactory.
In fact, the assumption of non linear fractional cointegration between
variance and covariance terms is unlikely to be empirically supported, since
it is the absence of cointegration that should actually be expected in general,
particularly for the multivariate case. To clarify this issue, it is useful to
start with the bivariate case of Andersen et al. (2005), where the realized
market factor beta estimator at time s is computed as
^ zM;s = [r
￿;rM]s=[rM;rM]s;
where r￿ and rM denote the excess returns on the generic asset of interest and
on the market factor, respectively, and [r￿;rM]s and [rM;rM]s denote the re-
alized covariance estimator and the realized variance estimator, respectively.
Since the realized covariance estimator can also be written as
[r
￿;rM]s = ([rM + r
￿;rM + r




^ zM;s = ([rM + r
￿;rM + r
￿]s ￿ [rM ￿ r
￿;rM ￿ r
￿]s)=4[rM;rM]s:
If the above realized variance and covariance components are stationary
long memory processes, as in Andersen et al. (2005, 2006), fractional coin-
tegration between the variance and covariance components requires that:
i) the two components are characterized by the same order of fractional
integration;
ii) the two components are driven by the same long memory trend.
The latter conditions follows from Engle and Granger (1987) de￿nition
of cointegration. Hence, given a n-variate I(d) vector process wt, wt ￿
I(d), the vector process is said cointegrated of order d and b, wt ￿ CI(d;b),
if there exist at most n ￿ 1 linear combinations of the involved processes,
i.e. the cointegration relations, characterized by a lower order of integration
d ￿ b. Given 0 < r < n cointegration relationships, then there exist k =
n ￿ r common stochastic trends driving the n processes. Hence, in the
bivariate case at most one cointegration relationship may exist, annihilating
the common stochastic trend driving the two series, albeit in the Andersen
4See Baillie (1996) for an introduction to long memory processes, and Engle and
Granger (1987), Robinson and Yajima (2002) and Marinucci and Robinson (2001) for
seminal works on fractional cointegration.




￿ I(d ￿ b). Moreover, concerning the order of integration
condition, the latter would be satis￿ed only if r￿ is a function of rM alone,
r￿ = f(rM;&), with & an idiosyncratic stationary I(0) noise process, i.e. if the
long memory in r￿ is explained by the long memory in rM.
Yet, in the multivariate case r￿ can depend on additional risk factors, as
the size and value Fama-French factors, i.e. r￿ = f(rm;rSMB;rHML;:::;&).
In this latter case the long memory in rM should then dominate the long
memory in the other factors (rSMB;rHML;:::), or all the factors should show
the same degree of long memory, but not being cointegrated among them,
in order for condition i) to hold. This latter requirement follows from the
properties of integrated processes, pointing out that the order of integration
of a non cointegrated composite integrated process is the one shown by the
component of highest order.
Concerning the single common long memory factor condition, the latter
cannot be expected to hold in general in the multivariate case, unless factor
orthogonality is assumed. In fact, considering for instance the trivariate case,
where, in addition to the market factor, also the size Fama-French factor






Since the numerator and the denominator in the above expression can
be expected to be driven by di⁄erent long memory trends, as both terms
in the above ratio not only contain di⁄erent variables, but also di⁄erent
transformations of the involved variables, and the market and size factors can
be expected to be non orthogonal, even neglecting the order of integration
condition, it is unlikely that non linear fractional cointegration may hold.
In general, therefore, the realized betas should be characterized by the
same persistence features as the realized variances and covariances from
which they are computed. As recent evidence has pointed to the presence
of both long memory and structural change in the conditional variance and
correlation processes of asset returns, the same features can then be expected
in the realized betas.5
The noise ￿ltering method proposed by Andersen et al. (2005,2006) there-
fore would not allow, in general, for an accurate description of the time series
properties of the realized betas.
5See for instance, Lobato and Savin (1998), Beine and Laurent (2000), Morana and
Beltratti (2004) and Martens, van Dijk and de Pooter (2004).
82.1.1 An omnibus noise ￿lter
Following Morana (2007), a noise ￿ltering approach which allows to accu-
rately modelling the time series properties of the realized betas, as well as to
estimate their low frequency or trend dynamics, can be implemented. This
latter ￿lter is based on ￿ exible least square estimation (FLS, Kalaba and Tes-
fatsion, 1989), and it has been found to perform very satisfactorily by Monte
Carlo analysis, independently of the actual persistence characteristics of the
series, i.e. deterministic versus stochastic persistence and long versus short
memory, also when the inverse signal to noise ratio is very large. The key
advantage of the omnibus approach, relatively to other approaches which
allow for long memory in the signal (Harvey, 1998; Beltratti and Morana,
2006; Morana, in press), is that it can be carried out directly on the actual
series, also in the presence of structural change. Moreover, no pretesting is
required. Hence, the estimation of neither the order of integration nor the
actual break process is required. Robust and accurate estimation of the low
frequency or trend realized betas dynamics is expected in this framework,
consistent with the time series properties shown by the realized betas.
Following Morana (2007), the speci￿cation for the generic factor beta can
then be written as
zs = ￿s + us
￿s = ￿s￿1 + vs
us;vs ’ 0;
which can be thought of as a signal (￿s)-noise (us) decomposition, where the
signal component may contain both deterministic (structural breaks) and
stochastic (long memory) sources of persistence, although no assumptions
are made a priori.
The above speci￿cation can be regarded as approximately linear (us ’ 0),
where the evolution of the unobserved component is assumed to take place
only gradually (vs ’ 0).6 The term us, vs are interpreted as discrepancy
terms, summarizing all the neglected factors which may a⁄ect the dynamic
path of the endogenous variable ^ ￿s and of the state ￿s, respectively. Both
discrepancies are assumed to be small, i.e. us ’ 0, vs ’ 0.
Filtering is then performed by means of FLS. With reference to the case
6This latter assumption does not prevent the detection of structural breaks, since the
actual path followed by the estimated state vector depends on the choice of the penalization
parameter, which can be set optimally according to the serial correlation properties of the
investigated series.
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where ￿ is the vector referring to the entire story f￿sg
T
1, and the two com-
ponents in the objective function can be thought of as the cost associated


















respectively, where ￿ is the known penalization terms for parameters dynam-
ics. The FLS solution to the above problem is the set of sequences f￿sg
T
1
minimizing both the measurement and dynamic costs, each conditional to a
given choice for the penalization parameter ￿.
By de￿ning the following matrix
A =
2
6 6 6 6
6 6 6 6 6
4
A1 ￿￿ 0 ::: ::: 0
￿￿ A2 ￿￿ ... :::
. . .
0 ￿￿ ... ... ... . . .
. . . ... ... ... ... 0
. . . ::: ... ... ... ￿￿
0 ::: ::: 0 ￿￿ AT
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7 7 7 7




1 + ￿ s = 1;T
1 + 2￿ s 6= 1;T ;





Then, the ￿rst order necessary condition for minimization of the cost
function is
A￿ ￿ z = 0;





A key issue for the implementation of the methodology in the noise ￿l-
tering framework is the selection of an ￿optimal￿value for the penalization
parameter ￿. The proposed solution to this problem is to run the ￿lter assum-





computing the signal-noise decomposition in each case, and evaluating the
noise persistence properties by means of serial correlation tests. The optimal
decomposition is obtained as the one characterized by the smallest penal-
ization parameter which yields a non serially correlated noise component.
This selection procedure yields an estimated signal process characterized by
maximal variability, conditional to extracting all the relevant systematic dy-
namics from the observed series. Monte Carlo results reported in Morana
(2007) provide full support to the proposed approach, both in the presence
of short or long memory, with or without structural breaks, also showing that
the ￿ltering procedure is in general superior to Wiener-Kolmogorov ￿ltering.
3 Data and descriptive statistics analysis
The data investigated have been downloaded from the web site of Kenneth
French. The data set is composed of the standard 25 size/book-to-market
portfolios. Nine risk factors have been considered, i.e. S&P500 returns
(Mkt), the Fama-French size and value portfolios (HML, SMB), the momen-
tum portfolio of Caharart (MOM), the term spread (TS), the default spread
(DS), the three-month rate (3M), the dividend yield (DY), the downside
risk factor (DR). The frequency of sampling is daily, from January 4, 1965
through August 31, 2005. Daily innovations for the macroeconomic factors
have been estimated using the residuals of univariate time series models for
the corresponding variables.8 The daily returns and innovations have then
been employed in the computation of the monthly realized regressions, as
discussed in the methodological section, leading to a total of 488 monthly
observations for each of the 225 realized betas.9
7Since the A matrix is of dimension T￿T, in practice a sequential updating procedure
is employed to solve the system of T linear equations. See Kalaba and Tesfatsion (1989)
for additional details.
8For reasons of space detailed results are not reported. They are however available
from the author upon request.
9In order to control for the di⁄erent range of variation of the series, standardized
variables have been employed in realized regression estimation. Some outliers were also
removed from the daily return series.
113.1 Descriptive statistics
In Table 1, Panels A-B, some summary statistics are reported.10 The sta-
tistics have been computed for each of the nine risk factor betas and each
of the twenty ￿ve portfolios. Results have been organized according to the
Fama-French size classi￿cation, with the ￿ve classes of portfolios correspond-
ing to the ￿ve rows starting with the heading ￿Small￿and ending with the
heading ￿Large￿ . Each column then contains the corresponding ￿ve portfo-
lios belonging to each class. For instance, for the ￿rst class of portfolios, i.e.
the one with the smallest size, results are contained in the columns starting
with the heading ￿Small￿and ending with the heading ￿Value￿ . Hence, in
Panel A, where results are reported for the market factor betas, it is found
that the time average value of each beta for the ￿rst ￿ve portfolios belonging
to the smallest size class are 0.89, 0.80, 0.71, 0.67, and 0.69, respectively.
As shown in the tables, some clear-cut patterns for the (time) average
betas can be detected only for the market and size factors. In fact, concerning
the Mkt factor, the (time) average betas tend to be fairly constant across
portfolios (in the range 0.7 to 1), while for the SMB factor the (time average)
betas tend to decrease as the size increases, although the reduction does not
appear to be monotonic (the time average betas are in the range -0.11 to
0.51). Moreover, Mkt factor betas are larger than the SMB factor betas in
all the cases. For all the other factor betas the time average is very close
to zero, and similar time variability can be found for all of them as well. In
fact, the estimated standard deviations are in the range 0.11 to 0.37 for all
the betas, apart from the DS and 3M factors, for which larger ￿gures may
be observed (up to 0.67).
Interestingly, strong evidence of ARCH e⁄ects is shown by the 3M, DY,
and TS factor betas. Weaker, yet non negligible evidence, is also shown by
Mkt, SMB, and DR factor betas, while for the HML, MOM, and DS factor
betas no evidence of ARCH e⁄ects is found. In addition, while for all the
betas there is strong evidence of unconditional non normality according to
the Bera-Jarque test, the Kolmogorov-Smirnov con￿rms the ￿nding only for
the macro factor betas, pointing to serial correlation as the likely explanation
for the non normality detected by the Bera-Jarque test for the Mkt and SMB
factor betas, as well as for most of the HML and MOM factor betas. Di⁄er-
ently, for the 3M, DY, and TS factor betas the unconditional non normality
may be related to the presence of ARCH e⁄ects.
10For reasons of space only results for the market factor betas are reported in details.
A full set of results is avaialble upon request from the author.
123.2 Persistence analysis
While for the Mkt, SMB, HML and MOM factor betas there is strong evi-
dence of serial correlation at the 5% level, apart from few exceptions (10%
of the cases), weaker evidence can be found for the MOM, TS and DY factor
betas, the latter showing not signi￿cant serial correlation in about 30% of
the cases. Even weaker evidence can be found for the remaining betas, with
the TS, 3M and DY factor betas showing not signi￿cant serial correlation
in about 40% of the cases, and the DS and DR factor betas in 64% and
84% of the cases, respectively. Hence, some evidence of predictability can
be found for most of the factor betas, despite the measurement error which
is likely to a⁄ect the estimated betas, determining a downward bias in the
serial correlation/persistence parameter.
Stronger evidence of predictability is pointed out by the structural breaks
and long memory analyses carried out by means of the Dolado et al. (2004)
structural break test and the Sun and Phillips (2003) non linear log peri-
odogram estimator, respectively. Concerning the structural change analysis,
the Dolado et al. (2004) test has been modi￿ed in order to account for a gen-
eral and unknown structural break process, and small sample critical values
have been computed by means of the parametric bootstrap. The candidate
break process has been computed following the adaptive approach of Enders
and Lee (2004) and Cassola and Morana (2007), i.e. by means of the Gallant
(1984) ￿ exible functional form
bt = b0 + b1t +
p X
k=1
(bs;k sin(2￿kt=T) + bc;k cos(2￿kt=T));
by allowing for a suitable number of trigonometric terms. Once the order
p of the trigonometric expansion is set, the break process for the series yt
can be estimated by running the OLS regression yt = bt + "t. Monte Carlo
evidence supporting the use of the above adaptive approach for structural
break estimation can be found in Cassola and Morana (2007).11
As shown in Table 2, the null of long memory without structural change
can be rejected in favour of the alternative of structural change, at the 5%
signi￿cance level, in the majority of cases, with the macroeconomic factors
showing stronger evidence of breaks than the ￿nancial factors. In fact, while
for the former the rejection rates are in the range 96% to 100% in all of the
cases, for the ￿nancial factors the strongest evidence is found for the Mkt
11The Gallant ￿ exible functional form allows to estimate only a smooth and continuous
break process. Yet, the latter can approximate a discontinuos break process as well. The
author is grateful to an uknown referee for discussion on this point.
13and SMB factors, with rejection rates in the range 76% to 96%. On the other
hand, for the HML and MOM factors the rejections rates are lower, in the
range 36% to and 81% and 56% to 76%, respectively.
Concerning the long memory tests, the assessment carried out on the
actual series points to non stationary long memory (0:5 ￿ d < 1) in the
majority of cases (the rejection rate of the null of short memory is in the range
0.88 to 1.00) for all the ￿nancial factors, apart from the MOM factor (0.32).
On the other hand, for the macroeconomic factors the evidence points to
stationary long memory (0 < d < 0:5) in the majority of cases (the rejection
rate is in the range 0.60 to 0.88). Moreover, when structural breaks are
removed from the beta series, i.e. the long memory tests are carried out on
the break-free series, evidence of stationary long memory can be found for all
the betas, con￿rming the joint presence of both structural change and long
memory in the investigated series.12 Since the Sun and Phillips (2003) non
linear log periodogram estimator does not su⁄er from downward bias when
the series is a⁄ected by observational noise, an accurate assessment of the
persistence properties is expected in the above framework.
4 Signal-noise decomposition
In Table 3, Panels A and B, descriptive statistics for the smoothed betas
are reported. Coherent with the Monte Carlo ￿ndings of Morana (2007), the
signal-noise decomposition has been carried out by using the Box-Pierce test,
selecting a 1% signi￿cance level. By comparing the results for the smoothed
and raw betas, it is possible to note that noise ￿ltering does not a⁄ect the
sample mean, but only the standard deviation, which tend to decrease sharply
for almost all the betas, in general even more than 70%. As shown in Table 3,
Panel C, measurement error is not negligible. In fact, the estimated inverse
signal to noise ratios are in the range 1.2 to 2.6 for the Mkt, SMB, HML,
MOM factor betas and 2.1 to 5.6 for the TS, DS, 3M, DY, DR factor betas.
In order to provide a graphical evaluation of the e⁄ects of noise ￿ltering
on the realized betas, in Figure 1 the actual and smoothed betas for the
Mkt, SMB, HML, and MOM factor betas for the smallest portfolio of the
￿rst Fama-French class of portfolios have been plotted, while in Figure 2
the betas for the TS, DS, 3M, DY, and DR factors are reported. As is
shown in the plot, most of the variation over time of the realized betas is
determined by measurement error, although some interesting trend dynamics
12The results reported in the Table 2 refer to the ￿rst order trigonometric expansion
case. The ￿ndings have been found to be robust up to a fourth order expansion, and are
available upon request from the author.
14can be associated with the signal component. Hence, modelling factor betas
as time-invariant parameters may be a suboptimal strategy. Yet, betas tend
to show slowly evolving dynamics, rather than abrupt and erratic changes.
5 Forecasting realized betas
Given the evidence of structural change and long memory in factor be-
tas, a forecasting model accounting for both features should be employed.
Hence, the adaptive fractionally integrated autoregressive moving average
(A-ARFIMA(p;d;q;k)) model of Baillie and Morana (2007) has been em-
ployed for forecasting. The model allows to account for general forms of
structural change, by modelling the deterministic break process using the
Gallant (1984) ￿ exible functional form. Long memory dynamics are then
taken into account by the ARFIMA part of the model.
The A-ARFIMA model, for the generic factor beta (￿s) can be written
as
￿(L)(1 ￿ L)
d(￿s ￿ bps) = !(L)"s s = 1;:::;T
bpt = bp0 +
k X
j=1




where ￿(L) and !(L) are polynomials in the lag operator, of order p and
q, respectively, with all the roots outside the unit circle, d is the fractional
di⁄erencing operator, k is the order of the trigonometric expansion in the
Gallant (1984) ￿ exible functional form for the break process bps, and "s is an
i.i.d. innovation.
The estimation of the model is then carried out by means of the Quasi-
Maximum Likelihood estimator, ensuring the standard optimal asymptotic
properties to the estimated parameters. Moreover, the unknown orders of the
polynomials, as well as of the trigonometric expansion, may be determined
by standard speci￿cation methodologies, as the Box-Jenkins approach or the
general to speci￿c approach, employing information criteria and misspeci￿-
cation residuals tests. Monte Carlo results reported in Baillie and Morana
(2007) strongly support the adaptive long memory model.13
13Moreover, estimation can be easily implemented by means of available menu-driven
packages, as for instance the G@RCH Ox interface.
15The forecasting exercise has considered four di⁄erent forecasting horizons,
namely the one-month, the three-month, the six-month and the one-year
horizons. Since actual time-varying betas are unobserved processes, the full
sample estimate for the smoothed betas has been employed as benchmark.
Three di⁄erent speci￿cations for the forecasting model have been considered,
i.e. the standard ARFIMA model, which is a particular case of the adaptive
ARFIMA model (k = 0), and two adaptive ARFIMA models, with order of
the trigonometric expansion set equal to one and two, respectively. Out of
sample rolling forecasts have then been generated starting from observation
300, reestimating the model, using the raw betas, at each step. This yields
176 out of sample forecasts for each case.
Forecast accuracy has been evaluated by means of the root mean square
forecast error (RMSFE) and the mean square forecast error decomposition
in the bias (B), variance (V ) and covariance (C) components. The average
results of the forecasting exercise, across the twenty ￿ve betas for each risk
factor, are reported in Table 4, Panels A, B and C. As is shown in the table
the forecasting performance of the adaptive models is very satisfactory for
all the risk factor betas, since the RMSFE is very small, with the MSFE
decomposition pointing to unbiased forecast in all the cases. Accounting for
structural change does not seem to be particularly important in terms of
RMSFE, since the RMSFE statistics are very close in all the cases at all the
forecasting horizons (for instance for the market betas the RMSFE falls in
the range 0.10 to 0.13 for the standard ARFIMA and the ￿rst order adaptive
ARFIMA model, and in the range 0.10 to 0.14 for the second order adaptive
speci￿cation model). Yet, the inclusion of the trigonometric components lead
to superior forecasts according to the MSFE decomposition, already at the
one-month horizon. In this respect, the second order adaptive speci￿cation
is the best model, yielding unbiased forecasts at all the horizons, showing
similar variability to the one of the actual series. For instance, in terms
of relative performance, for the market betas the second order speci￿cation
allows for a reduction in bias in the rage 70% to 130% relatively to the
standard ARFIMA model, and in the range 15% to 45% relatively to the
￿rst order adaptive speci￿cation. Moreover, in terms of variance component
the improvement is in the range 750% to 1600% relatively to the standard
ARFIMA model, and in the range 400% to 630% relatively to the ￿rst order
adaptive speci￿cation.
166 Conclusions
In the literature several estimation procedures have been proposed for factor
betas, ranging from standard and outlier-robusti￿ed least squares estimation
of constant betas to the estimation of more or less sophisticated time-varying
structures. Recently, Andersen et al. (2005, 2006) have proposed a non para-
metric approach to factor betas estimation, based on the realized regression
principle, which has been generalized to the multivariate framework by Bel-
tratti and Morana (2006). The generalization preserves all the good prop-
erties of the Andersen et al. (2005, 2006) approach, with the advantage of
avoiding the omitted variables bias, which may be expected to be relevant
for the case of observed ￿nancial or macroeconomic factors, which tend to be
obliquos, rather than orthogonal. Yet, when realized betas are constructed
starting from daily data, observational noise may a⁄ect the estimated betas.
In this paper a strategy for estimation, ￿ltering and forecasting realized betas
has been proposed. The approach relies on multivariate realized regression
theory for raw beta estimation, with noise ￿ltering and forecasting carried out
by means of an omnibus ￿lter and an adaptive long memory model, respec-
tively. Di⁄erently from previous contributions to the literature, the proposed
strategy allows for an accurate modelling of the persistence properties of the
realized beta series. The ￿ndings point that factor betas do tend to show
time-variability, with trend dynamics in factor betas evolving smoothly over
time and being predictable with accuracy, particularly in the short-term.
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21Table 1, Panel A: Market factor realized betas, descriptive statistics
￿ Growth 2 3 4 Value
Small 0:89 0:80 0:71 0:67 0:69
2 1:00 0:87 0:79 0:79 0:89
3 0:99 0:85 0:78 0:80 0:89
4 0:91 0:81 0:79 0:80 0:89
Large 0:78 0:83 0:81 0:85 0:95
￿ Growth 2 3 4 Value
Small 0:35 0:28 0:26 0:25 0:24
2 0:32 0:25 0:26 0:27 0:30
3 0:32 0:28 0:27 0:28 0:32
4 0:31 0:28 0:26 0:26 0:38
Large 0:23 0:26 0:29 0:32 0:37
bp10 Growth 2 3 4 Value
Small 0:00 0:00 0:00 0:00 0:00
2 0:16 0:26 0:00 0:00 0:00
3 0:00 0:00 0:00 0:00 0:00
4 0:00 0:00 0:00 0:01 0:00
Large 0:00 0:00 0:00 0:00 0:14
bp30 Growth 2 3 4 Value
Small 0:00 0:00 0:00 0:00 0:00
2 0:35 0:88 0:00 0:00 0:00
3 0:00 0:00 0:00 0:00 0:00
4 0:00 0:00 0:00 0:12 0:01
Large 0:00 0:00 0:02 0:00 0:23
bp2
10 Growth 2 3 4 Value
Small 0:58 0:04 0:62 0:00 0:86
2 0:00 0:07 0:47 0:01 0:07
3 0:19 0:00 0:56 0:03 0:00
4 0:00 0:10 0:66 0:69 0:00
Large 0:00 0:26 0:09 0:48 0:10
bp2
30 Growth 2 3 4 Value
Small 0:94 0:43 0:20 0:00 0:68
2 0:00 0:02 0:31 0:04 0:06
3 0:02 0:00 0:53 0:02 0:03
4 0:00 0:43 0:75 0:49 0:00
Large 0:04 0:79 0:36 0:98 0:55
BJ Growth 2 3 4 Value
Small 0:00 0:01 0:00 0:00 0:01
2 0:10 0:46 0:00 0:38 0:00
3 0:00 0:11 0:06 0:40 0:02
4 0:00 0:01 0:35 0:25 0:05
Large 0:00 0:00 0:05 0:25 0:00
KS Growth 2 3 4 Value
Small 1:18 0:95 1:56 1:19 0:80
2 0:71 0:73 0:98 0:61 0:98
3 0:84 0:96 0:76 0:68 0:90
4 1:15 0:85 0:42 0:45 0:78
Large 1:18 1:20 0:68 0:90 1:06
In the table descriptive statistics for the market factor beta (￿Mkt) are reported. ￿
denotes the sample mean, ￿ denotes the standard deviation, bpi is the p-value for
the Box-Pierce statistics for the null of no serial correlation up to the ith order for
the actual series, bp2
i is the p-value for the Box-Pierce statistics for the null of no
serial correlation up to the ith order for the squared series, BJ is the p-value for
the Bera-Jarque normality test, and KS is the value of the Komogorov-Smirnov
normality test (the 5% critical value is 1.36). In the table ￿gures for each of the
twenty ￿ve portfolios are reported. The results have been organized according to
the Fama-French size classi￿cation, with the ￿ve classes of portfolios
corresponding to the ￿ve rows starting with the heading ￿Small￿and ending with
the heading ￿Large￿ . Each colum then contains the corresponding ￿ve portfolios
belonging to each class. For instance, for the ￿rst class of portfolios, i.e. the one
with the smallest size, results are contained in the columns starting with the
heading ￿Small￿and ending with the heading ￿Value￿ . Hence, in the above table
the time average value of each beta for the ￿rst ￿ve portfolios belonging to the
smallest size class are 0.89, 0.80, 0.71, 0.67, and 0.69, respectively.
22Table 1, Panel A: Non-market factor realized betas, descriptive statistics (mean)
￿SMB ￿HML
￿ Growth 2 3 4 Value
Small 0:51 0:45 0:39 0:38 0:39
2 0:46 0:41 0:37 0:36 0:40
3 0:36 0:31 0:28 0:27 0:26
4 0:18 0:16 0:16 0:13 0:09
Large ￿0:18 ￿0:10 ￿0:11 ￿0:08 ￿0:11
￿ Growth 2 3 4 Value
Small ￿0:01 0:05 0:09 0:13 0:17
2 ￿0:10 0:04 0:10 0:17 0:26
3 ￿0:11 0:05 0:11 0:17 0:27
4 ￿0:11 0:05 0:11 0:18 0:26
Large ￿0:25 ￿0:04 0:09 0:26 0:43
￿MOM ￿TS
￿ Growth 2 3 4 Value
Small ￿0:02 ￿0:03 ￿0:03 ￿0:03 ￿0:02
2 0:02 ￿0:01 ￿0:00 0:00 ￿0:01
3 0:03 0:00 0:00 0:01 0:02
4 0:03 ￿0:00 ￿0:01 0:02 0:02
Large ￿0:00 ￿0:01 ￿0:01 0:01 ￿0:01
￿ Growth 2 3 4 Value
Small 0:00 0:00 0:01 ￿0:01 0:01
2 ￿0:00 ￿0:00 ￿0:02 ￿0:01 ￿0:01
3 0:01 0:00 ￿0:00 ￿0:01 ￿0:01
4 0:00 ￿0:01 0:00 ￿0:01 ￿0:00
Large 0:01 ￿0:01 ￿0:01 ￿0:01 0:01
￿DS ￿3M
￿ Growth 2 3 4 Value
Small 0:03 0:02 ￿0:03 0:01 ￿0:02
2 0:00 ￿0:00 0:01 ￿0:01 0:02
3 0:03 ￿0:01 ￿0:00 ￿0:00 ￿0:02
4 0:04 ￿0:01 ￿0:01 0:01 ￿0:03
Large 0:01 ￿0:01 ￿0:02 0:00 0:01
￿ Growth 2 3 4 Value
Small ￿0:01 0:01 0:00 0:00 0:01
2 ￿0:00 0:00 ￿0:02 0:00 ￿0:01
3 0:01 0:01 0:01 ￿0:02 ￿0:02
4 0:00 0:01 ￿0:00 ￿0:01 0:01
Large 0:02 ￿0:03 ￿0:01 ￿0:02 0:03
￿DY ￿DR
￿ Growth 2 3 4 Value
Small ￿0:01 ￿0:01 ￿0:01 ￿0:01 ￿0:01
2 0:02 0:01 0:00 0:01 0:01
3 0:02 0:01 0:01 0:00 0:01
4 0:00 0:00 0:00 0:00 0:01
Large ￿0:01 0:01 0:00 0:01 0:01
￿ Growth 2 3 4 Value
Small 0:03 0:04 0:03 0:03 0:03
2 0:02 ￿0:0 0:02 0:01 0:02
3 ￿0:01 0:01 0:03 0:02 0:01
4 ￿0:01 0:01 0:03 0:03 0:02
Large 0:01 0:01 0:01 0:02 0:02
In the table ￿gures for the sample mean (￿) for the size SMB (￿SMB), the value
HML (￿HML), the momentum (￿MOM), the term spread (￿TS), the default spread
(￿DS), the 3-month rate (￿3M), the divided-yield (￿DY), and the downside risk
(￿DR) factor betas, for each of the twenty ￿ve portfolios, are reported for each
case. The results have been organized according to the Fama-French size
classi￿cation, with the ￿ve classes of portfolios corresponding to the ￿ve rows
starting with the heading ￿Small￿and ending with the heading ￿Large￿ . Each
column then contains the corresponding ￿ve portfolios belonging to each class.
For instance, for the ￿rst class of portfolios, i.e. the one with the smallest size,
results are contained in the columns starting with the heading ￿Small￿and
ending with the heading ￿Value￿ .
23Table 1, Panel C: Non-market factor realized betas, descriptive statistics
(standard deviation)
￿SMB ￿HML
￿ Growth 2 3 4 Value
Small 0:21 0:16 0:16 0:13 0:13
2 0:16 0:14 0:14 0:14 0:16
3 0:19 0:16 0:15 0:14 0:19
4 0:15 0:14 0:15 0:16 0:22
Large 0:13 0:14 0:17 0:16 0:22
￿ Growth 2 3 4 Value
Small 0:25 0:22 0:19 0:19 0:17
2 0:24 0:21 0:20 0:18 0:21
3 0:22 0:20 0:20 0:20 0:23
4 0:21 0:22 0:20 0:19 0:25
Large 0:14 0:18 0:20 0:18 0:25
￿MOM ￿TS
￿ Growth 2 3 4 Value
Small 0:28 0:22 0:18 0:19 0:17
2 0:25 0:20 0:19 0:18 0:20
3 0:25 0:20 0:20 0:18 0:23
4 0:22 0:21 0:19 0:20 0:27
Large 0:18 0:20 0:23 0:20 0:27
￿ Growth 2 3 4 Value
Small 0:34 0:25 0:25 0:21 0:17
2 0:29 0:29 0:22 0:21 0:21
3 0:25 0:21 0:24 0:23 0:27
4 0:22 0:21 0:21 0:22 0:31
Large 0:15 0:23 0:26 0:25 0:28
￿DS ￿3M
￿ Growth 2 3 4 Value
Small 0:47 0:38 0:53 0:19 0:49
2 0:23 0:28 0:22 0:33 0:67
3 0:30 0:33 0:23 0:22 0:30
4 0:25 0:19 0:32 0:24 0:64
Large 0:19 0:23 0:20 0:25 0:23
￿ Growth 2 3 4 Value
Small 0:44 0:30 0:31 0:27 0:24
2 0:33 0:32 0:26 0:30 0:30
3 0:30 0:30 0:34 0:33 0:32
4 0:27 0:29 0:28 0:29 0:36
Large 0:21 0:27 0:36 0:29 0:35
￿DY ￿DR
￿ Growth 2 3 4 Value
Small 0:20 0:15 0:13 0:12 0:12
2 0:19 0:13 0:12 0:13 0:16
3 0:18 0:13 0:14 0:14 0:16
4 0:17 0:15 0:17 0:15 0:18
Large 0:11 0:14 0:18 0:16 0:18
￿ Growth 2 3 4 Value
Small 0:25 0:20 0:19 0:17 0:18
2 0:20 0:17 0:19 0:19 0:23
3 0:21 0:19 0:18 0:19 0:22
4 0:21 0:19 0:19 0:20 0:28
Large 0:14 0:17 0:20 0:21 0:25
In the table ￿gures for the sample standard deviation (￿) for the market (￿Mkt),
size SMB (￿SMB), the value HML (￿HML), the momentum (￿MOM), the term
spread (￿TS), the default spread (￿DS), the 3-month rate (￿3M), the divided-yield
(￿DY), and the downside risk (￿DR) factor betas, for each of the twenty ￿ve
portfolios, are reported for each case. The results have been organized according
to the Fama-French size classi￿cation, with the ￿ve classes of portfolios
corresponding to the ￿ve rows starting with the heading ￿Small￿and ending
with the heading ￿Large￿ . Each column then contains the corresponding ￿ve
portfolios belonging to each class. For instance, for the ￿rst class of portfolios,
i.e. the one with the smallest size, results are contained in the columns starting
with the heading ￿Small￿and ending with the heading ￿Value￿ .
24Table 2: Realized betas, persistence tests
￿Mkt ￿SMB ￿HML ￿MOM ￿TS ￿DS ￿3M ￿DY ￿DR
DGM 0:76 0:80 0:36 0:76 1:00 1:00 1:00 1:00 1:00
act
1 < d ￿ 0:5




















1 < d ￿ 0:5



















In the table the rejection rates of the null hypothesis of structural stability for
the Dolado et al. (2005) (DGM) test are reported for the various categories of
betas (￿Mkt: market, ￿SMB: size, ￿HML: value, ￿MOM: momentum, ￿TS: term
spread, ￿DS: default spread, ￿3M: three-month rate, ￿DY : dividend yield, ￿DR:
down side risk). In the table the rejection rates of the null hypothesis of short
memory for the long memory test, carried out by using the Phillips and Sun
(2003) estimator of the fractional di⁄erencing parameter (d), are reported as
well. For the long memory tests, act denotes the actual series, bf denotes the
break-free process obtained from the ￿rst order structural break model,
1 < d ￿ 0:5 refers to the non stationary long memory case, while 0 < d < 0:5 to
the stationary long memory case.
25Table 3, Panel A: Smoothed realized beta, descriptive statistics (mean)
￿Mkt ￿SMB
￿ Growth 2 3 4 Value
Small 0:89 0:80 0:71 0:67 0:69
2 1:00 0:87 0:79 0:79 0:89
3 0:99 0:85 0:78 0:80 0:89
4 0:91 0:81 0:79 0:80 0:89
Large 0:78 0:83 0:81 0:85 0:95
￿ Growth 2 3 4 Value
Small 0:51 0:45 0:39 0:38 0:39
2 0:46 0:41 0:37 0:36 0:40
3 0:36 0:32 0:28 0:27 0:26
4 0:18 0:15 0:16 0:13 0:10
Large ￿0:18 ￿0:11 ￿0:11 ￿0:08 ￿0:11
￿HML ￿MOM
￿ Growth 2 3 4 Value
Small ￿0:01 0:05 0:09 0:13 0:18
2 ￿0:10 0:04 0:11 0:17 0:27
3 ￿0:11 0:05 0:12 0:18 0:28
4 ￿0:10 0:05 0:11 0:19 0:26
Large ￿0:25 ￿0:04 0:09 0:26 0:43
￿ Growth 2 3 4 Value
Small ￿0:02 ￿0:03 ￿0:02 ￿0:03 ￿0:02
2 0:02 ￿0:01 0:00 0:00 ￿0:01
3 0:04 0:00 0:00 0:01 0:02
4 0:03 0:00 ￿0:01 0:02 0:02
Large ￿0:01 ￿0:01 ￿0:01 0:01 ￿0:01
￿TS ￿DS
￿TS Growth 2 3 4 Value
Small 0:00 0:00 0:00 ￿0:01 0:01
2 0:00 ￿0:00 ￿0:01 ￿0:01 ￿0:01
3 0:01 0:00 ￿0:00 ￿0:001 ￿0:00
4 0:00 ￿0:01 ￿0:00 ￿0:01 0:00
Large 0:01 ￿0:01 ￿0:01 ￿0:01 0:01
￿ Growth 2 3 4 Value
Small 0:01 0:00 ￿0:01 0:00 ￿0:01
2 0:01 0:00 0:01 0:00 0:00
3 0:02 ￿0:00 ￿0:00 0:00 ￿0:01
4 0:03 ￿0:01 ￿0:00 ￿0:01 0:00
Large 0:00 ￿0:01 ￿0:00 0:00 0:01
￿3M ￿DY
￿ Growth 2 3 4 Value
Small ￿0:01 0:01 0:00 0:00 0:00
2 0:00 ￿0:00 ￿0:02 ￿0:00 ￿0:01
3 0:01 0:01 0:01 0:02 ￿0:02
4 0:00 ￿0:00 ￿0:01 ￿0:02 0:01
Large 0:03 ￿0:03 ￿0:02 ￿0:02 0:03
￿ Growth 2 3 4 Value
Small ￿0:01 ￿0:01 ￿0:01 ￿0:01 ￿0:01
2 0:02 0:01 0:00 0:00 0:01
3 0:02 0:01 0:01 0:00 0:01
4 0:00 0:00 ￿0:00 0:00 0:01
Large ￿0:00 0:01 0:00 0:00 0:01
￿DR
￿ Growth 2 3 4 Value
Small 0:03 0:04 0:03 0:03 0:04
2 0:02 ￿0:00 0:02 0:01 0:02
3 ￿0:01 0:01 0:03 0:02 0:01
4 ￿0:01 0:01 0:03 0:03 0:03
Large 0:01 ￿0:01 0:01 0:01 0:02
In the table ￿gures for the sample mean (￿) for the market (￿Mkt), size SMB
(￿SMB), the value HML (￿HML), the momentum (￿MOM), the term spread (￿TS),
the default spread (￿DS), the 3-month rate (￿3M), the divided-yield (￿DY), and the
downside risk (￿DR) factor betas, for each of the twenty ￿ve portfolios, are
reported for each case. The results have been organized according to the
Fama-French size classi￿cation, with the ￿ve classes of portfolios corresponding
to the ￿ve rows starting with the heading ￿Small￿and ending with the heading
￿Large￿ . Each column then contains the corresponding ￿ve portfolios belonging
to each class. For instance, for the ￿rst class of portfolios, i.e. the one with the
smallest size, results are contained in the columns starting with the heading
￿Small￿and ending with the heading ￿Value￿ .
26Table 3, Panel B: Smoothed realized beta, descriptive statistics (standard
deviation)
￿Mkt ￿SMB
￿ Growth 2 3 4 Value
Small 0:16 0:11 0:12 0:11 0:10
2 0:10 0:08 0:11 0:14 0:14
3 0:15 0:14 0:14 0:12 0:13
4 0:16 0:13 0:12 0:10 0:15
Large 0:12 0:12 0:11 0:13 0:13
￿ Growth 2 3 4 Value
Small 0:10 0:08 0:07 0:07 0:06
2 0:07 0:06 0:06 0:07 0:07
3 0:09 0:06 0:06 0:05 0:07
4 0:06 0:06 0:06 0:06 0:08
Large 0:07 0:06 0:07 0:07 0:10
￿HML ￿MOM
￿ Growth 2 3 4 Value
Small 0:09 0:07 0:07 0:07 0:07
2 0:10 0:07 0:07 0:07 0:09
3 0:08 0:08 0:08 0:07 0:08
4 0:09 0:09 0:09 0:09 0:10
Large 0:07 0:10 0:09 0:07 0:11
￿ Growth 2 3 4 Value
Small 0:10 0:06 0:05 0:05 0:05
2 0:09 0:07 0:06 0:06 0:07
3 0:09 0:06 0:07 0:08 0:07
4 0:09 0:07 0:08 0:08 0:10
Large 0:10 0:10 0:11 0:09 0:11
￿TS ￿DS
￿ Growth 2 3 4 Value
Small 0:07 0:05 0:04 0:04 0:04
2 0:07 0:07 0:06 0:07 0:07
3 0:06 0:05 0:05 0:05 0:07
4 0:06 0:07 0:06 0:07 0:08
Large 0:04 0:06 0:06 0:05 0:08
￿ Growth 2 3 4 Value
Small 0:06 0:05 0:04 0:03 0:04
2 0:04 0:03 0:04 0:03 0:07
3 0:06 0:03 0:03 0:04 0:04
4 0:05 0:03 0:04 0:03 0:05
Large 0:03 0:04 0:03 0:04 0:05
￿3M ￿DY
￿ Growth 2 3 4 Value
Small 0:10 0:06 0:05 0:05 0:04
2 0:07 0:07 0:06 0:07 0:07
3 0:07 0:05 0:07 0:06 0:07
4 0:07 0:06 0:04 0:06 0:09
Large 0:05 0:06 0:08 0:06 0:08
￿ Growth 2 3 4 Value
Small 0:04 0:03 0:04 0:04 0:03
2 0:06 0:04 0:03 0:04 0:04
3 0:05 0:04 0:03 0:04 0:03
4 0:04 0:04 0:04 0:04 0:04
Large 0:03 0:04 0:04 0:04 0:05
￿DR
￿ Growth 2 3 4 Value
Small 0:07 0:06 0:06 0:05 0:06
2 0:06 0:05 0:06 0:06 0:07
3 0:06 0:07 0:06 0:06 0:07
4 0:07 0:06 0:06 0:07 0:08
Large 0:05 0:05 0:07 0:06 0:07
In the table ￿gures for the standard deviation (￿) for the market (￿Mkt), size
SMB (￿SMB), the value HML (￿HML), the momentum (￿MOM), the term spread
(￿TS), the default spread (￿DS), the 3-month rate (￿3M), the divided-yield (￿DY),
and the downside risk (￿DR) factor betas, for each of the twenty ￿ve portfolios,
are reported for each case. The results have been organized according to the
Fama-French size classi￿cation, with the ￿ve classes of portfolios corresponding
to the ￿ve rows starting with the heading ￿Small￿and ending with the heading
￿Large￿ . Each column then contains the corresponding ￿ve portfolios belonging
to each class. For instance, for the ￿rst class of portfolios, i.e. the one with the
smallest size, results are contained in the columns starting with the heading
￿Small￿and ending with the heading ￿Value￿ .
27Table 3, Panel C: Smoothed realized beta, inverse signal to noise ratios.
￿Mkt ￿SMB
(s=n)￿1 Growth 2 3 4 Value
Small 1:73 2:06 1:79 1:85 1:69
2 2:58 2:53 1:88 1:49 1:67
3 1:76 1:52 1:55 1:86 1:97
4 1:51 1:71 1:81 2:26 2:04
Large 1:41 1:86 2:20 2:05 2:36
(s=n)￿1 Growth 2 3 4 Value
Small 1:57 1:56 1:75 1:37 1:63
2 1:76 2:15 1:96 1:58 1:68
3 1:44 2:03 1:76 2:26 2:16
4 1:90 1:85 2:12 1:98 2:21
Large 1:18 1:73 1:83 1:75 1:69
￿HML ￿MOM
(s=n)￿1 Growth 2 3 4 Value
Small 1:81 2:21 1:92 1:58 1:52
2 1:60 2:00 2:07 1:66 1:65
3 1:87 1:57 1:94 1:98 2:26
4 1:63 1:67 1:45 1:54 1:75
Large 1:42 1:31 1:58 2:03 1:74
(s=n)￿1 Growth 2 3 4 Value
Small 1:91 2:54 2:94 2:54 2:61
2 1:79 2:26 2:16 2:42 2:22
3 2:02 2:52 2:16 1:82 2:40
4 1:82 2:01 1:90 2:12 2:15
Large 1:21 1:56 1:57 1:66 1:92
￿TS ￿DS
(s=n)￿1 Growth 2 3 4 Value
Small 3:43 4:28 4:34 4:77 3:63
2 2:84 2:86 2:82 2:31 2:46
3 3:46 3:36 3:76 3:37 3:50
4 3:06 2:49 2:73 2:65 3:19
Large 2:82 3:28 3:59 4:17 3:06
(s=n)￿1 Growth 2 3 4 Value
Small 3:89 4:12 4:22 4:98 4:10
2 3:87 4:67 3:35 4:55 3:14
3 3:12 5:57 4:58 3:93 4:04
4 3:47 4:06 4:26 4:39 3:94
Large 3:44 4:05 4:60 4:15 4:31
￿3M ￿DY
(s=n)￿1 Growth 2 3 4 Value
Small 3:19 3:88 5:29 3:87 4:75
2 3:94 3:37 3:27 3:13 3:16
3 3:73 4:43 3:33 4:25 4:38
4 3:13 3:39 4:84 3:64 3:44
Large 3:30 3:98 3:53 4:22 3:86
(s=n)￿1 Growth 2 3 4 Value
Small 3:43 3:57 2:86 2:61 3:60
2 2:43 2:87 3:29 2:29 2:91
3 3:09 3:29 2:35 2:54 4:08
4 3:20 2:74 3:44 3:54 3:66
Large 2:93 3:09 3:16 3:01 3:11
￿DR
(s=n)￿1 Growth 2 3 4 Value
Small 2:74 2:97 2:59 2:84 2:26
2 3:02 2:71 2:47 2:52 2:61
3 2:84 2:05 2:47 2:77 2:75
4 2:67 2:60 2:79 2:39 3:02
Large 2:61 2:95 2:51 3:16 3:03
In the table ￿gures for the inverse signal to noise ratio ((s=n)￿1) for the market
(￿Mkt), size SMB (￿SMB), the value HML (￿HML), the momentum (￿MOM), the
term spread (￿TS), the default spread (￿DS), the 3-month rate (￿3M), the
divided-yield (￿DY), and the downside risk (￿DR) factor betas, for each of the
twenty ￿ve portfolios, are reported for each case. The results have been
organized according to the Fama-French size classi￿cation, with the ￿ve classes of
portfolios corresponding to the ￿ve rows starting with the heading ￿Small￿and
ending with the heading ￿Large￿ . Each column then contains the corresponding
￿ve portfolios belonging to each class. For instance, for the ￿rst class of
portfolios, i.e. the one with the smallest size, results are contained in the columns
starting with the heading ￿Small￿and ending with the heading ￿Value￿ .
28Table 4, Panel A: Forecasting analysis, ARFIMA(0;d;0) model.
￿Mkt ￿SMB

















































































































































































































































































































































The table reports the average root mean square forecast error (RMSFE) and
mean square forecast error decomposition in the bias (B), variance (V) and
covariance (C) components, for the nine risk factor betas (market (￿Mkt), size
29SMB (￿SMB), value HML (￿HML), momentum (￿MOM), term spread (￿TS),
default spread (￿DS), 3-month rate (￿3M), divided-yield (￿DY ), and the
downside risk (￿DR)), across the twenty ￿ve Fama-French portfolios, with
standard deviation in brackets. 178 out of sample forecasts from the standard
ARFIMA model (ARFIMA(0;d;0)), have been considered.
30Table 4, Panel B, Forecasting analysis, A-ARFIMA(0;d;0;1) model.
￿Mkt ￿SMB

















































































































































































































































































































































The table reports the average root mean square forecast error (RMSFE) and
mean square forecast error decomposition in the bias (B), variance (V) and
covariance (C) components, for the nine risk factor betas (market (￿Mkt), size
31SMB (￿SMB), value HML (￿HML), momentum (￿MOM), term spread (￿TS),
default spread (￿DS), 3-month rate (￿3M), divided-yield (￿DY ), and the
downside risk (￿DR)), across the twenty ￿ve Fama-French portfolios, with
standard deviation in brackets. 178 out of sample forecasts from the ￿rst order
adaptive ARFIMA model (A-ARFIMA(0;d;0;1)), over four forecasting horizons
(from 1 to 12 months), have been considered.
32Table 4, Panel C, Forecasting analysis, A-ARFIMA(0;d;0;2) model.
￿Mkt ￿SMB

















































































































































































































































































































































The table reports the average root mean square forecast error (RMSFE) and
mean square forecast error decomposition in the bias (B), variance (V) and
covariance (C) components, for the nine risk factor betas (market (￿Mkt), size
33SMB (￿SMB), value HML (￿HML), momentum (￿MOM), term spread (￿TS),
default spread (￿DS), 3-month rate (￿3M), divided-yield (￿DY ), and the
downside risk (￿DR)), across the twenty ￿ve Fama-French portfolios, with
standard deviation in brackets. 178 out of sample forecasts from the second order
adaptive ARFIMA model (A-ARFIMA(0;d;0;2)), over four forecasting horizons
(from 1 to 12 months), have been considered.























Figure 1: Smoothed and actual realized factor betas for the smallest
portfolios of the ￿rst Fama-French portfolio class (market: Mkt, size: SMB,
value: HML, momentum: MOM).
























Figure 2: Smoothed and actual realized factor betas for the smallest
portfolios of the ￿rst Fama-French portfolio class (term structure: TS,
default spread: DS, three-month rate: 3M, dividend-yield: DY, default risk:
DR).
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