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Abstract
Given an undirected graph G = (V ,E) and a nonempty subset X ⊆ V , the edge density of
X is given by ρ(X) = |V ||EX|/|X||V \X|, where EX is the set of all edges with one end in X
and the other end in V \X. It is known that the algebraic connectivity of G, denoted by a(G),
satisfies a(G)  minX⊆V ρ(X). In this paper we study the graphs G for which equality holds
in the above inequality.
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1. Introduction
Let G = (V ,E) be a graph with vertex set V = {1, 2, . . . , N} and edge set E. For
a given graph G, let D(G) denote the diagonal matrix of vertex degrees and let A(G)
denote the (0,1) adjacency matrix for G. Then the Laplacian matrix of G, denoted
by L(G), is defined to be L(G) = D(G) − A(G).
Laplacian matrices have been studied for some time and have received much at-
tention recently. It is well-known that L(G) is a positive semidefinite (M-) matrix.
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Moreover, the all ones vector, which we denote by e, is a null vector for L(G). If we
denote the eigenvalues of L(G) by 0 = λ1  λ2  · · ·  λN , then λ2 > 0 if and only
if G is a connected graph. This observation led Fiedler [3] to define the algebraic
connectivity of G to be equal to λ2, the second smallest eigenvalue of L(G). We
denote the algebraic connectivity of G by a(G). There are many papers written on
algebraic connectivity see, for example, [7,8,10] for surveys, and see [2,5,9], for
applications of the algebraic connectivity of graphs.
Suppose G = (V ,E) is a given graph. A set of edges E′ ⊂ E in G is called a
cut (or edge-cut) if there exists a set X ⊂ V such that E′ consists of all the edges of
G which have one end in X and the other end in Xc ≡ V \ X. In this case, we also
write E′ = EX.
Given a cut EX, the edge density of EX is defined to be
ρ(X) = |V ||EX||X||Xc| .
Observe that ρ(X) represents, in a certain sense, the density of edges between X
and Xc, and that in a connected graph G, ρ(X) depends only on the cut. We remark
here that Mohar [10] did not include the factor |V | in his definition of ρ(X). For
our purposes (which are partly motivated by the next result) it is more convenient to
include the factor |V | in our definition of edge density.
Proposition 1.1 [10, Proposition 2.1]. Let G be a graph on N vertices. For any
nontrivial subset X of vertices, the edge density of X satisfies
a(G)  ρ(X)  λN .
While the proof of the above proposition is not difficult, it is worth making a
couple of remarks regarding the proof for our purposes. The crux of the proof is to
describe a vector z based on the vertices X and Xc that is orthogonal to the all-ones
vector, e, and then apply the classical Courant–Fischer theorem (see [6]) to obtain
the desired inequalities. The natural choice for the vector of interest has entries
zv =
{|Xc| if v ∈ X,
−|X| if v ∈ Xc.
Clearly, z is orthogonal to e, and observe that
zTL(G)z
zTz
= ρ(X).
Since a(G) does not depend on X, it follows that
a(G)  min
X⊂V ρ(X). (1)
Further, since λN = maxz /=0 zTL(G)z/zTz, we also have that ρ(X)  λN .
Our main interest is to study the case of equality in (1). Specifically, we wish to
characterize the graphs G for which a(G) = ρ(X), for some subset of vertices X.
We note in passing that our results also have bearing on the graphs for which ρ(X) =
λN(G), since for any graph G on N vertices, we have λN(G) = N − a(Gc).
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Notice that in general ρ(X) need not be an eigenvalue of L(G). If a(G) = ρ(X)
for some X, then since ρ(X) is rational and the characteristic polynomial is monic it
follows that a(G) must be integral. Furthermore, if a(G) = ρ(X) for some X, then
the vector z defined above is an eigenvector for a(G). Such a vector is referred to as
a Fiedler vector (see also [4]). Hence the vertices of the graph G can be partitioned
into X, Xc such that
L(G)z =
[
L1 + D1 −A
−AT L2 + D2
] [ |Xc|e|X|
−|X|e|Xc|
]
= a(G)z, (2)
where L1 (L2) are the Laplacian matrices for the subgraphs induced by the vertices
X (Xc), and where ek is the k × 1 vector of all ones.
Since e is a null vector for any Laplacian matrix we have that L1e = L2e = 0 and
D1e = Ae, D2e = ATe, and so (2) reduces to[ |V |D1e|X|
−|V |D2e|Xc|
]
= a(G)
[ |Xc|e|X|
−|X|e|Xc|
]
. (3)
From (3) we may conclude that the row sums of D1 are constant and that the
row sums of D2 are constant, which implies that every vertex in X is adjacent to the
same number of vertices in Xc and vice-versa. We loosely refer to this property as
“regularity across the cut”.
On the other hand, suppose that every vertex in X is adjacent to d1 vertices in Xc
and every vertex in Xc is adjacent to d2 vertices in X. Then ρ(X) is an eigenvalue
(not necessarily a(G)) of L(G) with eigenvector[ |Xc|e|X|
−|X|e|Xc|
]
,
and it follows that
|X|d1 = |Xc|d2. (4)
Before we move beyond these simple necessary conditions we consider some
basic, yet enlightening, examples.
Example 1.2. Suppose G is a disconnected graph with two components C1 and C2.
Then it is easy to verify that equality holds in (1) since a(G) = 0 and choosing X be
the vertices corresponding to C1, we have that ρ(X) = 0. On the other hand, suppose
G is the complete graph, KN , on N vertices. Then equality holds in (1) for any cut
EX, as |EX| = |X||Xc| and a(KN) = N .
Not surprisingly, the above simple necessary conditions (namely, regularity across
the cut and (4)) are not sufficient to guarantee that equality holds in (1), as the fol-
lowing example illustrates.
Example 1.3. Consider the complete bipartite graph Km,n, with m  n and vertex
partition V1 and V2. It is well-known that a(Km,n) = min{m, n} = m. Let EX be
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any cut in Km,n, and suppose that |X ∩ V1| = k1  1 and |X ∩ V2| = k2  1. Then
regularity across the cut implies that k1 = k2, and since (4) holds, we find that m = n.
Hence we have
ρ(X) = (2m)(2k1(m − k1))
(2k1)(2(m − k1)) = m = a(Km,m).
So in this case equality holds in (1).
However, if m < n, then at least one of k1 or k2 must be zero, say k2 = 0. Thus
X = V1, and both regularity across the cut and (4) are satisfied. In this case we have
ρ(X) = (m + n)(mn)
mn
= m + n > m = a(Km,n).
So if m /= n, then the simple necessary conditions are satisfied for a particular cut,
but equality does not hold in (1) for the complete bipartite graph Km,n.
The remainder of the paper is organized into four sections. In section 2, we verify
the existence of a general class of graphs for which the above obvious necessary
conditions are sufficient to have equality in (1). In section 3 we use the notions of
the join of two graphs and a certain form of the complement to construct graphs
that satisfy the equality in (1). In section 4, we investigate the extreme cases when
d2 = 1 and d2 = |X| − 1. Finally, in section 5 we consider the question of whether,
for a given cut EX, there exists a unique graph (up to isomorphism) with edge cut
EX giving equality in (1).
2. Sufficiency of the regularity conditions
It is observed in the previous section that if a graph G satisfies the equality in (1)
for some cut EX, then certain conditions must hold across the cut, namely:
(A) Each vertex in X is adjacent to d1 vertices in Xc and every vertex in Xc is
adjacent to d2 vertices in X, and
(B) |X|d1 = |Xc|d2.
Moreover, in this case notice that
a(G) = ρ(X) = |V |(|X|d1)|X||Xc| =
(|X| + |Xc|)d1
|Xc| = d1 + d2.
In other words, the algebraic connectivity of G is equal to the sum of the common
degrees across the cut.
Suppose now that we have a graph G and a cut EX that satisfies conditions (A)
and (B) with |X| = m and |Xc| = n. Then the Laplacian matrix of G can be written
as
L =
[
d1I + L1 −A
−AT d2I + L2
]
,
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for some m × n (0, 1) matrix A with constant row sums d1 and constant column
sums d2. (Here L1 and L2 are the Laplacian matrices for the subgraphs induced by
the vertices on each side of the cut.) In this case we have[
L1 + D1 −A
−AT L2 + D2
] [ |Xc|e|X|
−|X|e|Xc|
]
= (d1 + d2)
[ |Xc|e|X|
−|X|e|Xc|
]
,
and so if G satisfies conditions (A) and (B), then d1 + d2 must be an eigenvalue of
L(G). In particular, a(G)  d1 + d2 for any graph G that satisfies conditions (A)
and (B).
As we have already seen, depending on the choice of L1 and L2, the algebraic
connectivity of G may be less than d1 + d2, even if A satisfies the conditions on the
row and column sums. Thus the question arises: given an m × n (0, 1) matrix A with
constant row sums d1 and constant column sums d2, can we find L1, L2 so that the
matrix L above has algebraic connectivity d1 + d2? Equivalently, given an edge cut
EX that satisfies conditions (A) and (B), can we complete the subgraphs induced by
X and Xc so that the resulting graph satisfies equality in (1)?
In this section we answer that question in the affirmative. Our approach is moti-
vated in part by the following simple example. Consider the graph G = C4, the four
cycle, shown in Fig. 1. Then G satisfies both conditions (A) and (B) for the identified
cut EX, with d1 = d2 = 1, and it is well-known that a(C4) = 2 (see [3]). Thus C4
satisfies the equality in (1).
This example (namely C4) is a special case of the class of graphs of interest.
Given an edge cut EX that satisfies (A) and (B), let |X| = m and |Xc| = n, and note
that md1 = nd2. Let M(EX) be the graph with vertex set V = X ∪ Xc, such that
the subgraphs induced by the vertices in X and Xc are complete graphs on m and n
vertices, respectively, and such that EX is the union of the edges with one end in X
and the other in Xc.
The graph M(EX) is shown in Fig. 2.
In this section, we prove that for each EX satisfying (A) and (B), M(EX) yields
equality in (1) for the identified cut EX. To prove this it is enough to verify that
a(G) = d1 + d2. Before we come to our main result we note the following. If d1 =
n (and hence d2 = m), then G = Km+n and equality holds in (1) for the cut EX.
Similarly, if d1 = d2 = 0, then G is disconnected and again equality holds in (1)
Fig. 1. Four cycle.
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Fig. 2. M(EX).
for the cut EX, as shown in the previous section. Thus, we focus on the case that
1  d1  n − 1 and 1  d2  m − 1.
We are now in a position to our main result in this section.
Theorem 2.1. Let EX be an edge cut that satisfies (A) and (B). Then a(M(EX)) =
d1 + d2; in particular, a(M(EX)) = ρ(X).
Proof. Suppose that |X| = m and |Xc| = n. Let L denote the Laplacian matrix of
the graph M(EX). Then L can be permuted into the form
L =
[
(m + d1)I − J −A
−AT (n + d2)I − J
]
,
where A is an m × n (0, 1) matrix that satisfies Ae = d1e and ATe = d2e, and J is
the matrix of all ones. Observe that
L
[
ne
−me
]
=
[
d1(m + n)e
−d2(m + n)e
]
= (d1 + d2)
[
ne
−me
]
,
so d1 + d2 is an eigenvalue of L. By the orthogonality of the eigenvectors of L all
remaining eigenvectors of L are of the form[
u
v
]
,
where uTe = vTe = 0. Suppose that we have such an eigenvector, corresponding to
an eigenvalue λ. We want to show that necessarily λ  d1 + d2. Now by the eigen-
equation corresponding to λ we have
(m + d1)u − Av = λu and (n + d2)v − ATu = λv.
Note that if Av = 0, we find that λ = m + d1, and the result follows.
Suppose now that Av /= 0, so that in particular v /= 0. Then
(n + d2 − λ)v = ATu = 1
m + d1 − λA
TAv
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and hence (n + d2 − λ)(m + d1 − λ) is an eigenvalue of ATA with eigenvector v,
Since v is orthogonal to e, then (n + d2 − λ)(m + d1 − λ) is also an eigenvalue of
(J − A)T(J − A). Thus
(n + d2 − λ)(m + d1 − λ) = λ2 − (n + m + d1 + d2)λ + (n + d2)(m + d1)
 (n − d1)(m − d2),
since the right member is the spectral radius of (J − A)T(J − A). Hence
0 λ2 − (n + m + d1 + d2)λ + (n + d2)(m + d1) − (n − d1)(m − d2)
= (λ − d1 − d2)(λ − m − n).
From which we conclude that λ  d1 + d2. 
3. Structural results
In this section we investigate the following question: Given two graphs that satisfy
the equality in (1), can we construct new graphs that will also satisfy the equality in
(1)?
A simple example along these lines is that if G1, . . . ,Gk are k graphs that satisfy
the equality in (1), then clearly their union G1 ∪ · · · ∪ Gk (see [1]) satisfies the
equality in (1).
A more interesting construction is the join of two graphs. Let G1 = (V1, E1) and
G2 = (V2, E2) be two graphs. Then the join of G1 and G2, denoted by G1 ∨ G2, is
the graph with vertex set V1 ∪ V2 and edge set E = E1 ∪ E2 ∪ {{i, j} : i ∈ V1, j ∈
V2} (i.e., the edge set for G1 ∨ G2 is the union of the edges in G1 and G2 along with
all possible edges between vertices in G1 and G2).
We have the following result for the join of two graphs that satisfy the equality in
(1).
Theorem 3.1. Suppose G1 = (V1, E1) and G2 = (V2, E2) are two graphs on m
and n vertices, respectively, and let G = G1 ∨ G2. Then there exists a subset X ⊂
V1 ∪ V2 such that a(G) = ρ(X) if and only if each of the following hold:
(a) a(G1) + |V2| = a(G2) + |V1|,
(b) For some X1 ⊂ V1 and X2 ⊂ V2, we have a(G1) = ρ(X1), a(G2) = ρ(X2),
and |X1|/|Xc1| = |X2|/|Xc2| (here Xci is the complement of Xi in Vi, i = 1, 2).
Moreover, in this case X1 = X ∩ V1 and X2 = X ∩ V2.
Proof. Suppose first that there exists X ⊂ V1 ∪ V2 such that a(G) = ρ(X) and that
G /= Km+n. Write the Laplacian matrix for G as
L =
[
nI + L(G1) −J
−J T mI + L(G2)
]
,
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where L(G1) and L(G2) are the Laplacian matrices for G1 and G2 respectively, and
J is the m × n matrix of all ones. Evidently, we have the following list of linearly
independent eigenvectors for L:[
e
e
]
,
[
ne
−me
]
,
[
v
0
]
, and
[
0
w
]
for each eigenvector v of L(G1) such that vTe = 0, and each eigenvector w of L(G2)
such that wTe = 0. Note also that a(G) = min{a(G1) + n, a(G2) + m}. Let X1 =
X ∩ V1 and X2 = X ∩ V2. Since a(G) = ρ(X) we can assume that the correspond-
ing eigenvector for a(G) is of the form


(m + n − |X|)e|X1|
−|X|e|Xc1|
(m + n − |X|)e|X2|
−|X|e|Xc2|

 ,
where the blocks are indexed by the vertices in X1, Xc1, X2, and X
c
2, respectively. We
then conclude that
v =
[
(m + n − |X|)e|X1|
−|X|e|Xc1|
]
and w =
[
(m + n − |X|)e|X2|
−|X|e|Xc2|
]
are eigenvectors for L(G1) and L(G2) corresponding to a(G1) and a(G2), respec-
tively. Hence a(G) = a(G1) + n = a(G2) + m, so that (a) holds. Note also that
since vTe = 0, and wTe = 0, we have |X|/(m + n − |X|) = |X1|/|Xc1| = |X2|/|Xc2|.
Let cX, cX1 , and cX2 denote the number of edges in the edge cuts EX, (E1)X1 , and
(E2)X2 , respectively. Note then that cX = cX1 + cX2 + |X1||Xc2| + |X2||Xc1|. From
the hypothesis, we have
a(G) = ρ(X) = (m + n)(cX1 + cX2 + |X1||X
c
2| + |X2||Xc1|)
|X||Xc| .
Note also that since |X|/(m + n − |X|) = |X1|/|Xc1| = |X2|/|Xc2| and |X| = |X1| +|X2|, |Xc1| = m − |X1|, |Xc2| = n − |X2|, it follows that
|X1|
|X| =
|Xc1|
m + n − |X| =
m
m + n and
|X2|
|X| =
|Xc2|
m + n − |X| =
n
m + n. (5)
Then
a(G) = (m + n)(cX1 + cX2)|X|(m + n − |X|)
+ (m + n)
( |X1||Xc2|
|X|(m + n − |X|) +
|X2||Xc1|
|X|(m + n − |X|)
)
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= m
m + n
(
mcX1
|X1||Xc1|
)
+ n
m + n
(
ncX2
|X2||Xc2|
)
+ 2mn
m + n (by (5))
= m
m + n
(
mcX1
|X1||Xc1|
+ n
)
+ n
m + n
(
ncX2
|X2||Xc2|
+ m
)
.
Since
a(G) = m
m + n(a(G1) + n) +
n
m + n(a(G2) + m),
we conclude that
a(G1) = mcX1|X1||Xc1|
and a(G2) = ncX2|X2||Xc2|
.
Consequently, a(G1) = ρ(X1) and a(G2) = ρ(X2), so that (b) is also satisfied.
Now suppose that (a) and (b) hold and let X = X1 ∪ X2. Let cX, cX1 , and cX2
denote the number of edges in the edge cut EX, (E1)X1 , and (E2)X2 , respectively.
Then as above
(m + n)cX
|X|(m + n − |X|) =
(m + n)(cX1 + cX2)
|X|(m + n − |X|)
+ (m + n)
( |X1||Xc2|
|X|(m + n − |X|) +
|X2||Xc1|
|X|(m + n − |X|)
)
.
(6)
Assume that |X1| = p and |X2| = q. From (b) we find that pn = qm, which then
implies (by a simple computation) that
|X1|
|X| =
m
m + n,
|X2|
|X| =
n
m + n,
|Xc1|
|Xc| =
m
m + n,
|Xc2|
|Xc| =
n
m + n. (7)
Since by hypothesis a(G1) = ρ(X1) = mcX1/|X1||Xc1|, a(G2) = ρ(X2) = ncX2/|X2||Xc2|, and a(G) = a(G1) + n = a(G2) + m, we have
(m + n)cX
|X|(m + n − |X|) =
m
m + n
(
mcX1
|X1||Xc1|
)
+ n
m + n
(
ncX2
|X2||Xc2|
)
+ 2mn
m + n (by (6), (7))
= m
m + n
(
mcX1
|X1||Xc1|
+ n
)
+ n
m + n
(
ncX2
|X2||Xc2|
+ m
)
= m
m + na(G) +
n
m + na(G)
= a(G).
Thus a(G) = ρ(X), which completes the proof. 
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Remark 3.2. Since any complete bipartite graph is the join of two empty graphs,
Theorem 3.1 provides us with another way of deducing the conclusion of Example
1.3; evidently for each m, n ∈ N,Km,n satisfies condition (b), while condition (a)
holds if and only if m = n.
Another interesting type of surgery that can be applied to a graph in this context
is something we refer to as “the complement of the cut”. Suppose that G is a given
graph with edge cut EX. Then let G be the graph obtained from G by inserting all of
the edges between X and Xc that do not exist in G and deleting the existing edges in
G between X and Xc. So, in some sense, we have only complemented the cut in G.
For such an operation we have the following result.
Theorem 3.3. Let G be a graph such that a(G) = ρ(X) with |X| = m and |Xc| =
n. Assume that d1  n/2(or d2  m/2) as defined in (4). Then the graph G, as
defined above, yields equality in (1), along the same cut EX.
Proof. Write the Laplacian matrix for G as
L =
[
d1I + L1 −A
−AT d2I + L2
]
,
where L1 and L2 are the Laplacian matrices for the subgraphs of G induced by the
vertices in X and Xc, respectively. Then it follows that the Laplacian for G is given
by
L =
[
(n − d1)I + L1 −J + A
−J + AT (m − d2)I + L2
]
,
where J is the matrix of all ones.
Now consider any vector
y =
[
y1
y2
]
,
where both y1 and y2 are orthogonal to e. Then observe that since a(G) = d1 + d2,
we have yTLy  (d1 + d2)yTy, which is equivalent to
yT1 L1y1 + yT2 L2y2 − 2yT1 Ay2  d1yT2 y2 + d2yT1 y1. (8)
Since n − d1 + m − d2 is an eigenvalue of L, it is sufficient to show that
yˆTLyˆ  (n − d1 + m − d2)yˆTyˆ (9)
for each vector yˆ of the form
yˆ =
[
y1
−y2
]
,
where both y1 and y2 are orthogonal to e.
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But we have
yˆTLyˆ = yT1 L1y1 + yT2 L2y2 − 2yT1 Ay2 + (n − d1)yT1 y1 + (m − d2)yT2 y2,
so from our hypothesis on L and (9) we see that yˆTLyˆ  (n − d1)yT1 y1 +
(m − d2)yT2 y2 + d1yT2 y2 + d2yT1 y1  (n − d1 + m − d2)yTy, using (8), and where
the last inequality following from the fact that d1  n/2 and hence d2  m/2. This
completes the proof. 
Example 3.4. In this example we illustrate how the conclusion of Theorem 3.3 can
fail in the case that d1 < n/2. Let M be the Laplacian matrix for a connected graph
H on n vertices, and label the eigenvalues of M as 0 < λ1  · · ·  λn−1. Suppose
that a(H)  2. Consider the graph G constructed by taking two copies of H, and
putting an edge between each vertex in the first copy and the corresponding vertex
in the second copy. The Laplacian matrix for G is given by
L =
[
M + I −I
−I M + I
]
,
and it follows readily that the eigenvalues of L are 0, 2, λ1, . . . , λn−1, λ1 + 2, . . . ,
λn−1 + 2. In particular, since λ1  2, we have a(G) = 2, and further G yields equal-
ity in (1) when we consider the cut corresponding to the vertex partition generated
by each copy of H (note that d1 = d2 = 1 in this instance).
Next we consider the graph G formed by taking the complement of the cut; its
Laplacian matrix is
L =
[
M + (n − 1)I −J + I
−J + I M + (n − 1)I
]
,
and the eigenvalues are given by 0, 2n − 2, λ1 + n − 2, . . . , λn−1 + n − 2,
λ1 + n, . . . , λn−1 + n. In particular, we find that G yields equality in (1) if and
only if a(G) = 2n − 2, or equivalently, if and only if λ1 = n. Thus, taking the
complement of the cut in G preserves equality in (1) if and only if H is complete.
4. Some extremal cases
In this section we consider graphs that satisfy conditions (A) and (B) for some
specified cut EX in the special cases when d2 = 1 and d2 = |X| − 1. Since the cases
d2 = 0 and d2 = |X| are basic, we consider the cases d2 = 1 and d2 = |X| − 1 as
the interesting extremal cases.
We begin with the case d2 = |X| − 1, and suppose G is a graph on N vertices
that satisfies conditions (A) and (B) for a cut EX. Let X = {1, 2, . . . , m}, and let
Si denote the vertices in Xc which are not adjacent to i, 1  i  m. Then for each
i in X we have d1 = (p − 1)(m − 1), where |Xc| = N − m = mp − m, for some
p  1. In this case |Si | = p − 1 for each i.
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Theorem 4.1. Let G be a graph on N vertices that satisfies the conditions (A) and
(B) for a cut EX with X = {1, 2, . . . , m} and d2 = m − 1. Suppose G1 (resp. G2)
is the subgraph of G induced by the vertices in X (resp. Xc). Then a(G) = ρ(X) if
and only if G1 is the complete graph and each vertex in Si is adjacent to each vertex
in Sj whenever i /= j .
Proof. Suppose that a(G) = ρ(X), and write the Laplacian matrix for G as
L =
[
(p − 1)(m − 1)I + L1 −A
−AT (m − 1)I + L2
]
,
where L1 and L2 are the Laplacian matrices for the subgraphs G1 and G2, and where
A =


0 eT . . . eT
eT 0
.
.
. eT
...
.
.
.
.
.
.
...
eT . . . eT 0


(the columns of A are indexed by the sets Si).
Since a(G) = p(m − 1) it follows from the classical interlacing inequalities that
a(G1) + (p − 1)(m − 1)  p(m − 1) or a(G1)  m − 1. Thus the vertex connec-
tivity for the subgraph induced by X is at least m − 1, from which we conclude that
G1 is complete. Hence
L =
[
p(m − 1)I + I − J −A
−AT (m − 1)I + L2
]
.
If
y =
[
u
w
]
,
is an eigenvector of L corresponding to λ, where both u and w are orthogonal to e,
then λ  p(m − 1). Equivalently, for each λ ∈ (0, p(m − 1)), the matrix
F(λ) = L2 + (m − 1 − λ)I −
(
1
m + (p − 1)(m − 1) − λ
)
ATA
= L2 + (m − 1 − λ)I −
(
1
m + (p − 1)(m − 1) − λ
)
×


(m − 1)J (m − 2)J . . . (m − 2)J
(m − 2)J (m − 1)J . . . (m − 2)J
...
.
.
.
.
.
.
...
(m − 2)J . . . (m − 2)J (m − 1)J


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has no null vectors which are orthogonal to e; otherwise we could construct an
eigenvector for L orthogonal to e with corresponding eigenvalue λ that satisfies λ <
p(m − 1), which is impossible. This is equivalent to the condition that F(p(m − 1))
has a single negative eigenvalue, and since F(p(m − 1))e = −m(m − 1)(p − 1)e
this unique negative eigenvalue must be −m(m − 1)(p − 1). Equivalently,
λ2

L2 + (m − 1)2(p − 1)I −


(m − 1)J (m − 2)J . . . (m − 2)J
(m − 2)J (m − 1)J . . . (m − 2)J
...
.
.
.
.
.
.
...
(m − 2)J . . . (m − 2)J (m − 1)J




 m(m − 1)(p − 1).
Next, partition the matrix L2 = [Lij ] into blocks of size (p − 1) × (p − 1) confor-
mally with ATA, and let δij = −eTLij e/(p − 1)2. Now let
M =


∑
i /=1 δ1i −δ12 . . . −δ1m
−δ21 ∑i /=2 δ2i . . . −δ2m
...
.
.
.
.
.
.
...
−δm1 . . . −δm,m−1 ∑i /=m δmi

 ,
and let
Q =


(m − 1) (m − 2) . . . (m − 2)
(m − 2) (m − 1) . . . (m − 2)
...
.
.
.
.
.
.
...
(m − 2) . . . (m − 2) (m − 1)

 .
Then we have
λ2

L2 + (m − 1)2(p − 1)I −


(m − 1)J (m − 2)J . . . (m − 2)J
(m − 2)J (m − 1)J . . . (m − 2)J
...
.
.
.
.
.
.
...
(m − 2)J . . . (m − 2)J (m − 1)J




 λ2
(
(p − 1)M + (m − 1)2(p − 1)I − (p − 1)Q)
= (p − 1)λ2
(
m(m − 2)I + M − (m − 2)J )
≡ (p − 1)λ2(B).
We conclude that λ2(B)  m(m − 1). Further, since B is singular (as Be = 0), we
see that trace(B)  m(m − 1)2. Next note that since each δij  1, we have
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trace(B) = m(m − 1)(m − 2) + 2
∑
i /=j
δij
m(m − 1)(m − 2) + m(m − 1) = m(m − 1)2.
Thus necessarily, each δij must be 1, for i /= j , or equivalently that each Lij = J ,
for i /= j . Thus each vertex in Si is adjacent to each vertex in Sj whenever i /= j . It
is straightforward to determine that this condition is also sufficient in order to have
a(G) = p(m − 1). 
We note here that Theorem 4.1 yields a complete description of all of the graphs
in which equality holds in (1) for the case m = 2; such a graph is either complete or it
satisfies the conditions of Theorem 4.1. Also it useful to note that the graph described
in Theorem 4.1 (when the Si’s form independent sets) is isomorphic to the complete
m-partite graph where all the independent sets (namely, Si ∪ {i}, i = 1, . . . , m) have
size p.
On the other hand if d2 = 1, then since EX satisfies condition (B), we have |Xc| =
d1|X|. Moreover, each vertex u in X is adjacent to d1 vertices in Xc, and suppose
those vertices constitute the (neighbourhood) set Nu. Then it is clear that the sets
Nu (u in X) partition the set Xc into m subsets. Consider a graph Gˆ such that: (1)
the subgraph induced by the vertices in X is complete, (2) for each u, v ∈ X, every
vertex in Nu is adjacent to every vertex in Nv , and (3) the set of edges with one end in
X and the other in Xc is the complement of EX. Let G be formed from Gˆ by taking
the complement of the cut EX. Applying Theorem 4.1 and then Theorem 3.3 to Gˆ,
we find that G satisfies the equality in (1) with d2 = 1. The next theorem proves a
slightly stronger result for the case d2 = 1.
Theorem 4.2. Let G be a graph that satisfies conditions (A) and (B) for some cut
EX with d2 = 1. Suppose G1 (resp. G2) is the subgraph of G induced by the vertices
in X (resp. Xc), and assume for each u, v in G1 that every vertex in Nu is adjacent
to every vertex in Nv if and only if u is adjacent to v; otherwise there are no edges
between the vertices in Nu and Nv. Then a(G) = ρ(X) if and only if a(G1)  2.
Proof. It suffices to prove the result when every pair of vertices in Nu (for each
u) are nonadjacent. Let L1 be the Laplacian matrix for the subgraph G1. From the
structure of G, we find that its Laplacian matrix can be written as
L =
[
d1I + L1 −I ⊗ eTd1−I ⊗ ed1 (L1 − D1) ⊗ Jd1 + D1 ⊗ Id1 + I
]
,
where ⊗ denotes the Kronecker product and D1 = diag(L1). Suppose that y is an
eigenvector of L1 corresponding to the eigenvalue λ; it then follows that the vector[
sy
ty ⊗ ed1
]
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is an eigenvector of L if and only if the vector[
s
t
]
is an eigenvector of the matrix[
λ + d1 −d1
−1 1 + λd1
]
.
We thus find that the eigenvalues of L can be written as
(d1 + 1)(λ + 1) ±
√
(d1 + 1)2(λ + 1)2 − 4λ(d1λ + d21 + 1)
2
as λ ranges over the eigenvalues of L1. The case λ = 0 yields the eigenvalues 0 and
d1 + 1, while the smallest of the remaining eigenvalues of L is equal to
(d1 + 1)(a(G1) + 1) −
√
(d1 + 1)2(a(G1) + 1)2 − 4a(G1)(d1a(G1) + d21 + 1)
2
.
It is now straightforward to verify that a(G) = d1 + 1 if and only if a(G1)  2. 
Example 4.3. Here we give an example of a graph yielding equality in (1) such
that d2 = 1, but without the structure imposed by the hypothesis of Theorem 4.2.
Suppose that we have an integer d  2, and consider the graph G whose Laplacian
matrix is given by
L =


d + 2 −1 −1 −eTd 0T 0T
−1 d + 2 −1 0T −eTd 0T
−1 −1 d + 2 0T 0T −eTd
−ed 0 0 (3d − 1)I − Jd −Jd + I −Jd + I
0 −ed 0 −Jd + I (3d − 1)I − Jd −Jd + I
0 0 −ed −Jd + I −Jd + I (3d − 1)I − Jd


.
Observe that the edge cut generated by X = {1, 2, 3} yields the parameters
m = 3, d1 = d and n = 3d , but that the condition of Theorem 4.2 on N1, N2 and
N3 is not satisfied. Nevertheless, it can be shown that the eigenvalues of L are as
follows: 3d + 1 with multiplicity d − 1, 3d − 2 with multiplicity 2d − 2, [4d + 1±√
4d2 − 16d + 25]/2, each with multiplicity 2, as well as the simple eigenvalues
0 and d + 1. In particular, since d  2 we find that a(G) = d + 1, so that equality
holds in (1).
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5. Edge deletion
In Section 2, we considered an edge cut EX satisfying conditions (A) and (B)
(for some selection of the parameters m, n, d1, d2), and showed that there is at least
one graph, M(EX), with edge cut EX yielding equality in (1). In this section we
investigate the question of whether, for a given admissible cut EX, there is a unique
(up to isomorphism) graph with edge cut EX yielding equality in (1).
Evidently in the case that |X| = m = d2 and |Xc| = n = d1, equality in (1) cor-
responds to having algebraic connectivity m + n = |V |. But the only graph G for
which a(G) = |V | is the complete graph Km+n. Thus we see that for |X| = m =
d2 and |Xc| = n = d1, there is just one graph having edge cut EX and equality
in (1).
In order to investigate the remaining cases, we formulate the following problem:
consider an admissible edge cut EX satisfying (A) and (B), and form M(EX) (which
has algebraic connectivity d1 + d2). Is it possible to delete an edge (or edges) from
M(EX), to obtain a new graph which also yields equality in (1)?
The following remark is useful to keep in mind.
Observation 5.1. Suppose G is a connected graph on at least five vertices that sat-
isfies a(G) = ρ(X), for some edge cut EX. Assume that we are able to delete an
edge e0 from G to obtain a graph H that satisfies the equality in (1). Then e0 is not
in EX. For if e0 ∈ EX, then a(H)  |V |(|EX − 1|)/|X||Xc|. Since both a(G) and
a(H) are integral and a(H) < a(G), we see that |V |/|X||Xc| must be an integer.
Thus |V | must be 2 or 4, a contradiction. Taking the proof a little further, it follows
that if H satisfies the equality in (1), then a(H) = a(G).
In what follows we may write H = G − e0, to denote the graph obtained from G
by deleting the edge e0.
We consider the case d1 = n − 1 or d2 = m − 1 separately. Now if m = n = 2
and d1 = d2 = 1, then it is clear that deleting any edge from M(EX) results in a
strict decrease in the algebraic connectivity. On the other hand if m, n  3, then
we have the following. Suppose d2 = m − 1 (the case d1 = n − 1 follows similarly
by symmetry). Then by Theorem 4.1 there exists more than one graph on m + n
vertices with the property that the algebraic connectivity is d1 + m − 1, as long as
d1 < n − 1. If d1 = n − 1 and d2 = m − 1 (which implies m = n), then by applying
Theorem 4.1 to both X and Xc, we find that G must be isomorphic to M(EX), so
that there is a unique graph realizing equality in (1) with edge cut EX.
If m = n = 3 and d1 = d2 = 1, then a simple computation shows that deleting
any edge from M(EX) results in a strict decrease in the algebraic connectivity. How-
ever, if m = 3 and n > m, then applying the results from the previous section it
follows that: (1) no edge from the subgraph induced by the vertices in X can be
deleted; and (2) there always exists an edge from the subgraph induced by Xc (from
M(EX)) that can be deleted without affecting the algebraic connectivity.
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We begin our discussion of the other admissible cases by first considering the case
that d2 < m/2.
Theorem 5.2. Suppose we have the edge cut EX, where |X| = m, |Xc| = n, with
each vertex of X adjacent to d1 vertices of Xc and each vertex of Xc adjacent to
d2 vertices of X. Suppose that conditions (A) and (B) are satisfied, that m  4, and
that d2 < m/2. Then there exists an edge e0 in M(EX) such that M(EX) − e0 also
satisfies the equality in (1). In particular, a(M(EX) − e0) = d1 + d2.
Proof. Assume, without loss of generality, that X = {1, 2, . . . , m}, and let e0 =
{1, 2}. Let e1 and e2 denote the first and second standard basis vectors. Then we
will show that the graph M(EX) − e0, satisfies a(M(EX) − e0) = d1 + d2. Consider
the eigenequation for the perturbed Laplacian corresponding to M(Ex) − e0 for the
eigenvalue λ:[
(m + d1)I − J − (e1 − e2)(e1 − e2)T −A
−AT (n − d2)I − J
][
y1
y2
]
= λ
[
y1
y2
]
,
where A is m × n and both y1 and y2 are orthogonal to e.
Then it follows that y2 = (1/(n + d2 − λ))ATy1 and
(m + d1 − λ)y1 =
[
(e1 − e2)(e1 − e2)T + 1
(n + d2 − λ)AA
T
]
y1. (10)
To complete the proof, it is enough to show that λ  d1 + d2. This is sufficient since
M(Ex) − e0 still satisfies conditions (A) and (B) and so we know that d1 + d2 is
an eigenvalue of M(Ex) − e0. Moreover, if λ  d1 + d2, then d1 + d2 would be the
smallest positive eigenvalue, and thus a(M(Ex) − e0) = d1 + d2. Thus it is enough
to verify that
m − d2 > λm
(
(e1 − e2)(e1 − e2)T + 1
(n − d1)AA
T
)
,
since the left-hand side of (10) is decreasing in λ, whereas the right-hand side is
increasing in λ. The above inequality would certainly hold if
m − d2 > 2 + d1d2
n − d1 .
If we let θ = m/d2 = n/d1 > 1, then the above inequality is equivalent to
d2(θ
2 − 2θ) > 2(θ − 1). Observe that if d2  m/2 − 1, then the previous inequality
holds provided m  3. Also by symmetry the result will follow if d1  n/2 − 1.
We are left with the case m/2 − 1 < d2 < m/2 and n/2 − 1 < d1 < n/2.
Thus the only remaining possible integral case is when m = n is odd and
d1 = d2 = (m − 1)/2. For this special case we have to modify argument above.
Note that it suffices to show that for some i, j, the maximum eigenvalue of
(ei − ej )(ei − ej )T + [1/(n + d2 − λ)]AAT is less than m − d2. Since m  4 and
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d1, d2  2 it follows that each row of A has at least two ones, and so AAT has an
off-diagonal entry which is positive. Assume this entry is the (1, 2) entry. In this case
we have
λm
(
(e1 − e2)(e1 − e2)T + 2
(m + 1)AA
T
)
= λm
(
2
m + 1
[
(e1 − e2)(e1 − e2)T + AAT]
+m − 1
m + 1
[
(e1 − e2)(e1 − e2)T])
 2
m + 1
(
(m − 1)2
4
+ m − 1
)
= (m − 1)(m + 3)
2(m + 1)
<
m + 1
2
.
This completes the proof. 
Note that in Theorem 5.2 we have actually proved that for m  4, if either d1 
n/2 − 1, or d2  m/2 − 1, then, in fact, any edge (other than in the cut EX) can be
deleted to obtain a new graph for which equality holds in (1).
From the discussion preceding Theorem 5.2 the cases d1 = n − 1 and d2 = m − 1
are worked out, so the only remaining cases are when m − 2  d2  m/2.
In the special case when m = n and d1 = d2 = m − 2 we can determine exactly
which edges can be deleted from M(EX) without affecting the algebraic connectivity;
note that it suffices to discuss the effect of deleting an edge between two vertices in
X, since the analysis is symmetric in X and Xc. Recall from the previous section
that each vertex u in X is adjacent to d1 vertices in Xc, and this subset was denoted
by Nu. Suppose u, v are two vertices in X for which the edge e′ = {u, v} is deleted
from M(EX). We claim that a(M(EX) − e′) = 2(m − 2) if and only if Nu = Nv .
To see the claim, first observe that if Nu = Nv , then M(EX) − e′ is isomorphic
to the join of two graphs H1 and H2, where H1 is a disconnected graph on four
vertices and H2 satisfies the hypotheses of Theorem 2.1 (with parameters mˆ = nˆ =
m − 2 and dˆ1 = dˆ2 = m − 4). Conditions (a) and (b) of Theorem 3.1 are readily
checked, and we deduce that a(M(EX) − e′) = 2(m − 2). Further, if Nu /= Nv , then
let s be a vertex in Nu which is not in Nv and let t be a vertex which is in Nv and not
Nu. Consider the subgraph obtained from M(EX) − e′ by deleting all the vertices
except u, v, s and t . The corresponding principal submatrix of the Laplacian has two
eigenvalues strictly smaller than 2m − 4. So by Cauchy interlacing inequalities we
have that a(M(EX) − e′) < 2(m − 2), thus establishing the claim.
Observe that after a suitable permutation of the vertices in X and Xc we may
assume that the Laplacian matrix corresponding to M(EX) with m = n and d1 =
d2 = m − 2 is
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(2m − 2)I − J −(J − I − P)
−(J − I − P T) (2m − 2)I − J
]
,
where P is an m × m permutation matrix with zero diagonal. Then Nu = Nv for a
pair of vertices u, v in X if and only if the (u, v) and (v, u) entries of P are equal
to one. We thus conclude that an edge can be deleted from M(EX) while still main-
taining equality in (1) if and only if the permutation corresponding to P includes
a transposition. In particular, if P is the permutation matrix corresponding to the
directed m-cycle for example, then no edge can be deleted from M(EX) to preserve
the algebraic connectivity.
For the remaining cases m − 3  d2  m/2 (and for general admissible n), we
will show that there exists a graph M(EX) (as constructed in section 2) and an
edge e0 in M(EX) such that M(EX) − e0 satisfies the equality in (1). In particular,
a(M(EX) − e0) = d1 + d2.
To construct such a graph we first consider the complement, Gc. Suppose that the
vertices of Gc are partitioned into two sets X and Xc, where |X| = m and |Xc| = n.
Since both d2  m − 2 and d1  n − 2, we further partition X into two sets X1
and X2 with |X1| = m − d2 and |X2| = d2. Similarly, we further partition Xc into
two sets Y1 and Y2 with |Y1| = n − d1 and |Y2| = d1. Since the tuple (m, n, d1, d2)
satisfied condition (B) it follows that we can construct the graph Gc as follows:
1. The subgraphs induced by X and Xc are both empty;
2. Join all the vertices in X1 to all of the vertices in Y1;
3. Insert any bipartite graph with vertex partition X2 and Y2, that has the property
that any vertex in X2 is adjacent to n − d1 vertices in Y2 and any vertex in Y2 is
adjacent to m − d2 vertices in X2.
Item (3) is possible since condition (B) is satisfied, and d2  m/2 and d1  n/2
both hold. Then it follows that the complement of this graph, G, is isomorphic to
some M(EX) with associated tuple (m, n, d1, d2). Moreover, by construction, it is
not difficult to verify that G (or M(EX)) is also isomorphic to H1 ∨ H2, where the
vertex set of H1 is X1 ∪ Y1 and the vertex set of H2 is X2 ∪ Y2. Also by design H1
is disconnected and nonempty. So we can apply Theorem 3.1. Since if we delete
an edge from H1, then the conditions of Theorem 3.1 will still hold, and hence the
perturbed graph will satisfy the equality in (1).
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