Abstract. While listeners' emotional response to music is the subject of numerous studies, less attention is payed to the dynamic emotion variations due to the interaction between artists and audiences in live improvised music performances. By opening a direct communication channel from audience members to performers, the Mood Conductor system provides an experimental framework to study this phenomenon. Mood Conductor facilitates interactive performances and thus also has an inherent entertainment value. The framework allows audience members to send emotional directions using their mobile devices in order to "conduct" improvised performances. Audience indicated emotion coordinates in the arousal-valence space are aggregated and clustered to create a video projection. This is used by the musicians as guidance, and provides visual feedback to the audience. Three di↵erent systems were developed and tested within our framework so far. These systems were trialled in several public performances with di↵erent ensembles. Qualitative and quantitative evaluations demonstrate that musicians and audiences are highly engaged with the systems, and raise new insights enabling future improvements of the framework.
Introduction
A large body of recent research in the area of music and emotions focusses on listeners' response to music, which may be studied in terms of expressed or perceived emotions, and in terms of induced or felt emotions. Thorough reviews of these works from the perspective of Psychological research as well as Music Informatics are presented in [24] and [4] respectively. However, the role of emotions felt by artists in the construction of expressive performances has been studied less frequently. Recent work [26] showed that performers experience both musicrelated and practice-related emotions. For some artist or musician, performing involves feeling music-related emotions in order to "get into the mood" of the piece being played, whereas for others, performing is more a matter of deliberate conscious awareness and planned expressiveness, i.e. "knowing" music-related emotions, rather than "feeling" them [26] .
Our present work deals with another aspect of music and emotion which is also scarcely studied: the communication of emotions between listeners (the audience) and performers. We describe a novel framework called Mood Conductor (MC) to create interactive music performances. The framework allows members of the audience to indicate the emotional content they find most desirable in the context of improvised music. The term "conductor" is used hereby metaphorically to refer to the act of conducting, which is the art of directing a musical performance by way of visible gestures. Through the use of the Mood Conductor App 1 , audience members of a music performance are able to communicate emotional intentions to the performers using their mobile devices: smart phones, tablets or laptops. Performers are made aware of the audiences' intentions by visual feedback operating in real-time. The framework is adapted to musical improvisation situations, which may be defined as a creative activity of immediate musical composition, combining performance with communication of emotions and instrumental technique, as well as spontaneous response to other musicians [11] . In our framework, the emotional intentions communicated from spectators to performers represent exogenous directions which constrain the musical improvisation in an interactive way.
The three main components of the Mood Conductor framework are a i) web-based application optimised for mobile devices, ii) a server side engine for aggregating and clustering data from the audience, and iii) a visualisation client providing feedback for the musicians and the audience.
The gradual development of the framework including the tuning of the systems' parameters was based on several interactive music performances over the course of almost two years. Concerts were held at Wilton's Music Hall in London, UK, during the 'New Resonances Festival' held in conjunction with CMMR 2012, the Cathedral of Strasbourg in France, Queen Mary University of London (QMUL), UK, the Barbican Arts Centre in London, UK, and an artistic event during the International Conference on A↵ective Computing and Intelligent Interaction (ACII 2013) in Geneva, Switzerland [9] . Di↵erent music ensembles were involved, including the vocal quartet 'VoXP', composed of four professional singers that graduated in Jazz and Classical Music from the Conservatoire National de Strasbourg, as well as a jazz/rock trio and quintet. The di↵erent systems were evaluated using online surveys as well as a controlled comparative study conduced in the lab environment at the Media and Arts Technology Laboratory of QMUL. The results of thorough formal evaluation of the first two systems are summarised here while more details can be found in [17] and [18] .
The need for the Mood Conductor framework grow out of real-world problems the VoXP quartet was facing when trying to create interactive improvised per-formances during their music studies. We invite the reader to watch a YouTube video 2 showing the system in use with the VoXP singer quartet 3 . The remainder of the paper is organised as follows. Section 2 highlights important related works and details the rationale behind selecting the underlying model of emotions for the interactive and visualisation interface of the framework. An overview of the architecture of the Mood Conductor framework is detailed in Section 3. Section 4 details the specific di↵erences between the di↵er-ent MC systems, the di↵erent music performances, as well as the evaluations and the iterations of the framework. Finally, in Section 5 we summarise our findings, outline our conclusions and the future perspectives of Mood Conductor.
Related Works and Model Selection
The most striking examples of constrained or directed improvisation occur in the theatre [14] when an improvisational troupe invites the audience to supply a theme and some constraints and then develops a rendition of the theme that also meets the constraints [12] . This principle was adapted to the human computer interaction (HCI) domain by [12] who developed an interactive story application for children using intelligent agents.
Interactive Systems in Musical Applications
In the musical domain, directed improvisation commonly occurs in jazz and other musical performances [8] . The literature on live music improvisation systems involving audience-performer interaction is however very scarce and to the best of our knowledge, Mood Conductor is one of the first systems of its kind. The system fosters a new chain of communication between audience and performers which di↵ers from the classic composer-performer-listener model adapted to Western written music [15] . A distributed interaction framework that supports audience and player interaction during interactive media performances was proposed in [23] . [3] describes a "cheering meter" application o↵ering a visualisation of audience reactions which has been shown to increase the sense of participation among the audience at large-scale rap music performances. The system developed by [13] draws on facial emotion recognition technology to create art installations reacting to or mimicking audience changes in emotional expressions.
Arousal-Valence as a Model for Interaction and Visualisation
The Mood Conductor visualisation components rely on the two-dimensional arousal-valence (AV) model proposed by Thayer [25] and Russell [19] to characterise core or basic emotions (such as "happy", "calm", "sad", "anger", etc.). The experiments described in [21] demonstrated that the AV model provides a reliable means for collecting continuous emotional responses to music. In our framework, the AV space is used in a reciprocal way, to collect emotional intentions in real-time.
We choose the AV model as basis for the Mood Conductor client and visualisation interface, because it overcomes some of the problems commonly associated with categorical emotion models, such as the discretisation of the problem into a set of landmarks, which prevents emotions which di↵er from these landmarks to be considered. Additionally, it was empirically shown to be a good representation of internal human emotion states [25] , that is also relevant in the music domain, where emotion classes can be defined in terms of arousal or energy (how exciting/calming musical pieces are) and valence or stress (how positive/negative musical pieces are) [4] .
Albeit higher dimensional models were also developed, such as [1] , the interaction based on these models would almost certainly be less intuitive and the interface would be more cumbersome. It would also present a higher cognitive load distracting the audience members from the performance. We do not however rely solely on the AV model. The client interface also shows a mood tag closest to the selected position, allowing easier interpretation of the space, without restricting audience members to select a distinct emotion category, creating an interface that fuses dimensional and categorical emotion models.
The graphical user interface of the Mood Conductor client application shares similarities with that of 'MoodSwings' [16] , a collaborative game that was developed for collecting music mood labels. However, in MC, the user interface displays mood tags, rather than emotion faces [22] , to help users finding the relationships between locations in the space and their associated emotions, thus bridging the gap between the dimensional and categorical approaches [4] .
Overview of the Mood Conductor Framework
The Mood Conductor framework consists of a shared system architecture and some common organising principles that facilitate a novel form of interaction between performers and the audience. Di↵erent systems have been built and evaluated so far within this framework. This section describes the common system components and principles, while the implementation details of the respective system variants are given in Section 4.
Common System Architecture
The Mood Conductor framework consists of three technical components that form a client-server architecture. The first component is a smartphone friendly Web-based client program. This client allows for any member of the audience with an internet and Web browser enabled smartphone (or other mobile device) to indicate emotions during a music performance, thus collaboratively "conduct" the performance.
The second component is a server-side application that provides two conceptually separate application programming interfaces (API) implemented within the same process. The smartphone client API allows for collecting data from the audience, and also exposes a JavaScript program that is run by the mobile client's web browser. The visual client API allows for retrieving aggregated and clustered user input from the server, as well as configuring some of the server-side parameters. Concerning client-server communication, Mood Conductor follows a representational state transfer (REST) style design [10] . More details about the server side implementation and the clustering process are provided in the the respective descriptions of each Mood Conductor system variant.
The final component of Mood Conductor is a visualisation client that may be run on a conventional PC or laptop with video output. This client allows for projecting or otherwise visualising cumulative user input. The video output is displayed to the performers who may use this as guidance during improvisation. The visualisation is also projected on a (typically large) screen behind the performers for visual feedback to the audience. Figure 1 shows the components of the framework. In the rest of this section, we describe how these components work and interact.
Mobile Client Application
Mood Conductor opens a real-time communication channel in the context of improvised music performances. The mobile client allows the audience to indicate a target mood or emotion they would consider desirable, interesting, appropriate or otherwise aesthetically pleasing, and they would like to be expressed by the performers. This is achieved using a Web-based application suitable for smartphones that provides a easy to use interface to indicate emotion on the two dimensional arousal-valence (AV) space [19, 25] , ranging form roughly positive to negative on the x axis, and calm to energetic on the y axis. The emotion tags closest to the selected point on the AV plane, such as "joyful" or "relaxed", are also shown on screen.
The client is a Web-based application written in JavaScript and HTML5 that runs in any modern Web browser. It is automatically downloaded when a designated URL 4 is dereferenced. This design allows Mood Conductor to be used in a platform independent manner on any mobile phone that is capable of accessing the internet and running a conventional Web browser. The client displays an interactive screen showing the arousal-valence space (see Figure 3a) and allows for selecting an emotion coordinate. The client recognises the coordinates of prominent mood words using di↵erent databases of mood word to AV coordinate mappings. These databases are described in Section 4. The selected mood coordinates are communicated to server by a designated API call using an XML HTTP request.
Mood Conductor Server
Individual user inputs are clustered by a server-side application that is also accessed by a visualisation client which produces a projection of the cumulative responses. The Mood Conductor server is a Python program written using CherryPy 5 , a self-contained Web application server library. The server provides two simple APIs for communication with the audience (mobile) and visualisation clients. Most importantly, the server accepts data from the audience and registers the coordinates of the selected emotion, as well as the corresponding time. Note that for simplicity potential network delays are ignored in the current implementation. The server aggregates the user input using a real-time constrained clustering process described in Section 4.1. The purpose of the clustering is to reduce the complexity of user inputs, and aid visualisation that facilitates the interpretation of audience interaction by the performers. Essentially, the server provides an API function to be accessed by the visualisation client to retrieve data from the server. This provides information such as the cluster centres, the number of input samples or observations assigned to each cluster, and the time when each cluster was spawned.
Visualisation Client
The Mood Conductor visualisation client dynamically creates a graphical representation of the aggregated and clustered user input. The program is written using PyGame 6 , a Python-based real-time game engine, which in turn is based on the Simple DirectMedia Layer (SDL), a cross-platform, free and open source multimedia library written in C. Thus, the Mood Conductor visualisation client can be executed on any modern personal computer or laptop. The visualisation client accesses the server and retrieves aggregated data from the audience via its REST-based API. In later versions of the system (from MC System 2), it also serves as a client for an operator who may modify the server side clustering parameters during a performance. The need for this capability became apparent when trialling the system with a large audience.
Di↵erent visualisation modes have been implemented, all relying on projecting aggregated user input into the the arousal-valence model of emotions [19, 25] . These modes range from the display of simple clustered data represented by coloured spheres, to showing a continuously evolving emotion trajectory in the AV space. The details of these visualisation models are presented in Section 4 in the context of each respective system variant.
User Data Collection
The Mood Conductor server maintains a performance log in which we collect information about the audience indicated emotions registered by the server. This process logs the IP address of each device for each received input, together with the coordinates of the indicated position on the AV plane, and the time of registration for each data point. The data collection is implemented simply by using the logging facilities of the web application server. Table 1 summarises the data collected in four Mood Conductor performances in di↵erent venues and with significantly di↵erent audience sizes. Albeit the system logs IP addresses, individual user tracking is not yet implemented as we preferred an anonymous model for the interaction with the mobile client requiring no registration or login. However, we plan for assigning individual random identifier for connecting clients in the future, to make better use of individual emotion trajectories. As can be seen from the data, IP addresses alone cannot server this purpose, since mobile operators may assign IP addresses in a way that does not resolve individual clients, and also clients may be connected to a central WiFi network of the venue. This was the case during the last concert held in conjunction with the ACII2013 conference, hence the low number of registered IP addresses despite almost all conference participants were present during the conference and interacted with the application.
Performance Simulation
The Mood Conductor framework has the capability to simulate interaction based on data collected from previous performances as described in Section 3.5, or based simply on random data. This data allows us to replay a performance, i.e. recreate the visualisation by providing the clustering and visualisation process with input data identical to what was sent by the audience during a concert performance. The purpose of simulation is twofold. On one hand, it enables fine tuning the visualisation parameters in the absence of a real audience. On the other hand, it serves the means of practicing the interpretation of the kind of visuals generated by the system during rehearsals. Albeit the initial concept of Mood Conductor was developed in collaboration with the VoXP quartet, several performances were held with a diverse range of artists who have not experienced the system before. The simulation capability proved very valuable in preparation for these performances. The simulator itself is implemented as a separate application that parses server logs and sends timestamped messages to the Mood Conductor server. Therefore it can also be used to test the capabilities of the network available at di↵erent performance venues.
Evaluations and Iterations of the Framework
The Mood Conductor framework follows a common system architecture and some basic principles with regards to the interaction and visualisation models. Several variants with di↵erent features have been built and evaluated so far. These variants can be grouped into three systems based on their user clients and visualisation modes, representing three landmarks in the development of the framework. Figure 2 illustrates the development process, the distinctive features of these systems, and their relation to concert performances and evaluations conducted in conjunction with these performances. In this section, we provide the technical details of each system, describe the respective performances where each system was used and trialled, detail on the evaluation methods and observations during these performances, and outline the results and conclusions which enabled further developments of the framework.
MC System 1
The initial version of Mood Conductor (MC System 1) was developed for the 'New Resonances Festival' held during the CMMR 2012 conference. This version featured the simplest mobile client interface and cluster-based visualisation as described in the following sections. System 1 was used during the first three Mood Conductor performances. Figure 3 shows its interface and a photo taken during concert #3 with the visualisation projected in the background. Mobile client interface The interface of the first system (see Figure 3a) allows the user to indicate emotion on the two dimensional arousal-valence (AV) space, which was shown to be a good representation of internal human emotion states [25] , that is also relevant in the music domain. While this provides an e↵ective way to gather the intent of each individual user in a continuous space, we do not consider the space to be readily interpretable by any member of the audience. We therefore combine the continuous representation with a discrete emotion model provided by a small number of mood tags displayed in the AV space. To find a mapping between mood words and AV coordinates, system one uses the A↵ective norm for English words (ANEW) database [5] developed to provide a set of normative emotional ratings for a large number of words in English. To avoid confusion resulting from the potential proximity of several words on the AV plane, especially when a small screen is considered, the system uses only some selected words from ANEW such as "serious", "relaxed", "calm", "fun" or "sad", that were deemed dominant in the authors opinion.
To prevent any single user from overwhelming the system by repeatedly selecting the same or di↵erent emotions, the client employs a blocking strategy that does not allow transmitting a di↵erent emotion within a predefined time limit. This time limit is experimentally defined, and currently set to 1000 ms. Albeit, this mitigates problems resulting form quickly repeated clicks, it still enables users to emphasise a certain area in the emotion space, potentially competing with other users.
Visualisation The visualisation created by MC System 1 is also based on the arousal-valence model. Clustered user inputs are projected on the AV plane. Each cluster is represented by a spherical coloured blob drawn over dark background, whose size is proportional to the number of input samples associated with the cluster. The colours are selected using a gradient colour map that associate areas of the AV space with conventionally accepted colours 7 (e.g. anger with red) of prominent moods. While this selection is fairly subjective, it serves only an aesthetic purpose in our application. Each blob is then drawn using a colour gradient generated between the selected emotion colour and the background. This produces a 3D e↵ect which may create the impression that the clusters are represented by "planets" or "stars" in the "universe of emotions"
8 . The size of each sphere may be changed dynamically as new user inputs are assigned to clusters using a slow animation. To better reflect the continuously changing nature of emotion expressed by improvised music, the visualisation of each cluster is time limited. Unless new input is registered for a given cluster, its corresponding blob is faded towards the background colour at a constant rate by decreasing its opacity (alpha channel value). In the current implementation, each blob is faded away in a fixed period of time (several seconds) after the last input is registered for that cluster. The next section provides more specific details about the clustering and visualisation method.
Time-constrained Real-time Clustering The main algorithm driving the visualisation system uses a time-constrained real-time process, conceptually related to nearest neighbour classification [7] , mean-shift clustering [6] , and ensemble tracking [2] .
User input is organised using a maximum of N clusters that correspond to blobs B i (i = 1, 2, ..., N) 
and T s a temporal kernel such that
where s and ⌧ s are server-side parameters representing spatial and temporal tolerances. For every user input S received via the smartphone API, a new cluster is constructed if nb S in equation (3) evaluates to zero, that is, if we can not find an existing cluster within the spatial and temporal constraints designated by s and ⌧ s to which the new input might be assigned to.
In case nb s 1, the input is associated to the cluster denoted B 0 that minimises d(x s , x i ) for all B i , where d is the Euclidean distance. In essence, this makes the process adhere to a nearest neighbour classification rule which minimises the probability of classification error [7] . The parameters of B 0 (x In an alternative implementation to be tested in the future, we may update x 0 to shift towards the cluster centre defined by the new sample mean of registered audience inputs, similarly to a k-means or mean-shift clustering approach [6] . However, this may create abrupt changes in the appearance of already displayed clusters. It remains future work to assess the usefulness of this alternative technique from our application's point of view.
In the current implementation, we set N , the number of clusters displayed at any one time, to an experimentally defined fixed value (see next section).
Clusters and associated colour blobs are removed if this value is exceeded. The mechanism is implemented using a fixed length first-in, first-out (FIFO) queue. Moreover, regardless of their position in the queue, colour blobs are removed by the visualisation client when their age exceeds the predefined time threshold ⌧ c . This parameter is linked to the server side parameter ⌧ s , albeit they may be adjusted separately.
Performances with MC System 1 Three interactive music performances were organised using MC system 1 (see Fig. 2 ). The firs two were held in collaboration with vocal VoXP, while the third performance was held in collaboration with a jazz/rock trio (drums, bass, guitar). These performances provided means for fine tuning some of the parameters of the system during rehearsals, as well as for evaluating the system using informal feedback from the audience as well as the musicians, and by conducting online surveys.
Concert #1 was held during the CMMR 2012 "New Resonances Festival: Music, Machines and Emotions"
9 with an audience of about 60 people. The three primary parameters defined for the visualisation and clustering algorithm are N the total number of clusters or blobs allowed, s the spatial proximity tolerance that governs how inputs are assigned to existing clusters, and ⌧ s the temporal constraint on clustering. During rehearsals these values were set to N = 15, s = 0.08 (in normalised Euclidean space) and ⌧ s = 17s.
Concert #2 was held as part of the Electroacoustic Music festival "exhibitronic#2". More than 150 members of the audience used the system 10 . During this concert, we used the same parameters as described above. While this worked well overall, we found that the visualisation became cluttered or chaotic during parts of the performance, especially in the first couples of minutes. This suggested that the clustering parameters need to be tuned di↵erently for larger audiences, and also that there is a learning curve while the audience tries to familiarise with the application, and discover the meaning of locations and associated mood words on the AV plane. Musicians may also need time to learn how to adapt to more diverse responses of a large audience. Mutual adaptation however gradually allowed the performance to converge towards common directions and the audience suggested emotions to become more uniform.
The third performance was held in the Harold Pinter Drama Studio as part of the 'New Musical Interfaces' concert, with a drums, bass and guitar trio, playing improvised electroacoustic music influenced by jazz and rock. During concert #3, the audience was asked to start and stop the performance using the Mood Conductor application to emphasise the idea of "conducting" the ensemble. To this end, the musicians started the performance as the audience started to interact, and stopped a piece as the audience stopped the interaction. This idea however was only partly successful as the audience preferred to interact continuously, therefore the performance consisted of a single improvised piece. Based on our experience from the Strasbourg performance, two modifications to the system were introduced before this concert, in order to better accommodate for a larger audience. We configured the visualisation parameters slightly di↵erently (N = 18, s = 0.15 and ⌧ s = 12s), which provided smoother visual feedback with a larger audience. This is probably due to the fact that more similar moods were clustered together as a result of the increased s parameter, and higher number of colour blobs were allowed at any one time, resulting in fewer deletions as blobs are dropping out of a fixed length queue, i.e., more blobs were allowed to fade out gradually. Finally, to accommodate potentially swifter responses, the ⌧ s parameter was decreased.
Collected data analytics We collected data from the audience during the performances in the Cathedral of Strasbourg (concert #2) and the Harold Pinter Drama Studio (concert #3, see summary in Table 1 ).
During concert #2, the system received between 3 and 17 indicated emotion responses each second with 6.22 responses per second on average. With respect to the AV plane [19, 25] , the highest number of responses occurred along the diagonal corresponding to "tiredness" vs. "energy" in Thayer's model, with a high number of responses in the negative-low ("melancholy", "dark", "atmospheric") and positive-high ("humour", "silly", "fun") quadrants. A richer cluster of responses was observed in the middle of the plane and at the positive end of the valence axis corresponding to mood words such as "happy", "pleased", or "glad".
During the third concert, between 1 and 15 indicated emotion responses were received each second with an average of 3.72. Since the performance was almost twice as long, but the size of the audience was smaller (about 40-50% of that in concert #2), these data seem to indicate a very similar level of engagement during these two concerts. A similar pattern of audience responses can be observed with regards to the AV plane with one notable di↵erence. A more emphasised cluster of mood indications can be observed in the quadrant corresponding to negative valence and high arousal ("aggressive", "energetic", "brutal"), which seems to suggest a di↵erent genre bias in case of the rock/jazz influenced performance.
Qualitative observations Informal observation on the evolution of these performance suggests that the behaviour of the audience members includes exploratory, genuinely musical, as well as possibly game-like interaction. Exploratory interaction commonly happens during the first phase of a performance, and may be explained by two factors: i) the need for exploring the emotion space (e.g. the assignment of mood words to positions on the AV plane), and ii) observing the initial response of the performers to the clustered and visualised audience input. This phase is occasionally followed by a period of time where audience members focus on di↵erent quadrants of the AV plane, or di↵erent contrasting emotions. This behaviour was observed for short time durations of up to 20-30 seconds. It may be interpreted as game-like, i.e., audience members converge, but try to steer the performance towards di↵erent contending directions.
As performances evolve and the audiences' understanding of the system deepens, a slower and more balanced interplay between performers and listeners develops. During this phase, the majority of audience members appear to focus on a prominent emotion area, typically indicating related emotions that are close to each other on the AV plane. The audience either moves slowly from a given emotion to other musically relevant emotion, or start to follow a new emotion selected by a minority in the audience. The observed convergence of listeners often leads to a slowly evolving trajectory spanning the AV plane, and allows the performers to express each emotion area more deeply, as well as to explore how musical improvisation techniques may be used to convey particular emotions. These informal observations allow us to form a number of hypotheses about the commonly occurring interaction types with Mood Conductor and the overall effectiveness of the system. Testing these hypotheses using the collected data (see Section 3.5) constitutes future work.
Evaluation We conducted a user survey [17] to assess the various components of MC System 1 (web application, data visualisation technique), collect feedback on the experience and level of engagement during live performances, and collect suggestions for improvement. Two sets of self-completion questionnaires were designed for audience members and performers using the surveymonkey.com platform. Participants from Concerts #2 and #3 (see Figure 2) were invited to take part in the online survey by email. In total, 35 participants comprising 29 audience members and 6 performers (3 singers, 1 guitarist, 1 bass player, 1 drummer) took part in the experiment. The answers from audience and performer participants are summarised in Figures 4a and 4b .
As can be seen in Figure 4a , about two third of the audience participants found the web application easy to use. This result highlighted the relevance and intuitiveness of the arousal/valence (AV) space as a means to convey emotional cues (note that audience members were given explanations on the AV space and how to use the app prior to the performances). Although a large proportion of participants found the mood tags and AV space colour mapping helpful, the fact that it didn't reach a consensus showed scope for improvement in the design of the user interface. The strongest flaw of the system was shown to be the cluster-based visualisation as more participants found it unclear and confusing rather than the opposite. Relatedly, most audience participants were not sure as to whether the emotional cues conveyed using the app had been followed by the performers well. The feedback from performers on the visualisation (see Figure  4b) corroborates that of audience participants, as two third of the performers found the visualisation unclear and none of them found the emotional cues easy to follow. Although MC System 1 was generally judged to be distracting when creating musical improvisation by performers, all of them expressed a strong interest in performing again with the system and its future iterations.
The audience participants highlighted several issues with the web application. A better adaptation of the user interface to the dimensions of mobile devices' screen and a more attractive design was sought for. Some participants mentioned that there were some latency after selection on the screen. It is worth noting that a delay was introduced intentionally to throttle the bandwidth, and also to prevent a single user from overwhelming the system. Some participants didn't know whether they had to tap a point continuously or only once on their touch screen for the data to be sent and wished to be able to see the mood tags before selecting an emotion point in the space. Refining the discretisation of the AV space to cover more mood categories was another suggested improvement. Some participants suggested to add an "introduction" or "clear instructions" in the application to guide users. MC System 1 web application issues Proposed solutions in MC System 2 The interface does not consistently fit mobile devices' screen sizes.
Platform-dependent adjustment of the UI size.
More attractive user interface
Partial solutions: refinement of the color transitions in the AV space canvas. Mood tags displayed in the AV space rather than at the bottom. No clear instructions on how to communicate with performers.
Adding of help instructions in the web app. Data are sometimes sent unintentionally. Adding of a button to choose when to send the data. Occurrences of delay between selection and visualisation.
Adding of warnings when emotional cues are sent too rapidly.
MC System 1 visualisation issues
Proposed solutions in MC System 2 The clustered bubbles shown on screen are confusing.
New visualisation with based on the moving vote average. Audience and performers have di culties to interpret the data.
New visualisation with based on the moving vote average. Changes of emotional intentions are too fast to follow for performers.
Adding constraints on moving average trajectory.
Some suggestions made by both audience participants and performers indicated that the visualisation would become clearer if it was possible to follow a single emotional cue, for instance the average of the audience's votes. Some participants indicated that, as in the app, mood tags should be displayed to help uncovering the emotions related to the clusters. The suggestions of the performers reached a consensus on several points: (i) when split votes occurred in the audience, it was very hard to figure out which emotional direction to follow, (ii) even in the case of a single emotional direction, time was required to be able to satisfactorily interpret the associated emotion, (iii) the changes of emotional directions were too fast to follow. Table 2 summarises the issues arising from the evaluation of MC System 1 and the proposed solutions implemented in MC System 2.
MC System 2
Mood Conductor System 2 was used during the evaluation experiment held at the Media and Arts Technology (MAT) Laboratory of QMUL. The system features an improved mobile device interface and a new visualisation model that uses a time-varying emotion trajectory projected in the AV space. The purpose of this system was to evaluate the changes proposed in the previous section in a controlled laboratory environment. Figure 5 illustrates the new mobile client interface and the changes to the visualisation model. The following sections describe the implementation details between system 1 and system 2. Mobile Client Interface The client interface of this system (see Figure 5a ) features a colour space with finer colour gradient on the canvas, and most importantly, a di↵erent interaction model that requires the user to press an additional button to send information to the server, rather than sending information at every touch of the screen (assuming a touchscreen device). Additionally, mood words are displayed next to a selected area in the AV space, and a help feature was added providing some information about the usage of the client interface.
The rationale behind changing the interaction model arose from two requirements. First, it became apparent during the evaluation of the previous system that audience members often need more time to discover the relationships between mood words and locations on the AV plane. This was supported both by survey data and qualitative observations as well as the tendency of the collected data following a uniform distribution during the first few minutes of the performance while audience members were experimenting with the interface. Second, although System 1 throttled the communication form client to server, it was still possible to overwhelm MC by continuously clicking on a single location, encouraging occasional game-like interaction between audience members. Having to press a button to send a new emotion direction is assumed to encourage more gradual changes in intent during interaction.
Visualisation in System 2 In MC System 1, clusters of emotional intentions are represented as blobs or spheres in the AV space whose size depends on the number of people who have selected an emotional intention in the corresponding area. Using this visualisation model, musicians typically relied on the dominant emotional intention to improvise. However, as pointed out by performers and audience members, it was not always easy to determine which blobs corresponds to the emotional intention of the majority, since blobs located in di↵erent parts of the AV space happened to have similar sizes, especially in the case of large audiences [18] . To overcome this issue, and thus ease the cognitive load on musicians interpreting the visualisation, a continuously moving sphere was added to the visualisation that intends to represent the average emotional direction indicated by the audience. This visualisation follows the normalised weighted average of all active clusters represented by the blob M (x), where x is the spatial coordinate of the moving sphere. A gradually fading trace of M (x) was also added to the visualisation. The coordinates of M are updated upon each change in the cluster configuration according to equation (4):
where B i (x) is the spatial centre of cluster B i , and B i (c) is the number of users inputs associated with that cluster.
Comparative evaluation of MC Systems 1 and 2
We conducted an experiment to compare MC Systems 1 and 2 in the context of a live performance and to determine which of the two systems was judged best by the audience and performers [18] . An improvisation ensemble gathering 5 performers (harp and singer, flutist and singer, guitarist, drummer, keyboard player) was created for the purpose of the experiment which was held in the Performance space of the Media, Arts and Technology program at QMUL. A rehearsal was organised with the performers to let them become familiar with the two systems before the experiment. Two projector screens were used for visual feedback, one located behind the performers for the audience, and the other one located behind the audience, for performers.
27 audience participants were recruited amongst students and sta↵ at QMUL (10 males and 17 females, aged between 21 and 43 years old). Each audience participant and performer was paid for the experiment. The audience participants were divided into two groups (a group of 13 and a group of 14). To account for possible order e↵ects in judgements about the systems, the order of use of the two systems was alternated for the two groups. Each group was first introduced to the MC framework and was given explanations about the arousal/valence space. For each system, two short performances were given during which the audience participants had to use the MC app to convey emotional cues to the performers from their mobile devices or laptops. Right after the end of the interactive performances, the audience participants had to complete an online questionnaire 11 on computers from the MAT laboratory. The performers also completed an online questionnaire 12 after their performances. Figure 6 presents a summary of the audience participants' assessment of the web application and visualisation technique used in MC System 2. 82% of the participants preferred the app in MC System 2 which validated the benefit of the modifications made after the first evaluation, which were listed in Table 2 (e.g. send button, refinement of color transitions, display of mood tags in AV space). However, only 22% of the participants found the help button useful which showed that the instructions have to be presented in a better manner. The improvements in the visualisation of MC System 2 (moving average) were also clearly demonstrated by the survey as 85% of the audience participants found it better than that of the initial system (cluster). While only 17% of the audience participants had found that the emotional cues were well followed by the performers in the previous evaluation of MC System 1 (see Figure 4a ), most participants (79%) found that the performers well followed their emotional cues with MC System 2 (see Figure 6b) . The visualisation improvements provided by MC System 2 were also acknowledged by performers who found (80%) the second visualisation system was better than the previous one and all found that the emotional cues were easy to follow (see Figure 7) , albeit by qualitative judgement, the moving trace was not responsive enough and often stuck in the middle of the space. 
MC System 3
The final system in our current framework builds upon the improvements introduces in MC System 2, with additional modifications in the visualisation model. Both mobile client interfaces remain usable in this system, but in the last performances (concerts #5-7) the user interface of System 2 was used. However, instead of using tags from the ANEW database, we used a music specific tag database obtained by mapping production music tags to locations in the AV space as described in [20] . The main di↵erence lies in the way the desired emotion trajectory is computed.
Visualisation in System 3
To overcome some of the limitations in the way System 2 estimates the emotion trajectory suggested by the audience, we implemented a number of refinements in updating the location of the moving blob and associated trace. Intuitively, we would like new user input that is associated with larger clusters to be weighted higher than other user input, to avoid the emotion directions to be simply 'averaged out' over time. At the same time, to help the musicians' interpretation and artistic rendering of the trajectory, we would like relatively smooth transitions from one area of the emotion space to another, which still depends on choices made by the majority of the audience. However, previous experiments showed that audience members' emotional cues occasionally cluster in dissimilar emotion areas. Albeit we would like the system to be unbiased, artists following the emotion trajectory should be able to explore di↵erent areas of the space. To realise these divergent requirements, System 3 adopts the following model in estimating the emotion trajectory.
Adaptive Emotion Trajectory Estimation Similarly to previous variants of Mood Conductor, in System 3 each user input is organised into N clusters associated with blobs B i (i = 1, 2, ..., N) visualised on screen. Clusters in this system are associated with the 5-tuple (x i , c i , t i , w i , m i ), where x i is the spatial centre of the cluster, c i is the number of observations, t i is the timestamp of the last user input associated with cluster i, w i is an adaptively updated weight, and m i is the time the emotion trajectory is first observed within a spacial tolerance p of the cluster. The update rules for x i , c i , and t i are identical to those described in Section 4.1. The cluster weights are updated using w 0 (w c c + w a a) 7 p at every new user input, where c, a and p are calculated according to Equations 5, 6 , and 7 respectively, while w c and w a are experimentally defined weights using the simulation capability of the framework. The values are currently set to w c = 16 and w a = 0.5.
The parameter c relates to the requirement that we want the trajectory to clearly follow the majority of user inputs. Therefore the weights of clusters with a higher number of observations is higher. However, the dominance of any single cluster should be avoided, therefore we added an adaptively calculated upper limit on the number of user inputs considered. This parameter is calculated as follows:
where c represents the maximum number of user inputs considered. This value is updated once per second and depends on the current input rate, i.e., the number of audience directions sent to the server per second, reflecting the size and activity of the audience. The typical values of c fluctuate between 15-30 with audience sizes of concerts #5-7 (see Table 1 ).
The parameter a allows clusters with newer audience responses to be weighted higher than clusters with older input. It is calculated according to Equation 6:
where t is the current time and B i (t) is the time the last input was assigned to cluster B i . Therefore t B i (t) represents the relative age of the cluster. The time constant ⌧ f is experimentally defined and is set to 10s.
The parameter p depends on the time elapsed since the trajectory was first observed within a spacial tolerance ( p = 0.13 in the normalised Euclidean space) of cluster B i . This parameter relates to the requirement that we would like to facilitate smooth transitions from one area to another on the AV plane, while avoiding a single emotion area to dominate the performance. The value of p is calculated as follows:
where B i (m) is the time the emotion trajectory is first observed within a spacial tolerance of the cluster, and ⌧ p is a time constant currently set to 35s. The value of B i (m) is zero until M (x) is observed within the tolerance of B i , that is, d Eucl (B i (x), M(x)) > p . The e↵ect of this rule is that the weight of cluster B i is gradually diminished if the area has been active and the moving blob M (x) has been close to the cluster for more than the time designated by ⌧ p . The actual visualisation of the trajectory then follows the normalised weighted average of all active clusters, similarly to Equation 4, but with the adaptive cluster weighting B i (w) used in place of B i (c) which depends only on input counts.
Performances Observations MC System 3 was used in two performances (Concerts #5 & 6) held at the end of the Mood Conductor residency during the Hack The Barbican festival (Barbican Arts Centre, London, August 2013) 13 . Concert #5 was given by an ensemble of five musicians including a singer/flutist, a singer/harpist, a keyboard player, a guitarist and a cahon/percussion player while Concert #6 was given in a duo configuration (vocals/flute and guitar). The video provided at the link below 14 shows some excerpts of Concert #5 corresponding to interactions in the four main quadrants of the arousal/valence space (funny, calm, depressive, scary). The concert was well-received with approximately 70 audience members including 49 active participants (see Table  1 ). Qualitative comparisons of video recordings from Concert #3 and #5 shows that the emotional cues from the audience spanned a wide range of emotions across the arousal/valence space in Concert #5 whilst cues in the "sad" and "angry" quadrants were predominant in Concert #3. We hypothesise that this finding comes from two factors, first the improved visualisation system (moving average) encourages the audience to build emotional trajectories in the AV space (in case of completely split votes, the average would be stuck in the middle resulting in neutral/boring performances, so audience members may choose their cues creating movements in the space), second, the emotional cues selected by the audience are influenced by the instrumentation due to a feedback loop with the music being played (the jazz/rock trio configuration of Concert #3 was favourable to playing sad and angry music, therefore audience members tended to be biased toward these emotions, whereas the wide diversity of instruments in Concert #5 and the presence of a harp producing particularly soft timbres invited audience members to try the various quadrants of the AV space).
The VoXP. A video recording of the performance can be found at the link provided below 15 . As for Concert #5, a wide range of emotions spanning the AV space were performed by the vocal quartet over the course of the performance. Qualitative observations of the video recording show that the large amount of incoming data induce frequent changes of directions of the average cluster. Although this encourages musical diversity, this may hinder the performers to establish clear emotions which requires a su ciently large time window. Finding additional mechanisms preventing too rapid shifts of the moving average in the case of "big" incoming data will be the focus of further research.
Conclusions and Future Work
We described Mood Conductor, a novel framework for audience-directed interactive performances that is well suited for facilitating improvisation in music, using a new form of audience feedback. The framework opens a new communication channel between the audience and musicians that proved to be valuable in seven public improvised music performances.
Several variants of the system were built and evaluated in substantially different venues with di↵erent audience sizes. We found that although some parameters of Mood Conductor are sensitive to the number of participants using its Web-based mobile application, the communication works even with suboptimal parameter settings after some adaptation by both the audience and the performers, supported by the analyses of a survey we obtained both from performers and audience members. Several solutions to the parameter optimisation problem might exist. An easily implemented extension allows the use of the new configuration API provided by the server, in order to manually tune the parameters during a performance. Further criteria might be introduced in the algorithm described in Section 4.1 to allow automatic adaptation to the rate and distribution of the incoming data. Lastly, data recorded during concerts may be replayed during rehearsals for further evaluation by the artists. This can be used to create a parameter database that allows for estimating the correct settings for each type of performance and for di↵erent audience sizes.
From a research perspective, one of the main merits and novelty of the Mood Conductor system is that it allows for examining the interaction between artists and audience using technology. The recorded data can be used in music emotion studies, and analysed in the context of recorded audio. More work is required however to evaluate further aspects of the system. It may be possible to further improve the visualisation by employing di↵erent clustering strategies and additional visualisation models to the cluster and trajectory based models tested so far. For instance, mean-shift clustering [6] may represent the user input more accurately, on the expense of potentially more complex visualisations. The AV space may be replaced by other dimensional representations of emotions, and the blobs may be replaced by several continuous trajectories.
In the first parts of Concerts #5-7, the performers played several improvisations based on predetermined emotion trajectories (e.g. from calm to neutral to angry). Audience members were asked to use the MC app in a reverse manner, i.e. to rate the emotions perceived in the musical improvisations played by the performers, rather than to send emotional cues. Future research will look at finding the correlations between the emotional intentions of the performers and the listeners' data collected with the MC app.
An intriguing research question is presented by the need to define a reliable and objective measure of coherency that reflects the overall quality of communication between musicians and the audience. To this end, we may develop two alternative client interfaces that allow to split the audience into two groups: one conducting the performance as initially devised in our system, the other indicating perceived emotion. A possible way to define a coherency measure is then to select suitable correlation statistics to be calculated between the data sets collected from the two groups, appropriately corrected for a possible time lag.
