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RCaumC. La modelisation des systemes distribues est un sujet qui a deja fait couler beaucoup 
d‘encre. On prcsente ici un nouveau modele qui s’inspire de la theorie des langages. Son originalite 
par rapport aux modeles developpes dans ce cadre est le refus de rep&enter le parallelisme par 
I’intercalage des actions concurrentes. Les idees fortes reprises ici sont issues des langages CSP 
et ESTELLE. II s’agit principalement de I‘ind+endance totale des processus en dehors des 
synchronisations, ces derniires &ant des rendez-vous. Un element du modG/e d . i~t,ribut; sew essen- 
tiellement un vecteur d’histoires (une pour chaque processus) et un ensemble de synchronisations. 
Une fois le modele defini, on introduit les notions de longueur, concatenation, ordre prifixe, 
borne superieure et produit infini. Le modGfe distribue’ est ainsi muni de toutes les operations 
necessaires au developpement aisi de semantiques. Enfin, on mom;; que la partie finitaire du 
modtYe dislribue’ est isomorphe au monoi’de partiellement commutatif (mpc). On donne alors les 
bases d’une extension infinitaire du mpc. 
Abstract. Many researchers are engaged in the field of distributed systems modelizdtion. We 
present a new modei inspired by the language theory. Its particularity within this theory is the 
rejection of interleaving for the representation of concurrency. Yere, the main ideas are botn 
from languages such as CSP or ESTELLE. The point is mainly the real lack of dependency 
between processes apart from synchronisations, which are rendez-vous. Once the model is defined, 
we introduce, as in the infinitary free monoi’d, notions such as length, concatenation, prefix orderc 
upper bound and infinite product. So the distributed model is provided with all the operations 
necessary to develop semantics. Then, we prove that the finitary part of the distributed model is 
isomorphic to the free partially commutative monoi’d (fpcm). Finally, we settle the bases of an 
infinitary extension of the fpcm. 
I1 n’est plus nkessaire de souligner l’importance du parall~lisme et des systi: 
distribuk. De nos jours, les machines multiprocesseurs se vulgarisent, les r&eaux 
locaux sont utilisb dans presque tous les laboratoires d’infor 
rCseaux 2 grande distance (transpac), ils arrivent i s’infiltrer d 
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foyers (minitel) permettant un accks aisb & de gigantesques bases de donnees et B 
beaucoup d’aurres services. 
Ii est aussi bien connu que ies probiknes ii&s i i’algorithmique du paraiiiiisme 
t ~~1s co,mmune mesure avec ceux de i’aigorithmique siquentiel e. Le concepteur 
de protocoies se heurte 5 des prob%mes de biocage, de vivacitg, d’iquite, de 
terminaison auxqueis 11 est bien difficiie d’apporter des reponses. Le besoin de 
modkies th&oriques pour dkrire et itudier ces aigorithmes distribuCs s’est ainsi tr8s 
nettement fait sentir. Un grand nombre de modGies a aiors vu ie jour, chacun &ant 
pila&! par des a priori diffkents. Dans ces conditions, ill faut justifier ie besoin d’en 
construire un autre. Si ies ibees sw iesqueiies ie mod*ie se fonde peuvent se retrouver 
dans d’autres travaux, elies n’ont jamais &5 reunies de la sorte. Afin de priciser 
ceia, nous aiions examiner quelques uns des principaux mod$ies du paraiiiiisme. 
1. I. Les mod&s intercal& 
L’i&e importante qui a inspire tous ces mod&ies est probabiement issue des 
sy&mes d’expioitation muititkhes. Ii s’agit de rep&enter le fait que piusieurs 
tkzhes peuvent s’exkuter simuitankment sur un seui processeur. Dans ct’ genre de 
syst2me, tout se passe comme si plusieurs processus “tournaient” en mEme temps. 
Mais qu’en est-ii au niveau atomique? Ii est ciair que ie processeur, iui, est siquentiei. 
Ii exkutera done un morceau du processus P, , puis un morccdu du processus Pz, 
etc. Pius tard, ii reprendra i’exkution des processus en attente. On voit done au 
niveau atomique qu’ii y a intercaiage des actions des divers processus actifs. Ii est 
bien siir impossible de savoir & i’avance comment se fera cet intercaiage. Ii dipend 
de phinomknes imprivisibies comme ie nombre de processus actifs simuitan&nent, 
i’attente d’une donnCe pour un processus, etc. On est done wntraint B considerer 
tous ies intercaiages possibies. Du point de we de la thCorie des iangages, ceia 
donne lieu 5 de nouveaux opirateurs comme ie “shuffle” [S, 191, ie produit de 
mixage [20], etc. Le premier considke tous ies mGianges possibles de deux comporte- 
ments. L’idCe est dt 111., - -ndC!iser ies intercaiages de deux processus totalement indkpen- 
dants. Puisque tous ies mCianges sont autoriGs, ii est imp@ssibie de mo&iiser une 
quelconque synchronisation entre ies processus. Le produit de mixage, quant ti iui, 
ripond B ce probiitme. Intuitivement, si une action est commune & deux processus, 
on consid&e qu’ii s’agit d’une action unique. On intercaie aiors ies iettres distinctes 
et on synchronise ies lettres communes. 
Toujours du c6tC de la thkorie des iangages, ie monoi’de partieiiement commutatif 
(mpc) est un modkle du paraiiiiisme de meme nature [4,2,5,6]. On considkre une 
relation de commutation 8 sur ies icttres d’un alphabet A. PrkisZment, deux iettres 
vont commuter si eiies correspondent 2 des actions indbpendantes de deux processus 
distincts. Par contre, deux actions d’un m6me processus ne commuteront pas (ies 
processus sont s6quentieis). Si on considke dans A* we classe d%quivaience pour 
-B (congruence engendrie par e), on retrouve bien tous les intercalages possibies 
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correspondant a un comportement global du systeme. Le nombre impressionnant 
de recherches faites autour du mpc traduit tout son inter$t. Cependant, comme on 
le verra dans le suite, il y a un certain nombre de caracteristiques des systemes 
distribu@s qui sont mod6lisees de faGon discutable. C’est pour mieux rep&enter 
ces traits que certains autres modlles ont et6 introduits. 
Avant de s’y interesser, signalonb encore un autre modele tres important de type 
intercale. 11 s’agit de CCS introduit dans [ 131. Le but est de decrire un systeme par 
un terme d’une algebre. Cette algebre est formee B partir d’un certain nombre 
d’operateurs (sequentialit& choix non dtterministe, etc.) dont en particulier une 
composition parallele notee 1. Des regles de reecriture associees a chacun de ces 
operateurs permettent alors de donner une semantique operationnelie d’un terme 
re Les regles concernant l’operateur 1 sont: 
P-lP’ Q-f: Q’ p:p’et Q-f+Q’ 
.- 
(~IQGWQ)' (PIQAPIQ~J WIQ)-+IQ? l 
Intuitivement, cela signifie que les actions de P et Q sont intercalees sauf s’il s’agit 
de deux actions conjuguees (representant la communication entre les deux pro- 
cessusj, auquel cas 11 y a synchronisation. Cette simantique operationnelle est done 
de type intercale et elle s’applique a un systeme communiquant par rendez-vous. 
Une difference essentielle entre cette vision et celles qui sont liees B la thiorie 
des langages est l’aspect global de la description Precedemment, on decrivait un 
systeme par un ensemble de comportements. Alors que dans CCS, on decrit un 
systeme par un terme global et sa representation se compose simplement d’un arbre 
krbre de synchronisation). La representation sous forme d’arbre est plus precise. 
Elle pet-met en particulier de faire la distinction entre 
et 
b 
alors que l’ensemble des comportements est dans les deux cas {a& UC}. La difference 
entre les deux arbres est importante car dans le premier cas le systeme peut, en 
faisant simplement l’action a, refuser par la suite toute interaction c (branche de 
gauche), alors que ceci est impossible avec le deuxieme arbre. Par contre ceux qui 
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inutile. 
oin de faire cette distinction voient en cette approche une complexit 
Signalons enfin que si l’idee initiale de I’intercalage semble Etre like 2 I’itude des 
sysbne~ J’exploitation multitkhes, les mod+les rprksentis preci ent sent beau- 
lus g&wkaux et peuver%t 2tre utiPis s pour rep&enter z?‘irnpo quel systeme 
distribui. 
Cepeadant, si le syste uement distribue ou si le 
s’effectue sur plusieurs processeurs9 n’est pas vraiment nature1 
actions indkpendantes. Eks ant tr6s bien pu avoir lieu simultanement. C’est cette 
consideration qui va dormer naissance la un certain no re d’autres modeles. 
Citons dans le cadre de la t &wie des Bangages I’e pie du modgle present6 
dans [ I]. 11 s’agit de rep&enter un nom re Exe de processus fonctionnant simultan& 
ment et MS par certaines contraintes nisations. L’id6e de base est de 
dicrire un pas giu systime. ossible pour deux processus de travailler 
simuk&ment, on va Miser des vecteurs d’actions pour wire les pas du systtime. 
A&i, si le systi+me st csmpos6 de II processus P,, . . . ~ P, I‘ensemble des 
vecteurs d‘actions du systeme est A, x l l l x A, oti A, est I’ensemble des actions de 
P,_ Pour exprimer Bes ynchronisations, il suffit alors de eras-,siderer un sous-ensemble 
S de Alx-- x A, constitue des vecteurs d’actions autori&s Par exemple, s: on 
veut que f’6missk-m d’un message ~2 de P, vers P, soit simultanie & sa reception m’ 
par P2, il sufira d’Climiner tous les vecteurs (m, a,. . _) avec a f m’ et (a, m’, . . .) 
avec r~ f nz. D’autre part, la description du systeme est a priori purement synchrone. 
Mais, si PI veut envoyer le message m i P2 et que ce dernier n’est pas prEt & le 
retevoir, f, devra attendre un certain temps avant d%mettre m. On considike done 
que chaque processus dispose d’une action d’attente qui lui permet de ne rien faire 
d-want UA pas du systeme. 
ParalWement, Milner a introduit SCCS dans [PI]. Ce calcul est base sur une 
composition synchrone de deux processus. La regle de cette composition est d&rite 
par 
P:P” et Q-kQ’ 
o. h 
PxQ--+ P’xQ’ 
On retrouve done bien lh un calcul purement s;nchrone. Pour la m$me raison que 
prkedemment, on intrsduit une action d’attente qui permet de dksynchroniser les 
processus. Ensuite, il faut un moyen d’exprimer les communications entre deux 
w2cessus et c’est tout naturellement une restriction qui sefa utilisee. Cette restriction I 
interdit a un processus de faire une action de communi:ation si un autre processus 
ne fait pas simultanement l’action conjugke. 
Finalement, si les deux approches peuvent sembler trk diffkentes, it est inGressant 
e remarquer que deux techniques sont employies de Ea mEme faGon pour rksoudre 
deux problkmes importants: l’utilisation d’une action d’attente pour disynchroniser 
le aystkme conjointement & une restriction pour cette fois forcer certaines synchroni- 
sations. 
trsalit9 et la concuvrence 
u’on pourrait faire aux mod&s pr$&dents est justerneat $e faire 
intervenir de fagon fondamentale cette notion de pas du s st&me. Si on eonsid 
stkme physiquement distribuC comme un rkeau d’ordi 
ne tient plus. I1 est impossible de considker qu’il y a u 
cadence le svst*me, et ce, m6me si les ordinateurs sent identiques. 
es internes ne sont pas infmiment prkises et il y a 
Ces ph&om&nes sont mis en hidence dans [t2]. I1 montre que dans un systkme 
distribu6, il n’est pas toujours possible de savoir dans quel or&e dew evknements 
ont 6tC exkutb. Ce principe est tr$s diffkent de celui qui a rme qu’ils ont pu 
avoir lieu dans n’importe quet ordre. On est alors conduit B ddfinir une relation 
d’ordre partiel sur les 6Gnements du systkme: la causalit Cet ordre partiel est 
engendri d’une part par les ordres totaux qui existent entre les tWnements de 
chaque processus (un processus est uniquement skquentiel); d’autre part par les 
relations induites par les communications. II est clair en effet que l’envoi d’un 
message prkckde sa riception. Dans cet article de Lamport, la transmission des 
messages est asynchrone et iE est mcme possible que les messages ne soient pas 
resus dans l’ordre oG ils ont 6t6 envoy&. On congoit alors que cet ordre partiel 
entre les &5nements sait la seule chose significative du syst$me. I1 n’est pas &r 
dans ces conditions qu’il soit fond6 de baser un raisonnement sur I’existence d’une 
hnrloge globale ou meme sur des contraintes entre les horloges locales des processus 
arsqu‘on traite d’un systgme physiquement distribuk 
Certains mod&es se sont d6veloppis pour tenter de ref%ter cet ordre partiel entre 
ies &nements du systkme. On peut titer par exemple tout ce qui tourne autour 
des structures d’&nements [ 15,21, 181. fntuitivement, on considke u 
d’ordre partiel sur E (repksentant la causalit entre deux &6nements) et enfin une 
relation de conk # sur E. Cette relation exprime que deux kvknements sont 
incompatibles et permet ainsi de rep&enter dans une mcme structure d’&Gnements 
toutes les exkutions d’un systkme. Si deux Mnements sont en conflit cela signifie 
qu’ils ne peuver.t apparaitre tous les deux dans la m6me exkution. II y a eu 5 un 
moment un choix dans le syst$me et chaque &&ement est dans un “futur” diffkrent. 
Cette no;ion est importante car elle permet de Zaire la diff6rence entre concurrence 
et non-diterminisme. Deux Knements concurrents peuvefit avoir lieu dam une 
meme execution (et clans n’importe quel ordre). 11s ne sont done ni en conflit ni 
li& par la relation de causal&k Cette diffdrence n’existe pas dans un calcul comme 
CCS. Par exemple, les deux termes wNIL/P.NIL et @.NIL+p.cu.NIL sont indis- 
tinguables dans les semantiques usuelles de CCS. Pourtmt l’op6rateua + reprisente 
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le non-dgterminisme interne a un processus tandis que 1 correspond B la composition 
parall;le de deux processus et done donne lieu a la notion de concurrence. Le 
rob@me provient bien de la modilisation par intercalage de la concurrence entre 
deux actions. 
Les structures d’evinements ont fait leurs preuves en montrant qu’elles etaient 
adapties 2 la repr&entation du “vrai” parallilisme. Par ,uemple la th&rie des 
r&eaux de Petri qui est une des premieres a avoir fait interv ir de fagon fondamen- 
le la concurrence entre les Ovenements est tres proche de la thCorie des structures 
d’ev&ements etiquetis. I1 s’agit intuitivement de faire un “dipliage” du reseau et 
de supprimer les places en ne gardant que les occurrences des transitions avec leurs 
etiquettes [cf. 15]. 
Qe m&me, Ze langage CSP (faisant intest cnir le parallelisme) qui a 6% introduit 
dans [Lie], est un des langages les plus connus dans le domaine de la recherche 
fondamentale SW les systemes distribues. L5 encore, on retrouve comme notions 
de base: la composition parallele d”un ensemble de processus, la communication 
par “rendez-vous” entre deux processus et un choix non deterministe interne pou 
ks processus. On trowera dans 1231 une semantique de CSP en termes de structures 
d’&&ements Ctiquetis. L’accent est d’ailleurs mis dans cet article sur le caractere 
“non intercal? de cette semantique. 
Winskei a donne dans 1211 une semantique de CCS bake sur les structures 
d’Cv&ements. 
On voit ainsi que les structures d’evenements ’appliquent bien aux courants forts 
du parallelisme representis par CSP, CCS, les reseaux de Petri.. . On peut se 
convaincre si besoin en etait encore de l’importance de la notion de concurrence 
lorsqu’on traite du parallelisme. 
Wne structure d’&&rements represente un systeme distribue dans son integralit 
et c’est pourquoi il est nicessaire d’introduire la relation de conflit pour exprimer 
1”alternative ntre deux executions differentes. D’autre part, il n’est pas possible de 
parler directement de processus dans ce cadre. Si on considere un systGme distribue 
dans leque? interagissent n processus, la structure d’ivenements associee decrira le 
systeme en s’abstrayant completement des processus. 
Au contraire, dans le modcle que l’on va d&ire, un 6lement representera un 
wdlportement du systeme et le systeme complea sera done dewit par un ensemble 
de comportements. D’autre part, la notion de processus sera essentielle et bien 
visible dans le modele. Cela mis g part, les idees fondamentales seront la aussi la 
causalite, la concurrence et la communication par rendez-vous. 
Puisqu’on d&it les comportements du systeme de fagon elementaire, notre 
approche est voisine de la theorie des langages. C’ect done tout naturellement qu’on 
a compare ce modele aux approches qui ont Cti faites dans le meme cadre (monoi’de 
partiellement commutatif, modele vectoriel (Arnold-Nivat)). 
Pour ce faire, on va definir la concate ion de deux comportements munissant 
ele present6 d’une structure mono’l’de. Apres avoir mis en ividence 
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un ensemble canoqique de ginerateurs’ du monoi’de, on montrera que si 1'0 
restreint aux comportements finis, ce modele est isomorphe au monoi’de partielle- 
ment commctatif. Ce resultat donne un surcro’it d’inti&t a ce modele. En &et, it 
a it6 directement con$u pour decrire des comportements infinis. L’importance des 
modeles infinitaires n’est plus B demontrer car ies algarithmes dis!ribu& 
encore que leurs homologues sequentiels, c n$us pour ne pas s’ar&er. 
conditions, it peut &tre surprenant qu’aucwe extension infinitaire du monoi’de 
partiellement conemutatif n’ait et6 envisagee. Le dernier chapitre de cet articte 
cherche B combler cette lacune. Puisque la partie finitaire du modele present6 ici 
est isomorphe au monoi’de partieflement commutatif, le modele couplet servira de 
guide pour <=tte xtension. On definit dans le monoi’de libre infinitaire une extension 
de sa congruence associee a une relation de commutation. On etablit alors plusieurs 
caracterisations de cette congruence et notamment une gentkalisation du lemme de 
Cori et Perrin [S 1. Les resultats obtenus sont tres satisfaisants et seront vraisemblable- 
ment la base du monoi’de partiellement commutatif infinitaire. 
2. Le modiile 
Le modele que l’on va definir est construit pour permettre une representation 
fidile des systemes distribues. On a ressenti le besoin d’un nouveau modele en 
essayant de donner une simantique au langage de description de protocoles 
“ESTELLE” [9, 111. On va done l’introduire a partir d’un exemple simple, mais 
qui illustre neanmoins les caracteristiques de ce langage qu’on s’attachera 5 decrire 
fidilement dans le modele. I1 s’agit principalement de l’absence de temps global 
qui assure l’indipendance des processus en dehors des synchronisations. En effet, 
on considere que les processus peuvent &re dans des sites distincts et progresser 
de fagon isolee sauf pour la Galisation de communications. Beux types de communi- 
cations sont possibles: synchrone ou asynchrone. On peut classiquement rep&enter 
la communication asynchrone au moyen de processus “tampons” et de communica- 
tions synchrones, c’est pourquoi on retiendra ces dernieres. Finalement, les deux 
notions fondamentales de ce modele seront l’absence de temps global et l’instan- 
tan&t6 des synchronisations. 
Ce chapitre de definitions suit la demarche suivante: on commence par dormer 
un exemple de systime distribue dans le langage CSP [ 101. Bien que simpliste, cet 
exemple contient toutes les notions inkressantes et sera utilis6 dans tout ce qui suit. 
On definit ensuite le modele distribue en introduisant par des exemples tomes les 
notions importantes. Apres avoir souligne son adequation aux problkmes fondamen- 
taux du parailelismc (Lausalite, simultaneite, concurrence), on le compare a des 
’ Comme on peut s’y attendre, ces gCnCratsurs ont soit des actions “priv6es” des processus (i.e. des 
actions n’intervenant dans aucune synchronisation) soit des syrwhronisations. Elles sent done bien 
atomiques. 
n a ainsi introd 
et si Rlne telle r Cte est reye, R se tro 
Get exemple illustre bien Des id&s rete ateurs peuvent en effet $tre 
6e) ou ont Sesoin d”6tre s) hronis& avec Ia ressource 
a suite les ~~tati~~s suivantes: 
r, = &I requ&e( ), I2 = ?! libfkation( ), u = utilisatlon, p = privke. 
On corn ar dkrire le modele qu’o~ uti a pour un des processus. Prenons 
par exemple 3, .&I d&nQ 1 d’ab~rd cm ememble d’actwns A, = (a, r, M, !, 6, p]. his 
de faGon g&hale, un alphabet A ktant don& on definit le monoi’de hitare hntinr~aire 
mble des suites finies ou i nies d’actions. A” reprisente done 
c633struire g partir e I’ensemble 
Utt ntodiYe a.ytdtrotte pour /es sywhes distribuhs 
. UUU, (ab)“, (bp)“, arulbp, etc. 
mme une partie de A,I . am notre cas 11 
(aruN bp)” e A;. 
vaieur ces trois &apes car elks se rett-ouven 
rnoid-~ivat* mpc, etc.). Pour la d~~nit~o~~ du mo 
on va su~v~b~ une d~rnar~h~ semblable. finit d’abord un en 
nfin, si on cherche 
rer une partie de 
ition Cent Ai, A:, 
‘in 
. . . , A,, des alphabe s. L’ensemble 3es xtians 
mxmqses systeme construit sur ( Ai, Al, . . . , A,,) est une park 
Les elements representent ce qu’il est possible de realiser dcjiqon indittisibie 
am k system@, c’est pourquoi iis sont dits atomiques. 
Avec Ees ensembles d’actions Al, A2 et A3 definis par les processus 
Pi, Pz et R de I’Exemple 2.1, t’ensembfe des actions du systeme est 
A = ((6 E, rA, (I, Q, I,), i c-9 r, Q, k I, u b-h E, d, b, F’, d, 
f h E, E A f p, F, F ), (E, a, EL (F, u, 4, b, b. d, kp, E?). 
Dans I’exemple ci-dessus les quatre premieres actions representent les synchronisa- 
tions reeiles du sysFeme, ensuite il y a les actions que les processus peuvent realiser 
de fagon independante (une seule composanre differente de E). 
Dans le modeie distribue qu’on est en train de difktir, un comportement sera 
constitue des histoires ou composantes sur chaqu ocessus et de I’ensemble des 
synchronisations effectivcs. On representera un co ortement du systeme par un 
graphe qui permet de visualiser aisement Ies corn ements de chaque processus 
du systeme ainsi que Ies synchronisations. 
a-y-w4 -b------3 -----3~-e P iW-+f t 
b+ip_, a,’ 
ii 
~~~U-~~~b~p~b~p~~~~~U~, ; 1 
NIP A* 
PI -(&+ 2 i” * t+----+ r;- i, -----+ i, 
Les comportements de chaque processus sont 
Les fleches pleines representent la seq 
qui composent cy sont 
sur P, : a ! = ufti~bp~rz;i, 
sur P,: CC= bpcmdbpbparui, 
sur R: a? = r,l,r&&r,l! . 
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‘autre part, les Whes en pointilk representent les synchronisations. Ainsi le 
portement (Y represente une execution dans laquelle la ressource a ete successive- 
ment allouee aux processus P, , P2, P,, P, . 
Ce comportement cy fait partie de la skmantique du Comme 
prkedemment, on peut aussi, B partir des actions atomiques, construire des com- 
portements qui n’ont rien B voir avec le pr 
xemple 2.6 
P= 
On va maintenant definir formellement les comportements synchronisb (CS). Les 
composantes eront naturellement des glements de AT, AT. . . et les synchronisations 
seront repksendes par une relation d’iquivalence. 11 est clair que cette relation 
d’iquivalence doit porter sur les occurrences es actions et pas sur les actions 
elles-mEmes. Dans 1’Exemple 2.5 il est nkess e de distinguer la premiere et la 
deuxieme requ&e de PI. On introduit mainten uelques notations et definitions 
qu’on utilisera continuellement dans la suite. 
Notation 2. 
Vi,jdV, on note [&j]={kN, idcsjj et [i] pour [l, i]. 
Soient A,, AZ,... , A,, des alphabets. Soient aI E A,, . . . , a, E A,, on note d;r’ =
(0’ , . . . , (Y”) le vecteur d’histoires. VkN, on note (Y’ = && . . . 
Pour rep&enter les occurrences des actions, on introduit 
=W,j), iN&i~[I~” 
Le couple (i, j) reprisente la j&me action du processus i. 
le 2.8. En prenant le CB p defini dans 1’Exemple 2.6, on a 
op = ((1, I), (I, 2), (I, 3), (1,4), (I, 9, (2, l), 
(2,2), (2,3), (2,4), (3, l), (3,2)1. 
Soit une relation d’equivalence sur 
d’equivalence de (i, j) (ou simplemeat [( 
V( k!, j) E Oa, on note [(i, j)], la classe 
s’il n’y a aucune ambiguyte). 
tant don& un vecteur d s G et une relation d’equivalence 
on definit le graph 
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Considerons p ’ = rphp; ,f3’ = pupb; ,B” = 7, I,. Et 
( 1,3& = { ( 1,3), (3,2 j]; toutes Ees autres classes &ant des 
singletons. ?z graphe tenu est celui de SExemple 2.6 (en omettant les 
II n’est 
graphe 
s’en trouve facilitee. 
faire la distincti entre les deux types d’a 
tions representees nt di~~rent~s, lacompreh 
II faut noter que les fleches de synchronisation sont bidir~~tionnell~s. 
On remarque sur les Exemples 2.5 et 2.6 que deux elements d’une mcme histoire 
ne sont jamais dans la mi?me classe uivalence. En efIet, une 
d’iquivalence represente une synchronisntio entre des actions qui sont 
forcement sur des processus difkkents. Cette constatation permet d’assoeier 5 
chaque classe d’equivalence un t%Cment de n J’= 1(Ai w {E}) representant les acti 
concernees par la synchronisation. C’est l’objet de la definition suivante. 
n 2.12. Toujours wee les m2mes notations, si une relation 
(k, l’)=M = 1’ alors on d6finit l’application: 
verifie 
0, : + fi (Aiu{E)) paru&j)=(x,,.. *,%I) 
f=l 
oti Vk E [n], s’il existe 1 tel que (i, j) (k, 0 alors & = ff f sinon x& = E. 
xemple 2.13. Pour le CS cy de 1’Exemple 2.5, on a v, (1,2) = (r, E, r, ); u, (1,3) = 
, E, d; d& 4) = &(3,3) = (e, r, r*). 
On a maintenant introduit tous les outils necessaires a la definition d’un CS 
construit a partir a +un ensemble d’actions atomiques (cf. Definition 2.3). 
Urn CS est un couple cy = (G, ) ou G=(c&...Jz” 
A~X~ l l x AZ represente les histoires et Q est une relation d’equivalence sur 
representant les synchronisations et v&i 
(1) V(i,j), (i, k)E 
(3) Tout cycle de Gh est inclus dans une classe de 
Dans la suite, on notera & l’ensemble des CS. 
rque 2. 
La condition (1) signifie qu’une synchronisation fait necessaire 
des processus distincts. 
La condition (2) impose a chaque classe d’e uivalence de corre 
action atomique. Cela est tout B fait 
d’iquivalence est de symboliser les syn 
forcement simultanees. 
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La condition (3) quant 5 elle, assure la co hence temporelle du corn 
Me interdit des situations telles que 
Dans le cas ob n = 1 on retrouve A,’ . 
Voyons maintenant en quoi ce modele est satisfaisant. Reprenons les notation de 
1’Exemple 2.1 et considerons les histoires cy ’ = arulbparul; (Y’ = bparulbpbparul et 
*3= r,l, rJ+Z_,r,I, sur les processus P, P, et R. II existe dans ce cas une unique 
relation d’equivalence cI satisfaisant la Definition 2.14 et done l’unique CS corre- 
spondant est celui donne a !‘Exemple 2.5, 
Cela est tout a fait general. Si on considere une exCc ion d’un systeme distribue 
on peut lui associer le vecteur & = (0 ‘, . . . , st? des traces sur chaque 
processus. Ensuite, on considire l’ensemble d sations de cette execution 
pour obtenir la relation d’equivalence On obtient done bien le CS de facon 
unique. II est tout a fait possible qu’une autre relation d’equivalence puisse satisfaire 
la Definition 2.14 avec les m$mes histoires &. Dans ce cas, elle represente d’autres 
synchrcnisations et done une autre execution du syste e. On peut toutefois remar- 
quer qu’il existe au plus une relation d’equivalence our un vecteur d’histoires 
don& lorsqu’il s’agit d’un programme CSP, et ceci g&e a l’identification des 
partenaires des communications. 
Comme on peut le constater, ce modgle est tres complet vis-a-vis des systemes 
istribuis qu’on cherche a modeliser. I1 est possible en effet de parler de: 
la simultaneit6 (obligatoire) de deux actions: c’est la relation d’equivalence; 
la causalite large (resp. stricte) entre deux actions: existence d’un chemin (resp. 
d’un chemin ayant au moins une fleche de sequentialit@ entre deux actions Bans 
le graphe; 
la concurrence de de x actions (simultan&te possible mais pas obligatoire): 
absence de chemin entre ces deux actions dans le graphe. 
. Dans 
t avec a, et a?, a, et b et b, est post& ieur 5 a3 (la 
relle). 
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L’ne tellle approche pour la description des systemes distribues a dejg 
sous des formes voiskes. La is en evidence l’importance de la d 
causale des evenements dans [12]. Le su pport de ses raisonne:r\.ents eta _ 
un graphe comportant les histoires sur chaque processus et les comm 
qui etaient, dans son cadre, asynchr ones. Reisig a tent6 de donner we 
de CSP par ordre partiel dans [17]. En fait, si on quotiente le graphe 
on trouve exactement un graphe representant un crdre partiel qui 
eisig. II semble done que ce modele soit celui que 
l’on a naturellement envie d’utiliser pour decrire les systemes distribues. 
On peut voir le rnodele distribue comme un moyen terme entre le mod& vectoriel 
d’Arnold-Nivat [ 11 et les structures d’evenements [21, 221. En effet, on retrouve 
darns le premier la notion de processus et de vecteur d’actions mais il comporte de 
fagon fondamentale la notion de temps global sur le systeme. Ainsi, ce moditle 
dicrit non pas les comportements mais toutes les observations possibles des com- 
portements du systeme. Prenons bar exemple le cas oti chaque processus P, et Pz 
far: seulement une fois son action privee. I1 y a un seul CS pour d&ire cela 
P 
tandis qu’on va trouver f 1 observations dans le modele d’Arnold-Nivat: 
(h &, 4.k b, E).(P, E, d.kp, 4; 
(E, b, d.(b, 1, d.(p, &‘, d.kp, d; 
(b, b, 44p, I, 4-k p, 4; 
b, b, 40, F, d.(p,p, d; 
(6, E, 4.(p, E, E).(E, b, d.bp, 4; 
(G b, 4.(b, e, ~.(E,P, d.(p, ~9 d; 
(6, E, 4.k b, 4.(p, p, 4; 
(6, b, d.Cp, p, d; 
(b, E, NE, b, d&p, d.(p, E, d; 
(E, b, 4.k p, 40, E, NP, F, d; 
(b, b, 4-k p, d.(p, E, 4; 
Le modele distribue se distingue done du modele d’Arnold-Nivat par le fait qu’il 
rejette la notion de temps global. Par contre, 
sont les comportements du systkme et la noti 
ans le cas des SE, on rejette aussi Ia not 
celle d’ordre partiel (ou causalite) comme on la retro 
ais a=ela va pllus loi On ne trouve 
processus dans les SE. 
mais globalement routes 1 
. 
pour srgna,,, ‘-- tes incom- 
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de I’ordre partiel on a besoin d ‘une re”lation de conflit 
pattbilkes entre les diverses evolutions. Ce conflit per 
les compertements du systeme. 
dans la Fig. 2. 
commence comme 
Fig. 2. 
he autre facon de passer des observations aux corn ements est de definir une 
relation d’equivalence identifiant les observations d’un mEme comportement. Cette 
approche est utilisee notamment darns les monoi’des partiellement commutatifs et 
nous reviendrons plus longuement sur ce point 2 la Section 5. 
Avant de passer a des exemples concrets, signalons tout de msme que le modile 
distaibue peut modeliser d’autres systGmes communicants que ceux que I’on peut 
d&ire en CSP ou en ESTELLE. Tout depend e fait du choix de I’ensemble 
d’actions atomiques. On peut representer la diffusi d’un message m par le r’emc 
processus 5 un sous ensemble J c [n] de processus: il suffit d’ad ettre le vecteur 
X = (X* ,...,Xn) avec VjEJ, x~== et Vj&Ju( (on note ici m 
I’emission d’un message et m sa rkeption). D’a re part, le vecteur (top,. . _ , top) 
reprkente quant B lui une synchronisation de tous les processus du systeme (par 
exemple sur le top d’une horloge). Enfin, il se pourrait aussi qu’une action m puisse 
Gtre soit synchronisee soit librc: ii suffit pour cela d’admettre au mains deux vecteurs 
comme (m, E, E,. . . , E) et (m, m, E,. . . , E). Finalement, on 2 perGoit que m5me si 
iti d&eloppe a priori pour donner une semantique au langage 
est en fait beauco 1. On pourra done i’utiliser pour 
U&5. 
On va dans cette pat-tie essayer de modeliser un semaphore. On s’interessera a 
n semaphore binaire et on appliquera la modelisation B un algorithme d~ex~~u~~o~ 
Les semaphores introduits par ijkstra ont une t&s 
rammes multi&hes. 11s ont faciles a implement 
ants pour dormer des solutions e1C 
simultanee. 
Dans l’exemple qui suit on s’interesse ti un semaph~re binaire. 11 s’ 
variable S qui peut prendre deux valeurs: 0 (occupe) et 1 (libre). I1 
primitives admises pour le semaphore 
P(S) Si S = 1 alors S := 0 
sinon suspendre l’execution du processus ayant fait P(S). 
V(S) Si un processus a it6 suspendu alors le reactiver 
sinon S:= 1. 
arque 2.18 
I1 est important que V(S) reveille en prioriti un processus qui a 6% suspendu: 
ceci permet dans certains cas d’asurer l’iquite d’un algorithme. 
Si plusieurs processus sont suspenJus, on ne precise pas lequel sera reveill& 
Si un mcme processus effectue deux requstes (P(S)) emboftees, il se bloque 
definrtivement ainsi que le semaphore. On exclura done ce cas. 
Supposons qu’un semaphore soit utilise par n processus Q, , & . . . , Qn. On va 
modiliser S par l’automate comme de Fig. 3. L’Ctat L signifie qw le semaphore est 
libre (S = 1). Un etat k signifie que le semaphore est occupO (S = 0) et qu il y a k 
processus en attente. 
Fig. 3. 
Dans chaque processus Q, l’action 
actions P, (requtte) et Pz (acceptation); l’action V(S) se 
par V. La separation de P(S) en deux actions est necessaire pou 
processus qui fait sa requ$te et qui est sus endu, d’un process 
requ6te. Lors d’une action V(S), on 
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Les actions atomiques faisant intervenir Be &ma 
W,Q1,Qz,-.,QA sont 
re systeme 
QI 
ViE[ij, (Pi,& ,..., F,Pl,& ,..., E) 
(P~,E,...,E,P:,& )..., E) 
I, E, . . . , 6, v* F, _ . . , F ), 
Vi Q, 
Vi,j+l],i+j, (J&F,...,F,V,F,...,F,Pz,E ,..., F). 
Cet exemple est interessant ti plus d’un titre. I ord qu’il est nature1 
de rep&enter des synchronisations entre plus de deux processus. La primitive V(S) 
concerne naturelle ocessus: celui qui effectue V(S), le semaphore et le 
processus reveille. st encourageant our le modeie distribue que les 
idles fondamental ore se traduisent naturehement et simplement. 
On peut verifier re sont bien respect&s. 
Si un processus fait une requ&e (P,) il peut con iatement ( P2) si Ee 
simaghore est libre et i mis en attente si le semaphore est occupe. 
Un processus eRectr;ant hire Ie semaphore si aucun processus n’est en attente 
et reveifle exactement in processus sinon (cf. con ition (2) de la Definition 2.14). 
Les actions P(S) et V( S es primitives. Pour V(S), c’est evident 
puisqu’il s’agit d’une seu! action. Pour P(S), ii lirut s’assurer qu’elle ne peut 
pas &re interrampue. Un seul cessus a la fois peut executer I’action P, 
(condition (2) de la Definition 2. Si le semaphore etait libre, aucun processus 
ne pourrait faire P(S) ou V(S) avant que Pz ne soit realisee par le processus 
ayazlt fait sa requ&e (i.e. avant la fin de la pri idive P(S)). Si Ile 
occup6, k3 primitive P(S) est terminee et le processus qui vi 
requ&e est en attente d’une liberation sur &. 
Voyons maintenant I’application du semaphore a un programme d’exclusion 
mtueile. Deux processus Q, et Qz utilisent un semaphore pour s’exclure mutuelle- 
ment d’une section critique. On represente les processus ainsi 
Q, : 
Q2: 
S: 
(P,P,c,vR,)*, C = critique, 
(P,PdYO?.)*, R = reste, 
(P, p,( P, v,i* v,)*. 
S est bien le langage reconnu par I’automare comme dans la Fi . 4. Les cictions 
atomiques du systeme (S, Q,, Q?) sont done 
(6 C, 9 d; k p, c!); (5 f4, d; (6 E, 
(P2, pz, e; (P2, E, P2h (‘o/1, K d; Q h 5 we vz, VI 
Vcyons maintenant quels sont tes eomportements possibles du syste Anrrc _I*.- 
lesquels Q, et Q2 entrant exactement une fois en section critique. 
Dans les deux premiers comportements, c’est @ qui accede d’abord a la section 
critique alors que symitriquement, il s’agit de dans les deux autres. 
On peut aussi remarquer que contrairement e qui se passe lorsqu’on modelise 
un programme CSP, il peut y avoir plusieurs CS associes 21 un m6me vecteur 
d’histoises. En efiet, pour ces quatre comportements ii n’y a que deux vecteurs 
d’histoires possibles 
(P,PJ,P,P,V,, P,P&VR,, P,P&VR2), _ _ 
(P,P,P,V,V,, P,P,C,VR,, P,P2C2VR2). 
C’est uniquement grke aux synchronisations qu’il est oszible de d&X+-e que 81 
accede B la section critique avant Q2 et riciproquement. 
On definit ici quelques “outils” qui permettront de manipuler facile 
On commence par definir la lsng 
de la corncatenation de deux CS. montre alors que cette loi, notee .$ est i 
additive vis-kvis de la longueur, 
la notion duale de la concathation: c 
une “troncature” de La 
3.1. Longueur 
Tout d’abord, on definit la notion de longueur d’un CS en accord avec les actions 
atomiques. La longueur ‘un CS sera done le nombre d’actions atomiq 
contient. 
des CS finis et .z& I’ensemble des CS infinis. 
nie par larl= ]Qa 
On notera JX?, l’e 
ie 3.2. La longueur du CS cy de 1’Excmple 2.5 est 24 et celle du CS p de 
1’Exemple 2.6 est 9. 
Cette notion 
que si cy E .& 
de longueur d’un cs est done tout i fait naturelle et on peut remarquer 
On notera dans ue CS de longueur nulle. 
l’iliment neutr u produit de concathatiop. 
E sera, comme on le verr;L, 
IcyI= H 3iE[n],d=W. 
Un CS est done infini dh qu’une de ses co 
semble des CS construits 5 
actions atomiques. La se ntique d’un programme sera ici 
rs un moyen systhmatique de dkfinir cette 
our cela introdhons Il’a ication p : d + AT x l l l x AT definie par 
n oublie ici ies sync r ne conserver 
es programmes PI, Pz et 
?_Jn modc%e asynchro9~e pour les systhnes distribtrk 
Pour pouvoir exprimer L de facon a 
& la concatenation de CS. C’est le bu 
la concatenation ‘une infinite de CS. 
effectue LV puis /3. De m6me que dans le 
qu’il n’est pas possible pour le systeme de elque chose 
Dans le cas ou cy est infini on aura done cQI = Q et dans celui air 
procedera composante par composante. 
le 3.3. On utilise toujours les notations de I’ 
Le produit de concatenation de cy p 
I 
y = a!_/3 = 
sera naturellement 
Le cas interessant est celui ou on peut proceder co 
Q est lint on 
composante. 
Pour definir la relation d’equivale 
) et dicaler sur la fin de cette fin, on introduit quelques 
definitions qui permettront de manipuler facilement ce dicalage. 
nit10 Soit cy E A?, on definit I’a 
?“(&i)=(&-lc?l) (ti disigne Nu(00)). 
e [n ] x ti dans lui-meme par 
T, est en fait une “translati n” qui va nous 
des actions de p apres celles de cy. On verifie ais 
et que si a est fini alors est injf:ctive (JL 
disjoints). 
tion e 
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r E 11 F dkfinie par 
b’x E E, bInus = [~]a 
WY E F, CYIRJLS = IIYIS 
On vhifie aisiment que cette operation “d’union” 
disjointes est commutative et associative. 
nation. 
intenant d6finir la concat& 
~~~itiQ~ 3.7. Soient cy et p deux CS, on definit 
si IGT~=W alors Y=Q, 
hation 7 = cx.p 
si ]sul< w alors on peut prockder composante par composante et 
Wi E [n], f = ai$ et ). 
On montre tout de suite le bien-fond6 de cette difinition. 
reposition 3.8. La concat~mation est une loi in terite sur d. 
Breuve. On conserve les notations de la difinition. 
(1) Si IryI= o il n’y a pas de problime. 
(2) Sinon, on virifie aisement que 
Et puisque T, est une bijection de 
maintenant les trois con 
(a) Soient (i, j), (i, k) E 
est bien definie. Voyons 
alors [(i, jj], = [(i, j)], done (i, j) 
), ona(i,j-Ieil)= T,‘(i,_i) P9 T,‘(;, k)=(i,k-Ia’J) 
et done j = k. 
00 alors u,(i, j) = v,(i, j) E A. 
), alorsv,(i,j)=z+(T,,‘(i,j))E 
e troisiitme point est le plus inthessant. On montre successivement que: 
et L( ) sent; Ii, 121)+ ii, Iail+ I), WE [n] tel que 
IP’l 7% 
On en dCduit qu’un cycle C de est soit inclus dans et dans ce cas les 
sommets c’.e 4: appartiennent B une me classe [(i, j)lcy = [( Iv, soit inclus dans 
) est un cycle de one inchs dans une classe [(i, j&. 
us dans [T&j\ inalement %es trek conditions sont 
Vn moddie as_w9chro99e pour /es symhes 
ewe. es definitions. Cl 
‘element neutre: trivial. 
(2) Associativite: Soient 1y, /9, et y elements de on verifie ais~ment 
si Ial = w aloss cw(j3r) = cy = (up)?, 
si IpI = w alors cu(Pr) = ck$ = (cu/Z?)y, 
si Ic+o et lpl<w, on note a=&/%, b=a )‘y, c==py, d==ac=w( 
kt i E [PI], b’ = d’ provient de l’associativite 
h 
= 
Or il est clair que TG = Tel 0 Ta. Done 
On a utilise l’associativite de l’union II et une commutativite qui se verifie aisement 
entre l’image par T, et l’union 1. q 
3.3. Facteurs gauches ou pri$xes ? 
Usuellement, “Gtre facteur gauche” ou bien “Gtre prefixe” sont deux expressions 
synonymes. Nous allons ici faire une difference entre les deux. La notion de facteur 
est naturellement lice a celle de concatenation. 
. Soient p et S deux CS, 
cteur de S s’il existe deux CS cy et y tels que S = CU~JL 
p est un facteur gauche (fg) (resp. facteur droit (fd)) de S si on peut choisir LY = E 
(resp. y = E). 
Voici quelques exemples: soit 
f a~r~~~l~b~p~b~p~b~p... * 
s 
E 
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sont des facteurs de 8 (ni gawks ni droits). 
u+l-*b4p+b4p+i!?+p... 
I’ 
b+p+b=+p+b+p... 
Lwl 
rd + 3 
E: * 
: 
sont des facteurs gawks de 6. 
un facteur de i% 
Qnsi 4k est un fg de Ji s’il est longer a en P avec la concathation. 
IN consiqtcnce immk = cs) et si ac est un fg de 6 alors a = 6. 
La notion de prifixe modClise une autre idCe. Me repond 5 la question: qu’obtien- 
drait-t-on si dans un CS, curtains processus s”ktaient a&&! tinsi, 
a~r~uj!~bjp-*b-+p~b-p... 
set-a wn pdixe de 6: n‘a pas d6marr& Ici, il est possible d’avoir 
et s3y prkfixe de 6. I1 s”agit en fait de la seule difference entre pr&ixe et facteur gawhe. 
D6firition 3.13. Soient a et y deux CS. On dit que at est prefixe de y et on note 
ti~ysiVi~[rr],ehy’et R,=R,,I,. 
ition 3.14. Saient QY et y deux CS. 
(i$ a < yaOa C 0, e9 V(i, j)E O=, [(i, j& = [(i, j)], et v&, j) = u,li, j). 
(2) Si at esl un fg de y alors cy < y. 
(3) Sia!<yet I+o alorsat est unfgdey. 
(4) < est une relation d’ordre SW &. 
(S) 1 I: ~4 + N est un msrphisme croissant. 
(6) Si (Y C y et lcvl= Iyi < 0 alors a! = y. 
5. Les trois demiers points sont vrais aussi avec la relation “Gtre facteur 
gauche de”. On prifkre choisir comme relation d’ordre sur & ‘“6tre pkfixe de” car 
elle se comporte mieux vis&vis des CS infinis. 
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Preuve. (1; (*): Si CY < y alors Vi E [n], a’s y’ done De plus R,, = 
done V(i, j)E 0, on a [(i, j)], =[(i,j)], et o,(i, j) = t’ 
(+=): 0, = 0, et V( i,j) E Oa, [( i,j& = [( i,j)], done R:, = R,,,, 
de plus u,(i,j) = Qi,j) done aI’d yi, Vi E In]. 
(2) Si y = a/3 alors ii est clair que Vi E [I?], ai d yi et Ru = 
(3) Sia<yet~a~<o,WiE[n],soit/3’telqueai/3’=yietsoit 
Ch vkifie sans peine que /3 est un CS (ceci mi2me si Ial = bt)) 
cela il est nkessaire de supposer Ia I< w ). 
(4) Trivial. Par exemple pour la transi it&sia<p<yonaViE[n],a’dp’Sy’ 
done a”~ yi et R, = RpiO, = Rvloaio = 
(5) Dkoule de la Proposition 3.9: 
(61 a i y*R, = RYIO, et I4 = l~l*lkJRl= lOJla,l. 
Comme Ial < o, on en deduit 0, = 0,, R* = R, et Vi E [n], ai = y’. 
3.4. Simplijiabilite’ 
Pour terminer cette section, on va s’intkesser 5 la simplifiabilit6 dans le monoi’de 
(&, l ). On va en fait retrouver des rbsultats analogues i ceux du monoi’de libre. 
Proposition 3.b. Soient a, a’, j3, p’ des f%ments de d. 
(1) a/3=a~‘etafini*P=j3’. 
(2) aP = a’p et pfini*a = a’. 
Preuve. (1) Siy=aS=ap’avecafinialorsViECn],yi=aip’=aiPridoncP’=P”. 
De plus Rp = T,‘(R,I,~_,) = Rp. done p = j3’. 
(2) Siy = afl = a’& si Ial = w alors Iyl= w = Ia I+lpI done Ia’1 = w et y = a = a’ 
et si Ial<w (alors (a’((w) et WE [n], yi = sip’= afipi done ai = ali et 0, = O,, 
doncR,=R,lOO=R,lO_.=Ra,donca=a’. q 
Remarque 3.17. Comme dans le monoi’de libre infinitaire, 
par des 616ments finis. 
Pour terminer on &once un corollaire important de la 
Corollaire 3.18. Soient j3, S E s& 
(a) pfgjhideS*3! y~~&elqueS=py. 
(2) pfdfinideS+3! acshelqueS=ap. 
Preuve. Trivial. q 
4. Comportements synehronisks infinis 
on ne peut simplifier 
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limite (ou borne superieure) sera naturellement un mot infini. Plus geniralement, 
fi* _d ,t dL!%z~:c. ..m* rI:L-+nrrn- *..- U,IL UI~L(LIILG 3~1 II; IIIUILWIUG IIUIG CL aifisi dGiIfiCi 'rii3 SC?% B la !iiiiitC, 1e -ANAY.-l*l:Lrrr *t ’ 
. . 
VI1 y&r U~lIllII 
ui peut bien sCir etre un mot in ni, d’une suite qui nest pas forcement croissante. 
c’est cette idee qui est a la base de la notion d’adherence e langage itudiee en 
rticulier dans [S J. D’autre part, il est t&s facile dans le m aide libre de ck%nir 
concatenation d’une infinite de mots. Cela permet par exemple de voir un mot 
infini comme la concatenation infmie des lettres qui le composent. 
On va dans ce chapitre, Ctablir pour les CS des resultats equivalents a ceux 
enon& plus haut. On commence par rappeler que rictus du monoi’de 
libre infinitaire concernant les nctions de borne supirteure et produit infini. Puis 
on traite de la borne supirieure dans ti. Les deux resultats principaux sont d’une 
part, la construction du sup d’une suite croissante de CS, et d’autre part, le fait que 
tout CS est le sup d’une suite croissante de CS finis. Enfin, on definit un produit 
infini sur l’ensemble des CS. A part quelques proprietes SW I’associativite et le 
rapport avec la longueur, le resultat pri cipal est la construction, a partir d’un CS 
+=y, d’une suite de CS finis particuliers dont le produit infini est ‘y. Ce rkultat es; 
important car il donne en quelque sorte une decomposition canonique d’un CS qui 
correspond au parallelisme maximal. On l’utiliseaa par la suite pour rclier le modele 
distribue B d’autres modeles (intercale, monoi’de partiellement commutatif). 
I1 esi aussi possible de munir .T&’ d’une distance qui gineralise celle du monoi’de 
libre [7]. La borne superieure d’une suite croissarjte est ainsi sa limite et le produit 
infini d‘une suite de CS est la limite des produits partiels. Finalement, on constate 
que les outils qui permettent de manipuler les mots infinis se geniralisent tres bien 
aux CS infinis. 
4.i. Rappels SW le monai’de libre in@itaire 
Soit X un alphabet et X” le monoi’de libre infinitaire sur X. Dans la suite, on 
considere la relation d’ordre sur X: “6tre facteur gauche de”. On montre facilement 
les resultats suivants. 
Lemme 4.1. Toute suite croissante (x,,),~~~c X” dmet une borne suphieure x = 
SUP,;,~ x,, dans X” qui est d#inie par 1x1= supncN jxIII et 
Vn,pEN, (p+l etp+,,li --J, x(p)=-%(P) 
ot’i x(p) dksigne 1~ piGme lettre du mot x. 
2. Si SUP,,,~ Ix,,/ = w alors x est I’wique majorant dans X” de la suite 
(&I )ntN. 
3. Toute partie non vide major&e B de X” admet une borne suphieure. 
for-r-tent une suite croissante finie 
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Ce premier resultat permet de considerer tout mot infini x E X” tomme le sup 
d’une suite croissante de mots finis: il suffit de pre dre x,, = x[ n] le facteur ga 
de x de longueur n. 
Une autre faGon d’approcher un mot infini par une suite de mots finis est de 
considerer le produit infini. 
suite de X? On definit x = fl,,, N x,, = xoxlxz . . . par: 
alors x = x’,,x,x? . . . x,, ; 
sinon soit &, = 0 et I,,+, =Ir,+I~,,l,~npo~etf~~~~,~p~lI,,~,,+,l,x(p)~x,,(p-~,,). 
Cette definition correspond bien 5 ia concatenation des elements de la suite. I1 
est possible, en utilisant les notions precidentes de donner une definition equivalente. 
S. Soit ( x,,),,<~ me suite de X I. On pose y,, = x,, et Vn E IV, y,, = y,, , .x,, . 
(Y,, )nd% est me suite croissante de Xx et n ,,‘ N x,, = sup,, N yI1. 
Cette nouvelle approche nous permet de considirer un mot infini x E X” comme 
produit d’une suite (x,,),~~~~ de mots finis: il suffit de prendre x,, = x(n) la nieme 
lettre de x pour avoir x = x,x2x3.. . . Ce resultat est immediat vu la Definition 4.4 
et la dsfinition du monoi’de libre infinitaire. Etant donne la definition des CS on 
preferera introduire le produit infini d’une facon semblable a celle du Lemme 4.5. 
Dans ces conditions, l’obtention d’une decomposition sera un resultat non trivial 
et central dans ce chapitre. r 
4.2. Borne sup&ewe 
On va maintenant etablir des resultats analogues our les CS et on suivra d’ailleurs 
ii peu pres le msme plan. La relation d’ordre utilisee dans zz2 sera “e^tre pr@xe L&J”. 
Proposition 4.6. Toute partie non vide major&e 93 de &’ admet unc borne suphG..we. 
Preuve. Soit y un majorant de 9. Vie [n J, VCZ E 93, cyi < y’ done (cv’, (Y E 3) c A: 
est major& par yi. Soit pi = sup{c?, a E B} (cf. Lemme 4.3). Va E 9, Vi E [n], on a 
a’s@< yi done De plus, ff( i. j) E , 5~ g tel we (WE 
ors [(i, j)]j = [(i, j)] . On peut done poser 
1 op. On verifie sans etifie les conditions de 
la Definition 2.14). Montrons m 
Va,E9,ViE[n],cu’~p’etV 
aup. 
Recipro nt si 6 majore 93, ajore (s’, 
W,.i) E E 9? tel que (i, j)E cL et on a [(i,j)], = IX& 
deduit que p s 8. 0 
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P~opos~~~~n 3. Soit $33 une gartie non vide major&e de ~4 et (Y u 
a.sup AI. 
one cu.93 est major& par cuy, et cu.9 admet une borne supkieure 6 = sup ~143 < 
ay. WE [n] on a S” = sup(cu”p’, p E 93) = CLsup{ ) = dyi done sup cu.93 = 
s = cuy = a.sup $25 cl 
II n’est pas evident & la we de !a partie 93 de decider de (‘existence d’un majorant. 
On peut nhanmoins donner une reponse affirmative dans le cas oti 33 est formie 
des elements d’une suite croissante. 
. Soil (p(r)),, w we suite croissante de CS alors /3 = sup,, N /3(r) existe 
WE [n], pi = suprGN p”(r); 
W,j)~ Op, ~r~f+I tei que (i, j) E Qfitr) on a Hi.i)lfi = HWI~,,,. 
Voyons tout d’abord un exemple iliustrant ce r&u 
Exem .9. Vr E M, on considire le CS: 
P(r) = 
r fois 
(P(r)),,, est bien une suite croissante de CS dont le sup est: 
B= 
sitio . ( 1) Constructbn de /3: la difficulti provient du fait 
qu’on ne peut pas ici obtenir p comme le prifixe d’un CS. 
(P(r)),,, est une suite croissante done Vi E [n], (@( r)),.,N aussi. 
j)lp,,, oti r= r 
ivalence associ6e ti 
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(i, ill (k, l)HR(i, j) = R(k I). 
(k; l)E [(i,i)]g c3 (i,J! & (A& r) 
e R( i,j) = R( k, I) 
H (k, I)E R(i,j) 
done [(&j])p = R(i,j). 
V&ifions que v’s E N, (i, j) E cs,=H(~,j)lp = C(lj)l,,\P 
Soit Y = r( i, j), on a r d s done P(WB(s) done WJ) = f(i,j)]8(r, = C(i&,,,. 
On en deduit [(i,j)lp = R(i,j)=[(i,j)],,,+ 
(2) Wrifions maintenant que p E E& 
W(&j)EOp, soit r&J tel que (i,j)E 1 E Kkj)lp = [W&3e=+ 
k = j&r p(r) E J@. 
e plus, comme WE [n], pi(v) d pi on a 
Enfin on vhifie aisiment que h E N, GP 1 
Soit alors C un cycle de Gp. 3r E N tel que c soit un cycle de Gpc ,.) (car est 
fini) done son support est is,clus dans une classe [(i, j)],,,, = [(i, j)],. 
(3) Montrons enfin que /3 = sup{p( r), I-E N}. 
II est clair que /3 est un majorant de 9 = (p(r), r E N}. 
Soit y un autre majorant, Vi E [n], pi = sup pi(r) d yi, v( 
(kj) E (r) on a IW)], = Ni,j)lpcr, = WA, done on a done bien 
P < Y- 
Proposition JO. Si /3( r)rcN est me wire croissante de CS, soit /3 = sup{p( r), r E N}. 
On a IPI = sup{lP(r)l, rE W 
reuve. Vr E N, p(r)</3 done lf3(r)lsl/31 done su {Ifi<y)I, rEN}+(. Si 
sup{l/3( r)l, r E IV) = (L, c’est termin& sinon la suite est stati naire et :e kultat est 
clair. Cl 
marque 4.11. Si on prend 9 une partie non vide major6e et y = s 
a pas fwc6ment I yl = sup{lpl, p E 93). 
Exemple 4.12. Soit B = {a, b) avec 
b-,P 
I i 
E 
a= & et p= 
E & 
On a Iyl = 4 et sup{l/?I, /3 E %I} = 2. 
n dispose done d’un outil: le sup, pour tenter de relier un CS i 
croissante de CS finis. Toutefois, ce n’est pa le que pour le monoide 
ans notre cas, I’ensemble des fa 
issante. C’est bien un ensemble 
ordontk 
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.13. Soit y le CS suivant 
c & 
On peut considerer les facteurs gauches s 
r fois 
/ I 
b+p.. . , . . b+p 
w(r,s)ENxN, P(r,s)= b-+p. . . . . . e.. b-p 
\ I 
E s fOlS 
14. I1 y a d’autres facteurs gauches de y: 
xN, p(r, s).(b, E, E); 
W, 4 E MxN P(r, s).(Ww); 
V(r,s)~fWxX, P(~,s).(E, 6, E). 
II est alors clair que /3 ( 1,O) et p(0, 1) ne sont pas comparables. En fait, dans cet 
exemple particulier, il existe une infinite de suites croissantes de fg de y ayant des 
bornes superieures differentes: V;ls E N, p(r, s)rrN est une suite croissante de fg de y 
ayant pour sup 
b+p+b+p-+b+p+b+p... 
b-p e...... e... b+p 
\ , 
& s fois 
I1 existe aussi une infinite de suites croissantes de fg de y ayant pour borne supirieure 
Y: V=N (P(& r+ NKW On voit done que le probleme de I’existence d’une suite 
croissante de CS finis admettant pour sup un CS donne reste entier. Pour le resoudre, 
on a besoin du lemme technique suivant. 
Soit y E sl et X une partie jnie de O,, 3p E .s& tel que: 
IhE&, sicr< yet Xc 
ve. I1 s’agit de construire le “passe causal” de X, i.e. l’ensemble des 
occurrences d’actions qui ont forcement eu lieu avant X. On montre la construction 
sur I’exemple suivant. Soit 
a+I+u++b+p+b+p... 
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{(2,5)). A partir de X0 = X = ((2,5)}, on construit le plus 
y contenant X,,: Y,, = (2) x [ 1,5]. 
{(3,3)}. On reprend le plus petit segment initial de 
(3) x [I, 33. Etc.. . . On obtient ainsi deux suites croissantes de parties 
x,,c Y,,cX,c Y,cX-,**.. 
Qn montre alors que ces suites sont station it-es en utilisant la condition sur les 
cycles de G, (cf. Definition 2.14). 
Sur l’exemple, ces suites stationnent a partir de Y = Y-, = ( I} x [ 1,4] u (2) x [ 1,5] w 
(3) x [ 1,3]. Le CS cherche est alors le prifixe de y associe a Y, soit 
On deduit de ce lemme le resultat suivant. 
roposition 4.16. Vy E ti, 
reuve. Soit 93 = { CY E &Jar < y}, .% est une partie de .;4 majo par y done elle 
admet une borne supirieure p = sup % et p < y. Mais V( i, j) E ~ 3a( E % tel que 
(cf. Lemme 4.15). Done et par suite p = y = sup 3. iIl 
On est maintenant en mesure d’etablir un lien entre un CS infini et une suite 
croissante de CS finis. 
reposition 4.1’7. V y E A?, ii existe une suite croissante de fg finis de y dont le sup 
est y. 
rewe 
ConstrucCaon de la suite: soit 2 = {p E z&/p < y>. ,223 est de ombrable done on 
peut numeroter ses elements en une suite 98 = (p(r), r E R). On construit alor; 
par recurrence a(Q) =p(S) et Yz 1, G(r) =sup{&-- I), p(r)}. (a(r)),, PJ t%t 
clairement une suite croissante. 
Montrons que VrrE, a!(r) est un fg fini de y. ~(O)=P(O)EB. Si a(~‘-- 
alors ar(r-1) et P(r) sont a(r) existe et a( 
ViE[n], a’(r)=sup{&(r one %= 
{a(r), rEfW}c 93. 
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Montrons enfin quc )‘= sup ‘z. Soit ur = sup 
part,Vp&$3rENtelquej3=P(r)<~(r) 
cy. Finalement, y = (v est bien le sup d’une 
de y. 0 
:%et y=sup%< 
de facteurs gauc 
Qn a done enfin &abli un rhultat permettant de relier un CS infini B une suite 
de CS finis gr$ce & la notion de borne supkrieure. L’inconvhient de cette preuve 
est que h construction de cette suite n’est pas canonique. Elle dipend 
dans lequel on prend les fg et ne correspond done 5 rien d’intuitif. Pour cemedier 
5 cela, on va donner une construction canonique d’une telle suite en utilisant !e: 
4.3. Produit injni 
La definition du produit d’une infini 6 de CS qui repose sur les Gsultats pricCdents 
est t&s simple. 
Cfinition 4.18. Soit (a( r)),,N une suite de CS. On definit p(O) = (Y(O) et Vrc !A*, 
P(r)=P(r-l).ck+), et on pose a,=~i,,~(r)=~~~~,,~P(r). 
.19. 11 est clair que (/3( r)),,N est une suite croissante, on peut done 
dkduire (Y de la Proposition 4.8. La notion de produit infini est don essentiellement 
la m2me que celle de borne suphieure. Le produit infini est Ganmoins fondamental 
et c’est g&e B lui qu’on etablira aisement un lien avec d’autres modkles. 
voyons tout de suite quelques proprih%. On montre que le produit infini est 
associatif et que la longueur d’un produit est la som e des longueurs de ses facteurs. 
11 y a en fait deux cas d’associativitk: soit on forme une infinit6 de “paquets” fink 
soit il y a un nombre fini de ‘I uets” finis et non vides, et le dernier “paquet” est 
i&hi. On peut remarquer que ce derrnier cas se ram&e A un “paquet” fhi et un 
“paquet” infini. I1 suffit pour cela d’appliquer l’associativitk du produit fini. 
une suite de CS et a = nrGN a(r). 
rictement croissante d’entiers. On pose y(O) = 
5y( 1). On a alors a! = nFEN y(r). 
ve. Soit P(r) = ll;l=, a(k), (PWLR, est la suite croissante associee & (cy (r)),,N. 
V=N lP<r>l =I;;=, I44 k 
I4 = SUP{lPb9L r E w = C&J b(r)l- 
HEN, P(k,) = y(O). . . y(r) done 
e/n m~dt?le aspnchrone pour ks s_wkmes drstrib&s 
(3) kfrz .K on note y(r)= R_-,sr~(r) et y=n._,. a(r), Vr2. 
P(W.y(r), done 
(cf. Proposition 4.7). cl 
On va maintenant prouver que tout CS y est produit d’une suite de CS finis. Ce 
rksultat pourrait, bien sh-, se deduire de la ropasition 4.17, mais on don 
autre dimonstration qui repose sur une c struction effective de cette sui 
dlcomposition que l’on obtient ne manque pas d’int&& car elle correspo 
paralMisme maximal. 
On commence par dHinir le debut d’un CS. 
Cfinitio 21. Soit yG& et X(y)={(i,j)E [(i,j)],c[n]X{l}}. 0 
Deb(y) le prifixe de y assock? B X(y). 
Y = b$p+a&+u+l... 
I/ 
1 * c - . 
;’ r 
. 
w ir 
r,- ,+ 2- 2... 1 
X(y) = (( 1, l), (2,l)) et son &but est 
.22. Considkons le CS suivant: 
( 
a+r+u-> 
I* 
I+ b+p.. 
P 
On va donner la construction de la suite g&e ti cette rotion de dkbut. Soit y E a, 
on pose y(O) = y et Vr E N*: 
a(r)=Deb(y(r-1)); 
y(r) est dkfini par y(r - 1) = cu( r). y(r) (cf. Corolraire 3.18). 
pie 4.23. A partir du CS y de I’Exemple 4.22, la suite a(r) sera: 
r(l)= 
I d & f-1 
On montre alors le rkultat suivant. 
. y=flrcNe a!(r). 
etc . . . 
w. VrEN(, soit P(r)= 
remarque que Vr E N, on a y = p(r). y( r? 
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Reciproque: La partie difficile de cette preuve e 
c est-a-dire qu’il n’y a aucune partie de y qui reste hor 
On va raisonner par l’absurde. Le iessort principal de cette demonstration est la 
construction d’un c lus dans une classe d’eq 
On note X(r) = 
Soit j, =inf(jEN, (i,,j)E ). On remarque que cy (r) correspond a 
l’ensemble des classes ans y( Y - 1). On en deduit que [( 
~~)E[(il,J,)3vtelque(i,,12-1)n 
tienne 5 aucun X( uction de j, , on a iz f i, . 
on recommence jusqu’h 
=I 1 et on a le cycle suivant: 
Ce cycle de G, n’est pas inclus dans une c ,,. Contradiction. Done = 0,. 
Comme de plus /3 < ‘y, on a bien p = y. !Il 
.25. (1) Vy~d, si y#rz alors Deh(y)# &. 
(2) La Proposition 4.17 est un corollaire de la Proposition 4.24. 
reuve. (1) Si ye&!, y#& et Deb(y)= F, alors dans la construction pricidente 
WREN, eu(r)=~=fi(r) done Y#~~~~~*u(P). 
(2) La suite P(Y) ainsi construite convient pour la Proposition 4.17. 0 
Remarquons que si y est un CS fini, alors la construction donnee s’arrcte. En 
effet, tant que r( r - 1) # E on a a( Y) Z P done la suite p(r) crojit ctrictement jusqu’a 
ce que pour une valeur r, on ait p( q,) = y et par Ia suite Vr > r,, /3(r) = y et 
y(r) = E = a(r). 
On va itudier dans ce chapitre diverses ropriit& concernant le mono’;de (&, l ). 
Cc faisant, on etablira des liens entre le modele distribue et Pe monoi’de partiellement 
commutatif (mpc). 
Tout d’abord, on commence par etu ier les generateurs du monch’de (zzI?‘~ l ). On 
exhibe le plus petit semble G de generate s. II est isomorphe a I’ensemble des 
actions atomiques On peut considerer Jc comme le modele intercale sur 
le des actions atomiques. On e deduit le lien entre Ile mod&e intercal et 
e distribue sous la forme d’un mo me surjectif +: 
positions sur G d’un meme CS. On 
en fait a des c mutations. Le resultat 
consider-e deux 
deduit que l’ensemble SI?,- des CS jinis est isomorphe au monoi’de 
commutatif M( , 6) oti 8 est une re!atio de commutation su 
On etudie ensuite le cas des CS infinis. La congruence SW 
ne suffit pas a traduire la difference entre deux dicompositions: efle est trop fine. 
El est nkessaire ici d’autoriser une infinite de commutations. P 
isomorphe h k4( O), il est assez nature1 e vsir en <nl e monoi’d 
commutatif infinitaire. On definit une congruence =(, sur 
isomorphe a .R!. On donne alors plusieurs caracterisations de et,, no 
generalisation du lemme de Cori-Berrin dans [ 51, montrant ainsi qu’on a bien affaire 
B une generalisation infinitaire du mpc. 
5.1. G6ne’rateur.s 
On commence par l’etude des generateurs qui sont definis a partir des actions 
atomiques. On peut en effet associer canoniquement un CS a chaque action ato 
le 5.1. On reprend ici les notations des exemples de la Section 2. Aux actions 
atomiques definies dans 1’ExempIe 2.4 correspondent {es CS suivants 
On remarque sur ces exemples que les relations d’equivalencz ont exactement 
une classe, ce qui est normal puisqu’il s’agit d’actions atomiques. On est done 
conduit a poser la definition suivante. 
ifinition !!XL A toute action atomique x E , on associe I’element cy defini par: 
WE[n], 2=x,; 
R,, est formee d’une seule classe. 
On notera $(x) I’eIement ainsi associe a I’action atomique x. 
koposition 5.3. t/~ est une applica.tion injectioe de duns .sQ. On note 92 = &( 
uf+$e que %= {ar E d, Ial = l}. 
reuve. Si $(x)= e(v)= cy alors iE[n], ~‘=x,=y, done x=y. 
il est evident que Mement Q ass ie a l’action atomique x est 
1. Recipro ent, soit cy un CS et soit i E- If!] td 
est I’unique classe de t que cv =+biv(,ii, 1)). Cl 
Afin de montrer que 3 est 
suivant. 
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ume 5.4. Soit cy E &? tel que c[n]X(l; et 1+/+zN. IIexis?ex,,...,xJG 
;cr:F que cy = xi-x2 _ . . xc;. 
reuve. On itablit ce rgsultat par r&urrence sur k. 
Si k = 0 @ela d&xwle la COlWC~~tiOll SW k p&Uit vide n iCv) Xi = E. 
Silal=k+l,3iE[n] I que ar’ f E. On consi ire X =[(i, l)]_ et Y = 
note xk+ I et p les facteurs de 7 associh & X et Ye On v&ifie aisement que 
y=p-XL+, = x~+,.P et de s Ixk+ ,) = I done XL+ 1E 3. D’autre part, 
et IpI = k done, d’aprh pot&e de r&u rence, /3 = x,x-, . . . xk 
Xj E 92. On cn diduit CY = x1x-, . . . xkxk+, avec V”e [k+ I], X,JE 3. 0 
roposition 5.5. % es? un ensemble de g&3 teurs de &. 
reuve. Elle se deduit trivialement du r6sultat de d&omposition (Proposition 4.24), 
du Lemme 5.1 et de I’associativitC des prod its fini et infini (Propositions 3,10 et 
4.20). cl 
Remarque 5.6. En fait $9 est l’ensemble canonique de g&Grateurs de c94. En effet, 
g&e 5 l’additivite des longueurs, on vM!e ais6ment que tout Gment de longueur 
! appartient 2 tout ensemble de ghhateurs. On en deduit done aue 59 est inclus 
dans tout ensemble de ghhateurs de &. 
On est maintenant en mesure d’expliciter le lien entre le modltle distribu6 et le 
modkle intercali. Ce dernier est forme des suites finies ou infinies d’actions 
atomiques. II s’agit done du monoi’de libre infinitaite T Ce modele reprksente en 
fait les observations des comportements du systeme, sans toutefois autoriser la 
concurrence entre plusieurs actions atomiques. 11 y a done Gquentialisation 
comportement par intercalage de ses actions, ce qui conduit bien au modcle 
On obtient finalement le r&ul!at suivant. 
~fi~itio~ 5.7. On &end $ en une application de x dans & par +(a,a2.. .) = 
$(a,)$(aJ.. . . 
. t,b est un morphisme surjectvqui conserve la longueur. 
Soit u=u,u2..xAx, on a #<u)=n~~, $(u,) done 
i/n nmdde aswchrone pour Ies systhmes distribtrhs 
? Si IuI= u alors I$(u)l= 0 etdonc$(uv)=gJ(nr)=$J( 
ck(~~)=(lr(~,)...(cI(~,v~)~(~,)...=(IcI(~I)...(I/(~,,,,))(~(vl)...) 
= wwv) 
(associativiti du produit infini). 
La surjectivitk dkoule de la Proposition 5.5. Tz1 
On peut cependant remarquer que cette a ication est loin 
xemple 5.9. On note ~=(Q,E,E), y=(r,&,r,), z=(P,~,E), t=(e,p,E). 
&dents par Ic/ de 
I 
a+r 
I* 
cy= GP 
I/ It 
$1 
sont xyzt, xzyt, zxyt, xzty, zxty, ztxy. 
On constate sur cet exemple que les diverses dkcompositions de cy ne diffkent 
que par des “commutations”. Ceci est en fait g&&al et fait l’objet de Etude qui suit. 
5.2. Commutations 
0. Dans toute la suite, on identifiera 
1. Soit CTL’ E &, on ddfinit son support 
.Y E et rc/(X)E 59. 
par S(a)={iE[n],a’#~}. 
roposition 5.12. Soient a, p E 3. a$3 = pa! e( a! = p ou S(a) n S(p) = 0). 
reuse. Supposons cup = pa, et S(a) A S(p) in tJ. Soit ic S(a) n S(p), on a 
vap(i, 1) = (CI-‘(LY) et v&, 1) = $I-‘@). Done $-‘(a) = I,!?(P) et cy =p. La 
riciproque est triviale. Cl 
atye 5.13. La rkiproque de la proposition est vraie avec cv et /3 46ments 
quelconques de &, mais pas le sens direct. 
On prend A, = (a], A,={b}, 
& 
b, on a a$ = /Aa = 
c 
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Voyons maintenant un lemme technique tres utile pour la suite. 
.15. Soit f e d, si +f = sg = b, b-, . . . aoec Q E 
= bk et Vk’<k S(b,)hS(bL)=8. 
reuve. Soit bzS(a)cS(f), on a f’#E don 
inf{ k’E N*, i E S( b,,)}, soient cy = b, . . . bc, ~, et 
ui ( i, 1) = &a ( i, 1 ) = a, et VI ( i, 1 ) = vlthk s ( i, 1 ) = 
part, i@S(cy) done [(i,l)],nS(a.)=fd. Don 
S(bL,)n S(6,) =a. Cl 
k))#v). Soit k = 
On a f=ctb& 
a = b,. D’autre 
et done Vk’c k 
Voyons maini:? ant Ie lien avec le mpc. 
On consider-e sur A la relation de commutation 8 definie par: a 8 5~ S(a) t-1 
S(b) = 0. 8 est bien une relation symetrique et irreflexive. On note -+ ou simplement 
- la congruence associee 5 8. 
Exemple 5 1& AWC les notations de 1’Exemple 2.4 iti relation 6 est donnke par 12 
graphe de @ oti aI 
Fig. 5). 
= (a, F, e), a, = (E, a, E), . . . rl = (r, E, r,), r, = (E, r, h), . . . (voir la 
bl 
a1 a2 
b2 
P’ P2 
Fig. 5. 
rave. 
et - la 
(t-b 
(=+): Si a 8 b alors $(ab) = $(ba) (Proposition 5.12). $ &ant un morphisme 
congruence engendrie par 8, le resultat s’en deduit. 
On pose j’= a I . . . a, et g = b, . . . brf 
f- = If I = 1H.r )I = I+@/ = lgl = r’. 
Montrons par recurrence sur r que f - g. Si Y s 1, c’est evident. Soit Y > 1, on applique 
le iemme 3.15, 3kE IV*, a, = b,, e”r Vk’< k, S(b,,) n S(b,) =Q) done l/k’< k, bci 8 bLV. 
deduit g-a,b, . . . b,-,b,+, . . . b, = a,g’. On note f = a,f’. On a t,h(f) = 
(f’) = 9(g) = $(a,)$(g’) done $(.f’) = t.,b(g’) (Proposition 3.16). Par 
eu fv,g’-g. El 
On obtient aiors le th6orGme suivant. 
. d,- est isomorphe au mpc M( 
ve, Ii est ciair que +GIA+ est un morphisme surjectif * dan!: A$~ On a 
A*& &f 
I / J
II, 
(4 0) 
oti P est un isomorphisme de monoi’des. Cl 
Avant de passer A i’ktude des CS infinis, on (finit le prkcrdrc sur 
correspond ti la notion de prifixe moduio 8. 
9. Soient u, v E *, on dit que v est prkiixe de u moduio 8 s’ii existe 
WE A* tel que u- vu’. On note v cH u. 
xemple 5.20. En reprenant ies notations de 1’Exempie 5.16, ies prefixes moduio 6 
de u = b,p,b, sont r; 6, ; 6,; hp,; 0,; m; hp,k h&p,; hhp,. 
- est la relation d’6quivaience associke au priordre cr, i.e. 
ii-v e u<Hvetv<,u. 
5.3. Le monoi’de partiellement commutatif injinitaire 
On va maintenant s’inkesser ti la partie infinitaire. Dans ce cadre, on ne pourra 
pas se raccrocher A une thkorie existante puisque le monoi’de partieiiement commu- 
tatif infinitaire n’a jamais it6 ktudik. 
11 s’agit done d’en donner une dkfinition. Aprils ies rkuitats itabiis jusqu’s present, 
tout est simple. On dispose d’un morphisme surjectif $ : x + .s@ et ii suffit d’utiiiser 
la congruence associee. 
Notation 5.22. On note zH ou simplemew =: la congruence associke & f): 
u=v e $&4)=$(v). 
osition 5. ‘/ _ est isomorphe & .A On dira que ‘/ _ est le monoi’de partielje- 
ment co_mmutatif injnitaire. 
a notation =,, et 
les ksuitats obtenus dans le cadre finitaire. On t’a 
des justifications directes dans ie 
plusieurs caract6risations de = qu 
la relation de commutation 8. 
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ion 5.24. On note -e ou simplement - Oa congruence 
de commutation 6 dans le nonoi’de libre infinitaire A”. 
position 5.25. Vu, v E A’x, u - v + u = ;i. 
reuve. Par definition de la congruence associee a 0, si u - v9 alo s u et v ne different 
que par un nombre fini de commutations, do c il existe deux mots finis fs g E 
verifiant: f-g, er 7 fii, v = gw avec we A”. On en deduit e(u) = +(f)$(w) I= 
#(g)JI( w) = $( 21) (cf. Proposition 5.17). •1 
Ce resultat etablit deja un lien Ctroit entre = et la relation 8, mais helas, dans le 
cadre infinitaire, la reciproque est fausse comme le montre l’exemple suivant. 
Exemple 526. Toujours avec les notations de la Section 2, on note x = (a, E, E) et 
y = (&, b, E). x et y sont des actions atomiques. Soient u = (xy)“’ et v = (xxyy)“. On 
verifie alors que 
a+a+a+a... 
b-,6+6+_*... 
& 
Or on n’a pas u - v puisque u et v different jusqu’a l’infini. 
Cet exemple suggere la necessite d’une infinite de commutations pour traduire 
l’equivalence de deux mots infinis. Pour cela, on introduit la definition suivante. 
=, on dit que v est un pretixe de u modulo 8 si Vr E N, 
aweAS tel que u[r]w- u (ou v[ r] designe le facteur gauche de longueur r de u). 
On note encore v ce u. 
I1 est clair que dans le cas oti u et v sont finis, cette definition est equivalente 5 
la Definition 5.19 ce qui cxplique qu’on ait utilise la m&me notation. 
le 5.28. En reprenant les notations de l’exemple 5.26, on a 
(XY)” -5 bYYJ” et (xxyy)” co (xy)“. 
En fait, VW E (x, y}“, on a w c=@ (xv)“. 
On peut donner plusieurs caracterisations equivalentes de la relation ce. 
Un modPIe a.r~ncitrone pour Ies swhtttes di.wihuPs 
reeve. Immediat. Cl 
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reuve. Soient u, v E 
Si v ce u alors Vr “,v[r]w-udor.ciG_(v~r])<tk(u[r]w)==r~/(u) 
4w=SuPbw_~l)r ~~~M!w. 
Si $(v) < $(u), montrons par rhzurrence que *, v[r]w-u. Si r= 
on prend w = u et on a v[O]w-U. Soit rEfV et w,E V tel que v[r]w, - U. On a 
31(u[r+l])(~(v)<~(~1)=rC/(v[r]~‘,). On note a=u(r+-I). On a done 
+(v[r]a)= @(v[r])$(a)< #(v[r])+(w,) d’oh rt/(ccH @(WA. On note w, = h,b?. . . 
et on applique le Lemme 5.15. 3k E N”, br, = aetVk’<kS(bA)nS(bi,+=(/).Donc 
bk commute avec 6, . . . bk_,. On pose alors w,+, = 6, . . . bl, .&n+, . . . , et on a 
w -aw,,,. Done 
dimonstration. 0 
u[ r + 11 w,+, = v[ r]aw,, , - v[ r] w, - u, ce qui a&he la 
Corollaire 5.31. ( 1) < 8 est un prkordre sur 
(2) = est l’t?quiualence associke ci < (,. 
(3) Vu,vEAr,u=v e et 
Breuve. (1) D&zoule du fait que < est une relation d’ordre sur .ti. 
(2) Vu, v E Ax, u=u W $(u)=$(v), 
@ rCI(u)<rL(v)etrC/(v)(~(u), 
W u<tivetv<Mu. 
(3) C’est le point (2) formule directement. Cl 
On passe maintenant B une autre caracthisation de - qui va gh&raiiser le lemme 
de Cori-Perrin dans [5]. Ce lemme caracterise la congruence - dans le mpc jl partir 
des projections sur les singletons et les paires de lettres qui ne commutent pars. 
Cfinitioar 5.32. ( 1) On note X = {{x, y}, (x, y) & 0) (comme 8 est irMexive, on 
obtient les singletons en faisant x = y). 
(2) V’Bc A, on note 7rB la projection de A” dans B” dCfinie par ~(6) = 6 si 
6 E B et 7rB( 6) = E sinon. 
On donne d’abord un rksultat un peu plus complet 
( 1) ( Cori- Perrin) u - v*Vx E x, &(U) = 7TJ v). 
(2) (Arnold) u <* U~VXE X, T.~(P) s T.~(u). 
(3) (Cori-Perrin) Wx E X, T,(U) = n&+=3a - v. 
1; ne reste plus qta’i ghhliser ce Iemme au ca 
e tout i fait sid&er que = est la bonne 
itaire de - et de voir en a 9e ~~~~~~e a~je~~ernent co tatif 
Ce travail avait pour ut la dSmition d’un apt6 i la repr~5e~t~t~o~ 
istribuk On esptre qcle le mcdkle p&sent& ici attei 
~cat~~at~on~ borne sup&-ieure, p 
essants irni~a~r~s :i 
Gle a it6 faite dans [7]. Bien qu’il n’y ait pas eu d’investigation systema 
us les rkultats qu’e . r: pet EMZ&P de cette thkie, il sembie que ceux pr& 
ici soient suflisamment significatifs pour convaincre des possibilit& d’exploitatie, 
de ce mod&e. 
n peut enfin remar uer que ce travail ouvre au moins deux vsies de ret 
~~*t~r~ssantes: 
dSni un modi2fe adapt6 Q i 
ii tait nature! de s’intkcsser a 
e, I%quit& f’abs 
remarquer que le e la detection de bloca e se r&out ais 
tilisant des automates [‘?I. 
u monoi’de partieilement csmmutatif infinitaire sembk 
s de la th&rie. II faut aint~nant rouver 
mpc qui s’6tendrent a cadre in~nitair~, quelles ssnt tes 
suvelOes notions B introduire pour pcruvoir arler de rationnels et par exempte 
delile sera B’extension infinitaire de la co-it&ation introduite par Behmanski [ 16], 
pour caract&iser Ees reeonnaissabtes du mpc. 
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