Abstract. The aim of this paper is to study the basic properties of the Thompson metric dT in the general case of a linear spaces X ordered by a cone K. We show that dT has monotonicity properties which make it compatible with the linear structure. We also prove several convexity properties of dT , and some results concerning the topology of dT , including a brief study of the dT -convergence of monotone sequences. It is shown most results are true without any assumption of Archimedean-type property for K. One considers various completeness properties and one studies the relations between them. Since dT is defined in the context of a generic ordered linear space, with no need of an underlying topological structure, one expects to express its completeness in terms of properties of the ordering, with respect to the linear structure. This is done in this paper and, to the best of our knowledge, this has not been done yet. Thompson metric dT and order-unit (semi)norms | · |u are strongly related and share important properties, as both are defined in terms of the ordered linear structure. Although dT and | · |u are only topological (and not metrical) equivalent on Ku, we prove that the completeness is a common feature. One proves the completeness of the Thompson metric on a sequentially complete normal cone in a locally convex space. At the end of the paper, it is shown that, in the case of a Banach space, the normality of the cone is also necessary for the completeness of the Thompson metric.
Introduction
In his study on the foundation of geometry, Hilbert [16] introduced a metric in the Euclidean space, known now as the Hilbert projective metric. Birkhoff [5] realized that fixed point techniques for nonexpansive mappings with respect to the Hilbert projective metric can be applied to prove the Perron-Frobenius theorem on the existence of eigenvalues and eigenvectors of non-negative square matrices and of solutions to some integral equations with positive kernel. The result on the PerronFrobenius theorem was also found independently by Samelson [39] . Birkhoff's proof relied on some results from differential projective geometry, but Bushell [7, 8] gave new and more accessible proofs to these results by using the Hilbert metric defined on cones, revitalizing the interest for this topic (for a recent account on Birkhoff's definition of the Hilbert metric see the paper [24] , and for PerronFrobenius theory, the book [23] ). A related partial metric on cones in Banach spaces was devised by Thompson [41] , who proved the completeness of this metric (under the hypothesis of the normality of the cone), as well as some fixed point theorems for contractions with respect to it. It turned out that both these metrics are very useful in a variety of problems in various domains of mathematics and in applications to economy and other fields. Among these applications we mention those to fixed points for mixed monotone operators and other classes of operators on ordered vector spaces, see [9, 10, 11, 12, 37, 38] . Nussbaum alone, or in collaboration with other mathematicians, studied the limit sets of iterates of nonexpansive mappings with respect to Hilbert or Thompson metrics, the analog of Denjoy-Wolff theorem for iterates of holomorphic mappings, see [25, 26, 27, 31, 32, 33] . These metrics have also interesting applications to operator theory-to means for positive operators, [18, 29] , and to isometries in spaces of operators on Hilbert space and in C * -algebras, see [15, 28] , and the papers quoted therein.
Good presentations of Hilbert and Thompson metrics are given in the monographs [17, 31, 32] , and in the papers [1, 24, 34] . A more general approach-Hilbert and Thompson metrics on convex setsis proposed in the papers [3] and [4] .
The aim of this paper, essentially based on the Ph. D. thesis [37] , is to study the basic properties of the Thompson metric d T in the general case of a vector space X ordered by a cone K. Since d T is defined in the context of a generic ordered vector space, with no need of an underlying topological structure, one expects to express its completeness in terms of properties of the ordering, with respect to the linear structure. This is done in the present paper and, to the best of our knowledge, this has not been done yet.
For the convenience of the reader, we survey in Section 2 some notions and notations which will be used throughout and list, without proofs, the most important results that are assumed to be known. Since there is no a standard terminology in the theory of ordered vector spaces, the main purpose of this preliminary section is to provide a central point of reference for a unitary treatment of all of the topics in the rest of the paper. As possible we have given exact references to textbooks were these results can be found, [2, 6, 13, 14, 19, 35, 40] .
Section 3 is devoted to the definition and basic properties of the Thompson metric. We show that d T has monotonicity properties which make it compatible with the linear structure. We also prove several convexity properties of d T . We close this section with some results concerning the topology of d T , including a brief study of the d T -convergence of monotone sequences. Note that most of these results are true without the assumption of an Archimedean-type property for K.
We show that the Thompson metric d T and order-unit (semi)norms | · | u are strongly related and share important properties (e.g., they are topologically equivalent), as both are defined in terms of the ordered linear structure.
Section 4 is devoted to various kinds of completeness. It is shown that, although d T and |·| u are only topologically, and not metrically, equivalent, we are able to prove that the completeness is a common feature. Also we study a special notion, called self-completeness, we prove that several completeness conditions are equivalent and that the Thompson metric on a sequentially complete normal cone K in a locally convex space X is complete.
In the last subsection we show that in the case when X is a Banach space, the completeness of K with respect to d T is also necessary for the normality of K. This is obtained as a consequence of a more general result (Theorem 4.20) on the equivalence of several conditions to the completeness of K with respect to d T .
Cones in vector spaces
2.1. Ordered vector spaces. A preorder on a set Z is a reflexive and transitive relation ≤ on Z. If the relation ≤ is also antisymmetric then it is called an order on Z. If any two elements in Z are comparable (i.e. at least one of the relations x ≤ y or y ≤ x holds), then one says that the order (or the preorder) ≤ is total.
Since in what follows we shall be concerned only with real vector spaces, by a "vector space" we will understand always a "real vector space".
A nonempty subset W of a vector space X is called a wedge if
tW ⊂ W, for all t ≥ 0.
The wedge W induces a preorder on X given by (2.2) x ≤ W y ⇐⇒ y − x ∈ W.
The notation x < W y means that x ≤ W y and x = y. If there is no danger of confusion the subscripts will be omitted.
This preorder is compatible with the linear structure of X, that is (2.3) (i) x ≤ y =⇒ x + z ≤ y + z, and
(ii) x ≤ y =⇒ tx ≤ ty,
for all x, y, z ∈ X and t ∈ R + , where R + = {t ∈ R : t ≥ 0}. This means that one can add inequalities
x ≤ y and x ′ ≤ y ′ =⇒ x + x ′ ≤ y + y ′ , and multiply by positive numbers x ≤ y ⇐⇒ tx ≤ ty,
for all x, x ′ , y, y ′ ∈ X and t > 0. The multiplication by negative numbers reverses the inequalities
As a consequence of this equivalence, a subset A of X is bounded above iff the set −A is bounded below. Also
It is obvious that the preorder ≤ W is total iff X = W ∪ (−W ).
Remark 2.1. It follows that in definitions (or hypotheses) we can ask only one order condition. For instance, if we ask that every bounded above subset of an ordered vector space has a supremum, then every bounded below subset will have an infimum, and consequently, every bounded subset has an infimum and a supremum. Similarly, if a linear preorder is upward directed, then it is automatically downward directed, too.
Obviously, the wedge W agrees with the set of positive elements in X,
Conversely, if ≤ is a preorder on a vector space X satisfying (2.
3) (such a preorder is called a linear preorder ), then W = X + is a wedge in X and ≤ = ≤ W . Consequently, there is a perfect correspondence between linear preorders on a vector space X and wedges in X and so any property in an ordered vector space can be formulated in terms of the preorder or of the wedge.
A cone K is a wedge satisfying the condition
This is equivalent to the fact that the induced preorder is antisymmetric,
for all x, y ∈ X, that it is an order on X.
A pair (X, K), where K is a cone (or a wedge) in a vector space X, is called an ordered (resp. preodered) vector space.
An order interval in an ordered vector space (X, K) is a (possibly empty) set of the form
for some x, y ∈ X. It is clear that an order interval [x; y] o is a convex subset of X and that
The notation [x; y] will be reserved to algebraic intervals:
Since the intersection of an arbitrary family of order-convex sets is order-convex, we can define the order-convex hull [A] of a nonempty subset A of X as the intersection of all order-convex subsets of X containing A, i.e. the smallest order-convex subset of X containing A. It follows that (2.6) [ We mention also the following result.
Proposition 2.3 ([6]
). Let (X, ≤) be an ordered vector space. Then the order ≤ is total iff every order-convex subset of X is convex.
We shall consider now some algebraic-topological notions concerning the subsets of a vector space X. Let A be a subset of X.
The subset A is called:
• balanced if λA ⊂ A for every |λ| ≤ 1;
• absolutely convex if it is convex and balanced;
• absorbing if {t > 0 : x ∈ tA} = ∅ for every x ∈ X.
The following equivalences are immediate:
A is absolutely convex ⇐⇒ ∀a, b ∈ A, ∀α, β ∈ R, with |α| + |β| = 1, αa + βb ∈ A ⇐⇒ ∀a, b ∈ A, ∀α, β ∈ R, with |α| + |β| ≤ 1, αa + βb ∈ A.
Notice that a balanced set is symmetric and a symmetric convex set containing 0 is balanced. The following properties are easily seen.
Proposition 2.4. Let X be an ordered vector space and A ⊂ X nonempty. Then
is also absolutely convex.
One says that a is an algebraic interior point of A if
The (possibly empty) set of all interior points of A, denoted by aint(A), is called the algebraic interior (or the core) of the set A. It is obvious that if X is a TVS, then int(A) ⊂ aint(A). where int(A) denotes the interior of the set A. In finite dimension we have equality, but the inclusion can be proper if X is infinite dimensional.
A cone K is called solid if int(K) = ∅.
Remark 2.5. Zȃlinescu [45] uses the notation A i for the algebraic interior and i A for the algebraic interior of A with respect to its affine hull (called the relative algebraic interior). In his definition of an algebraic interior point of A one asks that the conclusion of (2.7) holds only for λ ∈ [0; δ], a condition equivalent to (2.7).
The set A is called lineally open (or algebraically open) if A = aint(A), and lineally closed if X \ A is lineally open. This is equivalent to the fact that any line in X meets A in a closed subset of the line. The smallest lineally closed set containing a set A is called the lineal (or algebraic) closure of A and it is denoted by acl(A). Again, if X is a TVS, then any closed subset of X is lineally closed. The subset A is called lineally bounded if the intersection with any line D in X is a bounded subset of D.
Remark 2.6. The terms "lineally open", "lineally closed", etc, are taken from Jameson [19] .
Remark 2.7. Similar to the topological case one can prove that
Consequently, if A is convex then aint(A) is also convex. If K is a cone, then aint(K) ∪ {0} is also a cone and
We justify only the second assertion. Let x ∈ aint(K) and y ∈ K. Then
Now we shall consider some further properties of linear orders. A linear order ≤ on a vector space X is called:
• Archimedean if for every x, y ∈ X, (2.10) (∀n ∈ N, nx ≤ y) =⇒ x ≤ 0;
• almost Archimedean if for every x, y ∈ X,
The following four propositions are taken from Breckner [6] and Jameson [19] . In all of them X will be a vector space and ≤ a linear preorder on X given by the wedge W = X + . Proposition 2.8. The following are equivalent.
1. The preorder ≤ is Archimedean.
2.
The wedge W is lineally closed.
3.
For every x ∈ X and y ∈ W, 0 = inf{n −1 x : n ∈ N}.
2.2.
Completeness in ordered vector spaces. An ordered vector space X is called a vector lattice if any two elements x, y ∈ X have a supremum, denoted by x ∨ y. It follows that they have also an infimum, denoted by x ∧ y, and these properties extend to any finite subset of X. The ordered vector space X is called order complete (or Dedekind complete) if every bounded from above subset of X has a supremum and order σ-complete (or Dedekind σ-complete) if every bounded from above countable subset of X has a supremum. The fact that every bounded above subset of X has a supremum is equivalent to the fact that every bounded below subset of X has an infimum. Indeed, if A is bounded above, then sup{y : y is a lower bound for A} = inf A.
Remark 2.12. An ordered vector space X is order complete iff for each pair A, B of nonempty subsets of X such that A ≤ B there exists z ∈ X with A ≤ z ≤ B. This similarity with "Dedekind cuts" in R justifies the term Dedekind complete used by some authors. Here A ≤ B means that a ≤ b for all (a, b) ∈ A × B.
The following results gives characterizations of these properties in terms of directed subsets. 1. The space X is order complete iff every upward directed bounded above subset of X has a supremum (equivalently, if every bounded above monotone net has a supremum). 2. The space X is Dedekind σ-complete iff every upward directed bounded above countable subset of X has a supremum (equivalently, if every bounded above monotone sequence has a supremum).
Ordered topological vector spaces (TVS).
In the case of an ordered TVS (X, τ ) some connections between order and topology hold. In the following propositions (X, τ ) will be a TVS with a preorder or an order, ≤ generated by a wedge W, or by a cone K, respectively. We start by a simple result.
Proposition 2.14. A wedge W is closed iff the inequalities are preserved by limits, meaning that for all nets (x i : i ∈ I), (y i : i ∈ I) in X, ∀i ∈ I, x i ≤ y i and lim
Other results are contained in the following proposition. 
is an increasing net which is τ -convergent to x ∈ X, then x = sup i x i . 5. Conversely, if the topology τ is Hausdorff, int(K) = ∅ and K is Archimedean, then K is τ -closed.
Note 2. 16 . In what follows by an ordered TVS we shall understand a TVS ordered by a closed cone. Also, in an ordered TVS (X, τ, K) we have some parallel notions-with respect to topology and with respect to order. To make distinction between them, those referring to order will have the prefix "order-", as, for instance, "order-bounded", "order-complete", etc, while for those referring to topology we shall use the prefix "τ -", or "topologically-", e.g., "τ -bounded", "τ -complete" (resp. "topologically-bounded", "topologically-complete"), etc.
2.4.
Normal cones in TVS and in LCS (locally convex spaces). Now we introduce a very important notion in the theory of ordered vector spaces. A cone K in a TVS (X, τ ) is called normal if there exists a neighborhood basis at 0 formed of order-convex sets.
The following characterizations are taken from [6] and [35] .
Theorem 2.17. Let (X, τ, K) be an ordered TVS. The following are equivalent. 1. The cone K is normal.
2. There exists a basis B formed of order-convex balanced 0-neighborhoods.
3. There exists a basis B formed of balanced 0-neighborhoods such that for every B ∈ B, y ∈ B and 0 ≤ x ≤ y implies x ∈ B. 4. There exists a basis B formed of balanced 0-neighborhoods such that for every B ∈ B, y ∈ B implies [0; y] o ⊂ B. 5. There exists a basis B formed of balanced 0-neighborhoods and a number γ > 0 such that for every B ∈ B, [B] ⊂ γB. 6. If (x i : i ∈ I) and (y i : i ∈ I) are two nets in X such that ∀i ∈ I, 0 ≤ x i ≤ y i and lim i y i = 0, then lim i x i = 0. If further, X is a LCS, then the fact that the cone K is normal is equivalent to each of the conditions 2-5, where the term "balanced" is replaced with "absolutely convex". Remark 2.18. Condition 6 can be replaced with the equivalent one:
If (x i : i ∈ I), (y i : i ∈ I) and (z i : i ∈ I) are nets in X such that ∀i ∈ I, x i ≤ z i ≤ y i and
The normality implies the fact that the order-bounded sets are bounded. Remark 2.20. In the case of a normed space this condition characterizes the normality, see Theorem 2.24 below. Also, it is clear that a subset Z of an ordered vector space X is order-bounded iff there exist x, y ∈ X such that Z ⊂ [x; y] o .
The existence of a normal solid cone in a TVS makes the topology normable. Exercise 11, and [35] ). If a Hausdorff TVS (X, τ ) contains a solid τ -normal cone, then the topology τ is normable.
In order to give characterizations of normal cones in LCS we consider some properties of seminorms. Let γ > 0. A seminorm p on a vector space X is called:
A 1-monotone seminorm is called monotone. Also a seminorm which is γ-monotone for some γ > 0 is called sometimes semi-monotone (see [13] ).
These properties can be characterized in terms of the Minkowski functional attached to an absorbing subset A of a vector space X, given by
It is well known that if the set A is absolutely convex and absorbing, then p A is a seminorm on X and [35] and [40] ). Let (X, τ ) be a LCS ordered by a cone K. The following are equivalent.
1. The cone K is normal.
2. There exists γ > 0 and a family of γ-normal seminorms generating the topology τ of X.
3. There exists γ > 0 and a family of γ-monotone seminorms generating the topology τ of X.
4. There exists γ > 0 and a family of γ-absolutely monotone seminorms generating the topology τ of X. All the above equivalences hold also with γ = 1 in all places.
2.5.
Normal cones in normed spaces. We shall consider now characterizations of normality in the case of normed spaces. For a normed space (X, · ), let B X = {x ∈ X : x ≤ 1} be its closed unit ball and S X = {x ∈ X : x = 1} its unit sphere.
Theorem 2.24 ( [13] and [14] ). Let K be a cone in a normed space (X, · ). The following are equivalent.
1. The cone K is normal. 2. There exists a monotone norm · 1 on X equivalent to the original norm · . 3. For all sequences (x n ), (y n ), (z n ) in X such that x n ≤ z n ≤ y n , n ∈ N, the conditions lim n x n = x = lim n y n imply lim n z n = x. 4. The order-convex hull [B X ] of the unit ball is bounded. 5. The order interval [x; y] o is bounded for every x, y ∈ X. 6. There exists δ > 0 such that ∀x, y ∈ K ∩ S X , x + y ≥ δ. 7. There exists γ > 0 such that ∀x, y ∈ K, x + y ≥ γ max{ x , y }. 8. There exists λ > 0 such that x ≤ λ y , for all x, y ∈ K with x ≤ y.
We notice also the following result, which can be obtained as a consequence of a result of T. Andô on ordered locally convex spaces (see [2, Theorem 2.10]).
Proposition 2.25 ([2]
, Corollary 2.12). Let X be a Banach space ordered by a generating cone X + and B X its closed unit ball. Then (B X ∩ X + ) − (B X ∩ X + ) is a neighborhood of 0.
2.6.
Completeness and order completeness in ordered TVS. The following notions are inspired by Cantor's theorem on the convergence of bounded monotone sequences of real numbers.
Let X be a Banach space ordered by a cone K. The cone K is called:
• regular if every increasing and order-bounded sequence in X is convergent;
• fully regular if every increasing and norm-bounded sequence in X is convergent.
By Proposition 2.13 if X is a regular normed lattice, then every countable subset of X has a supremum.
These notions are related in the following way.
Theorem 2.26 ([14], Theorems 2.2.1 and 2.2.3).
If X is a Banach space ordered by a cone K, then
If the Banach space X is reflexive, then the reverse implications hold too, i.e. both implications become equivalences.
Some relations between completeness and order completeness in ordered topological vector spaces were obtained by Ng [30] , Wong [43] (see also the book [44] ). Some questions about completeness in ordered metric spaces are discussed by Turinici [42] .
Let (X, τ ) be a TVS ordered by a cone K. One says that the space X is
• fundamentally σ-order complete if every increasing τ -Cauchy sequence in X has a supremum;
• monotonically sequentially complete if every increasing τ -Cauchy sequence in X is convergent in (X, τ ).
In the following propositions (X, τ ) is a TVS ordered by a cone K. The following result is obvious.
Proposition 2.27.
1. If X is sequentially complete, then X is monotonically sequentially complete.
2. If X is monotonically sequentially complete, then X is fundamentally σ-order complete.
3. If K is normal and generating, and X is fundamentally σ-order complete, then X is monotonically sequentially complete.
The following characterizations of these completeness conditions will be used in the study of the completeness with respect to the Thompson metric.
Proposition 2.28. The following conditions are equivalent.
The Thompson metric
3.1. Definition and fundamental properties. Let X be a vector space and K a cone in X. The relation (3.1)
x ∼ y ⇐⇒ ∃λ, µ > 0, x ≤ λy and y ≤ µx,
is an equivalence relation in K. One says that two elements x, y ∈ K satisfying (3.1) are linked and the equivalence classes are called components. The equivalence class of an element x ∈ K will be denoted by K(x).
Proposition 3.1. Let X be a vector space ordered by a cone K.
, closed under addition and multiplication by positive scalars, that is Q ∪ {0} is an order-convex cone.
Proof. We justify only the assertion concerning aint K, the others being trivial. If x, y ∈ aint K, then there exist α, β > 0 such that x + ty ∈ K for all t ∈ [−α, α] and y + sx ∈ K for all s ∈ [−β, β]. It follows y − βx ∈ K, i.e. y ≥ βx, and x − αy ∈ K, i.e. x ≥ αy.
For two linked elements x, y ∈ K put
and let
Remark 3.2. It is convenient to define d T for any pair of elements in K, by setting d T (x, y) = ∞ for any x, y not lying in the same component of K which, by (3.3) , is in concordance with the usual convention inf ∅ = ∞. In this way, d T becomes an extended (or generalized) (semi)metric (in the sense of Jung [20] ) on K and, for all x, y ∈ K, x ∼ y ⇐⇒ d(x, y) < ∞. Though d T is not a usual (semi)metric on the whole cone, we will continue to call d T a metric. The Thompson metric is also called, by some authors, the part metric (of the cone K). The initial approach of Thompson [41] was slightly different. He considered the set
and defined the distance between x and y by
The following proposition shows that the relations (3.3) and (3.5) yield the same function.
Proposition 3.4. For every x, y ∈ K the following equality holds
Proof. It suffices to prove the equality for two linked elements x, y ∈ K. In this case let
Then the following equivalences hold
Consequently λ ≥ max{α 1 , α 2 } = α and s ≥ ln α = δ, for every s ∈ σ(x, y), and so
To prove the reverse inequality, suppose that α 1 ≥ α 2 and let λ > α 1 . Then λ ∈ α(x, y) ∩ α(y, x) and the equivalences (3.6) show that s = ln λ ∈ σ(x, y), so that ln λ ≥ d. It follows
which together with (3.7) yields δ = d.
There is another metric defined on the components of K, namely the Hilbert projective metric, defined by
for any two linked elements x, y of K. The term projective comes from the fact that d H (x, y) = 0 iff x = λy for some λ > 0.
The original Hilbert's definition (see [16] ) of the metric was the following. Consider an open bounded convex subset Ω of the Euclidean space R n . For two points x, y ∈ Ω let ℓ xy denote the straight line through x and y, and denote the points of intersection of ℓ xy with the boundary ∂Ω of Ω by x ′ , y ′ , where x is between x ′ and y, and y is between x and y ′ . For x = y in Ω the Hilbert distance between x and y is defined by
and δ H (x, x) = 0 for all x ∈ Ω, where · stands for the Euclidean norm in R n . The metric space (Ω, δ H ) is called the Hilbert geometry on Ω. In this geometry there exists a triangle with non-colinear vertices such that the sum of the lengths of two sides equals the length of the third side. If Ω is the open unit disk, the Hilbert metric is exactly the Klein model of the hyperbolic plane. The definition (3.8) of Hilbert metric on cones in vector spaces was proposed by Bushell [7] (see also [8] ). Note 3.5. As we shall consider only the Thompson metric, the subscript T will be omitted, that is d(·, ·) will stand always for the Thompson metric.
In the following proposition we collect some properties of the set σ(x, y). Proposition 3.6. Let X be a vector space ordered by a cone K and x, y, z linked elements in K.
1. Symmetry: σ(y, x) = σ(x, y).
Proof. 1. The symmetry follows from the definition of the set σ(x, y).
2. The inclusion (d(x, y); ∞) ⊂ σ(x, y) follows from the fact that 0 < λ < µ and x ≥ 0 implies λx ≤ µx. The second inclusion follows from the fact that no λ < d(x, y) belongs to σ(x, y).
Since an Archimedean cone is lineally closed and
3. Let s ∈ σ(x, y) and t ∈ σ(y, z). Then e −s x ≤ y ≤ e s x and e −t y ≤ z ≤ e t y.
It follows e −(s+t) x ≤ e −t y ≤ z and z ≤ e t y ≤ e s+t x, which shows that s + t ∈ σ(x, z).
Now it is easy to show that the function d given by (3.3) is an extended semimetric.
Proposition 3.7. Let X be a vector space ordered by a cone K.
The function d is a metric on each component of K iff the order defined by the cone K is almost Archimedean.
Proof. 1. The fact that d is a semimetric follows from the properties of the sets σ(x, y) mentioned in Proposition 3.6. 2. Suppose now that the cone K is almost Archimedean and d(x, y) = 0 for two linked elements x, y ∈ K. It follows
The inequality e −s (e s − 1) ≤ e s − 1 implies −e −s (e s − 1)x ≥ −(e s − 1)x. Consequently,
Taking into account that K is almost Archimedean it follows y − x = 0, that is y = x. To prove the converse, suppose that K is not almost Archimedean. Then there exists a line D = {x + µy : µ ∈ R}, with y = 0, contained in K. If x = 0, then ±y ∈ K, that would imply y = 0, a contradiction.
Consequently x = 0. Observe that in this case, for all µ ∈ R,
which shows that d is not a metric. The equality (3.10) is equivalent to
The inclusion D ⊂ K implies x ± λy ∈ K for all λ > 0, and so
for all λ > 0. Taking λ = µ(1 − e −s ) −1 the first inequality from above becomes
From the second inequality one obtains
showing that the inequalities (3.11) hold.
Remark 3.8. By the triangle inequality, the equality (3.10) implies that d(u, v) = 0 for any two
Example 3.9. If X = R n and K = R n + , then the components of K are {0}, (0; ∞) · e i , 1 ≤ i ≤ n, and aint(K) = {x ∈ K :
, with x i , y i > 0, i = 1, . . . , n. The following proposition contains some further properties of the sets σ(x, y) and their corespondents for the Thompson metric. Proposition 3.10. Let X be a vector space ordered by a cone K.
1. For x, y ∈ K and λ, µ > 0 (i) σ(λx, λy) = σ(x, y) and so d(λx, λy) = d(x, y);
The converse is true if the order is Archimedean. Also
3. The following monotony inequalities hold
4.
For all x, y, x ′ , y ′ ∈ K and λ, µ > 0,
Proof. 1. The equalities from (i) are obvious. To prove (ii) suppose λ > µ. Then e −s x ≤ x ≤ λµ −1 x implies µe −s x ≤ λx, for every s > 0. Since
it follows σ(λx, µx) = ln λµ −1 ; ∞) and d(λx, µx) = ln λµ −1 .
To prove (iii) observe that µx ≤ y is equivalent to x ≤ µ −1 y, that is µ −1 ∈ α(x, y), and so
2. The first implication is obvious. The converse follows from the fact that σ(
The equality (3.12) follows from the inclusions
3. The inequality (i) for the metric d will follow from the inclusion
Let s ∈ σ(x, x + y), that is s > 0 and
showing that s ∈ σ(x ′ , x ′ + y ′ ). The inequality (ii) follows from (i) by taking y :
Taking into account (3.12) and the assertion 2 of the proposition, the inequality (3.16) will be a consequence of the inclusion
, then e −s x ≤ x ′ ≤ e s x and e −s y ≤ y ′ ≤ e s y, which by addition yield
Based on these properties one obtains other properties of the Thompson metric.
Theorem 3.11. Let X be a vector space ordered by a cone K.
The function d is quasi-convex with respect to each of its argument, that is
for all x, y, u, v ∈ K and t ∈ [0; 1].
2. The following convexity-type inequalities hold
for all x, y, u, v ∈ K and t ∈ [0; 1], and
for all x, y ∈ K, x ∼ y, and s, t ∈ [0; 1].
Proof. 1. By (3.12) and Proposition 3.10.1.(i),
showing that the first inequality in (3.17) holds. The second one follows by the symmetry of the metric d.
. By a straightforward calculation it follows that
The above inequality and the inequalities e −s 1 v ≤ x, e −s 2 v ≤ y imply
Similarly, the inequalities x ≤ e s 1 v, y ≤ e s 2 v, and the definition of s imply
It follows s ∈ σ((1 − t)x + ty, v) and so
for all s 1 ∈ σ(x, v) and all s 2 ∈ σ(y, v). Passing to infimum with respect to s 1 and s 2 , one obtains the first inequality in (3.18). The second inequality follows by the symmetry of d.
It is obvious that (3.19) holds for s = t, so we have to prove it only for s = t. By symmetry it suffices to consider only the case t > s. Putting z t = (1 − t)x + ty and z s = (1 − s)x + sy, it follows z s = (1 − s t )x + s t z t , so that, applying twice the inequality (3.18),
Recall that a metric space (X, ρ) is called metrically convex if for every pair of distinct points x, y ∈ X there exists a point z ∈ X \ {x, y} such that (3.20) ρ(x, y) = ρ(x, z) + ρ(z, y).
The following theorem, asserting that every component of K is metrically convex with respect to the Thompson metric, is a slight extension of a result of Nussbaum [ 
20).
Proof. By the triangle inequality it suffices to show that
If Taking into account the definition of the function sinh, a direct calculation shows that µ(r) −1 = λ(r) = e rt , and so the inequality (3.23) becomes
By symmetry d(z, y) ≤ r(1 − t), so that (3.21) holds.
3.2.
Order-unit seminorms. Suppose that X is a vector space ordered by a cone K. For u ∈ K \{0} put (3.24)
It is obvious that X u is a nontrivial subspace of X (Ru ⊂ X u ), and that [−u; u] o is an absorbing absolutely convex subset of X u and so u is a unit in the ordered vector space (X u , K u ), where K u is the cone in X u given by (3.25)
or, equivalently, by
The Minkowski functional 
for every x ∈ X u .
Proposition 3.13. Let u ∈ K \ {0} and X u , K u , | · | u as above.
More exactly the following inequalities hold for all x ∈ X u (3.31) |x| u ≤ |v| u |x| v and |x| v ≤ |u| v |x| u .
2.
The Minkowski functional | · | u is a norm on X u iff the cone K u is almost Archimedean.
3. The seminorm | · | u is monotone: x, y ∈ X u and 0 ≤ x ≤ y implies |x| u ≤ |y| u . 4. The cone K u is generating and normal in X u .
5.
For any x ∈ X u and r > 0,
6. The following equalities hold:
7. The following are equivalent:
It follows
|x| u ≤ αβ, for all β > 0 for which (3.34) is satisfied and for α > |v| u , implying |x| u ≤ |v| u |x| v . The second inequality in (3.31) follows by symmetry.
2. It is known that the Minkowski functional corresponding to an absorbing absolutely convex subset Z of a linear space X is a norm iff the set Z is radially bounded in X (i.e. any ray from 0 intersects Z in a bounded interval). Since a cone is almost Archimedean iff any order interval is lineally bounded (Proposition 2.9), the equivalence follows.
3
4. The fact that K u is generating follows from definitions. The normality follows from the fact that the seminorm | · | u is monotone and Theorem 2.24.
5. If p is a seminorm corresponding to an absorbing absolutely convex subset Z of a vector space X, then
, which, in their turn, imply the inclusions from 4.
6. We shall prove the inclusions
The first inclusion from above is a general property in topological vector spaces.
For x ∈ aint(K u ) we have to prove the existence of α, β > 0 such that
From (3.26) and the fact that x ∈ K u follows the existence of β > 0 such that
proving that x is a | · | u -interior point of K u .
The implication (i) ⇒ (ii) is a general property. By Proposition 2.8, (ii) ⇐⇒ (iii). It remains to prove the implication (iii) ⇒ (i).
Let x ∈ X u be a point in the | · | u -closure of K u . Then for every n ∈ N there exists x n ∈ K u such that |x n − x| u < 1 n . By the definition of the seminorm | · | u ,
for all n ∈ N. By Proposition 2.8, this implies −x ≤ 0, that is x ≥ 0, which means that x ∈ K u . Suppose now that the cone K u is Archimedean. For x ∈ X u \ {0} put α := |x| u > 0. Then there exists a sequence α n ց α such that x ∈ α n [−u; u] o for all n ∈ N, so that 1 α n x + u ≥ 0 and − 1 α n x + u ≥ 0, for all n ∈ N. Since the cone K u is lineally closed, it follows 1 α x + u ≥ 0 and
, and so
The above construction corresponds to the one used in locally convex spaces. For a bounded absolutely convex subset A of a locally convex space (X, τ ) one considers the space X A generated by A,
nA. Then A is an absolutely convex absorbing subset of X A and the attached Minkowski functional
is a norm on X A .
Theorem 3.14. Let (X, τ ) be a Hausdorff locally convex space and A a bounded absolutely convex subset of X.
1. The Minkowski functional p A is a norm on X A and the topology generated by p A is finer than that induced by τ (or, in other words, the embedding of (X A , p A ) in (X, τ ) is continuous).
2.
If, in addition, the set A is sequentially complete with respect to τ, then (X A , p A ) is a Banach space. In particular, this is true if the space X is sequentially complete.
In the case when (X A , p A ) is a Banach space one says that A is a Banach disc. These spaces are used to prove that every locally convex space is an inductive limit of Banach spaces and to prove that weakly bounded subsets of a sequentially complete Hausdorff LCS are strongly bounded. In our case, the normality of K guarantees the completeness of (X u , | · | u ).
Theorem 3.15. Let (X, τ ) be a Hausdorff LCS ordered by a closed normal cone K and u ∈ K \ {0}. 1. The functional | · | u is a norm on X u and the topology generated by | · | u on X u is finer than that induced by τ (or, equivalently, the embedding of (X u , | · | u ) in (X, τ ) is continuous). 2. If the space X is sequentially complete, then (X u , | · | u ) is a Banach space. 3. If u is a unit in (X, K), then X u = X. If u ∈ int(K), then the topology generated by | · | u agrees with τ.
Proof. By Theorem 2.23, we can suppose that the topology τ is generated by a directed family P of γ-monotone seminorms, for some γ > 0. 1. By Proposition 2.19, the set [−u; u] o is bounded and so | · | u is a norm. We show that the embedding of (X u , | · | u ) in (X, P ) is continuous.
Let p ∈ P. The inequalities −|x| u u ≤ x ≤ |x| u u imply 0 ≤ x + |x| u u ≤ 2|x| u u and 0 ≤ −x + |x| u u ≤ 2|x| u u,
for all x ∈ X u By the γ-monotonicity of the seminorm p these inequalities imply in their turn
Consequently, for every p ∈ P,
for all x ∈ X u , which shows that the embedding of (X u , | · | u ) in (X, τ ) is continuous.
2. Suppose now that (X, τ ) is sequentially complete and let (x n ) be a | · | u -Cauchy sequence in X u . By (3.38), (x n ) is p-Cauchy for every p ∈ P, so it is τ -convergent to some x ∈ X. By the Cauchy condition, for every ε > 0 there is n 0 ∈ N such that |x n+k − x n | u < ε, for all n ≥ n 0 and all k ∈ N. By the definition of the functional | · | u , it follows −εu ≤ x n+k − x n ≤ εu, for all n ≥ n 0 and all k ∈ N. Letting k → ∞, one obtains −εu ≤ x − x n ≤ εu, for all n ≥ n 0 , which implies x ∈ X u and |x − x n | u ≤ ε, for all n ≥ n 0 . This shows that x n |·|u − − → x. 3. If u is a unit in (X, K), then the order interval [−u; u] o is absorbing, and so
Suppose now that u ∈ int(K). Then u is a unit in (X, K), so that X = X u and, by 1, the topology τ u generated by | · | u is finer than τ, τ ⊂ τ u .
Since u ∈ int(K), there exists p ∈ P and r > 0 such that
u for all t > 0, which implies |x| u = 0, in contradiction to the fact that | · | u is a norm on X.
Consequently, p(x) > 0 and
and so
But then, B p [0, r] ⊂ B |·|u [0, 1], which implies B |·|u [0, 1] ∈ τ, and so τ u ⊂ τ.
Remark 3.16. Incidentally, the proof of the third assertion of the above theorem gives a proof to Proposition 2.21.
3.3.
The topology of the Thompson metric. We shall examine some topological properties of the Thompson extended metric d. An extended metric ρ on a set Z defines a topology in the same way as a usual one, via balls. In fact all the properties reduces to the study of metric spaces formed by the components with respect to ρ. For instance, a sequence (z n ) in (Z, ρ) converges to some z ∈ Z, iff there exists a component Q with respect to ρ and n 0 ∈ N such that z ∈ Q, x n ∈ Q for n ≥ n 0 , and ρ(z n , z) → 0 as n → ∞, that is (z n ) n≥n 0 converges to z in the metric space (Q, ρ| Q ).
The following results are immediate consequences of the definition.
Proposition 3.17. Let X be a vector space ordered by a cone K. Suppose that K is Archimedean and d(x, y) = r. Let t n > r with t n ց r. Then e −tn x ≤ y ≤ e tn x for all n. Since K is Archimedean, these inequalities imply e −r x ≤ y ≤ e r x.
The following inclusions hold
2. Let z be in the d-closure of [x; ∞) o . Let t n > 0, t n ց 0. Then for every n ∈ N there exists z n ≥ x such that d(z, z n ) < t n , implying x ≤ z n ≤ e tn z. The inequalities x ≤ e tn z yield for n → ∞,
In a 
The continuity of the addition can be obtained from (3.14) (with λ = µ = 1). 2. Let λ, λ 0 ∈ [0; 1] and x, x 0 , y, y 0 ∈ Q. This time we shall appeal to the inequalities (3.14) and (3.19) to write In the following proposition we give a characterization of d-convergent monotone sequences.
Proposition 3.21. Let X be a vector space ordered by an Archimedean cone K.
(ii) ∀λ > 1, ∃k ∈ N, x ≤ λx k .
In this case, x = sup n x n and there exists k ∈ N such that x n ∈ K(x) for all n ≥ k.
(ii) ∀λ ∈ (0; 1), ∃k ∈ N, x ≥ λx k .
In this case, x = inf n x n and there exists k ∈ N such that x n ∈ K(x) for all n ≥ k.
Proof. We shall prove only the assertion 1, the proof of 2 being similar.
Suppose that the condition (i) and (ii) hold and let ε > 0. Then λ := e ε > 1, so that, by (ii), there exists k ∈ N such that x ≤ λx k = e ε x k . Taking into account the monotony of the sequence (x n ) it follows that
By the second inequality above, x ≤ λx k , which shows that (i) holds. Since (x n ) is increasing the first inequality implies that for every n ∈ N e −ε x n ≤ x, for all ε > 0. By Proposition 2.8, the cone K is lineally closed, so that the above inequality yields for ε ց 0, x n ≤ x for all n ∈ N, that is (i) holds too.
It is clear that if x n d
− → x, then there exists k ∈ N such that d(x, x n ) ≤ 1 < ∞, for all n ≥ k, which implies x n ∈ K(x) for all n ≥ k.
It remains to show that x = sup n x n . Let y be an upper bound for (x n ). Then for every n ∈ N,
The inequality x ≤ y shows that x = sup n x n . 3. It follows that (x n ) is eventually contained in a component Q of K, so we can suppose x n ∈ Q, n ∈ N. Since (x n ) is d-Cauchy, there exists n 0 such that d(x n , x n 0 ) < 1 for all n ≥ n 0 . Then e −1 x n 0 ≤ x n ≤ ex n 0 , for all n ≥ n 0 . Letting n → ∞, one obtains e −1 x n 0 ≤ x ≤ ex n 0 , which shows that x ∼ x n 0 , that is x ∈ Q. Now for ε > 0 there exists n ε ∈ N such that d(x n+k , x n ) < ε for all n ≥ n ε and all k ∈ N. Then for every n ≥ n ε , e −ε x n ≤ x n+k ≤ e ε x n , for all k ∈ N. Letting k → ∞, one obtains
3.4. The Thompson metric and order-unit seminorms. The main aim of this subsection is to show that the Thompson metric and the metric seminorms are equivalent on each component of K. We begin with some inequalities. Proposition 3.22. Let X be a vector space ordered by a cone K, u ∈ K \ {0} and x, y ∈ K(u). The following relations hold.
Proof. 1. Recalling (3.29) , it is easy to check that
By symmetry, d(x, y) ≥ ln |y| u − ln |x| u , so that 2.(i) holds. It is obvious that (i) and (ii) are equivalent.
3. Taking y := u in both the inequalities from 2.
(ii), one obtains
4. By (3.31), |u| x ≤ |u| y |y| x and, by 3, |y| x ≤ e d(x,y) , hence |u| x ≤ e d(x,y) |u| y . 5. By (3.31) and the triangle inequality |y| x ≤ |x| x + |x − y| x ≤ 1 + |x − y| u |u| x , and |x| y ≤ |y| y + |x − y| y ≤ 1 + |x − y| u |u| y , so that max{|x| y , |y| x } ≤ 1 + |x − y| u · max{|u| x , |u| y } . The conclusion follows from 1. 6. The inequality 6 can be rewritten as |x − y| u max{|u| x , |u| y } ≥ e d(x,y) − 1, so that
y }. To prove the second inequality, take s ∈ σ(x, y) arbitrary. Then −(e s − 1)x ≤ x − y ≤ (1 − e −s s)x, so that 0 ≤ x − y + (e s − 1)x ≤ (e s − −s )x. The monotony of | · | u and the triangle inequality imply
so that |x − y| u ≤ 2e s + e −s − 1 |x| u . Since this holds for every s ∈ σ(x, y) it follows
By interchanging the roles of x and y in the above inequality, one obtains
These two inequalities imply the second inequality in 6. 7. By 4, |u| Theorem 3.23. Let X be a vector space ordered by a cone K and u ∈ K \ {0}. Then the Thompson metric and the u-seminorm are topologically equivalent on K(u).
Proof. We have to show that d and | · | u have the same convergent sequences, that is
for any sequence (x n ) in K(u) and any x ∈ K(u). But, by Proposition 3.13.1,
hence we have to prove the equivalence
Suppose that x n d − → x. By Proposition 3.22.6
showing that
Conversely, if x n |·|x − − → x, then by Proposition 3.22.8 ,
Remark 3.24. The seminorm | · | u and the metric d are not metrically equivalent on X u . Take, for instance,
. Then |x| u ≤ 1 for every x ∈ U . But U is not d-bounded because e −n u belongs to U for all n ∈ N, and d(x n , u) = n → ∞ for n → ∞.
Corollary 3.25 ([9] or [17] ). Let K be a solid normal cone in a Hausdorff LCS (X, τ ). Then the topology generated by d on int K agrees with the restriction of τ to int K.
Proof. Let u ∈ int K. By Theorem 3.15, X u = X and the topology generated by | · | u agrees with τ, that is | · | u is a norm on X generating the topology τ. Since K(u) = int K, Theorem 3.23 implies that d and | · | u are topologically equivalent on K(u).
Completeness properties
4.1. Self-bounded sequences and self-complete sets in a cone. Let X be a vector space ordered by a cone K. A sequence (x n ) in K is called:
• self order-bounded from above (or upper self-bounded) if for every λ > 1 there exists k ∈ N such that x n ≤ λx k for all n ≥ k.
• self order-bounded from below (or lower self-bounded) if for every µ ∈ (0; 1) there exists k ∈ N such that x n ≥ µx k for all n ≥ k.
• self order-bounded (or, simply, self-bounded) if is self order-bounded both from below and from above.
Remark 4.1. If the sequence (x n ) is increasing, then it is self order-bounded from above iff for every λ > 1 there exists k ∈ N such that λx k is an upper bound for the sequence (x n ).
Similarly, if the sequence (x n ) is decreasing, then it is self order-bounded from below iff for every µ ∈ (0; 1) there exists k ∈ N such that µx k is an lower bound for the sequence (x n ).
The following propositions put in evidence some connections between self order bounded sequences and d-Cauchy sequences. Proposition 4.2. Let X be a vector space ordered by a cone K.
1. Any d-Cauchy sequence in K is self-bounded.
2. An increasing sequence in K is upper self-bounded iff it is d-Cauchy.
3.
A decreasing sequence in K is lower self-bounded iff it is d-Cauchy.
The lower self-boundedness of (x n ) is proved similarly, taking ε ′ = − ln µ, for µ ∈ (0; 1). 2. It suffices to prove that an increasing upper self-bounded sequence is d-Cauchy. For ε > 0 let λ = e ε and k ∈ N such that x n ≤ λx k for all n ≥ k. It follows that
The proof of 3 is similar to the proof of 2, so we omit it.
2. If the cone K is Archimedean, x is an upper bound for (x n ) and y is a lower bound for (y k ), then y ≤ x. 3. If the cone K is Archimedean and (x n ) lies in a vector subspace Y of X, then the following statements are equivalent.
(a) (x n ) has suppremum; (c) (y k ) has an infimum; (b) (x n ) has suppremum in Y ;
(d) (y k ) has an infimum in Y ; (e) there exists x ∈ K such that
In the affirmative case
The upper self-boundedness of the sequence (x n ) implies the existence of n 1 ∈ N such that
Since (x n ) is increasing, the inequalities (4.3) hold for all n ∈ N. If m 2 ∈ N is such that x n ≤ λ 2 x m 2 for all n ∈ N, then n 2 := 1 + max{n 1 , m 2 } > n 1 and x n ≤ λ 2 x n 2 for all n ∈ N. Continuing in this way one obtains a sequence of indices n 1 < n 2 < . . . such that
for all n ∈ N and all k ∈ N. Let y k := t k x n k , k ∈ N. Putting n = n k+1 in (4.4) it follows y k+1 ≤ y k . By the same inequality
Let now µ ∈ (0; 1). Since t k → 1 there exists k 0 such that t k 0 < µ −1 . But then, by (4.1),
Suppose that x n ≤ x, n ∈ N, and y k ≥ y, n ∈ N. Then, for all k ∈ N,
Since K is Archimedean and t k → 1, the inequalities
By (4.1) y k is an upper bound for (x n ), for every k ∈ N, so that x ≤ y k , for all k ∈ N. If y ∈ Y is such that y ≤ y k for all k ∈ N, then, by 2, y ≤ x, proving that x = inf Y {y k : k ∈ N}. On the way we have shown that x n ≤ x ≤ y k , for all n, k ∈ N, that is the implication (b) ⇒ (e) holds too. Finally, let us show that (e) ⇒ (c). Assume that for some x ∈ K, x n ≤ x ≤ y k for all n, k ∈ N. Suppose that y ∈ K is such that y ≤ y k for all k ∈ N. Then, by 2, these inequalities imply y ≤ x, showing that x = inf k y k . (Similar arguments show that x = sup n y n , that is (e) ⇒ (a)). The equivalence of the assertions from 3 is (over) proven.
The last assertions of the proposition follow from Propositions 4.3 and 4.4.
Similar results, with similar proofs, hold for decreasing lower self-bounded sequences.
Proposition 4.6. Let X be a vector space ordered by a cone K, (x n ) a decreasing, lower self-bounded sequence in K, and (t k ) an increasing sequence of real numbers, convergent to 1. Then there exists a subsequence (x n k ) of (x n ) such that following conditions are satisfied.
1. The sequence (y k ) given by y k = t k x n k , k ∈ N, is increasing and upper self-bounded and
2. If the cone K is Archimedean, x is a lower bound for (x n ) and y is an upper bound for (y k ), then y ≥ x. 3. If the cone K is Archimedean and (x n ) lies in a vector subspace Y of X, then the following statements are equivalent.
(a) (x n ) has an infimum; (c) (y k ) has a supremum; (b) (x n ) has an infimum in Y ;
(d) (y k ) has a supremum in Y ; (e) there exists x ∈ K such that
The following notions will play a crucial role in the study of completeness of the Thompson metric. Let X be a vector space ordered by a cone K. A nonempty subset U of K is called:
• self order-complete from above (or upper self-complete) if every increasing self-bounded sequence (x n ) in U has a supremum and sup n x n ∈ U.
• self order-complete from below (or lower self-complete) if every decreasing self-bounded sequence (x n ) in U has an infimum and inf n x n ∈ U.
• self order-complete (or, simply, self-complete) if it is self order-complete both from below and from above.
If we do not require the supremum (resp. infimum) to be in U , then we say that U is quasi upper (resp. lower ) self-complete.
The duality results given in Propositions 4.5 and 4.6 have the following important consequence.
Theorem 4.7. Let X be a vector space ordered by an Archimedean cone K. If U is an order-convex, strictly positively-homogeneous, nonempty subset of K, then all six completeness properties given in the above definitions are equivalent.
Proof. It is a simple observation that the stated equivalences hold if we show that self-completeness is implied by each of the conditions of quasi upper self-completeness and quasi lower self-completeness. Assume that U is quasi upper self-complete and show first that U is upper self-complete. Let (x n ) be an increasing upper self-bounded sequence in U. By hypothesis, there exists x := sup n x n ∈ K. Also there exists k ∈ N such that x n ≤ 2x k for all n ∈ N. Consequently x k ≤ x ≤ 2x k . Since x k and 2x k belong to U and U is order-convex, x ∈ U , proving that U is upper self-complete.
Let us show now that U is lower self-complete too. Suppose that (x n ) is a decreasing lower selfbounded sequence (x n ) in U and let (t k ) be an increasing sequence of positive numbers which converges to 1 (e.g., t k = 1 − 1 2k ). By Proposition 4.6 there exists a subsequence (x n k ) of (x n ) such that the sequence y k := t k x n k , k ∈ N, is increasing and upper self-bounded. Since we have shown that U is upper self-complete, there exists x := sup k y k ∈ U. By the last part of the same proposition, inf n x n = x ∈ U, proving that U is lower self-complete.
When U is quasi lower self-complete, the proof that U is self-complete follows the same steps as before, using Proposition 4.5 instead of Proposition 4.6.
The following corollary shows that we can restrict to order-convex subspaces of X.
Corollary 4.8. Let X be a vector space ordered by an Archimedean cone K and Y an order-convex vector subspace of X. If U is an order-convex, strictly positively-homogeneous, nonempty subset of
For a lineally solid cone K, the self-completeness is equivalent to the self-completeness of its algebraic interior.
Proposition 4.9. Let X be a vector space ordered by an Archimedean cone K.
1. The cone K is self-complete iff every component of K is self-complete.
2. If, in addition, K is lineally solid and aint(K) is self-complete then K is self-complete.
Proof. 1. Suppose that K is self-complete. Then any component Q of K is quasi upper self-complete. By Proposition 3.1, Q satisfies the hypotheses of Theorem 4.7, so that it is self-complete. Conversely, suppose that every component of K is self-complete and let (x n ) be an increasing upper self-bounded sequence in K. By Proposition 4.2 the sequence (x n ) is d-Cauchy, so there exists k ∈ N such that d(x k , x n ) ≤ 1 < ∞, for all n ≥ k, implying that the set {x n : n ≥ k} is contained in a component Q of K. By the self-completeness of Q there exists x := sup{x n : n ≥ k} ∈ Q. Since the sequence (x n ) is increasing it follows x = sup n x n . Consequently, K is upper self-complete and, by Theorem 4.7, self-complete.
2. Let (x n ) be an increasing, upper self-bounded sequence in K. Fix x ∈ aint(K). Then, by Remark 2.7, the sequence y n := x n + x, n ∈ N, is contained in aint(K) and it is obviously increasing and upper self-bounded. Consequently, (y n ) has a supremum, y := sup n y n ∈ aint(K). But then there exists sup n x n = y − x. Therefore the cone K is upper self-complete and, by Theorem 4.7, it si self-complete. Remark 4.10. All the results proven so far can be restated into local versions, by replacing X with X u , hence K with K u (where u ∈ K \ {0}). In this way, we can weaken the Archimedean condition by requiring only that K u is Archimedean. In this case, the conditions "has a supremum", respectively "has an infimum" must be understood with respect to X u . Consequently, a subset U of K u can be self-complete in X u , but may be not self-complete in X (yet, by Corollary 4.8, this cannot happen when K is Archimedean). Note that the definition of the Thompson metric is not affected by this change (see Remark 3.3).
4.2.
Properties of monotone sequences with respect to order-unit seminorms. In this subsection we shall examine the behavior of monotone sequences with respect to to order-unit seminorms, considered in Subsection 3.2. The results are analogous to those established in Subsection 3.3 for the Thompson metric.
Throughout this subsection X will be a vector space ordered by a cone K, u ∈ K \ {0}, and X u , K u are as in Subsection 3.2. We shall assume also that the cone K u = X u ∩ K is Archimedean.
Proposition 4.11. Let (x n ) be an increasing sequence in X u and x ∈ X u .
1. The sequence (x n ) is | · | u -Cauchy iff
(ii) ∀ε > 0, ∃k ∈ N, such that x ≤ x k + εu.
In the affirmative case, x = sup| Xu {x n : n ∈ N}. If K is Archimedean, then x = sup n x n .
3. The sequence (x n ) is | · | u -convergent to x ∈ X u iff it is | · | u -Cauchy and has a supremum in X u . In the affirmative case x n |·|u − − → sup| Xu {x n : n ∈ N}.
Suppose that (x n ) is | · | u -Cauchy and for ε > 0 let k be given by the above condition. Taking m = k in the right inequality, one obtains x n ≤ x k + εu for all n ≥ k, and so for all n ∈ N.
Suppose now that (x n ) satisfies (4.7). For ε > 0 let k be chosen according to this condition. By the monotony of (x n ), x n − x m ≥ 0 ≥ −εu, for all n ≥ m, and so the left inequality in (4.8) is true. By (4.7) and the monotony of (x n ),
x n ≤ x k + εu ≤ x m + εu, for all m ≥ k, so that the right inequality in (4.8) holds too.
We have
The left one of the above inequalities implies x n ≤ x + εu for all n ≥ k, and so, by the monotony of (x n ), for all n ∈ N. Since K u is Archimedean, letting ε ց 0 it follows x n ≤ x, for every n ∈ N. The right inequality implies x ≤ x k + εu.
Conversely, suppose that (i) and (ii) hold. For ε > 0 choose k according to (ii). Then, by the monotony of (x n ),
x ≤ x k + εu ≤ x n + εu, and so x − x n ≤ εu, for all n ≥ k. By (i), x n ≤ x ≤ x + εu, and so x − x n ≥ −εu for all n ∈ N. Consequently, −εu ≤ x − x n ≤ εu for all n ≥ k.
By Proposition 3.13.7, the cone K u is | · | u -closed, and so, by Proposition 2.15, x n |·|u − − → x implies x = sup| Xu {x n : n ∈ N}.
Suppose now that the cone K is Archimedean and that y ∈ X is such that x n ≤ y for all n ∈ N. By (ii) for every ε > 0 there exists k ∈ N such that x ≤ x k + εu, hence x ≤ y + εu. Letting ε ց 0 one obtains x ≤ y, which proves that x = sup n x n .
The direct implication in 3 follows from 1 and 2. Suppose that (x n ) is | · | u -Cauchy and let x = sup| Xu {x n : n ∈ N}. For ε > 0 there exists k ∈ N such that x n ≤ x k + εu for all n ∈ N, implying x ≤ x k + εu. Taking into account 2, it follows x n |·|u − − → x.
As before, similar results, with similar proofs, hold for decreasing sequences. Proposition 4.12. Let (x n ) be a decreasing sequence in X u and x ∈ X u .
1.
(ii) ∀ε > 0, ∃k ∈ N, such that x ≥ x k − εu.
In the affirmative case, x = inf| Xu {x n : n ∈ N}. If K is Archimedean, then x = inf n x n . 3. The sequence (x n ) is | · | u -convergent to x ∈ X u iff it is | · | u -Cauchy and has an infimum in X u . In the affirmative case x n |·|u − − → inf| Xu {x n : n ∈ N}. Now we consider the connection with self-bounded sequences. Proposition 4.13. Let (x n ) be a | · | u -Cauchy sequence in K u .
1. If there exists α > 0 and a subsequence (x n k ) of (x n ) such that x n k ≥ αu, then (x n ) is selfbounded. 2. If (x n ) is increasing and there exists n 0 ∈ N such that x n 0 ∈ K(u), then then (x n ) is selfbounded. 3. If (X, τ ) is a TVS ordered by a cone K and (x n ) is a |·| u -Cauchy sequence in X u , τ -convergent to some x ∈ X u , then x n |·|u − − → x.
Proof. 1. For λ > 1 put ε := α(λ − 1). Since the sequence (x n ) is | · | u -Cauchy, there exists k ∈ N such that x n ≤ x m + εu for all n, m ≥ k. Taking m = n k and n ≥ n k (≥ k), it follows
The fact that (x n ) is lower self-bounded, can be proved in a similar way, taking ε := α(1 − µ) for 0 < µ < 1.
2. If x n 0 belongs to the component K(u) of K, then x n 0 ∼ u, so there exists α > 0 such that x n 0 ≥ αu. It follows x n ≥ αu, for all n ≥ n 0 , and so the hypotheses of 1 are satisfied.
3. For ε > 0 let n ε ∈ N be such that |x n+k − x n | u < ε for all n ≥ n ε and all k ∈ N. By (3.30) ε ∈ M u (x n+k − x n ), that is −εu ≤ x n+k − x n ≤ εu, for every n ≥ n ε and all k ∈ N. Letting k → ∞, one obtains −εu ≤ x − x n ≤ εu, implying |x n − x| u ≤ ε, for all n ≥ n ε . This shows that x n |·|u − − → x.
The completeness results.
The following important result shows that the completeness of the Thompson metric d on K(u) and that of the u-norm on X u are equivalent when K u is Archimedean (by Remark 3.24 this result is nontrivial) and also reduces the completeness to the convergence of the monotone Cauchy sequences. We also show that the completeness of d on K(u) is equivalent to several order-completeness conditions in X u .
The notation in the following theorem is that of Subsections 3.1 and 3.2.
Theorem 4.14. Let X be a vector space ordered by a cone K and let u ∈ K \ {0} be such that K u is Archimedean. Then the following assertions are equivalent.
If, in addition, K is Archimedean, then the assertions 2 and 3 can be replaced by the stronger versions:
Proof. 1 ⇒ 2. If (x n ) is an increasing, upper self-bounded sequence in K(u), then, by Proposition 4.2.2, it is d-Cauchy, so that it is d-convergent to some x ∈ K(u), and, by Theorem 3.23, also | · | uconvergent to x. By Proposition 3.13 the cone K u is | · | u -closed in X u , so that, by Proposition 2.15.4, x = sup n x n . Consequently, K(u) is upper self-complete in X u . But then, by Proposition 3.1 and Theorem 4.7, self-complete in X u . 2 ⇐⇒ 3. By (3.32), K(u) = aint(K u ), so that, by Proposition 4.9, K u is self-complete iff K(u) is self-complete.
4 ⇐⇒ 5. The implication 5 ⇒ 4 is trivial and 4 ⇒ 5 follows by Propositions 4.11.3 and 4.12.3.
2 ⇒ 4. Using again the fact that K(u) = aint(K u ), it is sufficient to show that every increasing |·| u -Cauchy sequence in K(u) has a supremum in X u . Indeed, by Proposition 2.28 this is equivalent to the fact that the space (X u , | · | u ) is fundamentally σ-order complete. By Proposition 3.13.4, the cone K u is normal and generating, so that, by Proposition 2.27.3, it is monotonically sequentially complete.
But, by Proposition 4.13.2, the sequence (x n ) is self-bounded so it has a supremum in X u . 5 ⇒ 6. Since a Cauchy sequence is convergent if has a convergent subsequence, it is sufficient to show that every sequence (x n ) in X u satisfying (4.10) ∀n
The inequality (4.10) implies
2 n u, for all n ∈ N 0 . Writing (4.11) for 0, 1, . . . , n − 1 and adding the obtained inequalities, one obtains
for all n ∈ N. Putting y n := x n − x 0 + 2 − 1 2 n−1 u it follows 0 ≤ y n ≤ 4 − 1 2 n−2 u, n ∈ N, which proves that y n ∈ K u for all n ∈ N. Also from y n+1 − y n = x n+1 − x n + 1 2 n u and (4.11), one obtains 0 ≤ y n+1 − y n ≤ 1 2 n−1 u, implying 0 ≤ y n+k − y n ≤ 1 2 n−1 + 1 2 n + · · · + 1 2 n+k−2 u < 1 2 n−2 u. It follows that (y n ) is an increasing | · | u -Cauchy sequence in K u , hence it is | · | u -convergent to some y ∈ X u . But then x n = y n + x 0 − 2 − 1 2 n−1 u is | · | u -convergent to y + x 0 − 2u ∈ X u . 6 ⇒ 1. Again, to prove the completeness of (K(u), d) it is sufficient to show that every sequence (x n ) in K(u) which satisfies (4.12) ∀n ∈ N 0 , d(x n+1 , x n ) ≤ 1 2 n , is convergent in (K(u), d) . Let s 0 = d(x 0 , u). Then, by the triangle inequality and (4.12) applied successively, d(x n , x 0 ) ≤ 1 + 1 2 + · · · + 1 2 n−1 < 2, so that d(x n , u) ≤ d(x n , x 0 ) + d(x 0 , u) < 2 + s 0 , implying (4.13) e −(2+s 0 ) u ≤ x n ≤ e 2+s 0 u for all n ∈ N 0 . The inequality (4.12) implies x n+1 ≤ e 1/2 n x n , and x n ≤ e 1/2 n x n+1 , so that, taking into account the second inequality in (4.13), one obtains the inequalities x n+1 − x n ≤ e 1/2 n − 1 x n ≤ e 1/2 n − 1 e 2+s 0 u, and x n+1 − x n ≥ − e 1/2 n − 1 x n ≥ − e 1/2 n − 1 e 2+s 0 u, which, in their turn, imply |x n+1 − x n | u ≤ e 1/2 n − 1 e 2+s 0 , for all n ∈ N 0 . The convergence of the series n e 1/2 n − 1 e 2+s 0 1 and the above inequalities imply that the sequence (x n ) is | · | u -Cauchy, and so it is | · | u -convergent to some x ∈ X u . By Proposition 2.15 the order intervals in X u are | · | u -closed and, by (4.13), x n ∈ e −(2+s 0 ) u; e 2+s 0 u u it follows x ∈ e −(2+s 0 ) u; e 2+s 0 u u ⊂ K(u). Since, by Theorem 3.23, d and | · | u are topologically equivalent on
Combining Proposition 4.9 and Theorem 4.14 one obtains the following corollaries. 
The completeness of the Thompson metric in LCS.
In this subsection we shall prove the completeness of the Thompson metric d corresponding to a normal cone K in a sequentially complete LCS X. In the case of a Banach space the completeness was proved by Thompson [41] . In the locally convex case we essentially follow [17] . Note that if (X, ρ) is an extended metric space, then the completeness of X means the completeness of every component of X. Indeed, if (x n ) is a d-Cauchy sequence, then there exits n 0 ∈ N such that d(x n , x n 0 ) ≤ 1, for all n ≥ n 0 , implying that x n ∈ Q, for all n ≥ n 0 , where Q is the component of X containing x n 0 . Also if x n d − → x, then there exists n 1 > n 0 in N such that d(x n , x) ≤ 1 for all n ≥ n 1 , implying that the limit x also belongs to Q. Theorem 4.17. Let (X, τ ) be a locally convex space, K a sequentially complete closed normal cone in X. Then each component of K is a complete metric space with respect to the Thompson metric d.
By Theorem 2.23 one can suppose that the topology τ is generated by a family P of monotone seminorms.
We start by a lemma which is an adaptation of Lemma 2.3.ii in [22] , proved for Banach spaces, to the locally convex case. 1 Follows from the inequality e 1/2 n − 1 = Lemma 4.18. Let (X, τ ) be a Hausdorff LCS ordered by a closed normal cone K and d the Thompson metric corresponding to K. Supposing that P is a directed family of monotone seminorms generating the topology τ, then for every x, y ∈ K \ {0} and every p ∈ P, the following inequality holds Interchanging the roles of x and y one obtains,
showing that (4.14) holds.
Proof of Theorem 4.17. Let (x n ) be a d-Cauchy sequence in a component Q of K.
Observe first that the sequence (x n ) is τ -bounded, that is p-bounded for every p ∈ P. Indeed, if n 0 ∈ N is such that d(x n , x n 0 ) ≤ 1, for all n ≥ n 0 , then x n ≤ e d(xn,xn 0 ) x n 0 ≤ ex n 0 , for all n ≥ n 0 . By the monotony of p, it follows p(x n ) ≤ ep(x n 0 ) for all n ≥ n 0 and every p ∈ P. This fact and the inequality (4.14) imply that (x n ) is p-Cauchy for every p ∈ P , hence it is P -convergent to some x ∈ X.
If n 0 is as above, then the inequalities e −1 x n 0 ≤ x n ≤ ex n 0 , valid for all n ≥ n 0 , yield for n → ∞, e −1 x n 0 ≤ x ≤ ex n 0 , showing that x ∼ x n 0 , that is x ∈ Q.
Since (x n ) is d-Cauchy and τ -convergent to x, Proposition 3.21.3 implies that x n d − → x, proving the completeness of (K, d).
4.5.
The case of Banach spaces. We have seen in the previous subsection that the normality of a cone K in a sequentially complete LCS X is a sufficient condition for the completeness of K with respect to the Thompson metric. In this subsection we show that, in the case when X is a Banach space ordered by a cone K, the completeness of d implies the normality of K. The proof will be based on the following result.
Theorem 4.19. Let (X, · ) be a Banach space ordered by a cone K and u ∈ K \ {0}. Then the following assertions are equivalent.
which is equivalent to the fact that the order intervals [x; y] o are · -bounded for all x, y ∈ K. By Theorem 2.24 this is equivalent to the normality of K.
1 ⇐⇒ 4. By Theorem 4.19 the cone K is d-complete iff the norm topology on each component of K is weaker that the topology generated by d, and this is equivalent to 4.
Remark 4.21. By Theorem 4.20 in the case of an ordered Banach space the normality of the cone is both necessary and sufficient for the completeness of the Thompson metric. The proof, relying on Theorem 4.19, uses the closed graph theorem and the fact that a cone in a Banach space is normal iff every order interval is norm bounded. As these results are not longer true in arbitrary LCS, we ask the following question.
Problem. Characterize the class of LCS for which the normality of K is also necessary for the completeness of the Thompson metric (or, at least, put in evidence a reasonably large class of such spaces).
