Purpose: This work seeks to investigate new methods to determine the absorbed dose to water from kilovoltage x rays. Current methods are based on measurements in air and rely on correction factors in order to account for differences between the photon spectrum in air and at depth in phantom, between the photon spectra of the calibration beam and the beam of interest, or in the radiation absorption properties of air and water. This work aims to determine the absorbed dose to water in the NIST-matched x-ray beams at the University of Wisconsin Accredited Dosimetry Calibration Laboratory (UWADCL). This will facilitate the use of detectors in terms of dose to water, which will allow for a simpler determination of dose to water in clinical kilovoltage x-ray beams. Materials and methods: A model of the moderately filtered x-ray beams at the UWADCL was created using the BEAMnrc user code of the EGSnrc Monte Carlo code system. This model was validated against measurements and the dose to water per unit air kerma was calculated in a custom built water tank. Using this value and the highly precise measurement of the air kerma made by the UWADCL, the dose to water was determined in the water tank for the x-ray beams of interest. The dose to water was also determined using the formalism defined in the report of AAPM Task Group 61 and using a method that makes use of a 60 Co absorbed dose-to-water calibration coefficient and a beam quality correction factor to account for differences in beam quality between the 60 Co calibration and kilovoltage x-ray beam of interest. The dose to water values as determined by these different methods was then compared. Results: The BEAMnrc models used in this work produced simulations of transverse and depth dose profiles that agreed with measurements with a 2%/2 mm criteria gamma test. The dose to water as determined from the different methods used here agreed within 3.5% at the surface of the water tank and agreed within 1.8% at a depth of 2 cm in phantom. The dose-to-water values all agreed within the associated uncertainties of the methods used in this work. Both the Monte Carlo-based method and the 60 Co-based method had a lower uncertainty than the TG-61 methodology for all of the x-ray beams used in this work. Conclusion: Two new dose determination methods were used to determine the dose to water in the NIST-matched x-ray beams at the UWADCL and they showed good agreement with previously established techniques. Due to the improved Monte Carlo calculation techniques used in this work, both of the methods have lower uncertainties compared to TG-61. The methods presented in this work compare favorably with calorimetry-based standards established at other institutions.
INTRODUCTION
In the United States, current methods to determine the absorbed dose to water from kilovoltage x-ray beams use an air-kerma-based protocol. 1 In order to determine absorbed dose to water, these methods use a number of correction factors to account for differences between the photon spectrum in air and at depth in phantom, differences between the photon spectra of the calibration beam and the beam of interest, and differences in the radiation absorption properties of air and water. If the current methods employed an absorbed dose-towater-based methodology, it would eliminate the need for many of these corrections and require correction only for the difference in beam quality between the reference beam and the clinical beam of interest, similar to the k Q correction factor specified in the report of AAPM Task Group 51.
water values in these kilovoltage calibration beams, it will be possible to investigate and utilize detectors in terms of absorbed dose to water at these low energies, which would allow for a more direct determination of dose to water in clinical x-ray beams. A methodology similar to this has been used previously to determine the dose from a Zeiss Intrabeam miniature x-ray source, 3 but differences in geometry between the Intrabeam source and the conventional x-ray sources used in this work merit further investigation. Furthermore, Burns et al. used a Monte Carlo-based methodology similar to this work to develop a standard for the BIPM CCRI beam qualities. 4 The methodologies used by Burns et al. differed slightly from those used in this work, but both techniques made use of previously established air kerma standards and used MC simulations to generate the necessary factors to obtain absorbed dose-to-water values. This work applied its methodology to beams with tube potentials as low as 50 kV where the previous work has only gone down to 100 kV.
It should be noted that the code of practice outlined in TRS-398 5 uses a different formalism to obtain dose to water in kilovoltage x-ray beams that is based on a kilovoltage absorbed dose-to-water standard but also recognizes the limited availability of such a standard. Water calorimetry has been used to establish a kilovoltage absorbed dose-to-water standard by VSL, PTB, and LNE-LNHB 6, 7, 8 and a water-graphite calorimeter has been built by ENEA for a similar purpose. 9 A comparison of these standards was performed by Buermann et al. 10 and they were shown to be consistent across the different institutions. Developing such a calorimeter is outside the scope of this work, which focuses on the development of the two methods of kilovoltage dose to water determination as discussed above, but a comparison to the calorimetry standards can be inferred by a comparison to the work of Burns et al., which will be discussed later in this work.
MATERIALS AND METHODS

2.A. Moderately filtered x-ray beams at the UWADCL
The UWADCL maintains a series of moderately filtered (M-series) x-ray beams that have been matched to standard beams at the National Institute of Standards and Technology (NIST). These beams at the UWADCL use a Comet (Flamatt, Switzerland) MXR-320/26 x-ray tube assembly, which has a maximum x-ray tube voltage of 320 kV. The anode is made of tungsten and the target angle is 20°. The tube has 1 mm of inherent beryllium filtration along with a 2-mm-thick beryllium exit window. The x-ray tube is fixed in a horizontal orientation such that the central axis of the beam is parallel to the floor.
The M-series beams were designed to match beams at NIST based on tube potential, first half value layer (HVL1), second half value layer (HVL2), and homogeneity coefficient (HC), which was derived from the measured values of HVL1 and HVL2. For beams with tube potentials of 50 kVp and below, the air-kerma rates at 1 m from the source focal spot were measured using the Attix variable-length-free-air chamber that was built in-house at the University of Wisconsin Medical Radiation Research Center. These measurements were verified by measurements using the PRM LE-0.8 parallel plate ionization chamber which is held as a NIST-traceable secondary standard at the UWADCL. For beams with higher tube potentials, the air-kerma rate was established using an Exradin A3 spherical ionization chamber (Standard Imaging, Middleton, WI) that had been calibrated at NIST. The values for the HVL1, HVL2, and HC were determined based on measurements of the air kerma with the instruments described above. Table I outlines the properties of the M-series beams of interest in place when this work was performed.
2.B. Measurement of the x-ray beam data
In order to create the Monte Carlo model of the M-series x-ray beams, a number of measurements needed to be made for validation purposes. As mentioned, the x-ray unit at the UWADCL is fixed in a horizontal direction and consequently, the use of the majority of commercially available water tanks would require the beam to pass through a significant amount of wall material. For this reason, a thin-window water tank was designed and constructed in-house to better serve the needs of this project. The tank was designed to hold a (30 9 30 9 30) cm 3 volume of water. A circular hole with a diameter of 18 cm was cut into the front wall of the tank. A 0.146-cm-thick polymethyl methacrylate (PMMA) window was then secured to the front wall of the tank with nylon screws, creating a water-tight seal with a silicone o-ring. A linear stage and stepper motor were mounted on the top of the tank to allow for automated and precise positioning of the ionization chamber along the central axis of the x-ray beam.
2.B.1. Ion chamber and film measurements
Measurements were made in the water tank using a 0.64 cm 3 Exradin A12 Farmer type ionization chamber (Standard Imaging, Middleton, WI) for beams with tube potentials from 40 to 250 kVp. The tank was positioned such that the front face of the tank was 100 cm from the focal spot and the ion chamber was aligned to the central axis of the beam. The stepper motor and linear stage were used to position the ion chamber at depths ranging from 2 to 12 cm from the front face of the water tank. The depth of the chamber was set through the use of plumb bobs that were precisely machined into the water tank so as to set a depth of 2 cm from the front face of the water tank. The positioning uncertainty was within AE0.25 mm. The construction of the water tank and the physical dimensions of the ionization chamber prevented measurements from being made at depths shallower than 2 cm.
Transverse profiles of the x-ray beam were measured with EBT3 radiochromic film (Ashland Specialty Ingredients, Wilmington, DE). The film was placed between slabs of Virtual Water TM (VW) (Med-Cal, Inc., Verona, WI) at a depth of 2 cm with 5 cm of back scatter. The VW was positioned at a source to surface distance (SSD) of 100 cm.
2.C. Simulations of the x-ray beam data
2.C.1. EGSnrc Monte Carlo code system
The EGSnrc Monte Carlo code system (version EGSnrc2016) and its user codes 11 were used for all simulations in this work. The BEAMnrc user code 12 is designed to facilitate the creation of detailed and efficient x-ray source models and was used to model the M-series x-ray beams. The DOSXYZnrc user code 13 allows for the simulation of dose distributions in a CT dataset or a user-defined geometry and was used to simulate simple geometries including the dose to water and dose to the EBT3 radiochromic film. The egs_chamber user code 14 makes use of the EGSnrc C++ class library, 15 which allows for very detailed geometries and advanced variance reduction techniques to facilitate simulations of ionization chambers, and was used to model the ionization chamber and water tank used in this work. The FLURZnrc 16 user code enables the simulation of photon and electron spectra in simple, cylindrically symmetric geometries and it was used to compare the spectra from the MC model of the x-ray tube to the measured spectra.
For this work, the material specification files (referred to as PEGS4 files in the EGSnrc code) contained cross-sectional data covering an energy range from 1 keV to 2 MeV in order to provide accurate transport of low-energy photons and electrons that are of increased importance in kilovoltage x-ray beams. The values for ECUT and PCUT, which respectively specify the electron and photon energy below which the particle history is terminated, were both set to 1 keV. Rayleigh scattering was turned on. The bremsstrahlung cross sections used the NRC library 17, 18, 19 and the bremsstrahlung angular sampling used the higher order Koch-Motz sampling technique. 20 Electron impact ionization was turned on, and the photon cross sections utilized the XCOM library. 21 All other parameters were set to their default values.
2.C.2. BEAMnrc simulations
A MC model of the x-ray tube was created using the BEAMnrc user code of the EGSnrc MC code system. A rendering of the model of the x-ray tube, its housing, and the beam collimation systems is shown in Fig. 1 .
Due to the inefficiency of the bremsstrahlung production process, variance reduction techniques were implemented in the BEAMnrc simulations in order to prevent prohibitively long simulation times. The use of the directional bremsstrahlung splitting (DBS) variance reduction technique makes this process more efficient by increasing the number of bremsstrahlung photons produced per bremsstrahlung event, but reducing the statistical weight of each photon. In this work, the value of the directional bremsstrahlung splitting number was set to 2000, in line with previously published work. [22] [23] [24] [25] The BEAMnrc simulations used a number of starting particles that ranged from 1:46 Â 10 10 to 4:85 Â 10 10 in order to ensure a sufficient number of particles were stored in the phase space file.
Each BEAMnrc simulation generated a phase space file, which stored information for each particle that crossed the scoring plane, which was positioned at the distal end of the added filtration at the exit of the x-ray tube (see Fig. 1 ). For each particle that crossed the plane, its charge, position in the x-y plane, direction, and energy were stored in the phase space file. Phase space files were generated for all beams with tube potentials from 40 to 250 kVp.
A model of the Theratron T1000 60 Co irradiator (Theratronics, Ontario, Canada) located at the UWADCL was also created using the BEAMnrc user code. This model used a cylindrical 60 Co source that emitted radiation isotropically. The jaw size for all 60 Co simulations was set to define a (10 9 10) cm 2 field at 100 cm from the source. The specifications for the model were obtained from the manufacturer and from previous in house models of the irradiator in other MC codes. A rendering of the BEAMnrc model of the 60 Co unit can be seen in Fig. 2 . The phase space file was tallied at the distal end of the secondary collimator.
2.C.3. DOSXYZnrc simulations
The DOSXYZnrc user code was used to simulate the dose to the EBT3 film in the measurement geometry described in Section 2.C.1. The EBT3 film was simulated in between two VW slabs and consisted of a 125-lm-thick polyester layer, a 28-lmm-thick active film layer, and then another 125-lmthick polyester layer. The chemical composition of the VW, the film polyester, and the film active layer were obtained through communication with the manufacturers. The phase space file generated from the BEAMnrc model of the UW120-M beam was used as the particle source for these simulations and the number of starting particles was set to 3 Â 10 10 . Dose was tallied in the active layer of the film and the cross-sectional area of the voxels measured (2 9 2) mm 2 except in the penumbra region where the size was reduced to (1 9 1) mm 2 in order to better capture the steep dose gradient. The x-and y-profiles obtained from the film measurements were compared to the simulated profiles in order to validate the BEAMnrc model of the x-ray tube.
The DOSXYZnrc user code was also used to perform simulations of the dose to water from the 60 Co irradiator. The phase space file from the BEAMnrc model of the 60 Co irradiator was used as the particle source for these simulations and dose was tallied as a function of depth in a water phantom that was representative of the actual phantom in the 60 Co vault. The tally cells were chosen to have a (1 9 1) cm 2 cross-sectional area and a 0.5 cm length along the beam's central axis in order to mimic the volume averaging effects of the A12 ionization chamber. The dose was simulated at depths ranging from 2.5 to 24 cm. The transverse dose profiles of the 60 Co irradiator were simulated and compared to measurements made by McCaw et al. using EBT2 radiochromic film. 26 
2.C.4. egs_chamber simulations
The egs_chamber user code was used to simulate the air kerma, the dose to the collecting volume of the A12 ionization chamber, and the dose to water in the M-series and 60 Co beams. The flexibility of the user code allowed for a full model of the custom built thin window water tank. A full model of the A12 ionization chamber was also developed based on specifications provided by the manufacturer (Fig. 3) . The number of starting particles used in the egs_chamber simulations ranged from 3:59 Â 10 9 to 1:91 Â 10 11 based on the energy of the beam and the depth of interest.
In order to increase efficiency, the egs_chamber simulations implemented the variance reduction techniques of range-based Russian roulette and photon cross-section enhancement.
14 These techniques greatly increased the efficiency of dose calculations in low-density regions (e.g., the collecting volume of an ionization chamber), or in regions with relatively few photon interactions (e.g., at depth in water in kilovoltage x-ray beams). Simulations were performed in order to obtain the dose to the collecting volume of the A12 ionization chamber as a function of depth in phantom. The geometries for the simulations were identical to the measurement setup described in Section 2.B.1. In addition to simulating the dose to the collecting volume of the A12 ion chamber, dose to water was tallied in the absence of the ionization chamber. For these simulations, the dose was tallied in a thin disk of water with a thickness of 0.25 mm and a radius of 1 cm. Dose to water was simulated in the thin-window water tank for the same depths and beam energies as for the A12 ion chamber. The dose-to-water simulations did not make use of cross-section enhancement but did utilize range-based Russian roulette.
Air kerma was also simulated for the beams of interest by tallying the dose to a thin disk of air with a thickness of 1 mm and a radius of 5 mm. Because air kerma is determined by energy transferred to charged particles rather than the total energy absorbed by the medium, electron transport was turned off for these simulations, causing all of the energy transferred to electrons to be deposited at the site of the photon interaction. The air kerma simulations utilized both cross-section enhancement and range-based Russian roulette
2.C.5. FLURZnrc simulations of the photon spectra
In addition to the dosimetric validation of the x-ray beam model that was based on comparison of the DOSXYZnrc and egs_chamber simulations with measurements, the FLURZnrc user code was used to validate the in-air spectrum of each beam at 100 cm from the focal spot. The spectra were tallied in a cylinder of air with a radius and thickness of 1 cm. The number of starting particles for these simulations was set to 1 Â 10 9 . From the calculated spectra, it was possible to obtain the first and second half value layers, the homogeneity coefficient, and the average energy of each beam using analytical methods. The average energy of a spectrum was calculated using the equation
where N is the number of energy bins, E i is the mean energy of bin i, / i is the fluence in energy bin i, and / total is the total fluence summed over all bins. The HVL1 and HVL2 for the simulated spectra were calculated by determining the mass energy absorption coefficients for air at the mean energy of each energy bin based on a logarithmic interpolation. The mass attenuation coefficients for aluminum for each energy bin were determined in the same manner using the data in the XCOM photon cross-section database. 27 The air kerma for each spectrum was calculated as
where N, E i , and / i are as described above, and ð l en q Þ i is the mass energy absorption coefficient of air at the mean energy of bin i. The fluence in each energy bin was then reduced based on exponential attenuation through a given thickness of aluminum filtration. The thickness of aluminum was adjusted until the ratio of the air kerma with the added aluminum filtration to the air kerma without filtration was equal to 0.5. This determined the HVL1 of the beam and the process was repeated to determine the HVL2. The ratio of the calculated values of HVL1 to HVL2 was used to determine the HC of the simulated spectra. The spectra and their corresponding descriptors were then compared to the values held at the UWADCL and to previous data obtained through spectroscopic measurements.
29,30
2.D. Dose to water determination
The different dose to water determination techniques used for this study include the Monte Carlo method, TG-61 method which has an in-air and in-phantom method, and 60 Co method.
2.D.1. Monte Carlo method
After the Monte Carlo models of M-series x-ray beams were validated based on the film and A12 ionization measurements, the models were used to determine the absorbed dose to water in the thin window water tank based on the air kerma rates at the UWADCL. The dose-to-water rate in the measurement setup was determined by using the equation
where _ K air;meas is the measured air-kerma rate, D w;MC is the MC-simulated dose to water in the thin-window water tank at the depth of interest, and K air;MC is the MC-simulated air kerma. Because the MC simulations included a full model of the same x-ray tube and water tank used in the measurements, the conversion from air kerma to dose to water is tailored to these specific conditions. While it is possible to determine the dose to water at any depth by changing the depth at which D w;MC is calculated, in this work, D w;MC was calculated at a depth of 2 cm in the thin-window water tank and at the surface of a theoretical windowless water tank in order to compare these values to the in-phantom and in-air methods of TG-61.
2.D.2. TG-61 methods
In-air method The in-air method is intended for use in beams with tube potentials from 40 to 300 kV. A measurement is made free in air with an ionization chamber that has been calibrated in terms of air kerma, and the dose to water at the surface of a water phantom (z = 0 cm) is obtained by
where M is the fully corrected ionization chamber reading, N K is the air-kerma calibration coefficient for the beam quality of interest, B w is the back scatter factor, P stem;air is the chamber stem correction factor, and ½ð l en q Þ w air air is the ratio of the mean mass energy-absorption coefficient of water to that of air, averaged over the photon spectrum in air. If the airkerma rate is known then Eq. (4) becomes
where K air replaces M Á N K and P stem;air is unnecessary as the stem effect was already taken into account when the ADCL measured the air-kerma rate of the beam. The values for B w and ½ð l en q Þ w air air were interpolated between the values provided in TG-61 based on the field size, 100 cm SSD, and the HVL of the beams given in Table I .
In-phantom method The in-phantom method can be used for tube potentials from 100 to 300 kV. Absorbed dose at a depth of 2 cm in a water phantom is determined by making a measurement with an ionization chamber that has been calibrated in terms of air kerma. The dose at the reference depth is determined using the equation
where M and N K are as in Eq. (4), P Q;cham is an overall chamber correction factor that corrects for the change in beam quality between calibration and measurement and the perturbation of the photon fluence by the chamber and chamber stem, P sheath is a correction for a waterproofing sleeve, and ½ð l en q Þ w air water is the same as in Eq. (4), but averaged over the photon spectrum at the reference point in water.
Ionization measurements were made with an Exradin A12 Farmer-type chamber and all readings were corrected for ion collection efficiency, polarity, temperature and pressure, and
the same manner as the in-air method. P sheath was set to 1 as the A12 is a waterproof chamber.
2.D.3.
60 Co method
The 60 Co method used the absorbed dose-to-water calibration of an ionization chamber acquired from an ADCL and accounted for differences in beam quality with a beam quality correction factor (k Q ), which is analogous to the procedure that is outlined in TG-51. 2 In this work, the beam quality correction factor is defined as
where D w is the MC-simulated dose to water, D A12 is the MC-simulated dose to the collecting volume of the A12 ionization chamber, the subscript Q indicates that the simulation was performed for a given x-ray beam quality and the subscript 60 Co indicates the simulation was performed in a 60 Co beam. k Q is then used to determine the dose at the measurement point using the equation
where M is the fully corrected ionization chamber reading, and N
Co
D;w is the absorbed dose-to-water calibration coefficient provided by the calibration lab.
This procedure was used to determine the absorbed dose to water with the A12 ionization chamber at a depth of 2 cm in the thin-window water tank for all of the M-series beams of interest. The MC models of the 60 Co unit and the x-ray tube were used to calculate beam quality correction factors specific to each x-ray beam quality. The results were then compared with the dose-to-water values obtained from the MC method and the TG-61 method.
The MC method operates on a similar principal to the TG-61 in-air method, in that both utilize a measurement of air kerma, and convert this value to dose to water in phantom. The TG-61 in-air method converts this to dose to water using backscatter factors and mass energy-absorption coefficient ratios, while the MC method uses the ð D w;MC K air;MC Þ factor calculated using the MC models specific to the x-ray tube and the water phantom being used. The TG-61 in-phantom method makes use of an air-kerma measurement made in phantom, and then converts this to dose to water by using mass energy-absorption coefficient ratios and correcting for differences in chamber response between the calibration and measurement conditions. The 60 Co method uses an in-phantom dose-towater measurement and then corrects for differences in beam quality between the 60 Co calibration beam and the x-ray beam of interest using k Q . The MC and 60 Co methods offer simplified formalisms that involve fewer correction factors. The corrections generated for these methods are specific to the x-ray tube and water phantom described in Sections 2.A and 2.B, which results in reduced uncertainties, but renders these factors less applicable to other irradiators and geometries. Applying these methods to other systems would require a generalization of this methodology and would also increase the associated uncertainties in the final dose-to-water values, which are discussed in greater detail in Section 4.
RESULTS
3.A. Monte Carlo validation
3.A.1.
60 Co model validation
The measured and simulated depth dose and transverse profiles for the Theratron T1000 60 Co irradiator are shown in Fig. 4 . All points agree within 0.5%. The full width at half maximum (FWHM) of the measured and simulated transverse profiles are 9.99 and 10.08 cm, respectively, and all points passed a gamma test with 1%/1 mm criteria. 31 
3.A.2. M-series x-ray beam model validation
The jaw positions in the BEAMnrc model of the x-ray tube were adjusted iteratively until the FWHM of the simulated profiles matched the FWHM from the film measurement within 1 mm. The profiles in both the x-and y-directions are shown in Fig. 5 . Both profiles show good qualitative agreement between measurement and simulation. The simulated and measured FWHM in the x-direction were 11.50 and 11.54 cm, respectively, and in the y-direction they were 11.74 and 11.65 cm, respectively.
The measured ionization curves as a function of depth were normalized to a depth of 3 cm in order to create a percent depth ionization (PDI) curve. The dose to the collecting volume of the A12 ion chamber obtained from the egs_chamber simulations was also normalized to a depth of 3 cm and compared directly to the measured PDI curve. All measurements passed a gamma test 31 with 2%/2 mm criteria. The measured and simulated A12 depth profiles for the Mseries beams are shown in Fig. 6 .
The measured PDI curves were subtracted from the MCgenerated PDD curves to quantify the differences in the measured and simulated depth profiles. As shown in Fig. 7 , there is greater disagreement at shallow depths and lower tube potentials. This level of agreement between the simulations and measurements across all energies serves as a validation of the BEAMnrc x-ray tube model and the egs_chamber model of the thin-window water tank and the A12 ionization chamber.
3.A.3. Spectral analysis
From the simulated spectra obtained from the FLURZ simulations, values for average energy, HVL1, HVL2, and HC were calculated. Additionally, the same values were determined based on the spectra as measured by Moga. 29, 30 The resulting average energies for the simulated and measured spectra are shown in Table II . A comparison of the measured and calculated values of HVL1 and HVL2 are given in Tables  III and IV . Previous BEAMnrc models of a Comet MXR-320 x-ray were generated by Mainegra-Hing and Kawrakow who showed agreement between simulated and expected HVLs of 2.3% for tube potentials of 120 to 200 kVp. 28 Over the same range of tube potentials, this work shows agreement between measured and simulated HVLs within 3.1% but larger discrepancies of almost 8% were seen at lower energies. When compared to the calculated HVLs, the HCs calculated from the measured and simulated spectra show better agreement with the reference values, with agreement within 3% for the measured spectra and within 2.3% for the simulated spectra.
3.B. Dose determination
3.B.1. Surface dose
The dose on the surface of a water phantom was determined using the MC method and the TG-61 in-air method. It should be noted that the dose rates given here are for the dose on the surface of a hypothetical cube of water and not on the surface of the thin-window water tank. The relevant air-kerma rates, conversion factors, and dose-to-water rates are listed in Table V . The ratios of the dose to water on the surface determined by the TG-61 in-air method to that determined by the MC method are plotted in Fig. 8 .
There is good agreement between the MC method and the TG-61 determined dose on the surface of the phantom. For the UW50-M to UW200-M beams, agreement is within 1%. At the lowest tube potential (UW40-M), there is a 2.2% disagreement, and the largest difference of 3.6% is seen at the highest tube potential (UW250-M). The total uncertainty in the dose at the surface of the phantom for TG-61 is 3.5% (k = 1) 1 and the uncertainty in the MC method ranged from 0.56% to 2.96%. Thus, for all beams, the MC method and TG-61 in-air method agree within the associated uncertainties.
3.B.2. Dose at 2 cm
The dose at 2 cm depth in phantom was determined through the MC method, the TG-61 in-phantom method, and the 60 Co method. For the TG-61 method, only beams with tube potentials of 100 kVp or higher were included due to recommendations in the protocol. Tables VI and VII show the relevant factors for each method and beam code, along with the resulting dose-to-water rates.
The dose values from the three different methods were in very good agreement across all of the beams investigated. The TG-61 in-phantom method and the MC method agreed within 1.8% for all energies, and the 60 Co and the MC method also agreed within 1.8% for all of the beams. The TG-61 in-phantom method and the 60 Co method showed very good agreement, with a maximum discrepancy of 1.0%. A plot of the dose-to-water rates determined by the TG-61 and 60 Co methods, normalized to the dose determined by the MC method at both the surface and at 2 cm, can be seen in Fig. 8 . TG-61 quotes an uncertainty of 3.6% for the dose to water at 2 cm obtained through the inphantom method. The uncertainties in TG-61 are fairly large due to both the limited amount of experimental data and the limited computational resources available when it was published. The resources available today enable such calculations to be performed with higher precision. Both the MC method and 60 Co method agree with the TG-61 method within the associated uncertainties. The MC method and the 60 Co method are also in agreement within their associated uncertainties.
UNCERTAINTY ANALYSIS
Sources of uncertainty in the determination of the dose to water in the M-series beams using the MC method included the uncertainty associated with the measurement of the airkerma rate, the uncertainty of the photon spectra and interaction cross sections used in the MC simulations, and the statistical uncertainties associated with MC simulations. The simulations of dose to water and air kerma were all run using a number of histories such that the associated statistical uncertainty in the ratio of dose to water to air kerma was less than 0.4% for all of the beams being used for both the dose at the surface and the dose at a 2 cm depth. The uncertainty introduced from the photon spectra used in the simulations was evaluated by running simulations of both air kerma and dose to water in the thin-window water tank from a point source with a (10 9 10) cm 2 field size at 100 cm from the focal spot. For both the air kerma and the dose-to-water simulations, the photon energy was sampled from the spectra obtained from phase space files generated as a part of this work as well as from the measured spectra from Moga. 29 In comparing the ðD w =K air Þ values obtained using the two different spectra, an estimate of the uncertainty from the photon spectrum was obtained. Similarly, to estimate the uncertainty introduced from the interaction cross sections used in the simulations, both air kerma and dose-to-water simulations were performed using the XCOM photon crosssection library (which was used for all simulations in this work) and the Storm-Israel cross sections (which is the default setting in the EGSnrc code system). By comparing the ðD w =K air Þ values obtained for the different cross-section libraries, an estimate of the uncertainty was obtained. The release of ICRU report 90 updated key data for ionizingradiation dosimetry. 33 These changes were not included in the 2016 version of EGSnrc used in this work, but the effects of these changes would be small and have a negligible effect on the results of this investigation. A sample uncertainty table for the dose to water determined from the MC method at a depth of 2 cm in the UW80-M beam can be seen in Table VIII .
Sources of uncertainty in the determination of the dose to water using the 60 Co method included the statistical uncertainty of the simulations to determine k Q , the repeatability of the ionization chamber measurements, the uncertainty in N 60 Co D;w , the uncertainty in the photon cross sections and photon spectra used in the MC simulations of k Q , the depth dependence of k Q , uncertainty in the temperature and pressure correction of the ionization chamber, variations in field flatness, and uncertainty in the placement of the ionization chamber at the reference depth of 2 cm in the thin-window water tank. The simulations of k Q were run such that the statistical uncertainty was less than 0.4%. The uncertainty in N 60 Co D;w was 0.7% at k = 1 as stated in the calibration report. The effect of the uncertainty in interaction cross sections and photon spectra was evaluated in the same manner as described above. The depth dependence of k Q was taken into account by evaluating the percent change k Q resulting from a AE0.5 mm shift in depth and was assumed to follow a triangular distribution. Similarly, to account for uncertainty in placing the A12 ionization chamber at a depth of 2 cm in phantom, the percent change in dose to water resulting from a AE0.5 mm shift in depth was determined and this was also assumed to follow a triangular distribution. A sample uncertainty table for the dose-to-water value at 2 cm in the UW80-M beam determined using the 60 Co method can be seen in Table IX . A full description of the uncertainties associated with the TG-61 in-air and in-phantom methods can be found in the task group report. 1 The total combined uncertainty in the dose to water at the phantom surface and at a depth of 2 cm were 3.5% and 3.6%, respectively. The largest contribution to the uncertainties of these methods were the effects of beamquality differences between calibration and measurement, and the determination of the necessary correction factors (backscatter factor, chamber correction factor, stem effect correction factor, etc). As the calibration beam and the measurement beam were the same for the MC method, there are no changes in beam quality that need to be accounted for, which reduced the uncertainty relative to TG-61. Additionally, advances in the available computational resources have improved since the publication of TG-61 which has further reduced the uncertainties of this work compared to those of TG-61. Using more advanced computational resources like those used in this work, a re-calculation of the correction factors of TG-61 would almost certainly yield lower uncertainties than those currently listed in the report.
DISCUSSION
This work has produced validated dosimetric models of the M-series x-ray beams and the 60 Co irradiator at the UWADCL. Through the design and use of the custom built thin-window water tank, it was possible to perform validation measurements in liquid water, where previous measurements at the UWADCL were limited to solid phantoms. This validation through dosimetric comparisons (i.e., transverse and depth profiles) as well as spectral comparisons, have produced MC models of standard, NIST-matched beams that can be used with confidence. Using these models, the MC method was used to produce dose-to-water values in the custom built thin-window water tank for these beams. The dose values obtained through this method for the M-series beams at both the surface of the phantom and at a depth of 2 cm were in very good agreement with the values produced from the TG-61 in-air and in-phantom methods. The agreement between the MC method and the TG-61 method demonstrates that the MC method is a viable and accurate means of determining dose to water in these beams.
The 60 Co method was also used to determine the dose at a depth of 2 cm in the thin-window water tank to allow for comparison to the TG-61 in-phantom method and the MC method. All three of these methods were in good agreement. In particular, the 60 Co method and the TG-61 in-phantom method showed agreement within 1.0%.
The MC, 60 Co, and TG-61 methods all produced dose-towater values (both on the surface and at a 2 cm depth) that were in agreement within the associated uncertainties. For both the dose on the surface and at a 2 cm depth in phantom, the MC and 60 Co methods had lower uncertainties compared to the TG-61 methods. The uncertainty for these methods increased as the beam HVL decreased, but were all less than the uncertainty in the TG-61 protocol. The MC method had the lowest uncertainty, but it relied on a measurement made in air rather than a measurement made in the water phantom. Thus, when a detector is irradiated in phantom for calibration or characterization purposes, there would be added uncertainty that would need to be accounted for in terms of how precisely the detector and phantom can be positioned in the beam, and how accurately the simulations mimic measurement geometry.
The ratios of the dose to water at a depth of 2 cm as determined through the methods described in this work to that obtained through the use of the TG-61 methodology can be compared to the same ratios as reported by Burns et al. 4 and these data can be seen in Fig. 9 . The comparison is slightly complicated by differences in the irradiation geometries and in the spectra of the x-ray beams being used. Regardless of these differences, both this work and that of Burns et al. show good agreement with TG-61 and thus agreement between this work and that of the BIPM standard described by Burns et al. can be inferred. Furthermore, the BIPM standard has been compared to the kilovoltage water calorimeters that were discussed in the introduction and the relevant information is available in the BIPM key comparison database (BIPM.RI(I)-K9 4 ). The agreement between this work and that of Burns et al. and the agreement between the work of Burns et al. and the water calorimeters suggests that the dose to water as determined by the 60 Co method and the MC method would also be in agreement with the dose to water as determined by the calorimeter-based standards of VSL, PTB, LNE-LNHB, and ENEA.
CONCLUSIONS
Overall, a methodology to determine the dose to water in phantom from kilovoltage x-ray beams has been developed. A MC model was developed and validated in order to generate the necessary conversion factors to determine the dose to water in the M-series beams based on standards held at the UWADCL. While these corrections are specific to the x-ray tube and measurement geometry at the UWADCL, the methodology could be applied to other x-ray beams to perform similar work. However, to apply the methods described in this work to other x-ray sources, a MC model should be developed and validated for each source and phantom geometry. Alternatively, an investigation of the dependence of the relevant conversion factors (i.e., ð D w;MC K air ;MC Þ, k Q ) on irradiation geometry and HVL should be performed in order to determine the sensitivity of those factors. Both the MC and 60 Co methods produced dose-to-water values consistent with the previously established TG-61 methodology, but have a lower uncertainty. Additionally, the methods used in this work have been shown to be in agreement with the BIPM standard for dose to water in medium energy x-ray beams and, by correlation, with calorimeter-based standards. This work will allow for the in-phantom investigation and characterization of detectors with greater accuracy, whereas previous works have been limited to air-kerma-based metrics or have suffered from the large uncertainties associated with the TG-61 protocol.
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