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Abstract
A system of partial differential equations is derived as a model
for the dynamics of a honey bee colony with a continuous age dis-
tribution, and the system is then extended to include the effects of
infectious disease. In the disease-free case we analytically derive the
equilibrium age distribution within the colony and propose a novel
approach for determining the global asymptotic stability of a reduced
model. Finally, we present a method for determining the basic repro-
duction number R0 of the infection and the method can be applied to
other age-structured disease models with interacting infected classes.
The results of asymptotic stability indicate that a honey bee colony
suffering losses caused by a hazard will recover naturally so long as the
hazard is removed before the colony collapses. Our expression for R0
has potential uses in the tracking and control of an infectious disease
within a bee colony.
1
1 Introduction
Honey bee populations continue to decline on a global scale [4], and as re-
search efforts to identify the underlying cause or causes continue [18,54,56],
there is as yet no clear resolution of the problem. While the consequences
of the decline are usually discussed in the context of agriculture and eco-
nomics [9, 31, 46], the key question clearly hinges on the stability of a honey
bee colony as a population dynamical system. Mathematical models thus
provide critically important tools for studying honey bee populations as they
can both simulate many different environments as well as suggest potential
sensitivities a colony may have to environmental hazards such as pesticides
and climate change, or microbial hazards such as parasites and disease.
Mathematical models have been used in the recent years to shed light
on the effects of pesticides on the lifespan of foraging bees [23, 24]. Other
models have focused on the changing dynamics of a colony under changing
environmental conditions [50], or the interactions between colonies [42]. Re-
cent work has also investigated the effects of infection on honey bee colony
dynamics, including Varroa mites [14, 37, 38] and nosema [5]. An approach
from systems biology has been used to explore the multifactorial causes of
colony failure [3].
One of the complicating factors in the dynamics of a honey bee colony
is the age distribution (structure) within the colony since age groups may
differ in their expected lifespans, foraging behaviour or susceptibility to a
given hazard. While age-independent models have provided a number of
key insights into the properties of colony dynamics [5, 24, 37], the ultimate
conditions for the survival or collapse of a honey bee colony must take into
account this added dimension of the problem.
From a mathematical standpoint, incorporating the age structure of a
honey bee colony into the equations governing the population dynamics leads
to a set of partial differential equations instead of the ordinary differential
equations obtained when age is not considered. The problem of finding sta-
bility and equilibrium conditions for the dynamics of the colony becomes
correspondingly more complex. When considering disease dynamics, the
problem of finding the basic reproduction number (R0) at which the fate
of the colony is at a bifurcation becomes particularly difficult.
We propose a method of resolving these mathematical difficulties by
transforming the problem from the real space (age, time) into the Laplace
space such that the governing equations become ordinary differential equa-
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tions, and from the solution of these equations it is then possible to deduce
the asymptotic behavior of the dynamical system in the real space. In partic-
ular, in the absence of disease we show that the system has an asymptotically
stable equilibrium, which implies that the bee population will rebound from
losses when hazards are removed, provided they are removed before the com-
plete collapse of the colony. In the presence of disease we use a linearized
form of the system to obtain a closed form expression for the basic reproduc-
tion number R0. The expression thus provides a measurable threshold for
whether the disease will decay or persist.
Determining R0 for age-structured models has been previously studied for
general disease models with one infected class [1, 20, 51]. Our model has the
added complexity of having two interacting infected classes, namely infected
hive bees (HI) and infected foragers (FI), that cannot be transformed into a
single infected class for analysis. Moreover, work on the asymptotic stability
of disease models with age structure is sparse. Several studies use Lyapunov
functions and semi-group analysis to prove persistence of solutions [16, 26],
while perturbation analysis has also proved useful [21]. Other work has made
use of properties of the particular model at hand to show stability [11].
In the present study, we take advantage of detailed experimental work
elucidating the distinct roles that honey bees of different ages play within a
hive, and use this information to develop a model of honey bee demographics
with continuous age structure (Section 2). This model is then extended to
include the dynamics of an infectious disease within the colony. In particular,
we find a stability threshold criterion which corresponds to the basic repro-
duction number R0. In Section 3.1, we use a steady-state approximation to
derive the equilibrium age distribution of the disease-free hive. In 3.2, we
develop a novel Laplace transform approach to prove global stability of this
disease-free distribution in a reduced model, implying local stability in the
full model. In 3.3, we again develop a novel approach to find a threshold
criterion at which this equilibrium loses stability, and an infection will in-
vade; this threshold corresponds to the basic reproductive number, R0. In
Section 4, we discuss the implications of these results and suggest possible
applications of the new approaches we have developed to other problems in
population dynamics.
3
2 Model
The proposed model combines the normal demographics of a honey bee
colony with a disease that at first infects foragers and then spreads to the
rest of the colony. As in previous studies, to keep the problem tractable, we
neglect the effects of the brood, guarding bees, as well as bees that work to
repair the hive. Male honey bees, known as drones, do not contribute to the
maintenance of the hive, so this population is also neglected. We thus focus
on the hive bees, H , which are responsible for maintenance of the brood and
the foragers, F , which are responsible for bringing food, f , into the hive.
Generally, bees emerge from the brood as hive bees and are later recruited
to foraging duties. These two classes are further divided, in the presence of
disease, into susceptible populations, HS and FS, and infected populations,
HI and FI . The following sections present the governing equations for each
of these sub-populations. The total size of the colony to be modeled in age,
a (days), and time, t (days), is thus,
N(t) =
∫
(HS(a, t) +HI(a, t) + FS(a, t) + FI(a, t))da. (1)
Susceptible Hive Bees: For the susceptible hive bee populationHS(a, t),
incorporating ag using the standard approach of McKendrick [30], into an
earlier formulation of the problem [5], the governing equation becomes
∂HS(a, t)
∂t
+
∂HS(a, t)
∂a
= −u(a)HS(a, t)− βI(t)HS(a, t). (2)
Here, the first term on the right-hand side describes the recruitment of hive
bees to foraging duties, where u(a) denotes the age-dependent rate of re-
cruitment. Research has shown that juvenile hormone III regulates the age
at which honey bees begin foraging [39], and there is a minimum age, aR, at
which hive bees are normally recruited to foraging duties [15]. If the foraging
needs of the colony are not being met, however, hive bees will be recruited
to foraging duties at a younger age [19]. Conversely, if the foraging bee
population exceeds the needs of the colony, foragers produce a pheromone,
ethyl oleate, to reduce recruitment [25]. We incorporate these regulatory
mechanisms by taking
u(a) = α
(
a
a+ k
)2(
1−
σ
N
∫
(FS + FI)da
)
Hv(a− aR) (3)
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where α is a free parameter representing the base rate of recruitment, Hv(a−
aR) is the Heaviside function, and 1/σ is the maximum allowable fraction of
foragers in the colony size. Thus recruitment begins at age aR and increases
sigmoidally with age thereafter where k is the age at which recruitment is at
half its maximal rate. The second term on the right-hand side of equation
(2) governs the disease dynamics within the colony.
We assume infection is transmitted via mass action at a constant rate β,
and infection can be transferred from hive bees to foragers or vice versa. Such
a mechanism can approximate transmission of a disease such as nosema [47],
which infects food stores and bees via the microsporidian Nosema ceranae
[7,45]. Our mass action mechanism assumes that the amount of infected food
is proportional to the number of infected bees who are handling said food.
The total infected population of the hive, to be denoted by I, is then
given by
I(t) =
∫
(HI(a, t) + FI(a, t))da. (4)
It is assumed that the hive provides sufficient safety for bees that remain
within it [24, 44] such that the natural death rate of healthy hive bees is
negligible compared to the rate of recruitment.
Infected Hive Bees: Infected hive bees are at risk of dying due to dis-
ease at an age-dependent rate d(a). The equation governing their dynamics
is then
∂HI(a, t)
∂t
+
∂HI(a, t)
∂a
= βI(t)HS(a, t)− [u(a) + d(a)]HI(a, t). (5)
Susceptible Foragers: Susceptible foragers are recruited from suscep-
tible hive bees and are subject to age-dependent natural death at rate µ(a).
The equation governing their dynamics is thus given by
∂FS(a, t)
∂t
+
∂FS(a, t)
∂a
= u(a)HS(a, t)− [µ(a) + βI(t)]FS(a, t). (6)
Infected Foragers: Infected foragers can be either (i) infected hive
bees that have been recruited to foraging duties or (ii) susceptible foragers
that have become infected by either infected foragers or infected hive bees.
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They are subject to a disease-related death rate, d(a), and their dynamics
are governed by
∂FI(a, t)
∂t
+
∂FI(a, t)
∂a
= u(a)HI(a, t) + βI(t)FS(a, t)− [µ(a) + d(a)]FI(a, t).
(7)
Food stores: Food, f , is brought into the hive by both susceptible and
infected foragers. For simplicity, we assume that all foragers bring in food
at the same rate c (g/day), although it is likely that infected foragers would
be less efficient at the task. Food is consumed by foragers and hive bees at,
again for simplicity, the same rate, γ. The amount of food available at time
t is therefore given by
df
dt
= c
∫
(FS + FI) da− γN (8)
Boundary Conditions: The system of equations (2),(5),(6),(7) is sub-
ject to the following boundary conditions:

HS(0, t) = LV
HI(0, t) = FS(0, t) = FI(0, t) = 0
lim
a→∞
HS(a, t) = lim
a→∞
HI(a, t) = lim
a→∞
FS(a, t) = lim
a→∞
FI(a, t) = 0
(9)
The first condition represents the birth of new bees where L is the daily egg
laying rate by the queen and V is a survivability function which determines
how many of the brood survive to become viable hive bees. The brood
needs both sufficient food and sufficient care from the hive bees in order to
survive [22]. Moreover, it has been shown that there is a range of ages within
which hive bees will care for the brood. Field data suggest that hive bees
take on nursing duties at a minimum age amn and complete these duties at
a maximum age amx. After this age, hive bees tend to either transition to
foraging duties or take on hive security or maintenance duties [57]. On this
basis, we define the survivability function V as
V =
(
f
b+ f
)( ∫ amx
amn
HS(a, t)da
w +
∫ amx
amn
HS(a, t)da
)
, (10)
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where b is the amount of food required for half the brood to survive to
adulthood in the presence of sufficient care from hive bees, and w is the
number of nursing hive bees necessary to ensure survival of half the brood in
the presence of sufficient food stores.
Equations (2),(5),(6),(7),(8) form a system of integro-partial differential
equations to be solved simultaneously subject to the boundary conditions
(9).
3 Results
3.1 Disease-free Equilibria (DFE)
The factor σ in equation (3) reduces the rate of recruitment to foraging when
the proportion of foragers in the colony approaches its optimal level. If we
set σ = 0 in the recruitment function, u, we are left with a linear system of
partial differential equations. This is a reasonable approximation for steady
state analysis, as at equilibrium, since the total number of foragers is fixed,
the term (
1−
σ
N
∫
(FS + FI)da
)
is constant and can be absorbed into α. Since α can be scaled out via a
rescaling of time, we set α = 1 for the rest of the analysis without loss of
generality. Moreover, the equation for HS (equation (2)) is now decoupled
from the equation for FS (equation (6)). We use this linear approximation
to find the disease-free equilibria, DFE, for this system (i.e. equilibria which
correspond to HI = FI = 0).
Numerical experiments suggest that there is only one true equilibrium for
the system (equations (2),(5),(6),(7),(8)), namely the trivial case
HS(a) = FS(a) = f(t) = 0 (11)
because as long as there are any hive bees or foragers, food stores continue
to grow. This case may be interpreted as either the nonexistence or the total
extinction of the colony.
Instead, therefore, we seek quasi-steady states in which
HI(a, t) = FI(a, t) = 0, f(t) 6= 0 (12)
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which correspond to nontrivial biologically viable states and are found by
setting
∂HS
∂t
=
∂FS
∂t
= 0 in equations (2),(6) to get:
dH∗S
da
= −u(a)H∗S(a) (13)
dF ∗S
da
= u(a)H∗S(a)− µ(a)F
∗
S(a) (14)
where H∗S and F
∗
S denote the quasi-steady state solutions.
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Figure 1: The disease-free equilibrium distributions H∗S and F
∗
S
Equation (13) is decoupled from equation (14) and is linear. It can be
integrated directly. Using the results, equation (14) can then be solved by
variation of parameters, as it is a linear, non-homogeneous equation. The
full solution to equations (13) and (14) is finally given by
H∗S(a) =


HS0, if a < aR
HS0
(a+ k)2 k exp
(
−
a2 + ak − k2
a+ k
)
(
(aR + k)
2 k
)
exp
(
−
aR
2 + aRk − k
2
aR + k
) , if a ≥ aR (15)
8
and
F ∗S(a) =


FS0 exp
(∫ a
0
−µ (a∗) da∗
)
, if a < aR
(A(a) + FS0) exp
(∫ a
aR
−µ (a∗) da∗
)
, if a ≥ aR
(16)
where {
HS0 = H
∗
S(0)
FS0 = F
∗
S(0)
, (17)
A(a) =
∫ a
aR
(a∗ + k)−2+2 k a∗2
k2 k
HS0E(a
∗)da∗ (18)
and
E(a) = exp
(
−2 a k − a2 + (a+ k)
∫
a
aR
µ (a∗) da∗
a + k
)
. (19)
The conditions on ‘a’ stem from the Heaviside term in the definition of
u(a) in equation (3). The age distributions of susceptible hive and foraging
bees in equations (15) and (16) are shown in Figure 1.
3.2 Stability of DFE
If the Laplace transform of H(t) is denoted by L {H(t)} = H (s) and
lim
t→∞
H(t) is finite, then by the Final Value Theorem [33],
lim
t→∞
H(t) = lim
s→0
sH (s) (20)
under two conditions [10]:
i) There is at most one simple pole at the origin in s-space.
ii) Any roots of the denominator of H (s) are negative.
In what follows we use this theorem to analyze the asymptotic behaviour of
the PDE system given by equations (2), (5), (6), (7) and (8), and ultimately
show that the disease-free equilibrium is stable.
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We begin by taking the Laplace Transform in t of equation (2), ignoring
the term βIHS since here we are interested in the disease-free case, which
yields
sH (a, s)−HS(a, 0) +
dH (a, s)
da
= −u(a)H (a, s) (21)
where
H (a, s) = L {H(a, t)}.
The corresponding boundary condition is then given by taking the Laplace
transform of condition (9) but this is not easy because of the time dependence
of that boundary condition. We simplify this problem by noting that food
stores are unbounded and we are interested in the behaviour of the system
as t→∞. On this basis we use the approximation
lim
t→∞
f
b+ f
≈ 1. (22)
As well, the second factor in the function V (equation (10)) is always between
zero and one and will be a constant at equilibrium which we take as 0 ≤ κ <
1. Using these approximations, the boundary condition for H becomes
H (0, s) =
Lκ
s
. (23)
Solving the ODE (21) with initial condition H(a, 0) = g(a) ≥ 0 (bounded,
analytic, and satisfying the two aforementioned conditions) yields,
H (a, s) =


(∫ a
0
g (a˜) esa˜da˜ +
LW
s
)
e−sa a < aR
(x(a) + C) y(a) a ≥ aR
(24)
where
y(a) = (a+ k)2 k exp
(
−
sa2 + sak + a2 + ak − k2
a+ k
)
(25)
x(a) =
∫ a
aR
g (a˜) (a˜ + k)−2 k exp
(
sa˜2 + sa˜ k + a˜2 + a˜ k − k2
a˜ + k
)
da˜ (26)
and
C = LWs−1
(
(aR + k)
2 k
)
−1
(
exp
(
−
saR
2 + saRk + aR
2 + aRk − k
2
aR + k
))−1
.
(27)
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The tilde sign signifies dummy variables.
We examine this result in two parts:
(i) a > aR : Here we observe that
s y(a)x(a) ≥ 0 (28)
and since g(a) is bounded, and
0 ≤
exp
(
−
k2
a + k
)
(a+ k)2k
≤ 1
we find
s y(a)x(a) ≤ s y(a)
(
max
a∈[0,∞)
g(a)
)∫ a
aR
e−a(s˜+1)da˜ (29)
= s y(a)
(
max
a∈[0,∞)
g(a)
)
e−(s+1)aR − e−(s+1)a
s+ 1
.
We also note that
lim
s→0
s y(a)
(
max
a∈[0,∞)
g(a)
)
e−(s+1)aR − e−(s+1)a
s+ 1
= 0. (30)
Using conditions (28), (29), (30) and the Squeeze Theorem [48] we con-
clude that
lim
s→0
s y(a)x(a) = 0 (31)
As well,
lim
s→0
sC = lim
s→0
{
sLWs−1
(
(aR + k)
2 k
)
−1
(32)
(
exp
(
−
saR
2 + saRk + aR
2 + aRk − k
2
aR + k
))−1}
= LW
(
(aR + k)
2 k
)
−1
exp
(
aR
2 + aRk − k
2
aR + k
)
= H0. (33)
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Using the above, we find
lim
s→0
sH (a, s) = H0 (a+ k)
2 k exp
(
−
sa2 + sak + a2 + ak − k2
a+ k
)
(34)
= H∗S(a), (35)
and applying the Final Value Theorem we find
lim
t→∞
HS(a, t) = H
∗
S(a), a ≥ aR (36)
(ii) a < aR : Here we note simply that
lim
s→0
s
(∫ a
0
g (a˜) esa˜da˜ +
LW
s
)
e−sa (37)
=
(∫ a
0
lim
s→0
sg (a˜) esa˜da˜ + lim
s→0
LW
)
e−sa (38)
= LW = H∗S(a). (39)
This completes the stability analysis of the DFE for Hs. Similar analysis
applies to the DFE for FS, though with considerably more tedious algebra,
therefore we omit the details.
The above analysis determines the global stability of the linearized model
in which we have sufficient food stores, brood care and time-independent
recruitment (i.e. σ = 0 in equation (3)). This linearized model is in fact an
approximation to the full model governed by equations (2), (5), (6), (7) and
(8) near the quasi-steady state distribution given by equations (15) and (16).
Therefore, the global stability of the linearized model corresponds to local
stability of the full model.
The significance of these results is that starting from any initial age dis-
tribution g(a), given sufficient food stores and brood care, a colony will
rebound toward the distributions in equations (15) and (16), shown numeri-
cally in Figure 1. While the analysis does not provide a time frame in which
the rebound will occur, numerical experiments suggest that the rebound is
relatively fast. More specifically, within months of an environmental hazard
being removed the colony returns to its steady-state distribution.
3.3 Basic Reproduction Number R0
The basic reproduction number, R0, for a system of partial differential equa-
tions has been explored previously in [1,20,51]. The main difficulty in finding
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an expression for R0 is that a system of partial differential equations has in-
finite dimensions and is therefore not amenable to standard methods such as
the next generation matrix [12,52]. In the present case the situation is further
compounded because there are two infective classes, namely HS and FS, and
they interact with each other. In what follows we propose techniques simi-
lar to those introduced by [1] and [20] to determine the basic reproduction
number in the face of these complications.
We begin by linearizing the system (equations (2),(5),(6),(7),(8)) about
the DFE given by equations (15) and (16). For the basic reproduction num-
ber, we are concerned with the growth of only the infected classes, governed
by the following linearized equations:
∂HI
∂t
+
∂HI
∂a
=−
((
a
a+ k
)2
Hv(a− aR) + d(a)
)
HI (40)
+ βH∗S
∫
(HI + FI) da
∂FI
∂t
+
∂FI
∂a
=
(
a
a+ k
)2
Hv(a− aR)HI − (d(a) + µ(a))FI(a) (41)
+ βF ∗S
∫
(HI + FI) da
where again we have assumed that u(a) takes on the simplified form
(
a
a + k
)2
Hv(a−
aR) at equilibrium. We then use the ansatz that at least for a short time after
the infection begins, the two infected populations have fixed age distributions
that grow or decay exponentially in time, that is
HI(a, t) = hI(a)e
ρt (42)
FI(a, t) = fI(a)e
ρt. (43)
The set of all values of the exponent ρ is thus viewed as the growth parameters
of the linearized system, equations (40),(41). For ρ < 0 the solutions will
decay to zero, and the DFE will be asymptotically stable. For ρ > 0 the
solutions will lead to an epidemic outbreak, and we now proceed to determine
conditions under which this occurs.
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Substituting (42) and (43) into (40) and (41) gives a system of ordinary
differential equations:
dhI
da
= −ρhI −
(
a
a + k
)2
uaR(a)hI + b(a)W (44)
dfI
da
= −ρfI +
(
a
a+ k
)2
uaR(a)hI +B(a)W (45)
where
W =
∫
(hI + fI) da, (46)
b(a) = βH∗S(a) (47)
and
B(a) = βF ∗S(a). (48)
The above system has the solution,
hI(a) = W e
−ρae−Γ1(a)
∫ a
0
eρs˜b (s˜) eΓ1(s˜)ds˜ (49)
fI(a) = W e
−ρae−Γ2(a)
∫ a
0
eρs˜eΓ2(s˜)
(
B (s˜) + u (s˜) hW
I
(s˜)
)
ds˜ (50)
where
u(a) =
(
a
a+ k
)2
Hv(a− aR) (51)
Γ1(a) =
∫ a
0
u (a˜) + d (a˜) da˜ (52)
Γ2(a) =
∫ a
0
d (a˜) + µ (a˜) da˜ (53)
hWI (a) = e
−ρae−Γ1(a)
∫ a
0
eρs˜b (s˜) eΓ1(s˜)ds˜. (54)
Substituting equations (49) and (50) into equation (46), we find
W = WR(ρ) (55)
where
R(ρ) =
∫
∞
0
e−ρa
{
e−Γ1(a)
∫ a
0
eρsb (s) eΓ1(s)ds (56)
+e−Γ2(a)
∫ a
0
eρseΓ2(s)
(
B (s) + u (s) hW
I
(s)
)
ds
}
da.
14
To determine if a non-zero solution of equation (55) exists, we seek a ρc
such that
R(ρc) = 1. (57)
We use the Mean Value Theorem to simplify equation (56) and rewrite
equation (56) as
R(ρ) =
∫
∞
0
eρ(c1−a)e−Γ1(a)
∫ a
0
b (s) eΓ1(s)ds (58)
+ eρ(c2−a)e−Γ2(a)
∫ a
0
eΓ2(s)B (s) ds
+ eρ(c3−c4−a)e−Γ2(a)
∫ a
0
u(s)h˜WI (s)e
Γ2(s)dsda
where
{c1, c2, c3, c4} ∈ [0, a] (59)
and, as a consequence,
ci − a ≤ 0 for i = 1, 2, 3, 4. (60)
Taking the derivative of equation (58) with respect to ρ yields
R′(ρ) = − ρ
∫
∞
0
{
|c1 − a|e
ρ(c1−a)e−Γ1(a)
∫ a
0
b (s) eΓ1(s)ds (61)
+ |c2 − a|e
ρ(c2−a)e−Γ2(a)
∫ a
0
eΓ2(s)B (s) ds
+ |c3 − c4 − a|e
ρ(c3−c4−a)e−Γ2(a)
∫ a
0
u(s)h˜WI (s)e
Γ2(s)ds
}
da.
Recall that for a disease to persist, a value of ρc > 0 is required such
that R(ρc) = 1. Since each integral in equation (61) is positive (because each
integrand is positive), then R(ρ) is a non-increasing function of ρ. Therefore,
if R(0) < 1 then R(ρ) 6= 1 for any ρ > 0. On the other hand, if R(0) > 1 then
by continuity of R(ρ), there must exist a ρc such that R(ρc) = 1. This then
implies there is a solution to equation (55) such that W 6= 0 which then in
turn implies that hI and fI are nonzero. Under these conditions an infection
will persist.
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The above analysis provides the basis for taking R(0) as our basic
reproduction number, that is for setting R(0) = R0. For R0 < 1
the infection will decay, whereas for R0 > 1 the infection will
grow.
The basic reproduction number for this model is thus given by
R0 = β
∫
∞
0
{
e−Γ1(a)
∫ a
0
H∗S(s)e
Γ1(s)ds (62)
+e−Γ2(a)
∫ a
0
(
F ∗S(s) + u(s)
∫ s
0
H∗S(s˜)e
Γ1(s˜)ds˜
)
eΓ2(s)ds
}
da,
which can also be written:
R0 =β
∫
∞
0
{∫ a
0
H∗S(s)e
−(Γ1(a)−Γ1(s))ds
}
da (63)
+ β
∫
∞
0
{∫ a
0
F ∗S(s)e
−(Γ2(a)−Γ2(s))ds
}
da
+ β
∫
∞
0
{
u(s)e−Γ2(a)
∫ s
0
H∗S(s˜)e
−(Γ2(s)−Γ1(s˜))ds˜ds
}
da.
This value of R0 defines a bifurcation point at which the disease-free equilib-
rium loses stability and gives rise to an epidemic. The appendix relates this
expression for R0 to the expression in the age independent case, Rˆ0.
Figure 2 shows the total infected population, computed numerically and
plotted against values of the basic reproduction number R0. The figure con-
firms numerically the bifurcation value of R0 at 1 as predicted by the analysis.
The reduction in I seen as R0 increases shows the slow collapse of the colony
as the bee population becomes more afflicted by the disease.
Figure 3 shows that the age-independent R0 (where the parameter values
are taken to be the average over all ages) significantly under-estimates the
basic reproduction number.
4 Discussion
An important prediction of this study is that if a hazard (environmental,
parasitic, etc.) causes a bee colony to decline, the colony can recover if
the hazard is removed in a timely fashion (given there are still sufficient
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Figure 2: The total infected population in the hive after integrating equations
(2),(5),(6) and (7) for 100 days vs. R0 computed by numerical integration
of equation (63). We see that the infection cannot infiltrate the colony for
R0 < 1.
food stores and brood care). Numerical experiments (data not shown) in
fact suggest that the local stability result is quite robust and a colony is
predicted to recover from significant losses.
The results of this study also determine the necessary conditions under
which the introduction of an infection will lead to an epidemic outbreak
within a bee colony by determining the basic reproduction number, R0. In
theory, the formulation of R0 can be verified using an infinite dimensional
analog of the next generation matrix [51]. We confirm our derived expression
of R0 numerically and via reduction to an age-independent model, analyzed
using the next generation matrix. Although many models have been pro-
posed for disease dynamics within a honey bee colony [?,5,37,49], none have
provided an expression for R0. Here, we provide a closed-form expression for
R0 in both the age-independent case and for the continuous age-structured
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Figure 3: R0 as calculated using equation (63) plotted against the basic
reproduction number in the age-independent case, Rˆ0 calculated using the
next generation matrix. The dashed black line represents equality, while
the data are shown in blue. The age-independent model consistently under
estimates the value of R0.
model. In theory, this should provide an upper and lower bound for R0 for
a model of N age classes.
Moreover, R0, although complicated in its formulation, can be used to
determine whether a disease will be detrimental to a colony’s health if the
transmission rate and death rate associated with that disease are known. In
practice, it is often easier to obtain an estimate of R0 itself, in which case our
formula can be used to determine the rate of transmission between bees or
the distribution of the death rate. This knowledge may help in determining
strategies for saving the colony.
As we saw, the basic reproduction number scales linearly with a constant
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transmission rate β, as expected. With similar analysis this result can be
generalized to an age-dependent β(a). Also, the rate of recruitment plays
a role in the spread of infection to the extent that a change in rate of re-
cruitment may have the potential to either increase or decrease R0. In the
case of the linearized, age-independent expression, Rˆ0, we find that an in-
crease in recruitment lowers R0 (see appendix). We also observe that by
omitting age-structure from a model of honey bee colony dynamics, R0 is
under-estimated.
The method of using the Laplace transform to determine asymptotic sta-
bility can be used on more general time dependent systems of partial dif-
ferential equations where the boundary conditions are constant. Also, the
computation of R0 is applicable to many biological models with interacting
infected classes. For example, age-dependent models of many sexually trans-
mitted diseases may have interacting infectious classes and could benefit from
the approach we develop here.
In conclusion, the proposed model captures the critical role which age
structure plays in the population dynamics of a honey bee colony specifi-
cally in the face of an infectious disease, thus aiding in the development of
strategies for fighting the disease.
5 Appendix
Test: Uniform age distribution. We test the validity of this bifurcation
parameter by reducing equations (44) and (45) to a system in which all
parameters are constant with respect to age. In doing so, we find from
equation (63) that
Rˆ0 = β
H∗S
u+ d
+ β
uH∗S
µ+ d
+ β
F ∗S
µ+ d
. (64)
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This can be verified by using the next generation matrix on the infected
classes of the following reduced model
dHS
dt
= −uHS + β(HI + FI)HS (65)
dFS
dt
= uHS + β(HI + FI)FS − µFS (66)
dHI
dt
= −uHI + β(HI + FI)HS − dHI (67)
dFI
dt
= uHI + β(HI + FI)FS − (d+ µ)FI (68)
which are a reduced form of equations (5) and (7). The ratio of the disease-
free equilibrium values of FS, HS will always be such that
H∗S
F ∗S
=
µ
u
. (69)
This ratio is found by setting HI = FI =
dHS
dt
=
dFS
dt
= 0 in equations (65),
(66), (67) and (68).
From these reduced equations we find the matrices,
F =
[
βH∗S βH
∗
S
βF ∗S βF
∗
S
]
(70)
V =
[
d+ u 0
−u d+ µ
]
(71)
which yield the next generation matrix
FV −1 =


βH∗S
u+ d
+
βuH∗S
(u+ d)(µ+ d)
βH∗S
µ+ d
βF ∗S
u+ d
+
βuF ∗S
(u+ d)(µ+ d)
βF ∗S
µ+ d

 (72)
Each term in this matrix has a biological interpretation which is the
expected number of infections in each class (H or F ) caused by a single
infected individual in each class. For example, the term
βH∗S
u+ d
(73)
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gives the expected number of susceptible hive bees that an infected hive bee
will infect while it is still a hive bee. The term
βuH∗S
(u+ d)(µ+ d)
(74)
represents the probability that an infected hive bee will be recruited to for-
aging duties during its life time, multiplied by the expected number of sus-
ceptible hive bees that would then become infected. The expected number
of susceptible hive bees infected by a single forager is given by
βH∗S
µ+ d
(75)
The interpretations for the second row of matrix (72) are similar, but give
the expected numbers of susceptible foragers that will become infected.
The basic reproduction number for this uniform age distribution model
is then determined by the largest eigenvalue of the matrix FV −1. Since we
have the relation (69), matrix (72) is rank 1. Therefore, one of its eigenvalues
is zero and the other is given by its trace. We can see that the trace of matrix
(72) gives the same expression for the basic reproduction number as (64).
The three terms that appear in (63) are analogous to the three terms
that appear in equation (64). This suggests that (63) correctly determines
not only the threshold for disease persistence but also correctly estimates the
number of secondary infections subsequent to one primary infection [17].
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