Let k be a eld of characteristic zero. We consider graded subalgebras A of k x 1 ;: : : ; xm]=(x 2 1 ;: : : ; x 2 m ) generated by d linearly independent linear forms. Representations of matroids over k provide a natural description of the structure of these algebras. In return, the numerical properties of the Hilbert function of A yield some informationabout the Tutte polynomial of the corresponding matroid. Isomorphism classes of these algebras correspond to equivalence classes of hyperplane arrangements under the action of the general linear group.
Example 0.1. Let G be a nite undirected graph with m edges, and orient each edge arbitrarily. Fixing a bijection between the edges of G and the indeterminates fx j g, we regard a linear form in B 1 as a linear combination of the edges of G.
Let A 1 be the \cycle-space" of G (that is, the subspace of B 1 consisting of linear combinations of the oriented edges satisfying Kirchho 's First Law: at every vertex the net ux is zero), and let A be the subalgebra of B generated by A 1 . In 8] it is shown that this construction may be symmetrized to obtain a graded algebra (G; k) which is independent of the choice of orientation of the edges of G, and which is covariantly functorial with respect to graph morphisms. Formally, (G; k) resembles a cohomology ring for the graph G with coe cients in the eld k.
Example 0.2. Let G be a connected complex semisimple Lie group, with Borel subgroup B and root system , and consider the homogeneous manifold X = G=B (the \ ag manifold" of type G). Postnikov, Shapiro, and Shapiro 5] (see also Shapiro, Shapiro, and Vainshtein 6] ) identify di erential two-forms f : 2 g on X such that ? = ? , 2 = 0, and the pairwise commute. Any weight of G determines a holomorphic hermitian line bundle L on X, and the curvature form (L ) of this line bundle is a linear combination of the f : 2 g.
The subalgebra C(X) of the algebra of di erential forms on X generated by the curvature forms (L ) is of the kind considered here, and the cohomology ring H (X; C) is a quotient of C(X).
In the next section we show that an isomorphism class of algebras A as above corresponds to a linear equivalence class of representations of a matroid over the eld k. Equivalently, this corresponds to an equivalence class of hyperlane arrangements H k d under the action of the general linear group GL(k d ). One direction of this correspondence is immediate (Lemma 1:2) while the other requires substantial preliminaries (Theorem 1:9). We establish a deletion/contraction short exact sequence which proves to be useful (Theorem 1:5). We present A as a quotient of a polynomial ring modulo an explicitly given ideal (Theorem 1:7), and prove an analogue of half of the Strong Lefschetz Theorem for these algebras (Theorem 1:11). In Section 2 we discuss inequalities on the Hilbert function of A derived from the algebraic structure of A. The Poincar e polynomial of A is a specialization of the Tutte polynomial of the corresponding matroid, giving the Hilbert function a combinatorial interpretation (Theorem 2:2). Having computed a few hundred random examples, it seems that the Hilbert function of A is logarithmically concave, and we prove this generically and in the case d = 2. These results go some way towards addressing Problems 6.8 and 6.10 of 8].
Algebraic Structure
For a natural number n we use the notation n] := f1; 2; : : : ; ng. For 0 j m, let j be the set of square-free monomials x of degree j in fx 1 ; : : : ; x m g, so := S m j=0 j is a k-basis for B. Endomorphisms of B j are represented by square matrices with rows and columns indexed by j . A monomial matrix has exactly one nonzero entry in each row and each column. Proof. Notice that if f 2 B 1 is such that f 2 = 0 then f = cx j for some c 2 k and j 2 m]. Thus, for any automorphism : B ! B there is a permutation : m] ! m] and nonzero scalars c j 2 k such that (x j ) = c j x (j) for all j 2 m]. Conversely, any such choice of and fc j g determines an automorphism of B.
Let M = (m ij ) be a d-by-m matrix over k for which the rowspace of M is A 1 . (Henceforth we identify row vectors of length m with linear combinations of the indeterminates fx j g.) Since M determines A we will often use the notation A(M).
The linearly independent sets of columns of M form the independent sets of a matroid M, and M is a representation of M over k. (For background information on matroids consult Oxley 4] Proof. If QMP = N with Q invertible and P a monomial matrix, then by Lemma 1.1, P determines a k-algebra automorphism of B such that A 1 (M) ' A 1 (MP) = A 1 (N). Since A(M) and A(N) are generated by linear forms, it follows that A(M) and A(N) are isomorphic k-algebras. The converse of Lemma 1:2 also holds but the proof relies on a presentation of A(M) as a quotient of a polynomial ring, which takes some work to derive. Lemma 1:2 has an interesting geometric interpretation; see Orlik and Terao 3] for background on hyperplane arrangements. P s x 6 = 0 then there is some x 2 which is divisible by x 1 and such that s 6 = 0.
Proof. Since f 1 p(f 1 ; : : : ; f d ) 6 = 0, there is some x 2 with s 6 = 0. Let T be the set of j 2 m] such that x j divides x , c 1j 6 = 0, and the coe cient w j of x x ?1 j in p(f 1 ; : : : ; f d ) is nonzero. Thus, s = P j2T c 1j w j . If x 1 divides x then the result is proved, so we may assume that x 1 does not divide x , and hence that 1 6 2 T. Since T is not empty there is some j 2 T; now consider the monomial x := x 1 x x ?1 j . We claim that this occurs in f 1 p(f 1 ; : : : ; f d ) with coe cient s = w j , which is nonzero. But this is clear, since in f 1 p(f 1 ; : : : ; f d ) = P b a=1 q a (f 2 ; : : : ; f d )f a 1 the terms contributing to s x correspond bijectively with the terms contributing to s x which choose x j from some factor f 1 . The correspondence is made simply by replacing x 1 by x j in each such term, and the ratio of the coe cients of corresponding terms is 1 : c 1j . Although Theorem 1.7 gives a good picture of A(M), it would be preferable to have a standard monomial theory for this algebra. Presumably this would rely on matroid-theoretic structure as in the proof of Theorem 2.2 below, but as yet the situation remains unclear.
We can now establish the converse of Lemma 1:2, the proof of which uses the following \tomographic" lemma (valid for any in nite eld k). one possible approach is as follows.
As observed in 9], the Hilbert function of a graded C-space A = L m j=0 A j is logarithmically concave if and only if there is a representation of sl 2 (C) on A A for which the standard basis elements fX; Y; Hg of sl 2 (C) act such that X : A i A j ! A i?1 A j+1 and Y : A i A j ! A i+1 A j?1 for all i and j. Hence, such a representation exists on the generic bre of A(m; d) A(m; d). The di culty lies in degenerating this generic representation over Spec C u] so that at u = 0 a representation on the bre above an arbitrary point of G (B 1 ; d) is obtained. It is not clear how (or whether!) this can be done, but the following degenerations of the irreducible representations of sl 2 (C) seem relevant. For a proposition P, let hPi be 1 if P is true and 0 if P is false. For integers 1 r n of the same parity, let X n;r (u) be the n-by-n matrix with entries X n;r (u) ij := iu hi ri?hj>n?ri if i = j ? 1; 0 otherwise; let Y n;r (u) be the n-by-n matrix with entries Y n;r (u) ij := (n ? j)u hi>n?ri?hj ri if i = j + 1; 0 otherwise; and let H n;r (u) = X n;r (u)Y n;r (u) ? Y n;r (u)X n;r (u). For example, with n = 5 and r = 3, : For 0 6 = u 2 C these matrices de ne an irreducible representation of sl 2 (C) on C n . As u ! 0 these linear transormations cease to be de ned on all of C n . At u = 0 they remain de ned on an r-dimensional subspace, on which they still provide an irreducible representation of sl 2 (C). In the special case d = 2 we can establish a property stronger than logarithmic concavity by other means. 
