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CHAPTER 1. INTRODUCTION 
1.1 Problem overview 
The overall need for climate information has led to development of climate 
models that range in complexity from simple one-dimensional atmospheric models to 
three-dimensional coupled models of the ocean, atmosphere and biosphere. These Global 
Climate Models (GCMs) have been used extensively in weather forecasting, climate 
change simulations, and theoretical studies of climate systems. In general, GCMs do well 
in simulating the general circulation, but are inadequate where atmospheric dynamical 
and physical process controlling climate vary on scales less than a few hundred 
kilometers. However, needs for detailed forecasts in real time, regional impacts 
assessment studies of climate change, and accurate inputs of climate data for other 
models continue to demand higher and higher resolution beyond the capabilities of 
GCMs. Resolving small-scale details in global simulations requires increase m 
computational power beyond contemporary high-performance computers, and even at 
affordable resolutions, the cost of running GCMs remains large. While it is conceivable 
that GCMs will eventually be run at finer resolutions due to advances in computing 
hardware and software, there remains at present the problem of significant contribution to 
regional climate by processes that are sub-grid to GCM resolution and thus are only 
parameterized or not parameterized at all in GCMs. 
Over the last few decades, the problem has been compounded by a concurrent 
shift from the need for average climate, to climate change and climate anomalies on 
regional scales. Current challenges require reconstruction of paleo-climates as well as 
projections of climate several decades ahead, in varying scenarios of anthropogenic 
influence on the climate system and at resolution that tend towards point forecasts. 
Furthermore the cross-disciplinary nature of the climate system results in fields from 
climate models being required as input for some hydrological, agricultural and economic 
models. 
Regional Climate Models (RCMs) are among the tools that have been developed 
to address these challenges while maintaining reasonable computational costs. However, 
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some of the applications are stretching the capabilities of regional climate models to 
solving problems that they were not originally designed for. Therefore, it is necessary to 
understand the behavior of RCMs in simulating current climate and to characterize their 
strengths and weakness before using them in regional climate change studies. Such an 
evaluation is important particularly for determination of error bounds and correct 
interpretation of results from climate projections under different scenarios, and forms the 
primary motivation for this study. Hence, in this study, we assess how well North 
American precipitation is simulated using one of the regional climate models. 
1.2 Organization of the study 
The numerical simulations in this study were carried out as part of the ongoing 
Project to Intercompare Regional Climate Simulations (PIRCS; Takle et al. 1999) 
experiments. The National Centers for Environmental Prediction and National Center for 
Atmospheric Research (NCEP/NCAR) reanalysis data set (Kalnay et al. 1996) was used 
to provide initial and lateral boundary conditions. Using these fields, ten-year simulations 
described in Chapter 3 were performed using a Second-Generation Regional Climate 
Model (RegCM2; Girogi et al. 1993a, 1993b). The output from these runs was compared 
to observations where possible and to the reanalysis output otherwise in order to 
characterize the performance of RegCM2. A persistent systematic fall precipitation 
deficit was observed over the southeastern U.S. This study investigates possible causes of 
this systematic error and suggests ways to improve the RCM simulations. 
1.3 Objectives of the study 
When used for climate projections, nested RCMs have to rely on GCMs for initial 
and lateral boundary conditions. Errors in the GCM are thus propagated to the RCM. 
Furthermore when different or similar parameterization schemes at different resolutions 
are used in the GCM and RCM, inconsistencies may arise that lead to growth of errors. 
Thus while it is desirable to use RCMs to resolve finer scales, the errors associated with 
this approach must first be characterized using simulations of current climate. A correct 
3 
interpretation of climate change signals at the regional scale depends on such a 
characterization. Our specific objectives are to: 
• Evaluate and characterize RegCM2 precipitation errors using a variety of 
statistical assessment tools. 
• Attempt to explain a prominent systematic error in the south central U.S. using a 
variety of atmospheric fields. 
• Suggest ways to improve the model. 
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CHAPTER2.BACKGROUND 
In this chapter we briefly survey some of the challenges in model validation 
studies and some problems associated with methods used in validations, followed by a 
brief review of sources of errors in RCMs. The last part of the chapter gives examples of 
some results from other model validation studies. 
2.1 Realistic model validation 
The challenge for nested RCM simulations revolves around adequate 
representation of behavior across many space and time scales. The accuracy of 
representation is constrained on the large scale by the driving GCM and on the smaller 
scales, by the parameterizations of surface and convective processes. With various time 
scales on which verification can be performed, there still remains a need for a physically 
consistent method of evaluating a model's ability to produce useable projections and 
information for the impacts of global climate change. 
In general, precipitation simulations at less than daily scales pose a very difficult 
challenge for RCMs, and any precipitation-based assessment must be considered a strong 
test of the model's ability to handle interactions of rapidly varying, extremely complex 
dynamical and microphysical processes that can at present only be parameterized. In 
addition, precipitation is highly variable on spatial scales that are much smaller than 
typical RCM resolutions and is also very sensitive to moisture fields supplied at the 
boundaries. Unfortunately moisture is among the most poorly analyzed variables used for 
initial and lateral boundary conditions. It is therefore unrealistic to expect any model to 
be perfect in such an assessment. Furthermore, assessments alone do not improve models. 
However, useful information on model characteristics such as causes of bias that 
undermine the confidence in model simulations can be obtained and subsequently used to 
improve RCM simulations. 
2.2 Model validation 
The first step in validating any climate simulation involves decisions on what 
aspects need to be validated. Validations whose results are meant to facilitate model 
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improvements should therefore focus on those aspects that have shown least skill such as 
simulations of precipitation. The performance of a model may then be judged based on 
correct location, frequency or intensity and duration of precipitation. The choice of 
criteria depends on the intended use of the model. For example, just because correct 
amounts of precipitation are incorrectly placed by a few kilometers within a large river 
basin in a model simulation does not make a model useless. For purposes such as bridge 
construction, which are based on maximum flow, the total discharge derived from the 
model may still prove very valuable. However, farmers and water resources managers 
may be unable to use a model that precipitates correct amounts at wrong places, even if 
the events occurred with correct frequency within the basin. 
While model validation, sometimes called verification, may seem a 
straightforward process involving comparison between model output of a simulated field 
and corresponding observations, several problems are usually encountered in model 
assessments. These may be divided into two broad categories, those arising from the 
validation methodology and those due to unavailability of accurate climatological data at 
model resolution. 
2.2.1 Problems of validation methodology and climate data 
The exercise of model verification is a non-trivial one, complicated by the lack of 
single-index decision-criteria that can be used to judge a forecast system satisfactorily for 
all the users. Attempts to find such indices require techniques based on concepts of signal 
detection (Mason and Grah 1999). While these techniques allow for the separation of 
forecast accuracy from decision criteria, such as the choice of a threshold, the required 
assumptions such as stochastic independence may not be valid in the context of a climate 
simulation. For example, the simulations would be judged in part by the same 
observations used to drive the model. 
Verification is made more difficult by lack of adequate high-resolution 
climatologies. At present fine (0.5°x0.5°) resolution climatologies are available primarily 
for precipitation and maximum and minimum temperatures. An example of such a set is 
that produced by the Vegetation Ecosystem Mapping Project (VEMAP; Kittel et al. 
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1997). The National Centers for Environmental Prediction / National Center for 
Atmospheric Research (NCEP/NCAR) reanalysis (Kalnay et al. 1996) with 40 years of 
data is a more comprehensive set, but its finest resolution is 1.9° x 1.9° grid spacing. 
2.3 Error sources in Regional Climate Models 
Nested regional climate modeling consists of using output from a global model 
simulation or analysis of observations to provide initial and time dependent lateral 
boundary meteorological conditions to drive the high resolution RCM for selected 
regions and periods, usually in a one way nesting. The goal of RCM simulations is to 
capture finer spatial variability features, improve description of regional circulations and 
downscale GCM information at high temporal resolutions while limiting simulation 
costs. Improvement of the large-scale flow is usually not a basic objective of RCM 
simulations as such improvements may cause inconsistencies with the driving data (Jones 
et al. 1999), and errors in the GCM, especially at the larger scales, are transmitted to the 
RCM. As a result, GCMs strongly influence the growth of errors in RCMs. 
Providing the initial and lateral conditions from an analysis of observations may 
ameliorate the negative impacts of GCM forcing. Errors in an analysis driven RCM 
simulation therefore provide a fair approach to assessing RCM bias. Other sources of bias 
in an RCM include parameterization schemes used in convective and surface processes, 
domain size and choice (Giorgi and Marinucci 1996, Seth and Giorgi 1998), and errors in 
moisture initialization (Rowntree and Bolton 1983, Beljaars et al. 1996). 
Giorgi and Marinucci ( 1996) found that precipitation amounts averaged over a 
continent were more sensitive to grid point spacing than topographic forcing. Therefore, 
changes in the resolution of an RCM without allowance for dependence of physics 
parameterizations on resolution can lead to deterioration in model performance and 
spurious changes in large scale flow. This occurs when parameterizations of cumulus 
convection and resolvable-scale precipitation that have been tested and fine-tuned for 
specific resolution are applied to a different resolution. The underlying assumptions of 
the parameterizations may no longer be applicable at the new resolution. Improving 
RCMs, therefore, requires concomitant improvement in physics parameterizations. 
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Resolution-dependent errors may also arise from a nesting of models whose resolutions 
are very different. Christensen and Christensen ( 1998) found realistic simulation of 
precipitation in different intensity classes in mountainous regions using a double nest in 
which 19 km grid spacing was achieved via an intermediate nest at 57 km, that was in 
tum nested to a GCM. 
The importance of surface process in simulated precipitation has been 
demonstrated by studies that have investigated land use change (Pan et al. 1999) and the 
role of soil moisture during extreme events (Giorgi et al. 1996) such as the dry (wet) 
summers of 1988 (1993). A drying of the ground in summer can prolong and intensify 
otherwise existing drought conditions, through a coupling between precipitation and 
evaporation. The variation of this coupling is critical for realistic seasonal evolution of 
soil moisture, precipitation and evaporation. In a study by Rind ( 1982) rainfall increased 
when soil moisture was increased. Most of these studies focused on shorter periods, 
particularly the summer season, and involved integrations with different soil moisture 
availability. 
2.4 Examples of previous model validation studies 
The need for assessments of both GCMs and RCMs is indicated by studies such 
as the World Climate Research Programme's Atmospheric Model Intercomparison 
Project (AMIP; Boyle 1998), the Project for Intercomparison of Land-surface 
Parameterizations (PLIPS; Henderson-Sellers et al. 1993) and the Project to Intercompare 
Regional Climate Simulations (PIRCS; Takle et al. 1995, 1999), to mention just a few. 
Results of such assessments are needed for improved understanding of model behavior, 
establishing bounds of confidence for interpreting projected impacts of climate change, 
and allowing meaningful user-dependent risk assessments. 
Simulating the annual cycle as a precursor to making accurate climate change 
projections was the focus of an AMIP analysis (Boyle 1998) that used 30 GCMs and the 
Xie and Arkin ( 1997) observations-based precipitation data set. Almost all the models 
had problems capturing the seasonal variation of the precipitation over the eastern United 
States. The summer regime typical of the central U.S. was overemphasized too far to the 
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east. The parameterizations used to simulate moist convective heating, surface fluxes, 
clouds and precipitation were found to be as important as the model spatial configuration. 
No single property of the model formulation could account for the bias. Models with the 
same horizontal resolution and convection schemes had different bias. They noted 
possible shortcomings in the formulation of almost all the convective schemes in dealing 
with mid-latitude instabilities in spring and summer. Over the small mountains in 
Arizona, high resolution resulted in better simulations. 
Giorgi and Bates (1993) examined model bias over southwestern U.S. between 
the standard MM4 (Anthes and Warner 1978) and an augmented version that used the 
Biosphere Atmosphere Transfer Scheme (BATS; Dickinson et al. 1993) soil-physics 
hydrology package. They found that the inclusion of the physics package did not strongly 
affect precipitation prediction bias, but the regional hydrologic budget components 
appeared realistic. In the boundary layer over land, the augmented model was 
significantly colder and drier than the standard due to larger nighttime surface sensible 
heat fluxes and lower evaporation rates. 
The main objective of PIRCS is to provide a common framework for evaluating 
strengths and weaknesses of contemporary RCMs and their component procedures 
through systematic comparative simulations. The first PIRCS experiments assessed the 
capability to simulate mesoscale processes that are important for seasonal prediction of 
precipitation in the central U.S., Takle et al. (1999) found that the development and 
breakdown of large-scale ridges was handled well but, the evolution of short-wave lows 
was not. The 10-year run that is analyzed here shares the same domain as the first PIRCS 
experiments and uses one of the participating models (RegCM2; Giorgi et al. 1993a, 
1993b). The run was aimed, in part, at assessing RegCM2 beyond the initial 60-day runs 
of the first PIRCS experiments. 
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CHAPTER 3. MODEL, DATA AND ANALYSIS METHODS 
In the previous chapter, we outlined the difficulties associated with making 
precipitation-based assessments, which recognize that even for the RegCM2 grid used 
here, the complex dynamic and thermodynamic processes that produce precipitation are 
not only sub-grid, but also interact in a highly nonlinear fashion. The errors could thus 
arise from errors in simulating any of the different components of the climate system, 
ranging from the circulation to the energy fluxes. This chapter discusses the model, 
relevant data sources and methods used in assessing the model and evaluating errors in 
processes contributing to precipitation. 
3.1 RegCM2 
The model used was the NCAR Regional Climate Model Version 2 (RegCM2; 
Giorgi et al. 1993a,b). The model performed simulations on the PIRCS domain for the 
period January 1979 to December 1988, inclusive, after a three-month spin up period 
starting in October 1978. The model had a 52 km grid spacing with 101x75 grid points 
centered at 30.5°N and 100°W. The domain, shown in figure 1 covered the contiguous 
United States and extended into the adjacent oceans. The domain includes an outer 
forcing frame in which locations of every other grid point is marked with an o and the 
location of the box we refer to as the Robert-Johnson box (31-37°N, 85-95°W), in the 
southeast U.S. The western boundary was placed away from the western U.S mountain 
ranges to minimize errors arising from the translation of coarse resolution driving data 
into the model (Hong and Juang 1998). Large-scale precipitation was computed using 
simple warm-cloud physics while convection used the Grell (1993) scheme, which 
assumes a single updraft and downdraft. The NCEP/NCAR reanalysis output provided 
the atmospheric initial and lateral boundary conditions. Nudging in a 10-grid buffer zone 
assimilated the lateral boundary conditions. Sea Surface Temperature (SST) from direct 
observations in the Great Lakes and satellite observations over the Gulf of California 
supplemented the reanalysis SST. As in PIRCS-lA and lB, soil moisture was initialized 
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using the reanalysis, and any errors in this field influence the RegCM2 simulation. 
Further details on the model setup appear in Pan et al. (2001a). 
Although these initial and boundary conditions are treated as if derived from a 
perfect model, the NCEP reanalysis forecast model has its own bias, which, unfortunately 
gets passed on to RegCM2. However, at present the reanalysis data, which includes a 
blend of observations and the NCEP model's climatology, is among the most realistic 
sets of initial conditions available. 
Fig. 1 The PIRCS 52 km polar stereographic grid with approximate location of the 
Robert Johnson box in the southeast U.S. ( every other grid point is marked with 
+ and an o for the inner and forcing-frame domains respectively.). 
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3.2 Observed data 
Obtaining high quality observational data remains one of the greatest challenges 
to validating numerical model simulations. While rain gauge measurements are 
considered the most accurate observations of precipitation, they suffer from inadequate 
temporal and spatial sampling, especially in under-populated areas, over complex 
topography, and over the oceans. Wind-dependent under-catch also remains a problem in 
rain gauge measurements. Satellite precipitation estimates on the other hand exhibit near 
global coverage and may have high temporal resolution, but they have intrinsic bias due 
to imperfections in precipitation retrieval algorithms and the indirect nature of the 
empirical relationships on which the estimates are based. 
In spite of these problems, a number of groups have attempted to develop data 
sets that can be used to validate numerical models (Spencer 1993, Higgins et al. 1996, 
Xie and Arkin 1997, Kittel et al. 1997). Two approaches have generally been used. The 
first merges available rain-gauge observations with radar and satellite estimates, taking 
advantage of the unique qualities of each and then usually making adjustments for 
variations in surface topography. The second approach uses only rain gauge observations 
to produce gridded data, perhaps with adjustments for variations in topography. The sets 
in existence differ primarily in small-scale features but show similar patterns of large-
scale precipitation. This study uses data sets produced by the Vegetation/Ecosystem 
Modeling and Analysis Project II (VEMAP; Kittel et al. 1997), Higgins et al. ( 1996) and 
the Climate Prediction Center's Merged Analysis of Precipitation (CMAP; Xie and Arkin 
1997). This assessment is, however, made primarily using VEMAP precipitation for the 
continental U.S. The CMAP precipitation field is used cautiously to make some 
inferences about precipitation characteristics over the Gulf of Mexico compared to 
southeastern US precipitation. The Higgins et al. ( 1996) data set is used for investigation 
of daily variations. 
3.2.1 VEMAP Phase II precipitation 
The Vegetation/Ecosystem Modeling and Analysis Project (VEMAP) has 
approximately 100 years of gridded monthly and daily time series of temperature and 
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precipitation for the conterminous United States (Kittel et al. 1997). Monthly mean 
precipitation from the National Climate Data Center's (NCDC's) historical climate 
network (HCN) from 1895 to present (-1200 stations), 1951-1990 Cooperative network 
data (-6000-8000 stations) and SNOTEL data for higher elevations were merged using a 
local Kriging model (Hass 1990) followed by spatial interpolation to a 0.5° latitude by 
0.5° longitude grid. While this data has relatively high spatial resolution, its main 
limitation is that it is confined to the conterminous U.S. 
3.2.2 Higgins precipitation 
The gridded hourly precipitation produced by Higgins et al. ( 1996) uses hourly 
observations for approximately 2,500 stations spanning 1963-1993 interpolated to 2.0° 
latitude by 2.5° longitude grid using a modified Cressman scheme (Cressman 1959). This 
data set has the advantage of high temporal resolution, but it is coarser than the VEMAP 
data set. 
3.2.3 CMAP precipitation 
The Climate Prediction Center's Merged Analysis of Precipitation (CMAP; Xie 
and Arkin 1997) was developed in two steps by merging gauge observations, infrared 
observations of outgoing long wave radiation (OLR), microwave sounding unit (MSU) 
emission and scattering estimates. In the first step, satellite estimates were merged 
linearly using maximum likelihood estimation methods to reduce random errors. In the 
second step, concurrent gauge-based analysis over land and over atolls was used to 
reduce bias over the land and oceanic areas, respectively. Although a second set that 
included the NCEP model precipitation was available, this was not used here in order to 
limit the influence of biases associated with the NCEP model precipitation. 
While this data set has the advantage of extending into the adjacent oceans, it has 
two major limitations. First, the resolution (2.5°x2.5°) is too coarse for evaluating spatial 
detail in the regional model. Second, there also remain uncertainties in precipitation for 
grids lacking gauges. Other potential limitations include lower skill for microwave (MW) 
scattering procedures for clouds without ice or large water droplets in the presence of 
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underlying snow and errors in cirrus clouds in the GOES Precipitation Index (GPn. 
Discontinuities arising from the merging of estimates from different sources have been 
shown to be minimal. Furthermore, the MSU and OLR estimates and gauge 
measurements dominate the period of study, since the GPI and MW scattering and 
emission units became available only around 1986. 
3.3 UNH/GRDC composite runoff fields 
Since precipitation is the result of several processes, it is very useful to examine 
all the components of the climate system to identify the main sources of precipitation 
errors. One feature of the climate system that links all the various components is the 
hydrological cycle. In the atmosphere, water substance regulates short and long wave 
radiative transfer. On the ground, soil moisture helps determine the partitioning between 
the latent and sensible heat fluxes and ultimately the strength of the circulation. Errors in 
the water balance may therefore be reflected as systematic errors in temperature and 
precipitation. Accurate simulation of the overall water balance is thus of critical 
importance for a realistic simulation of precipitation. 
To investigate the water balance we used the University of New 
Hampshire/Global Runoff Data Center (UNH/GRDC) composite monthly mean runoff 
fields. These fields were computed for a 0.5° x 0.5° (latitude x longitude) grid using 
observed discharge and a water balance model driven by climatological data. Full 
descriptions of the algorithms and required input data sets are described in Vorosmarty et 
al. (1989) and Federer et al. (1996). The method combines observed river discharge 
information with a climate-driven water balance model to compute composite runoff 
fields that are consistent with discharge volumes and water-balance model spatial 
distributions. 
3.4 Reanalysis output 
To assess atmospheric fields we used the NCEP/NCAR reanalysis, which is a 
product of an NCEP global forecast model and four-dimensional data assimilation 
system. Although the reanalysis uses observations, the NCEP forecast model could 
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introduce its own bias, details of which can be obtained from Kalnay et al. ( 1996). For 
instance, over the southeastern U.S., the NCEP model tends to be colder and drier than 
the atmosphere during the summer. 
The reanalysis output is divided into four categories A, B, C and D. Variables in 
category A are strongly influenced by observations and are the most reliable. The NCEP 
model has strong influence on category B, although observations also directly influence 
these variables. Category C variables are solely from model fields forced by the data 
assimilation to remain close to corresponding atmospheric fields while category D is 
essentially model climatology. 
In using the reanalysis we will limit comparisons to variables in Categories A and 
B and avoid terms derived from products of these variables, as the errors in such product 
terms are larger than those in individual variables. Specifically we use the reanalysis 500 
hPa height fields and precipitable water to assess the simulated circulation and 
atmospheric moisture amount. 
3.5 Methods of analysis 
Model errors arising from formulation of surf ace and atmospheric processes are 
likely to show up as systematic error or bias in model simulations. Understanding the 
cause of such bias therefore has potential for use in model improvement and 
development. In this study we focus on a large systematic error (bias) in precipitation 
found over the south central U.S. (Robert-Johnson box 3I-37°N, 85-95°W, see Fig. 1) in 
RegCM2 simulations and attempt to explain the dominant causes. 
Among the first challenges in validating any model is the decision on the 
temporal and spatial scales to be evaluated. While users may demand verification based 
on the smallest resolvable scales, suited to their interest, it is important to remember that 
verifying any model on scales less than what the model can resolve is unrealistic. 
Furthermore, parameterizations cannot give reliable information on grid spacing smaller 
than that used to calibrate the parameterizations. The scales of interest for which 
verification is required determine the required data, appropriate error measures to be used 
and acceptable error tolerance to be used in an assessment. In this study we focus on 
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systematic errors on a monthly to seasonal time scale and for the Robert-Johnson box 
over south-central U.S. However we also use daily behavior to explain some of the biases 
observed at the seasonal scale. 
3.5.1 Measures of model skill 
Many measures of model skill exist, each suited for a particular group of users. 
Here, we focus on bias and the bias score, both of which are simple and can be used to 
examine regional systematic errors. In climate simulations, correspondence between 
individual events is usually not the goal and most verification aims at relationships 
between simulated and observed statistics. 
Bias is usually computed as the difference between averages of simulated and 
observed values. In this study, this difference is based on monthly or seasonal averages. 
(1) 
h An pm. w ere urj, 1 and P
0 
j are the bias, model simulated and observed values 
respectively at point j, and the over-bar denotes a time average. Negative (positive) bias 
therefore indicates regions where the model value is less (greater) than observed. Because 
it is based on averages, the bias is strongly influenced by outliers. The larger the absolute 
bias the poorer the performance of the model. Small bias is desirable, but may be the 
result of fortunate canceling of large positive and negative errors. We also use the root 
mean square error (RMSE) as a measure of magnitude of simulation errors, defined as 
(2) 
where Pt and P/ are the model and observed values at grid point j. 
Unlike the bias, the bias score uses contingency tables of the joint distribution of 
model simulation and observations (Table 1). A main limitation of contingency tables is 
the need to establish thresholds in advance, for categorizing precipitation amounts, which 
in reality are not discrete values. Once the thresholds are determined, the number of times 
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simulated and observed precipitation amounts exceed (Yes) or are less than (No) the 
threshold are entered into the appropriate boxes of the table and used to calculate the bias 
score. In this study, RegCM2 precipitation was interpolated to the VEMAP precipitation 
grid in order to compute a, b, c, and d. Although further subdivisions of these categories 
such as light, moderate and heavy may be used, the interpretation of the bias score still 
involves collapsing the table into occurrence and non-occurrence of the particular class of 
event under consideration. The bias scores B , show if events have a tendency to occur 





B> 1 ( < 1) implies a tendency to simulate an event more (less) often than is observed for a 
given threshold. Detailed descriptions of the statistical procedures appear in Wilks 
(1995). When computed for different thresholds the bias score is capable of giving 
information on the distribution of systematic errors at different precipitation intensities. 
3.5.2 Self-Organizing Maps 
The concept of Self-Organizing Maps (SOM) is derived from the field of neural 
networks (Kohonen 1997). Application of these concepts to precipitation analysis 
provides an alternative way of examining the spatial and temporal distribution of 
precipitation errors. The procedure groups together similar spatial patterns of 
precipitation. A comparison can then be made to determine if similar patterns of model 
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and observed precipitation occur at the same time, and if the evolution of these patterns in 
time is similar. Differences in patterns point to regions and periods of large errors in 
precipitation, facilitating detailed examination of the main differences between various 
atmospheric fields associated with these periods or precipitation patterns. This may aid in 
the understanding of responsible mechanisms. 
A SOM is a two-dimensional array of maps whose two dimensions reflect 
different dominant transitions on spatial patterns of precipitation. A degree of regularity 
results between neighboring maps as they are made to approximate continuous functions. 
Details of the SOM creation are found in Kohonen (1997) and involve an iterative global 
ordering of a set of initial maps, followed by a fine-tuning (training) to sensitize the 
different maps to specific patterns in the precipitation data. 
In this study the SOM was developed using several random iterations of both 
observed and model precipitation. This ensured that the resulting SOM was robust, 
encompassed all possible states in both simulated and VEMAP precipitation data and had 
the best overall fit to all input precipitation fields. The best fit is based on the Euclidean 
distance D. 
(4) 
where P is precipitation at grid point j, refers to one of the model or observed 
precipitation maps in the input sequence and s refers to the SOM member giving the 
smallest distance for map i. The best SOM minimizes 
D=~tD; (5) 
where I is the total number of input maps. For example, ten years of monthly 
precipitation maps from observations and a model yield I=10x12x2=240. The SOM with 
the least Dover all model and observed precipitation gives the best fit. 
The coordinates of the best matching maps on the SOM for each individual month 
in the ten year period were determined and used to examine the spread of the coordinates 
about the mean coordinates, for both RegCM2 and VEMAP precipitation. A centroid for 
each month was then computed as the average of the 10 coordinate sets for either 
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VEMAP or RegCM2. Joining the monthly centroids for RegCM2 or VEMAP produced a 
trajectory of the annual cycle on the SOM. If the model precipitation were a perfect 
depiction of reality, the RegCM2 and VEMAP trajectories would map exactly on each 
other. Differences in the paths of the trajectories depict differences in the spatial 
precipitation patterns during the year. 
3.6 Evapotranspiration error estimates 
In order to assess errors in the hydrological cycles we needed error estimates for 
evapotranspiration. In the absence of observed evapotranspiration we made estimates of 
the error in evapotranspiration using model simulated evapotranspiration and 
precipitation, observed precipitation and the UNH/GRDS composite runoff data 
described earlier. 
We assume that the climatological UNH/GRDS runoff estimate is equal to the 
actual mean runoff for our specific 10-year (1979-88) period. We do not use model 
runoff as it represents water that is leaving the model's soil and may end up as surface 
runoff or recharge of subsurface aquifers. We also assume that changes in storage of the 
root-zone soil moisture are a good guide to the actual changes in subsurface water 
storage. Consider the subsurface-water balance equation in the form 
dW 
P-E=-+R dt ' (6) 
dW 
where E, P, R and - are the evapotranspiration, precipitation, runoff and change in 
dt 
subsurface storage, respectively. We can write the error in (P-E) as 
A(P - E) = (P - E)m - (P- E)o' (7) 
where the subscripts m and a refer to model and observed values, respectively. Applying 
(6) to observations gives 
(P- E) 0 = [ dd~ + R ]\., (8) 
Substituting (8) in (7) and rearranging we get 
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(9) 
Averaging in time leads to 
M = M-(P-E)m +Ro' (10) 
for averaging periods sufficiently long that storage changes are negligible. Equations (9) 
and ( 10) are used in this study to determine time dependent and time average estimates of 
~E, where we assume in the latter that the changes in subsurface storage over the 10-year 
dW 
period are negligible. Estimates of dtl O are not readily available. However, we infer 
likely magnitudes of the change in storage based on model values of storage in the root 
zone, and magnitudes of other terms in (9) and ( 10) for which we have either observed or 
dW 
simulated values. We use these values to infer a range of possible values of dtl O in the 
real world. 
We also consider possible errors in the atmospheric water balance 
dwa -=E-P+C dt ' (11) 
dwa . where -- is the change in atmosphenc water storage, C is horizontal convergence of 
dt 
water in the atmosphere, and E and P are evapotranspiration and precipitation, 
respectively. Averaged over intervals of a month or longer, the atmospheric storage term 
tends to be very small compared to the others. For monthly data, we can use equation 
( 11) to compute model minus observed differences as 
~C=M-M. (12) 
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CHAPTER 4. PRECIPITATION SIMULATION ASSESSMENTS 
4.1 RegCM2 bias score 
The spatial patterns of monthly precipitation presented later in this chapter show that 
most parts of the United States received monthly average precipitation of 1-4 mm/day. 
Therefore, any threshold within this range can be used to characterize the model skill. 
However, use of extreme values as thresholds resulted in scores that were indeterminate and 
hence meaningless. A threshold greater than 4 mm/day resulted in a contingency table with 
many zero entries in a number of categories while threshold less than 1 mm/day resulted in a 
clustering in one comer of the contingency table as both model and observations often 
exceed this threshold. We therefore chose 1, 2 and 4 mm/day as representative thresholds for 
examining spatial patterns and time variations of RegCM2 bias score for monthly 
precipitation at different thresholds. 
Figure 2 shows large spatial variations in the RegCM2 precipitation bias score illustrating 
differences in the model's ability to simulate different local climate systems. For the 4-
mm/day threshold the bias score is not defined for most of the dry southwestern United 
States where monthly mean precipitation is always below 3 mm/day. Therefore, averaging 
bias scores from a large domain to characterize the skill of a model can be misleading. The 
bias scores for each region depict the model's ability to simulate the local mechanisms 
responsible for precipitation in that region and not the same mechanism in different areas. 
Hence an average bias score of 1 (perfection) may result from compensating errors in a large 
domain and not overall model skill. The south central U.S. is seen as an area in which 
RegCM2 has low bias score (<1) with respect to VEMAP precipitation. 
Figure 3 depicts the annual cycle of area-averaged bias score for the Robert-Johnson 
box using 1, 2, and 4mm/day thresholds. The lowest bias scores occur for September, 
October and November and the higher the threshold the lower the score. The peak in annual 
cycle of the bias score in August is due primarily to the dry month of August 1980 in the 
observations. As a consequence, this month had fewer VEMAP grids exceeding a given 
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Fig. 3. Annual cycle of RegCM2 bias score at 1, 2 and 4-mm/day thresholds. 
compared to "c" and "a", resulting in large B. The resulting high bias skewed the ten-year 
mean of the August bias score towards the high values. In general, however, RegCM2 has a 
dry bias for the Robert-Johnson box at the thresholds used, except for the summer when it 
precipitates more than observed. 
4.2 SOMs of RegCM2-VEMAP monthly precipitation 
The SOM analysis of precipitation identified the main spatial patterns of U.S. 
monthly precipitation in both VEMAP and RegCM2 simulations. Recall that SOM training 
sequences might influence the final SOM set. We initialized the SOM set two different 
ways, and ingested the RegCM2 and VEMAP monthly precipitation in several random 
sequences and tested for convergence to determine the robustness of the SOM used here. In 
the first case the SOM was initialized using random numbers selected from the fields of 
model and observed precipitation. Second, we initialized the SOM such that the maps along 
its two dimensions varied in proportion to the first and second principal components of 
precipitation patterns respectively. We then computed the Euclidean distance D between the 
SOMs when started from these two initializations, as a function of the number of iterations. 
The SOMs rapidly converged in each case to the same set of maps. Beyond 100 iterations, 
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the sets obtained were essentially identical (D=O). With random sequencing of the VEMAP 
and RegCM2 monthly precipitation, the SOM set that resulted (Fig. 4) was robust and was 
0 40.0 80.0 120.0 160.0 200.0 240.0 
Fig. 4. SOM of RegCM2-VEMAP monthly total precipitation (mm). 
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used in subsequent analysis. Looking at the SOM set, the dominant features are the high 
precipitation over the northwestern and southeastern U.S. and low precipitation in the 
southwest. Moving toward the right among the maps shows increasing southeastern U.S. 
precipitation while moving up and down the set shows variation in the northwestern 
precipitation. Using this map set, trajectories of the centroids of VEMAP and RegCM2 
precipitation fields were computed as described earlier. Note that in 4, we present the SOM 
set as a regular rectangle for convenience. A more representative depiction of the SOM (Fig. 
5) is a Sammon mapping (Sammon 1969). The Sammon maping for our SOM reveals a 
distortion along one diagonal. However, such a mapping can only be done approximately. 
Therefore the gray dots in figure 5 mark only the approximate locations of the maps and 
thus give only a qualitative representation of the separation of the trajectories. A distinct 
feature of the trajectories is the separation between the model and VEMAP trajectories 
during fall and winter. The VEMAP winter trajectory also depicts a temporal variation 
during the winter months, while the model's winter months cluster together. January 
VEMAP shows relatively less precipitation in the southeast, based on the location of its 
centroid to the left of the other winter months on the SOM. The general pattern, however, is 
for more observed precipitation in the southeast starting from late fall. In the late spring and 
summer, compared to the winter, less precipitation occurs in the northwest with a significant 
proportion falling in the east. Hence the trajectories remain in the upper half of the SOM. 
The change in model precipitation patterns between July and September is greater than for 
VEMAP. For both model and VEMAP, the fall shift (October-November) in precipitation is 
the largest. 
Figure 6 shows the Euclidean distance D between the RegCM2 and VEMAP 
precipitation centroids for each month. November's distance is the largest of any pair of 
model and observed monthly centroids. This separation between the centroids shows that the 
trajectories track close to each other in the summer months (D=19.5mm/day) and are indeed 
furthest apart in November (D=l 138.8mm/day). Thus the spatial patterns of monthly 
precipitation in the model and VEMAP are very similar to each other in summer months, but 
differ substantially in fall and winter. 
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Fig. 5 Sammon map of the monthly precipitation SOM from RegCM2 and VEMAP input. 
Dots mark locations of individual maps shown in the grid in Fig. 4. Trajectories 
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Fig. 6 Euclidean distances between RegCM2 and VEMAP monthly precipitation centroids 
in figure 5. 
The numbers of times when RegCM2 and VEMAP precipitation patterns are similar 
to the precipitation patterns for each map of the SOM are shown as monthly frequencies for 
each map in figures 7a and 7b respectively. The most frequent precipitation pattern in July 
is similar for both model and VEMAP, suggesting that the model simulates summer 
precipitation fairly well. In November by contrast, the most frequent precipitation patterns 
are not the same and occur on different sides of the SOM. In March, VEMAP' s frequency 
distribution is close to the winter distribution while RegCM2 shows a large spread in March 
precipitation patterns. 
An examination of the most frequent precipitation patterns in the model reveals that 
these maps correspond to spatial patterns in which less precipitation occurs over the Robert-
Johnson box while high precipitation still falls over the northwest. The VEMAP 
precipitation on the other hand favors states of high precipitation over both the northwest 
and southeast during winter months. Thus the SOM analysis is not only consistent with the 
results of the bias score in pointing at the Robert-Johnson box as a problem zone, but also 
highlights the dominant precipitation patterns in November, which is also the month of 
lowest bias score. 
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Fig. 7a Frequency of RegCM2 precipitation on the SOMs. 
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Fig. 7b Frequency of VEMAP precipitation on the SOMs. 
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4.3 Spatial and temporal patterns of precipitation bias 
4.3.1 Spatial patterns of bias 
Figure 8 shows observed precipitation for each season of the year averaged over the 
period 1979-1988. General characteristics of precipitation over North America are fairly 
well simulated by RegCM2. These include the high precipitation over the northwestern and 
northeastern U.S.; a region of low precipitation over the western mountain ranges and an 
east-west gradient across the Midwest. Although the east-west gradients are well simulated, 
the model locates the center of peak precipitation much farther east and north, particularly in 
fall and winter. The peak precipitation amounts in winter also appear to be smoothed in the 
model over the northwest. 
The bias pattern (Fig. 9) shows an area of large positive bias (2-3 mm/day) over the 
Cascade during winter months while a large negative bias (- -2 mm/day) occurs over the 
southeast throughout most of the year. For all months, RegCM2 precipitation exceeds 
VEMAP's by about 1 mm/day over much of the continental U.S. The negative bias over the 
south central U.S. again emerges as a prominent, widespread feature of RegCM2 systematic 
error. 
The large positive bias over the northwest may be partially related to phase errors 
and smoothing of topography in the model since it occurs as part of a pattern of large 
adjacent positive and negative biases. The large area of the positive bias in the west may 
also be the result of precipitation smearing by the interpolation routines used to regrid the 
RegCM2 precipitation. Thus the area of largest precipitation over the Pacific Northwest 
extends farther east in the model than is observed. 
4.3.2 Temporal patterns of precipitation bias 
Figure 10 shows seasonal precipitation bias for each year in the Robert-Johnson box. 
Because of a three-month spin-up period from October-December 1979 and an end of 
simulation in December 1988, we do not compute the winter (DJF) bias for 1979 and 1988. 
The model has a negative bias in all but the summer season. The spring bias shows a 
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Fig. 8 Spatial patterns of VEMAP and RegCM2 mean seasonal precipitation (mm/day). 
31 
DEC JAN FEB 
MAR APR MAY 
JUN JUL AUG 
SEP OCT NOV 
-2.00 -1.00 0 1.00 2.00 3.00 
Fig. 9 Monthly mean precipitation bias (RegCM2 minus VEMAP) in mm/day. 
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Fig. 10 Inter-annual variations of cumulated seasonal precipitation bias (mm) over Robert-
Johnson box. 
interannual variations (-10 to -30 mm) in bias. After 1984 the winter absolute bias value 
remains less than 15 mm while the fall absolute bias value is greater than 10mm. 
In summary, we have used the bias score, self-organizing maps analysis and the 
simple bias to characterize the accuracy of RegCM2 precipitation simulation. The bias score 
showed large spatial variations over the U.S. but at all the thresholds, the Robert-Johnson 
box showed lowest bias score. The annual cycle of the Robert-Johnson box bias score at all 
three thresholds also showed that the lowest bias score occurs in this region in the fall. The 
simple bias shows that while the large-scale features of the U.S. precipitation were fairly 
well simulated the model has large dry bias in precipitation simulation over the south central 
U.S. and a general wet bias over much of the U.S. The spatial patterns of bias revealed 
other errors that were probably due to phase errors introduced by interpolation routines and 
the model's smoothed topography. The SOM analysis also isolated the fall and winter 
spatial patterns of precipitation and the main difference found in model and observed 
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precipitation occurred in the Robert-Johnson box. The error shows a strong annual cycle 
reaching its peak in November and is a minimum in August. Spring and fall are periods of 
rapidly decreasing and increasing errors, respectively. Therefore the three different 
approaches all highlight the Robert-Johnson box as the region in which RegCM2 has largest 
errors in simulations of fall and winter precipitation. 
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CHAPTER 5. SOURCES OF PRECIPITATION ERROR: 
SOUTH CENTRAL U.S. 
5.1 Temporal and spatial patterns of precipitation 
The results of the bias score, simple bias and SOM analysis presented in the previous 
chapter have all pointed to the Robert-Johnson box as the region in which RegCM2 has a 
large precipitation deficit. This deficit has an annual cycle with the largest deficit occurring 
in late fall and early winter. In this section we present results of investigations of some 
potential sources of the observed deficit. First we show that the deficit is due to errors in 
model precipitation magnitudes and not the timing of precipitation events. Then we show 
that the errors in the model and reanalysis seasonal mean 500mb circulation and the storm 
tracks are too small to explain the Robert-Johnson precipitation deficit. Finally we present 
errors in the components of the water balance, focusing on errors in the convergence of 
atmospheric moisture and evapotranspiration. We infer that errors in evapotranspiration are 
the most likely source of precipitation deficit for the Robert-Johnson box during fall. 
5.1.1 Daily time series of Robert-Johnson precipitation 
Does the monthly mean model precipitation remain below the VEMAP precipitation 
because the model is missing some rainy events, resulting in less accumulated precipitation 
or are the events occurring with the right frequency but wrong magnitude? To resolve this, 
we plotted daily time series for the Robert-Johnson box during fall, using model output and 
the Higgins daily precipitation. The fall of 1979 and fall of 1980 are typical of the Robert-
Johnson box area-average precipitation (figures 11 a and 11 b; note that in these figures, 
RegCM2 precipitation has been multiplied by a factor of -1 for clarity). We observe that the 
model identifies the rainy events remarkably well. The model peaks occur within a few days 
of the Higgins peaks. However, the magnitudes are usually smaller. Therefore the model 
precipitation events occur at the correct times but have insufficient amount. This is true of 
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Fig. 11 Time series of daily RegCM2 and Higgins precipitation over the Robert-Johnson 
box in the fall of (a) 1979 and (b) 1980. 
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all fall seasons, including both 1984 (Fig.11 c) and 1987 (Fig. 11 d) fall seasons, which were 
relatively wet and dry, respectively. 
5.1.2 Composites of RegCM2 and Higgins precipitation 
We used the Higgins data to identify fall rainy events, which were defined as one or 
more consecutive days when the observed (Higgins) precipitation averaged over the Robert-
Johnson box remained greater than 1 mm/day. RegCM2 bias for these events was stratified 
as wet or dry depending on the sign of the Robert-Johnson box precipitation bias. Figure 12 
shows composites of the wet and dry bias. 
The dry bias occurred in 93% of all the events and had higher absolute magnitudes 
compared to the wet bias. Comparing figures 12a and 12c, it is observed that the model 
precipitation distribution does not change substantially in the south central U.S. between the 
wet and dry bias events. Hence the model only shows a wet bias when the observed Robert-
Johnson box precipitation is low (Fig. 12d). 
In both dry and wet bias, the model's heaviest precipitation is centered on the coast 
of the Gulf of Mexico. Substantial precipitation occurs over the Pacific Northwest and the 
east coast during the dry events. In the model, coastal maximum precipitation is observed in 
both the wet and dry bias events over the Gulf of Mexico. Similarity in the observed and 
model composite fields show that the model identifies the rainy events in the Robert-
Johnson box fairly well. The model also identifies the areas in the northwestern U.S. 
showing substantial precipitation in the Higgins data set. Note that the Higgins data set is 
available only over the continental U.S. 
To determine if excessive coastal rainout due to strong land/sea contrast was 
responsible for the deficit in the Robert-Johnson box overland we examined the Gulf of 
Mexico precipitation to determine if peak precipitation there occurred at the same time as 
peak deficit over the Robert-Johnson box. Figure 13 shows the precipitation annual cycle in 
a Gulf of Mexico box (23.75 - 28.75N, 96.25 - 81.25W) taken from CMAP data (Xie and 
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Fig. 11 Time series of daily RegCM2 and Higgins precipitation over the Robert-
Johnson box in the fall of ( c) 1984 and ( d) 1987. 
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( a) RegCM2 dry events (b) Higgins 
(c) RegCM2 wet events (d) Higgins 
0 2.00 4.00 6.00 8.00 10.00 
Fig. 12 Composites of the precipitation patterns corresponding to the (a) dry bias and (c) wet 
bias cases. [Panels (b) and ( d) show the composites of Higgins precipitation for the 
same cases]. 
39 
Arkin 1997) along with the annual cycle of RegCM2 bias (~P) in the Robert-Johnson box 
(mm/day) precipitation. The model shows a rapid increase in precipitation in July and 
decrease in October. Although the data over the ocean is mainly from Microwave Sounding 
Units (MSU), the general pattern, lower precipitation (2-3 mm/day) from October through 
May and relatively high precipitation (4-5.Smm/day) during the summer, is well simulated. 
The peak precipitation deficit in the Robert-Johnson box is seen to occur at the time of 
relatively low Gulf of Mexico precipitation. Also, RegCM2 precipitation for the Gulf has a 
dry bias with respect to the CMAP precipitation data set, at the time, suggesting that 
moisture flowing from the Gulf is not raining out excessively instead of flowing inland. We 
conclude from the spatial patterns and annual cycles of Gulf of Mexico and errors in Robert-
Johnson box precipitation that coastal rain out is not the main source of precipitation deficit 
during Fall in the Robert-Johnson box. 
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Fig. 13 Annual cycle of RegCM2 and CMAP Gulf of Mexico precipitation (mm/day). 
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5.2 Circulation 
Even though simulated rainfall events occurred roughly at the same time as observed 
events, errors in circulation may be responsible for the Robert-Johnson box precipitation 
deficit. We used the model and reanalysis 500 hPa heights to examine the behavior of model 
circulation. 
5.2.1 Mean 500mb height fields 
The spatial patterns of seasonal average 500 hPa heights in RegCM2 and 
NCEP/NCAR reanalysis show identical features. Figure 14 shows the reanalysis seasonal 
500 hPa heights and the RegCM2 deviation from them. In summer a centrally located ridge 
is observed with heights greater than 5880 m stretching as far north as North Dakota and 
Minnesota. In winter, a pronounced height gradient is seen over the northeast and heights 
are correspondingly lower with a ridge to the west of the domain. The trough/ridge patterns 
are not as distinct in fall and spring and are weakly similar to the patterns in the preceding 
seasons. In spring and summer, RegCM2 500 hPa heights are up to 10 m lower than 
reanalysis while in fall and winter, the 500 hPa height bias is less than 5 m across most of 
the domain. The bias in 500 hPa heights remain within ± 15 m and by itself is insufficient to 
explain the precipitation bias. 
5.2.2 Filtered 500 hPa height fields 
Another potential source of precipitation deficit over the Robert-Johnson box is 
shifts in the storm tracks and hence precipitation patterns. To examine this possibility, the 
500 hPa height fields for both the model and reanalysis were filtered into low, high and band 
pass variability using the Blackmon (1976) scheme and input at 00 and 12. The low pass 
filter had periods of at least 10 days; the band pass filter 2.5 to 6 days and the high pass filter 
1 to 2 days. The low pass patterns were similar to the mean 500 hPa height fields. The 
seasonal spatial patterns of band pass reanalysis variance and difference of RegCM2 
variance from these are shown in Figure 15. Two regions of high variance are observed in 
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Fig. 14 Seasonal patterns of mean reanalysis 500-hPa height (shaded) and corresponding 
RegCM2 bias contours (m). 
42 
(a) Fall (b) Winter 
(c) Spring (d) Summer 
0 300.0 600.0 900.0 1200 1500 1800 2100 2400 2700 3000 
Fig. 15 Seasonal patterns of reanalysis variance (shaded) and difference (RegCM2 minus 
reanalysis) of variance contours for band pass filtered 500mb height. 
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the northeast and northwest U.S. extending into the northwest Atlantic and North East 
Pacific respectively. These correspond to known storm tracks. The difference in variance 
(RegCM2 minus reanalysis) shows that the model has larger variance in the central U.S. in 
winter and spring. In fall and summer the variances of model band pass filtered 500 hPa are 
lower over the central U.S. Like the difference in mean 500 hPa heights these differences in 
variance are relatively small. Thus no substantial change in the storm tracks can be inferred 
from the difference in variance. The high pass filtered 500 hPa height variances (Fig. 16) 
show nearly similar features, but the magnitudes of variances are substantially lower. 
We conclude from this analysis that the model is able to simulate fairly well the 500 
hPa height fields with biases in the seasonal mean height and filtered variances generally 
close to 10% of the observed mean and variance. No substantial difference can be found in 
the location of storm tracks. Therefore the model precipitation deficit does not appear to 
result from large differences in 500 hPa circulation. 
5.2.3 SOM based Composites of fall 500-hPa heights 
Figures 17 and 18 depict the reanalysis 500 hPa height patterns and the RegCM2 
deviation from them for periods when the model and VEMAP spatial patterns of 
precipitation were similar as identified from the SOM subset for the fall. For the months of 
September and October when the trajectories were over the top half of the SOM, the left and 
right panels in figure 17 show the weighted averages of 500 hPa height for months whose 
precipitation patterns fell in the top left and top right quadrants of the SOM, respectively. In 
figure 18 the top and lower panels correspond to the averages for the lower left and lower 
right quadrants of the SOM respectively. The spatial patterns of the model and VEMAP 
precipitation only occurred in the lower left and right quadrants respectively. Hence it was 
not possible to compute the RegCM2 quadrant bias in figure 18. 
The 500 hPa height patterns corresponding to the SOM quadrants of highest 
frequency for both RegCM2 and reanalysis reveal that similar precipitation patterns occur 
when the 500 hPa circulations are different. In September the most frequent model and 
VEMAP precipitation pattern occurs in the top left SOM quadrant. The corresponding 
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Fig. 16 Seasonal patterns of reanalysis variance (shaded) and difference (RegCM2 minus 
reanalysis) of variance contours for high pass filtered 500mb height. 
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500 hPa patterns (Fig.17) show that RegCM2 tends to have shallow troughing along the 
western U.S. and deeper troughing over the south central U.S. In October the model also has 
a deeper trough over the Rockies and lower heights extending further east compared to the 
reanalysis. Comparing the reanalysis September and October heights for precipitation 
patterns in the top left and right quadrants of the SOM (Fig. 17) the shallow ridge over 
western Texas in the top right appears to be the main difference. 
Figure 17 shows that even when the model has similar precipitation patterns as the 
observations, the 500 hPa circulations are not necessarily the same. Furthermore completely 
different patterns of precipitation may result from very similar 500 hPa circulation as is 
observed in figure 18 for November. Therefore we conclude from this analysis that the 
precipitation deficit in the Robert-Johnson box is not determined by the 500 hPa circulation 
bias. 
5.3 Water budget 
The results from the previous section suggest that the deficit in Robert-Johnson box 
precipitation is not a product of errors in the circulation. We therefore examined the regional 
water budget of the Robert-Johnson box to determine if the deficit could be related to errors 
in the components of the regional water budget. 
5.3.1 Precipitable water 
The mean fields of precipitable water appear to be realistic and well simulated (Fig. 
19), using the reanalysis precipitable water as a standard. The western mountain ranges with 
shorter atmospheric columns and low temperatures show correspondingly low precipitable 
water ( <20 kg/m2). The area of lowest precipitable water ( <10 kg/m2) decreases in the 
summer as warmer temperatures increase the atmosphere's ability to hold water. Only the 
mountainous western U.S. has less than 20 kg/m2 in summer. The Gulf of Mexico, as would 
be expected, from its proximity to abundant moisture and warm temperatures, has at least 20 
kg/m2 throughout the year. RegCM2 precipitable water bias shows that the model generally 
has more precipitable water than the reanalysis. This could be in part due to insufficient 
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( a) September 
(b) October 
5400 5460 5520 5580 5640 5700 5760 5820 5880 5940 6000 
Fig. 17 Reanalysis quadrant weighted mean 500 hPa heights (shaded) and corresponding 
RegCM2 minus reanalysis difference contours (m) for (a) September (b) October 




5400. 5460. 5520. 5580. 5640. 5700. 5760. 5820. 5880. 5940. 6000. 
Fig.18 Reanalysis quadrant weighted mean 500 hPa heights (shaded) and corresponding 
difference (RegCM2 minus reanalysis) contours (m) for November. (Top [left] 
panel corresponds to lower left [right] quadrant of the SOM). 
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(a) Fall (b) Winter 
(c) Spring (d) Summer 
0 10.00 20.00 30.00 40.00 50.00 
Fig. 19 Spatial patterns of reanalysis precipitable water (shaded) and difference (RegCM2 
minus reanalysis) contours in kg/m2• 
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precipitation and hence accumulation of atmospheric moisture in the model. However, the 
positive bias remains less than 2 kg/m2 for much of the U.S. except in the southwest during 
the summer. Over the Robert-Johnson box, RegCM2 appears to have less precipitable water 
in fall compared to reanalysis. The moist and dry bias in precipitable water are in the order 
of 10%. Thus we infer that the precipitation deficit is not the result of substantial shortage in 
atmospheric water, which would have been indicated by a large negative bias in precipitable 
water. 
5.3.2 Area mean evaporation and precipitation 
Figure 20 shows the annual cycle of the Robert-Johnson box's simulated 
(RegCM2_P) and observed (VEMAP _P) precipitation, simulated evapotranspiration E, and 
RegCM2 precipitation bias ~p. RegCM2 evaporation increases throughout the spring 
reaching a peak of about 3.5 mm/day in June. In fall, RegCM2 evaporation decreases to 
about 1 mm/day in November. The amplitude of the annual cycle of evaporation is 
noticeably larger than the amplitudes of both VEMAP and RegCM2 precipitation. 
Comparing the model evaporation to the precipitation bias, it is observed that the 
precipitation bias decreases as evaporation increases perhaps suggesting that evaporation 
helps sustain summer precipitation. In late summer, the model precipitation almost balances 
the evaporation. The annual cycle of evapotranspiration is physically consistent as the 
evapotranspiration is expected to increase as temperatures increase during spring and early 
summer, while in winter low temperatures limit evapotranspiration. The curve for VEMAP 
precipitation shows that observed precipitation starts increasing in August while model 
precipitation decreases until October. The largest precipitation deficit occurs when the 
model's evapotranspiration is decreasing. Excessively small evapotranspiration may be a 
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Fig. 20 Annual cycle of RegCM2 precipitation and evaporation, VEMAP precipitation and 
RegCM2 bias (mm/day). 
5.3.3 Estimates of errors in evapotranspiration 
In the absence of observed evapotranspiration, we estimated the error using the 
UNH/GRDC composite runoff data, based on assumptions described in Chapter 3. In 
particular recall equation (9) relating evaporation error LiE, to precipitation error LiP, 
observed runoff R
0 
and simulated (P-E). 
dW 
LiE=M-{(P-E) -R }+-1 
m o dt o ' (9) 
The area mean UNH composite runoff for the Robert-Johnson box is shown in figure 
21. In general, the runoff is large in winter and spring and decreases during summer, 
reaching a minimum in October. The curve for RegCM2 precipitation minus evaporation (P-
E)m, shows an annual cycle similar to observed runoff. The time average difference 
{(P- E)m - R
0
} is negative implying by itself a positive LiE. However, LiP is negative so 
net LiE may be negative too, implying a deficit in evapotranspiration. Using (9) we can 
estimate error in fall season evapotranspiration, but need estimates of observed change in 
dWI storage. Since estimates of dt O are not readily available, we infer their likely magnitude 
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from the model's range of changes in root zone storage and magnitudes of other terms in 
(9). 
The annual cycle of change in model's root zone storage (Fig. 21) shows that the 
change in storage is negative when evapotranspiration is largest, implying model draws 
moisture from the soil. In fall when the precipitation deficit is largest, the change in storage 
is small but negative (- -0.5 mm). As the model precipitation increases and evaporation 
continues to fall in October, the change storage in the top layer's soil moisture changes from 
negative to positive and is close to 1 mm/day in December. Note also that R0 , (P-E)m and 
LlP, have values in fall ranging roughly from -2 to +2 mm/day. The model storage change 
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Fig. 21 Annual cycle of the components of the water balance equation (mm/day). 
Using simulated and VEMAP precipitation to get LlP, model precipitation minus 
evaporation to get (P-E)m, , the UNH runoff for R0 and estimates of change in observed 
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storage in the range -1 mm/day to 1 mm/day, we estimated ten-year annual (Table 2) and 
ten-year fall season average (Table 3) errors in evapotranspiration, AE. 
Table 2 shows the estimates in errors in annual evapotranspiration precipitation and 
atmospheric convergence over the Robert-Johnson box. The ten-year average for the whole 
year, for which the change in storage would be negligibly small, shows that the model 
evapotranspiration underestimates the observed, but the error is smaller (-0.31 mm/day) than 
the error in precipitation (-1.02 mm/day), perhaps due to positive errors early in the year. It 
is also observed that the error in evaporation (AE) is smaller than the error in the 
atmospheric convergence (-0.71 mm/day). Therefore on an annual mean, the error in the 
Robert-Johnson box precipitation is determined primarily by error in convergence. 
When only the fall season is considered, Table 3 shows that the error in 
evapotranspiration exceeds atmospheric convergence error for almost all the chosen values 
of change of soil moisture storage. It is observed that at all change of storage estimates, 
evapotranspiration is underestimated by 0.85-2.8 mm/day while the convergence varies from 
-1.02 to 0.98 mm/day. Therefore, during this period of greatest precipitation deficit over the 
Robert-Johnson box, a shortfall in evapotranspiration appears to be the primary cause of 
precipitation deficit. 
We conclude from these analyses that there are substantial errors in the model 
evapotranspiration during the time of largest Robert-Johnson precipitation deficit. The 
precipitation deficit is least when the model evaporation is almost balanced by model 
precipitation with little runoff ( <lmm) and small change in storage. 
Table 2: Estimated error in ten-year annual average evapotranspiration 





Table 3: Estimated error in ten-year fall season average evapotranspiration 
dW Fall Estimates -
AP dt of AE AC 
(mm/day) (mm/day) (mm/day) (mm/day) 
-1.87 -1.0 -2.85 0.98 
-1.87 -0.5 -2.35 0.48 
-1.87 0.0 -1.85 -0.01 
-1.87 0.5 -1.35 -0.51 
-1.87 1.0 -0.85 -1.01 
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CHAPTER 6. CONCLUSION 
6.1 Conclusion 
In this study, the skill of RegCM2 in predicting seasonal precipitation when run in 
climate mode was evaluated using output from a 10-year simulation, that used a domain 
and model setup similar to those used in the PIRCS Experiment 1. Using various 
statistical techniques, the output from RegCM2 was compared to NCEP reanalysis output 
and gridded VEMAP, CMAP and Higgins precipitation. The reanalysis output was 
assumed to give the best rendition of upper atmospheric behavior as it is based on analysis 
of observations. In data sparse areas, however, the output is skewed towards the NCEP 
model climatology. Therefore only output fields categorized as quality B or better (Kalnay 
et al., 1996) were used in this study. These are fields that are strongly influenced by 
observations. The other data set used was the UNH/GRDC runoff. 
Self-Organizing Maps analysis showed that RegCM2 had spatial patterns that were 
similar to the observed (VEMAP) precipitation in summer but differed substantially in fall 
and winter. The main difference in spatial patterns resulted from a deficit in precipitation 
over the Robert-Johnson box. This dry bias persisted for most of the year except in 
summer, and reached its peak in fall. 
The high skill in simulation of summer precipitation appears contrary to theoretical 
considerations such as randomness associated with convective precipitation, which would 
pose a difficult challenge for a numerical model thus yielding low simulation skill. Giorgi 
et al. ( 1999) used MM4 and found a better simulation of winter precipitation compared to 
the summer precipitation, which was overestimated. However that study was confined to 
the western United States. In another study (Giorgi and Shields 1999) in which RegCM2 
was used and the entire U.S. divided into sub regions, not only did the winter precipitation 
have a larger wet bias over the northwest and southeast but the lower Mississippi basin, 
which includes the Robert-Johnson box, showed a precipitation deficit in fall and winter. 
This implies that the bias observed in this study is characteristic of RegCM2. 
The precipitation patterns also showed a wet bias over the Pacific Northwest, 
which appeared to be related to relatively coarse resolution of topography. In general the 
simple bias, bias-score and Self Organizing Maps analyses all identified the deficit in the 
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Robert-Johnson box as the main systematic error in the RegCM2 simulation of 
precipitation. The bias score showed large spatial variation as well as an annual cycle 
reflecting the model's ability to simulate precipitation mechanisms in some areas and 
periods better than in others. 
We then attempted to determine the cause of the Robert-Johnson box deficit using 
500 hPa heights and precipitable water fields. Seasonally averaged 500 hPa heights in the 
model were very close to reanalysis heights, but composites based on similar precipitation 
patterns from the SOM showed different 500 hPa circulation. The variances of 500 hPa 
high- and band-pass filtered data showed storm-tracks that were consistent with 
observations of Blackmon (1976). The bias relative to the corresponding reanalysis 
filtered data did not show any substantial deviation in the storm-tracks, leading us to 
conclude that the deficit in the southeastern U.S. was strongly influenced by factors other 
than 500 hPa circulation. 
To determine if the deficit in the model precipitation was related to atmospheric 
moisture shortage we used the model and NCEP/NCAR reanalysis precipitable water. We 
observed that while the south-central U.S. showed less precipitable water compared to 
reanalysis precipitable water in the fall, a similar pattern was occurring in the spring. 
However, the magnitudes of the deficit in precipitable water over the Robert-Johnson box 
and excess in other places were less than 10%. Therefore, we conclude that the Robert-
Johnson box precipitation deficit was not due to a substantial lack of water in the 
atmosphere. 
To determine if the model was missing rainy episodes, we looked at the daily time 
series of precipitation and found that the model identifies the precipitation events 
remarkably well. Composite maps of precipitation events for wet and dry model bias 
showed that coastal rainout occurs in the model, but is insufficient to explain the seasonal 
cycle of the Robert-Johnson box precipitation deficit. The coastal precipitation maximum 
occurred in both type of events. 
In order to assess errors in the atmospheric and subsurface water balance we 
needed measurements of evapotranspiration, which are not readily available. Therefore we 
made estimates of time dependent and time average error in evapotranspiration, using 
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model simulated evapotranspiration and precipitation, observed precipitation and the 
UNH/GRDC composite runoff data. We assumed that the climatological UNH/GRDC 
runoff estimate was equal to the actual mean runoff for our specific 10-year ( 1979-88) 
period and that changes in simulated storage of the root-zone soil moisture were a good 
guide to the actual changes in subsurface water storage. We also assumed that the changes 
in subsurface storage over the 10-year period are negligible. For fall season estimates of 
error in evapotranspiration, magnitudes of the change in subsurface storage from -1 to + 1 
mm/day were taken as representative based on model values of storage in the root zone 
and the other terms in the water budget equation. Since model runoff represents water that 
is leaving the model's root zone and may end up as surface runoff or recharge of 
subsurface aquifers, it was not used. 
The annual cycle of evapotranspiration was observed to be physically consistent as 
the evapotranspiration increased with temperatures during spring and early summer, while 
in winter low temperatures limited evapotranspiration. The largest precipitation deficit 
occurred when the model's evapotranspiration was decreasing, leading us to conclude that 
excessively small evapotranspiration was a reason why simulated precipitation in the 
Robert-Johnson box was small. 
Estimated errors in annual average evapotranspiration, precipitation and 
atmospheric convergence over the Robert-Johnson box show that the model 
evapotranspiration underestimates the observed annual average, but the error is smaller 
(-0.31 mm/day) than the error in precipitation (-1.02 mm/day), perhaps due to positive 
errors early in the year. The error in evapotranspiration is also smaller than the error in the 
atmospheric convergence. Therefore on an annual mean, the error in the Robert-Johnson 
box precipitation appears to be determined primarily by error in convergence. 
When only the fall season was considered, the errors in evapotranspiration 
exceeded atmospheric convergence error for almost all the chosen values of change of 
subsurface moisture storage. Evapotranspiration error ranged from -0.85 to -2.8 mm/day 
while the error in convergence varied from -1.02 to 0.98 mm/day. Therefore, during this 
period of greatest precipitation deficit over the Robert-Johnson box, a shortfall in 
evapotranspiration appears to be the primary cause of precipitation deficit. In contrast 
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precipitation deficit is least when the model evaporation is almost balanced by model 
precipitation with only small change in storage. 
6.2 Computation of evapotranspiration in BATS. 
Since the source of the Robert-Johnson box precipitation bias appeared to be 
related to errors in evapotranspiration, this section reviews the computation of 
evapotranspiration in the BA TS (Dickinson et al. 1993) scheme used in RegCM2. The 
BATS scheme calculates heat and moisture transfers between the earth's surface and 
atmospheric layers, moisture values within vegetation canopies and in the soil, runoff 
from the soil's root zone, and the physical state of the soil moisture. To do this, a 
predominant land-surface category for each grid-point is prescribed which dictates the 
depth of soil layers, albedo, light sensitivity, and fraction soil layer that can be water, 
among other things. For each land-cover type, BATS also requires- a fractional vegetation 
index CJ I and a leaf and stem area index. The CJ I and leaf area are dependent on subsoil 
temperature according to: 
(Jf (T) = 1-.0016(298.0- T) 2 , (13) 
where Tis subsoil temperature ranging from 273.16 to 298. For grid points that have 
vegetation, other vegetation parameters including stomata! resistance are computed and 
used to compute evaporation and transpiration rates. Since the vegetation fraction is 
temperature dependent, errors in subsoil temperature may be reflected in amount of 
vegetation and ultimately in evapotranspiration. 
The moisture factor in calculations of stomatal resistance depends on the soil 
moisture and the ability of plant roots to take water readily from the soil for a given level 
of root moisture. Initially this factor is set to 1, and if the plant's transpiration exceeds a 
maximum value, depending on soil moisture, then the factor is increased to maintain 
transpiration at the maximum value. If the stomatal resistance exceeds the cuticular 
resistance of the leaves, the stomata! resistance is set to the cuticular resistance. 
Transpiration occurs only from dry leaf surfaces and is only outward. The fraction of 
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wetted area over non-transpiring foliage is assumed to be the same as that for transpiring 
foliage. In general, the opening of the stomata depends on ability of roots to supply 
adequately the transpiration demand. For dry soil, the diffusion of water from the soil to 
the roots contributes to root resistance. 
The land-cover specification is simplified to percentages of 18 basic land-covers 
(Dickinson et al., 1993). For each land cover type, fractional vegetation and leaf and stem 
area indices are calculated using subsoil temperature. The dominant land categories in the 
Robert-Johnson box are deciduous broadleaf, evergreen needle leaf and mixed woodland. 
A few grid points have crop/mixed-farming. Inland waters, and bog or marsh are not 
assigned at all for this area. Yet many inland water bodies and the Mississippi river occur 
in this region. Furthermore a number of land-surface parameters defined as functions of 
these land-cover types should, strictly, be functions of soil type. 
6.3 Suggestions for further studies 
The lack of observed evaporation makes it difficult to adequately resolve the cause 
of the precipitation deficit over the Robert-Johnson box. Results of temperature bias 
analysis (not presented) show a negative bias in maximum temperature and little bias in 
minimum temperature for most of the U.S. during fall as well as the other seasons. This 
cold bias may result in lower fractional vegetation and hence compound errors in the land-
cover specification. The cold bias is not limited to the Robert-Johnson box and shows no 
strong annual cycle within the box and hence does not explain the fall precipitation deficit 
focused on this region. In a study for a domain north of the Robert-Johnson box, Pan et al. 
(2001b) found that the RegCM2 simulation analyzed here underestimated the soil 
moisture for some Illinois stations. This in tum would limit the amount of moisture 
available for evapotranspiration as described above and hence produce deficits in 
evapotranspiration 
We hypothesize that the cause of the Robert-Johnson box precipitation deficit is 
insufficient evapotranspiration, due to either inadequate soil moisture and hence higher 
soil and stomata! resistance or insufficient evaporation from the inland water bodies in this 
region. The inland water bodies could remain warm into the fall leading to large 
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evapotranspiration. However, they are sub-grid at the model grid spacing of 52 km and are 
not accounted for in the model. The dominant BA TS land-use categories over the Robert-
Johnson box are a mixture of mixed wood, deciduous and evergreen needle leaf. The 
temperature-dependent fractional vegetation cover remains less than 1 throughout most of 
the year. Thus while deciduous and mixed woodland dominated the Robert-Johnson box 
this temperature dependence may result in less vegetation cover than observed. Therefore 
we suggest a detailed examination of the temperature-dependence of vegetation cover 
using a series of sensitivity studies with varying land surface characteristics, particularly 
for November. In particular we suggest studies in which the surface moisture availability 
is set to maximum to examine the effects of land surface on evapotranspiration and hence 
the Robert-Johnson box precipitation. 
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