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Abstract
In 1958, Claude Berge studied the domination number (G) of a graph and showed that every graph G = (V ,E) satisﬁes
(G) |V |−max d(v), where d(v) is the degree of vertex v. We show here that every graph G satisﬁes the inequality (G) |V |−
d(v) − v(G), where (G) stands for any of the three parameters ir(G) (irredundance number), (G) (domination number) and
i(G) (size of a smallest maximal independent set), and v(G) is the size of a largest matching in the subgraph of G induced by the
non-neighbours of v. This improves on Berge’s and other inequalities. We then give a characterization of the trees T that achieve
equality in the above inequality for the parameters i(T ) and (T ), and of the regular graphs G that achieve equality for (G).
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and preliminary results
Let G = (V (G),E(G)) be a graph with vertex set V (G) and edge set E(G). For a vertex v of G, the open neigh-
bourhood of v is N(v) = {u ∈ V (G) |uv ∈ E(G)}, the closed neighbourhood of v is N [v] = N(v) ∪ {v}, and the
degree of v of G is d(v) = |N(v)|. Also we write N(v) = V (G)\N [v]. A vertex of degree one (resp. zero) is called
a pendant vertex (resp. an isolated vertex). We denote by (G) and n(G), respectively, the maximum degree and the
order |V (G)| of a graph G; these will be abbreviated to  and n if there is no confusion. For any S ⊆ V (G) we write
N(S)={v ∈ V (G)\S | ∃s ∈ S, v ∈ N(s)} and N [S]=N(S)∪S. For any A ⊆ V (G), we denote by G[A] the subgraph
induced by the vertices of A. We may write G\X instead of G[V (G)\X] for any X ⊆ V (G).
A set D ⊆ V (G) is a dominating set of G if every vertex of V (G)\D has a neighbour in D. The domination number
(G) is the size of a smallest dominating set in G.
A set S ⊆ V (G) is independent if no edge of G has its two endvertices in S. The independence number (resp.
independent domination number) of G, denoted by (G) (resp. i(G)) is the size of a largest (resp. smallest) maximal
independent set in G (here, as usual, ‘maximal’ refers to inclusion).
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A set S ⊆ V (G) is irredundant if N [v]\N [S\{v}] = ∅ for every vertex v of S. The irredundance number ir(G) is
the size of a smallest maximal irredundant set of G.
A matching in G is a subset of independent edges (i.e., edges that are pairwise non-intersecting). The matching
number (G) is the size of a largest matching in G. A matching is said to be perfect if (G) = n/2. For any vertex
v ∈ V (G), let v(G) be the maximum size of a matching in the graph induced by the vertices of V (G)\N [v], that is,
v(G) = (G[N(v)]).
The following theorem summarizes several classical results concerning these notions.
Theorem 1.1. Let G be a graph. Then
(a) Every maximal independent set of G is a minimal dominating set [3,4].
(b) Every minimal dominating set of G is a maximal irredundant set [5].
(c) ir(G)(G) i(G)(G) [5].
(d) If G has no isolated vertices then (G)n/2 [11].
(e) (G)n/2.
(f) (G) + (G)n [14].
The following well-known bound (see [10]):
(G)n − , (1)
where  is any of ir, , i, relates the domination parameters to the maximum degree. Recall that the inequality
(G)n −  was ﬁrst given by [1–4]. Our ﬁrst result is an improvement of (1):
Theorem 1.2. For every graph G and every vertex v ∈ V (G), we have i(G)n − d(v) − v(G).
Proof. Let v be any vertex of G, and let S be a smallest maximal independent set of the graph G[N(v)]. Then S ∪ {v}
is a maximal independent set of G, so i(G) |S| + 1 = i(G[N(v)]) + 1. From Theorem 1.1(c) and 1.1(f), we have
i(G[N(v)])(G[N(v)])n − (d(v) + 1) − (G[N(v)]) and therefore i(G)n − d(v) − v(G). 
Let us denote by′(G) the valuemax{d(v)+v(G) | v ∈ V (G)}, and call any vertex v such that d(v)+v(G)=′(G)
a good vertex. Recall that v(G) can be computed for any graph G and vertex v ∈ V (G) in polynomial time [7].
Therefore, ′(G) also can be computed in polynomial time.
Corollary 1.3. Every graph G satisﬁes ir(G)(G) i(G)n − ′(G).
Domke et al. [6] characterized the connected bipartite graphs achieving equality in (1) for the three domination
parameters i(G), (G) and ir(G). Later, Favaron and Mynhardt [8] established necessary and sufﬁcient conditions for
equality to hold in (1) for each parameter.
Our main result in this paper is a characterization of the trees T for which (T ) = n(T ) − ′(T ) for = i, . Also,
we characterize the regular graphs G achieving equality (G) = n(G) − ′(G). For this purpose, we introduce some
more deﬁnitions and notation.
Deﬁnition (Corona). The corona H ∗ of a graph H is the graph made from H by appending a vertex of degree 1 to each
vertex of H.
Observation 1.4. Let H ∗ be the corona of a graph H. Then H ∗ has 2|V (H)| vertices and has a (unique) perfect
matching.
• If S∗ is any maximal independent set ofH ∗ then S∗ consists of an independent set S of H plus the pendant vertices
of H ∗ that are adjacent to the vertices of H\S. It follows that i(H ∗) = (H ∗) = |V (H)| = (H ∗). Moreover, if
y is any pendant vertex of H ∗, then i(H ∗\y) = i(H ∗) − 1, and if x is any vertex of H, then i(H ∗\x) = i(H ∗).
• If D is any smallest dominating set of H ∗, then for each pendant vertex y of H ∗, D contains y or its neighbour. It
follows that (H ∗) = |V (H)|. Moreover, if y is any pendant vertex of H ∗, then (H ∗\y) = (H ∗) − 1, and if x
is any vertex of H, then (H ∗\x) = (H ∗).
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Fig. 1. A crowned graph.
The graphs G of even order n and without isolated vertices with (G)= n/2 have been characterized independently
by Payan and Xuong [12] and by Fink et al. [9].
Theorem 1.5 (Fink et al.[9], Payan and Xuong [12]). Let G be a graph of even order n without isolated vertices. Then
(G) = n/2 if and only if each component of G is either a cycle C4 or a corona H ∗, where H is any connected graph.
Deﬁnition (Crowned graph). A graph G is said to be a crowned graph if, for each good vertex v of V (G), every
component of G[N(v)] is either an isolated vertex or a cycle C4 or a corona H ∗, where H is a connected graph.
Notation. Let v be a vertex of a graph G= (V (G),E(G)). We say that a component of G[N(v)] is big if it has size at
least two, and we denote by B(v) the set of all big components of G[N(v)]. Note that v(G) =
∑{(C) |C ∈ B(v)}.
We will use the following notation. Fig. 1 illustrates this notation in the case of a crowned graph (every component of
G[N(v)] is either an isolated vertex or a C4 or a corona).
• N0(v) = {x ∈ N(v) | x has no neighbour in N(v)},
• I (v) denotes the set of isolated vertices in G[N(v)],
• NI (v) = {x ∈ N(v) | x has a neighbour in I (v)}.
• For any z ∈ N(v), Pz(v) denotes the set of neighbours of z that are pendant vertices in a component of G[N(v)]
of order at least four,
• P(v) =⋃{Pz(v) | z ∈ N(v)},
• NP (v) = {z ∈ N(v) |Pz(v) = ∅},
• NX(v) = N(v)\(N0(v) ∪ NI (v) ∪ NP (v)),
• For any symbol Y ∈ {I, P,X}, BY (v) denotes the set of big components of G[N(v)] adjacent to at least one
vertex of NY (v). So B(v) = BI (v) ∪ BP (v) ∪ BX(v).
• B ′(v)={C ∈ BP (v) |C∩P(v) = ∅}, i.e.,B ′(v) is the set of those components ofBP (v) that contain the vertices
of P(v). Note that B ′(v) ⊆ BP (v) and possibly B ′(v) = BP (v).
2. Graphs which satisfy i(G) = n(G) − ′(G)
Our next result is a necessary condition for sharpness of the inequality i(G)n(G) − ′(G). A graph G is said to
be well covered if every maximal independent set of vertices is also maximum, that is, (G) = i(G).
Lemma 2.1. Let G be a graph such that i(G) = n(G) − ′(G) and v be any good vertex of G. Then G[N(v)] is well
covered.
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Proof. Let v be a good vertex of G, and Y be a smallest maximal independent set of G[N(v)]. Then Y ∪ {v} is a
maximal independent set of G, so |Y | + 1 i(G). Thus, v(G)+ d(v)+ |Y | + 1 i(G)+ v(G)+ d(v)= n since v is
good. This implies v(G) + |Y |n − (d(v) + 1) = |N(v)|. On the other hand, by Theorem 1.1(f), |N(v)|v(G) +
(G[N(v)])v(G) + |Y | |N(v)|. Thus, (G[N(v)]) = i(G[N(v)]), i.e., G[N(v)] is well covered. 
Corollary 2.2. For any tree T, if i(T ) = n(T ) − ′(T ) then T is a crowned tree.
To prove Corollary 2.2, we use the following characterization of well covered trees due to Ravindra [13].
Theorem 2.3 (Ravindra [13]). A tree T is well covered if and only if either T consists of a single vertex or T is the
corona of a tree.
Proof of Corollary 2.2. Assume T is a tree with i(T )=n(T )−′(T ) and let v be any good vertex of T. From Lemma
2.1 and Theorem 2.3, T [N(v)] is well covered and so each component of T [N(v)] is either an isolated vertex or a
corona H ∗ where H is a tree. 
The next two observations follow easily from Observation 1.4.
Observation 2.4. Let T be a crowned tree with i(T ) = n(T ) − ′(T ) and v be any good vertex of T. Then v(T ) =
i(T [N(v)\I (v)]) = (n − (d(v) + 1) − |I (v)|)/2 and n(T ) − ′(T ) = v(T ) + |I (v)| + 1.
Observation 2.5. Let T be a crowned tree and v be any good vertex of T. Then the subgraph T [N(v)] is a forest and
thus a bipartite graph. Since T is a tree, for each component Ci of T [N(v)] there exists exactly one edge between N(v)
and Ci . So the union U of all the big components of T [N(v)] admits a bipartition A1, A2 such that A1 contains the
vertices of U adjacent to N(v). Since each big component of T [N(v)] induces a corona, the subgraph G[U ] has a
perfect matching, and so |A1| = |A2| = |U |/2 = |N(v)\I (v)|/2 = v(T ).
We proceed now to give a complete characterization of the trees for which i(T ) = n(T ) − ′(T ).
Theorem 2.6. Let T be a tree. Then i(T )= n(T )−′(T ) if and only if T is a crowned tree and, for every good vertex
v ∈ V (T ), we have either N(v) = NX(v) or |N(v)\NX(v)|> |I (v)| + |P(v)|.
Proof. Let T be a tree with i(T ) = n(T ) − ′(T ). By Corollary 2.2, T is a crowned tree. Let v be a good vertex of
V (T ) and consider the sets
S1 = N0(v) ∪ NI (v) ∪ NP (v) = N(v)\NX(v)
S2 =
⋃
{A1 ∩ C |C ∈ BX(v)},
S3 =
⋃
{A1 ∩ C |C ∈ B ′(v)}\P(v),
S4 =
⋃
{A2 ∩ C |C ∈ BP (v)\B ′(v)}.
If N(v) = NX(v), then S1 ∪ S2 ∪ S3 ∪ S4 is a maximal independent set of T. By Observation 2.5, we have |S1 ∪ S2 ∪
S3 ∪ S4| = |N(v)\NX(v)| + v(T ) − |P(v)| i(T ) = v(T ) + |I (v)| + 1. Thus, |N(v)\NX(v)|> |I (v)| + |P(v)|.
Conversely, let v ∈ V (T ) be a good vertex and assume that T is a crowned tree satisfying either N(v) = NX(v) or
|N(v)\NX(v)|> |I (v)|+ |P(v)|. Let S be a smallest maximal independent set of T.We distinguish between two cases:
Case 1: S contains v. Then no vertex of N(v) is in S. Hence I (v) ⊂ S and every big component C of G[N(v)] has
exactly (C) vertices of S, since C induces a corona. Therefore, by Observation 2.4, |S|=v(T )+|I (v)|+1=n(T )−
′(T ).
Case 2. S does not contain v. We choose, among all smallest maximal independent sets not containing v, a set S that
contains the most vertices of N(v). We note the following points:
• N0(v) ⊆ S.
• For any y ∈ I (v), S contains either y or the vertex of N(v) ∩ N(y).
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• Consider any x ∈ NI (v)\NP (v). We have x ∈ S, for otherwise the independent set S ∪ {x}\(N(x) ∩ I (v)),
which is not larger than S, has more vertices than S in N(v), contradicting our choice of S.
• Consider any x ∈ NP (v). Let C be the union of those big components of B ′(v) that have a pendant vertex in
Px(v). If x ∈ S then S∩C is a maximal independent set ofC\Px(v); so |S∩C|=(C)−|Px(v)|, by Observation
1.4 since each component in C is a corona. If x /∈ S then S∩C is a maximal independent set of C, so |S∩C|=(C)
by Observation 1.4. In that case, consider the maximal independent set S′ = [S ∪ {x} ∪ (C ∩ A1\Px(v))]\[(S ∩
C)∪ (N(x)∩ I (v))]. We have |S′| |S| and S′ has more vertices of N(v) than S, a contradiction. Thus, we may
assume x ∈ S.
• For any C ∈ B(v)\B ′(v), S has (C) common vertices with C (whether the vertex of N(v) adjacent to C is in S
or not).
It follows from the above points and from our choice of S that N0(v)∪NI (v)∪NP (v) ⊆ S.We distinguish between
two subcases:
Case 2.1: N(v) = NX(v), i.e., N0(v) ∪ NI (v) ∪ NP (v) = ∅. Then I (v) = ∅. Suppose |S ∩ N(v)|2, and call U
the union of all big components of G[N(v)] that are adjacent to S ∩ N(v). By Observation 1.4, |S ∩ U | = (U). But
then S ∪ {v}\(S ∩ N(v)) is a maximal independent set strictly smaller than S, a contradiction. Thus, |S ∩ N(v)| = 1.
Therefore, |S| = v(T ) + 1 = n − d(v) − v(T ) = n(T ) − ′(T ).
Case 2.2: N(v) = NX(v), i.e., N0(v) ∪ NI (v) ∪ NP (v) = ∅. Recall that N0(v) ∪ NI (v) ∪ NP (v) ⊆ S. It follows
that S∩NX(v)=∅, for otherwise S\NX(v) is a maximal independent set strictly smaller than S, a contradiction. Thus,
S = N0(v) ∪ NI (v) ∪ NP (v) = N(v)\NX(v). So S contains N(v)\NX(v), and S has exactly (C) vertices of each
componentC ∈ B(v)\B ′(v) and exactly (C)−1 vertices of each componentC ∈ B ′(v). Hence |S|=|N(v)\NX(v)|+
v(T )−|P(v)|. From the second condition in the hypothesis, we get |S|> |I (v)|+ |P(v)|+v(T )−|P(v)|=n(T )−
d(v) − 1 − v(T ). This implies |S|n − d(v) − v(T ) = n(T ) − ′(T ).
Thus, in all cases, every smallest maximal independent set of T contains at least n(T ) − ′(T ) vertices; combined
with Corollary 1.3 this proves the Theorem. 
We can characterize the cycles Cn which satisfy equality i(Cn) = n − ′(Cn). As usual, Pk denotes the path on k
vertices.
Theorem 2.7. Let G be a cycle. Then i(G) = n(G) − ′(G) if and only if G = C3, C4, C5, or C7.
Proof. Let G = Cn be a cycle with i(Cn) = n − ′(Cn) and consider any v ∈ V (Cn). By Lemma 1, G[N(v)] is
well-covered. Clearly |I (v)|1. If N(v) = ∅ then G = C3. If N(v) = ∅ then either |I (v)| = 1, and so G = C4 since
G[N(v)] has no big component, or |I (v)| = 0, and so G = C5 or C7 since P2 or P ∗2 respectively are big components
of G[N(v)]. The converse is obvious. 
3. Graphs which satisfy (G) = n(G) − ′(G)
We begin by giving a necessary and sufﬁcient condition for equality (G) = n(G) − ′(G) to hold.
Lemma 3.1. Let G be a graph such that (G)= n(G)−′(G). Then G is a crowned graph and, for every good vertex
v of G, we have (G) = v(G) + |I (v)| + 1.
Proof. Let v be any good vertex of V (G). Let D be a smallest dominating set of G[N(v)\I (v)]. Then D ∪ I (v)∪ {v}
is a dominating set of G and hence (G) |D| + |I (v)| + 1. Since G[N(v)\I (v)] has no isolated vertex, by Theorem
1.1(d) and 1.1(e), we have |D| |N(v)\I (v)|/2 and v(G) |N(v)\I (v)|/2.
Since G satisﬁes (G) = n(G) − ′(G), we have n = (G) + v(G) + d(v) |D| + |I (v)| + 1 + v(G) +
d(v) |N(v)\I (v)| + |I (v)| + 1 + d(v) = n. This implies v(G) + |D| = n − (d(v) + 1) − |I (v)| = |N(v)\I (v)|
and v(G)= |D| = |N(v)\I (v)|/2, that is, (G[N(v)\I (v)])= |N(v)\I (v)|/2. By Theorem 1.5, this means that each
component of G[N(v)\I (v)] is either a cycle C4 or a corona H ∗. Therefore, G is a crowned graph. In this case, we
also have (G) = n(G) − ′(G) = v(G) + |I (v)| + 1. 
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Lemma 3.2. Let G be a connected graph with (G)=n(G)−′(G) and v be any good vertex of G. Then every vertex
of NI (v) is adjacent to exactly one vertex of I (v).
Proof. By Lemma 3.1, G is a crowned graph. Suppose that x is a vertex of NI (v) adjacent to two vertices, say y,w,
of I (v), and let D be a smallest dominating set of the subgraph of G induced by the big components of G[N(v)]. By
Observation 1.4 we have |D| = v(G). Then D ∪ (I (v)\{y,w}) ∪ {v, x} is a dominating set of G of size v(G) +
|I (v)|<n(G) − ′(G), a contradiction. 
3.1. Trees T for which (T ) = n(T ) − ′(T )
Theorem 3.3. Let T be a tree. Then (T )= n(T )−′(T ) if and only if T is a crowned tree and, for every good vertex
v of V (T ), the following conditions hold:
(a) |NI (v)| = |I (v)|.
(b) For every z ∈ N(v)\NI (v), |Pz(v)|1.
(c) NI (v) ∩ NP (v) = ∅.
(d) Either N0(v) = ∅, or I (v) = ∅ and NP (v) = ∅.
Proof. Let T be a tree with (T ) = n(T ) − ′(T ). By Lemma 3.1, T is a crowned tree. Let v be any good vertex of
V (T ). We use the arguments and notation given in Observation 2.5.
(a) Since T is a tree, and by Lemma 3.2, |NI (v)| = |I (v)|.
(b) Suppose that there exists a vertex z ∈ N(v)\NI (v) with |Pz(v)|> 1, and let x, y ∈ Pz(v). We have x, y ∈ A1.
Hence (A1\{x, y}) ∪ I (v) ∪ {v, z} is a dominating set of T of size n(T ) − ′(T ) − 1, a contradiction.
(c) Suppose that there exists a vertex z ∈ NI (v) with Pz(v) = ∅, and let y be the unique neighbour of z in I (v).
Then by Observation 2.5 we have Pz(v) ⊆ A1 and so (A1\Pz(v)) ∪ (I (v)\{y}) ∪ {v, z} is a dominating set of T
of size v(T ) − |Pz(v)| + |I (v)| + 1v(T ) + |I (v)|<n(T ) − ′(T ), a contradiction.
(d) Assume N0(v)=∅. First, if I (v) = ∅ then A1 ∪NI (v) is a dominating set of T. Since |NI (v)| = |I (v)|, we have
|A1 ∪ NI (v)| = v(T ) + |NI (v)|<n(T ) − ′(T ), a contradiction. Second, suppose that there exists a vertex
z ∈ N(v) with Pz(v) = ∅ and let x ∈ Pz(v). Then x ∈ A1. Thus, (A1\{x}) ∪ {z} ∪ NI (v) is a dominating set of
T and thus (T )v(T ) + |NI (v)|<n(T ) − ′(T ), a contradiction.
Conversely, letT be a crowned tree and v a good vertex ofT.Assume thatT satisﬁes the conditions (a)–(d) of Theorem
3.3. Among all dominating sets of T of size (T ), let D be one that contains the most vertices of N(v). We note that:
• D contains NI (v) (because |NI (v)| = |I (v)|).
• For any C ∈ B ′(v), D contains the neighbour of C in N(v) and |D ∩ C| = (C) − 1 by Observation 1.4.
Consequently, NP (v) ⊂ D and |D ∩ B ′(v)| = |B ′(v)|/2 − |NP (v)|.
• For any C ∈ B(v)\B ′(v), |D ∩ C| = (C) by Observation 1.4, and so |D ∩ (B(v)\B ′(v))| = |B(v)\B ′(v)|/2 =
v(T ) − |B ′(v)|/2.
Now, we distinguish between two cases:
Case 1: N0(v) = ∅. Then from condition (d), NI (v) = NP (v) = ∅. Hence D must contain one vertex of N(v) to
dominate v. This implies |D|v(T ) + 1 and thus (T ) = n(T ) − ′(T ).
Case 2: N0(v) = ∅. Then v ∈ D. Hence |D| |NI (v)| + v(T )+ 1 and thus (T )= n(T )−′(T ). This completes
the proof. 
Note that (T ) = i(T ) does not imply (T ) = n(T ) − ′(T ). To see this consider the path P8.
3.2. Regular graphs for which (G) = n(G) − ′(G)
In this section, for the sake of simplicity we call any graph G such that (G) = n(G) − ′(G) an extremal graph.
A graph is -regular if all its vertices have the same degree . Our aim in this subsection is to give a complete
description of regular extremal graphs. Clearly, we need only consider the connected graphs. Note that in a -regular
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Fig. 2. 3-regular extremal graphs.
graph G, a vertex v is good if and only if v(G) = max{x(G) = (G[N(x)]) | x ∈ V }. For the sake of simplicity we
will say that a vertex w is illegal if w(G) = max{x(G) | x ∈ V } but some component of G[N(w)] is not an isolated
vertex, a corona or a C4; recall that, by Lemma 3.1, an extremal graph G has no illegal vertex.
As an immediate consequence of Theorem 2.7, we have the following corollary:
Corollary 3.4. Let G be a cycle. Then (G) = n(G) − ′(G) if and only if G = C3, C4, C5, or C7.
Now we consider the case of 3-regular graphs.
Theorem 3.5. Let G be a connected 3-regular graph. Then (G) = n(G) − ′(G) if and only if G is one of the four
graphs in Fig. 2.
Proof. The ‘if’ part is easy, so let us prove the ‘only if’ part. Let G be a connected 3-regular graph with (G)=n(G)−
′(G). From Lemma 3.1, G is a crowned graph. Let v be any good vertex of G. Note that every vertex x in I (v) satisﬁes
N(x) = N(v); so, by Lemma 3.2, we have |I (v)|1.
If v(G) = 0 then N(v) = I (v) and n(G) = 4 + |I (v)|; since G is 3-regular n(G) must be even, so |I (v)| = 0 and
G is the ﬁrst graph in Fig. 2.
Suppose now that v(G) = 0. Observe that the number of edges between N(v) and N(v) is at most 6. This implies
that G[N(v)] has only one big component C, which is either P2 (=P ∗1 , the corona of P1), C4, P4 (=P ∗2 ) or K∗3 . In
each case I (v) = ∅ for otherwise n(G) would be odd. Call u1, u2, u3 the vertices of N(v) and consider the following
four cases:
Case 1: C = K∗1 . Then G is the second graph in Fig. 2.
Case 2: C = C4. Thus, v(G) = 2. Each vertex of C has one neighbour in N(v), so some vertex of N(v), u1 say, is
adjacent to two vertices a, b of C. If u2 is adjacent to the other two vertices of C, it is impossible to realize d(u3) = 3;
so we may assume that the edges between {u2, u3} and C\{a, b} form a matching of size 2 and u2u3 ∈ E. If ab ∈ E
then it is easy to see that a is an illegal vertex; so ab /∈E(C). Then G is the third graph in Fig. 2.
Case 3: C = P ∗2 = P4. Again v(G) = 2. Let C have vertices a, b, c, d and edges ab, bc, cd. Since each of a, d has
two neighbours in N(v), some vertex of N(v), say u1, is adjacent to both a, d. Note that a, b do not have a common
neighbour in N(v), for otherwise d is an illegal vertex. Likewise c, d do not have a common neighbour in N(v). Now,
if u2 is adjacent to a, c and u3 is adjacent to b, d (or vice-versa) then G is the last graph in Fig. 2. If u2 is adjacent to
b, c and u3 is adjacent to a, d (or vice-versa) then G is the third graph in Fig. 2.
Case 4: C = K∗3 . Here v(G) = 3. In this case, it is easy to see that any vertex of the triangle of C is illegal. 
Lemma 3.6. Let G be a crowned graph with (G) = n(G) − ′(G) and v be a good vertex of G. Let x be a vertex of
N(v) and C1, . . . , Ck be the big components of G[N(v)] that contain a neighbour of x. Write U =C1 ∪ · · ·∪Ck . Then
• If x ∈ N(v)\NI (v) then (G[U ∪ {x}]) |U |/2,
• If x ∈ NI (v), and y is the neighbour of x in I (v), then (G[U ∪ {x, y}]) |U |/2 + 1.
Proof. Let Q be a minimum dominating set of the subgraph of G induced by B(v)\U . Then |Q| = v(G) − |U |/2.
Assume that x ∈ N(v)\NI (v). Suppose that there exists a smallest dominating set D of G[U ∪ {x}] with |D|
|U |/2 − 1. Then Q∪ I (v)∪D ∪ {v} is a dominating set of G of size v(G)+ |I (v)|<n(G)−′(G), a contradiction.
Assume that x ∈ NI (v). Suppose that there exists a smallest dominating set D of G[U ∪ {x, y}] with |D| |U |/2.
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Fig. 3. 4-regular extremal graphs.
Fig. 4. Complement of the 6-regular extremal graph.
Then Q∪ (I (v)\{y})∪D ∪ {v} is a dominating set of G of size v(G)+ |I (v)|<n(G)−′(G), a contradiction. 
Let G denote the complement graph of G.
Theorem 3.7. Let G be a connected -regular graph on n(G) vertices. Then (G)= n(G)− ′(G) if and only if one
of the following holds:
•  ∈ {0, 1, n − 1, n − 2} and G is any -regular graph.
• = n − 3 and G is any -regular graph of order n7.
• = 2 and G = C3, C4, C5 or C7.
•  ∈ {3, 4} and G is one of the graphs in Figs. 2 and 3.
• = 6 and G is the complement of the graph in Fig. 4 (which shows G rather than G as G is easier to visualize).
Proof. The ‘if’part can be checked by examining the graphs in the ﬁgures. In each graph G of Fig. 3 we have=4, and
v(G)=2, and every vertex is good. So ′(G)=6 and (G)n(G)−′(G)=3. Moreover, for every vertex x the non-
neighbours of x induce a P4 orC4 and no vertex is adjacent to all ofN(x), so (G)3. Thus, (G)=3=n(G)−′(G).
A similar argument shows that the graph whose complement is in Fig. 4 is extremal.
Let us now prove the ‘only if’ part. The case  = 0 and  = 1 are trivial, and the cases  = 2 or  = 3 have been
settled above. Now assume 4.
First suppose 9.
By Lemma 3.1, G is a crowned graph. Let v be a good vertex of V (G). So each component of N(v)\I (v) is a corona
or C4. Moreover, Lemma 3.2 implies |I (v)|1. If  is odd then I (v)= ∅, for otherwise G would have an odd number
of vertices since |B(v)| is even.
We use the following notation. For any vertex x ∈ V we write Nv(x) = N(x) ∩ N(v), dv(x) = |Nv(x)|, and
Nv(x)=N(x)∩N(v). For any big component C of N(v) we write NC(x)=N(x)∩C and dC(x)= |NC(x)|. Clearly,
for any z ∈ C, we have dv(z) = − dC(z).
Let C be a big component of G[N(v)]. By Lemma 3.6, a vertex z ∈ N(v)\N0(v) is adjacent to at most three vertices
of C if C = C4 or P ∗2 and to at most two pendant vertices of C if C = H ∗ with |V (H)|3. Consequently:
• If C = C4 then we must have 34(− 2). Thus, 8.
• If C = P ∗2 then we must have 32(− 2) + 2(− 1). Thus, 6.• If C = H ∗ with |V (H)|3, then we must have 2 |V (H)|(− 2). Thus, 6.
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Since 9, none of these types of big components is possible. Thus, the only type of big component of G[N(v)] is
K∗1 =P2.Again since 9, if G[N(v)] has more than one component of type P2 then there is a vertex z ∈ N(v) which
dominates at least two components, a contradiction to Lemma 3.6. Thus, N(v) must contain at most one isolated vertex
and one component of type P2. If I (v) = ∅ and v(G) = 0 then G = Kn. If I (v) = ∅ and v(G)> 0 then = n − 3.
If |I (v)| = 1, then Lemma 3.6 implies B(v) = ∅ and thus = n − 2.
Now suppose 48. We make some general observations that will be used several times:
• Every big component C of N(v) is either a P2, a P4 or a C4. Indeed, suppose C is the corona H ∗ of some graph
H. Each pendant vertex x of C has dv(x)=−1. By Lemma 3.6, a vertex inN(v) is adjacent to at most 2 pendant
vertices of C. Thus, |V (H)|(− 1)2. With 48, this implies |V (H)|2. Therefore, C =P4 or C =P2.
• Every vertex z ∈ N(v) has dv(z)− 2. This is because the preceding point implies dC(z)2.
• If a component C of N(v) is a C4 or a P4 then dC(w)3 for every vertex w ∈ N(v). This is due to Lemma 3.6.
• If the non-neighbours of every good vertex induce a C4 (so v(G) = 2), then G[N(v)] contains no induced
subgraph consisting of a triangle T plus an isolated vertex u. For suppose the contrary and let z ∈ N(v) be a
vertex such that uz /∈E (such a z exists because dC(u)3). Vertex z has at least one neighbour in T (because
dv(z)− 2), thus u(G)= 2 (u is good) but N(u) does not induce a C4, a contradiction. We call this argument
the triangle property for G[N(v)].
If v(G) = 0, then either I (v) = ∅, and so  = n − 1 (and G is the clique K+1), or |I (v)| = 1, and so  = n − 2
(and G is the complement of kP 2 where k = n/2). Now we may assume v(G)> 0.
Call u1, . . . , u the neighbours of v.
Case: = 8.
Suppose that a component C of N(v) is a P4 = abcd. We have dv(a)= dv(d)= 7 and dv(b)= dv(c)= 6, thus some
vertex of N(v) is adjacent to all of C, a contradiction to Lemma 3.6.
If a component C of N(v) is a P2, then at least six vertices of N(v) are adjacent to all of C. If a component C of
N(v) is a C4 then every vertex of N(v) is adjacent to three vertices of C. Consequently, if there are at least two big
components C1, C2 of N(v) then there is a vertex u of N(v) such that C1 ∪C2 ∪ {u} contradicts Lemma 3.6. So N(v)
has only one big component C.
If I (v) = ∅, then there is a vertex of N(v) adjacent to either all, or all but one, vertices of C ∪ I (v), contradicting
Lemma 3.6. So I (v) = ∅, and N(v) = C.
If C = P2, then = n − 3, and we are done.
Now we may assume thatC=C4, thus v(G)=2, and that the non-neighbours of every good vertex of G induce aC4;
also the neighbourhood of every good vertex satisﬁes the triangle property. Here we have n(G)=13,′(G)=8+2=10,
so (G) = 3. Call a, b, c, d the vertices of C, with ab, bc, cd, da ∈ E. We have dv(x) = 6 for each x ∈ C. Since no
vertex of N(v) is adjacent to all of C, it must be, without loss of generality, that Nv(a) = {u1, u2}, Nv(b) = {u3, u4},
Nv(c)={u5, u6},Nv(d)={u7, u8}. NowG[N(v)]must be a 4-regular graph.SinceN(a)={v, u1, u2, c} and vu1, cu2 ∈
E, we have a(G) = 2, so a is a good vertex, so N(a) induces a C4, so u1u2 /∈E. Likewise, u3u4, u5u6, u7u8 /∈E.
A routine exhaustive search shows that there are exactly two graphs G[N(v)] that satisfy the properties established in
this paragraph: the complete bipartite graph K4,4 and the graph, which we call G8, that consists of two disjoint C4’s
x1x2x3x4 (with non-edges x1x3, x2x4) and y1y2y3y4 (with non-edges y1y3, y2y4) with all edges between {x1, x2} and
{y1, y3} and all edges between {x3, x4} and {y2, y4}. Let us examine these two cases.
Suppose G[N(v)] = K4,4. By symmetry there are two possibilities: (a) {u1, u2, u3, u4} and {u5, u6, u7, u8} are
the two stable set of G[N(v)], or (b) {u1, u2, u5, u6} and {u3, u4, u7, u8} are the two stable set of G[N(v)]. But
in either case, u7 is adjacent to all of {u1, u2, v, c} = N(a), so {a, u7} is a dominating set of size 2, contradicting
(G) = 3.
Suppose G[N(v)] is the graph G8. Without loss of generality we have u1 = x1. Thus, N(u1)={y2, x3, y4, a}, where
y2x3y4 is a P3, and we know that a has two neighbours among this P3 since u2 ∈ N(u1) ∩ N(a). The only possibility
(else u1 would be illegal) is to have u2 = x3. By symmetry we may assume that either u3 = x2 (or x4) or u3 = y1 (or
y2, y3, y4).
If u3 = x2, then u3 is adjacent to all of N(a), so {a, u3} is a dominating set of size 2, contradicting (G) = 3.
If u3 = y1, then we must have u4 = y3, for otherwise N(u3) = {b, y3, x4, x3} will induce a P4. Then we have either
{u5, u6} = {x2, x4} and {u7, u8} = {y2, y4}, and in this case {b, u1} is a dominating set of size 2, or {u5, u6} = {y2, y4}
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and {u7, u8} = {x2, x4}, and in this case {a, u7} is a dominating set, in either case a contradiction. Thus, we conclude
that there is no extremal graph with = 8.
Case: = 7.
As observed above, I (v) = ∅ since  is odd.
Suppose that a component C of N(v) is a P4 = abcd. We have dv(a)= dv(d)= 6 and dv(b)= dv(c)= 5, so there is
a vertex of N(v) that is adjacent to all of C, a contradiction to Lemma 3.6.
If a component C ofN(v) is a P2, then at least ﬁve vertices ofN(v) are adjacent to all of C. If a component C ofN(v)
is a C4, then at least six vertices of N(v) are adjacent to three vertices of C. Consequently, if there are two components
C1, C2 of N(v) then Lemma 3.6 is violated by C1 ∪C2 and some vertex of N(v). Now let C be the unique component
of N(v).
If C = P2, then = n − 3, and we are done.
Now we may assume that C = C4, thus v(G) = 2, and that the non-neighbours of every good vertex of G induce a
C4; also the neighbourhood of every good vertex satisﬁes the triangle property. Here we have n(G)=12,′ =7+2=9,
and so (G) = 3. Call a, b, c, d the vertices of C, with ab, bc, cd, da ∈ E. Since no vertex of N(v) is adjacent to
all of C, and each of a, b, c, d has ﬁve neighbours in N(v), we may assume that the sets Nv(x), x ∈ {a, b, c, d}
are {u1, u2}, {u3, u4}, {u5, u6}, {u6, u7}, not necessarily in that order; call y, z the vertices of {a, b, c, d} such that
Nv(y) = {u5, u6} and Nv(z) = {u6, u7} (y, z may be adjacent or not). For any x ∈ {a, b, c, d}, letting x′ stand for the
vertex of {a, b, c, d}\N(x), we see that N(x) = Nv(x) ∪ {v, x′} and that x is good, thus N(x) induces a C4, and thus
Nv(x) contains no edge; so u1u2, u3u4, u5u6, u6u7 /∈E. Now N(u6)={u5, u7, y, z}, with yu7 ∈ E and zu5 ∈ E, and
so u6 is good, soN(u6)must induce aC4, so yz ∈ E and u5u7 ∈ E.We may thus assume y=c, z=d,Nv(a)={u1, u2}
and Nv(b)={u3, u4}. To realize d(u6)= 7 we must have u1u6, u2u6, u3u6, u4u6 ∈ E. Now N(c)={u5, u6, v, a} and
so u3u5 /∈E (or else {c, u3} would be a dominating set of size 2); likewise, u4u5, u1u7, u2u7 /∈E. To realize degree
7 for each vertex, we see that in the graph H = G[N(v)\{u6}]\{u5u7} each vertex must have degree 2. Considering
the established non-edges of H, we see that this is possible only if u3u7, u4u7, u1u5, u2u5 ∈ E and, up to symmetry,
u1u3, u2u4 ∈ E. But then u1 is illegal. Thus, we conclude that there is no extremal graph with = 7.
Case: = 6.
If a component C of G[N(v)] is a P2 then there are at least four vertices of N(v) that are adjacent to all of C. If a
component C of N(v) is a C4 then there are at least four vertices of N(v) adjacent to three vertices of C. If a component
C of N(v) is a P4 then every vertex of N(v) is adjacent to three vertices of C. Consequently, if there are at least two
big components C1, C2 in G[N(v)] then Lemma 3.6 is violated by C1 ∪ C2 and some vertex of N(v). Now let C be
the unique big component of G[N(v)].
If I (v) = ∅, then there is a vertex of N(v) adjacent to either all, or all but one, vertices of C ∪ I (v), contradicting
Lemma 3.6. So I (v) = ∅.
If C = P2, then = n − 3, and we are done.
Suppose that C is a P4 = abcd. Here v(G)= 2. We have dv(a)= dv(d)= 5 and dv(b)= dv(c)= 4, and no vertex of
N(v) is adjacent to all of C. This is possible only if, by symmetry, Nv(a) = {u1}, Nv(b) = {u2, u3}, Nv(c) = {u4, u5}
Nv(d) = {u6}. But then N(a) = {v, u1, c, d}, with vu1, cd ∈ E, which shows that a(G) = 2 = v(G), so a is good,
but N(a) does not induce a C4 or P4, a contradiction.
Now we may assume that C = C4, thus v(G) = 2, and that the non-neighbours of every good vertex of G induce
a C4; also the neighbourhood of every good vertex satisﬁes the triangle property. So we have n(G) = 11, ′ = 8,
and (G) = 3. Call a, b, c, d the vertices of C, with ab, bc, cd, da ∈ E(G). Recall that there are at least four vertices
u ∈ N(v) with dC(u) = 3. We distinguish between two subcases.
Subcase 1: Among the vertices u ∈ N(v) with dC(u) = 3, no two have the same three neighbours in C. Thus,
we can assume that these vertices are u1, u2, u3, u4 and that u1a /∈E, u2b /∈E, u3c /∈E, u4d /∈E. It follows that
dC(u5) = dC(u6) = 2.
In G[N(v)], the vertices u1, u2, u3, u4 have degree 2 and the vertices u5, u6 have degree 3. Also G[N(v)] satisﬁes
the triangle property. Up to isomorphism there are exactly two graphs G[N(v)] satisfying these properties: (a) the
graph which we call C+6 obtained from a C6 by adding a chord between vertices at distance 3, (b) the graph, which we
call C′5, obtained from a C5 by adding a vertex with edges to two non-adjacent vertices of the C5.
In case (a) let u1 be any vertex of degree two in G[N(v)]; then its non-neighbours in G[N(v)] induce a P3 = xyz
where x, y have degree 2 in G[N(v)] (and z has degree 3); if we add vertex a (adjacent to x and y), we see that
u1(G) = 2 = v(G), so u1 is good, but N(u1) does not induce a C4, a contradiction.
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In case (b) let u1 be a vertex of degree 2 in G[N(v)] which lies in the C4 of G[N(v)]; then its non-neighbours in
G[N(v)] are u2, u3, u4 and they induce a P2 ∪ P1; if we add vertex a (adjacent to these three vertices), we see that
u1 = 2 = v(G), so u1 is good, but N(u1) does not induce a C4.
Subcase 2: Among the vertices u ∈ N(v) with dC(u) = 3, two have the same three neighbours in C. Let us assume
that NC(u1)=NC(u2)={a, b, c}. Thus, Nv(d)={u3, u4, u5, u6}. Without loss of generality Nv(b)={u1, u2, u3, u4}.
We have N(b)= {v, u5, u6, d}, so b(G)= 2 = v(G), so b is good, so u5u6 /∈E. Similarly, considering N(d), we see
that u1u2 /∈E.
So far, u1 and u2 play the same role. Likewise u3 and u4 play the same role, and u5 and u6 play the same role. Also
a and c play the same role. Each of a and c has exactly two neighbours among u3, u4, u5, u6. We cannot have both
au3, cu3 ∈ E because dC(u3)3. Likewise we cannot have both au4, cu4 ∈ E. Up to symmetry this entails ﬁve cases
(a)–(e) as follows.
(a) Vertex a is adjacent to u3 and u4. So c is adjacent to u5 and u6. We have N(c) = {v, u3, u4, a}, which implies
u3u4 /∈E. In G[N(v)], vertices u1, u2, u3, u4 have degree 2 and vertices u5, u6 have degree 3 and are not adjacent. Up
to isomorphism there is just one graph G[N(v)] satisfying these properties: the graph C′5 deﬁned above. By symmetry
one of the two vertices of degree two in the C4 of this graph must be one of u1, u2, say u1; but then its non-neighbours
in G[N(v)] are u2, u3, u4, and they induce a P2 ∪P1 in which u2 is not the isolated vertex; adding d we see that N(u1)
induces a P4, a contradiction.
(b)Vertex a is adjacent to u3 and u5, and c is adjacent to u4 and u5. Here the subgraph induced byN(c)={v, u3, u6, a}
shows that c(G) = 2 but that subgraph is not a C4, a contradiction.
(c) Vertex a is adjacent to u3 and u5, and c is adjacent to u4 and u6. The subgraph induced by N(c) must be a C4,
thus u3u5 /∈E. Likewise, considering N(a), we see that u4u6 /∈E. In G[N(v)], vertices u1, u2, u3, u4 have degree
2, and vertices u5, u6 have degree 3. There is only one graph G[N(v)] that satisﬁes these properties, with edges
u1u5, u1u6, u2u5, u2u6, u3u4, u3u6, u4u5. This yields the 6-regular graph G whose complement is in Fig. 4.
(d)Vertex a is adjacent to u3 and u5, and c is adjacent to u5 and u6. Here the subgraph induced byN(a)={v, u4, u6, c}
shows that a(G) = 2 but that subgraph is not a C4, a contradiction.
(e) Vertices a and c are both adjacent to u5 and u6. In G[N(v)], u3, u4 have degree 3 and u1, u2, u5, u6 have degree
2; moreover G[N(v)] satisﬁes the triangle property. As above, this means that G[N(v)] is one of C+6 , C′5. If G[N(v)]
is C+6 , up to isomorphism there are two ways to place the edges of G[N(v)]: the ﬁrst one yields a graph in which
u1 is illegal; the second one yields again the 6-regular graph whose complement is in Fig. 4. If G[N(v)] is C′5, up
to isomorphism we may assume that it consists of the C5 u1u3u6u2u4 plus edges u3u5, u4u5. But then u5 is illegal,
a contradiction.
Case: = 5.
As observed above, we have I (v)=∅ since  is odd. Let t, f, s, respectively, be the number of components of N(v)
that are P2’s, P4’s, and C4’s. Counting the number h of edges between N(v) and N(v) we see on the one hand that
h = 8t + 14f + 12s because each vertex of N(v) has degree 5 and on the other hand that h20 (because each of
the 5 vertices of N(v) has at most four edges to N(v)). Thus, h = 8t + 14f + 12s20. This implies that G[N(v)] is
isomorphic to either (a) P2, (b) 2P2, (c) P2 ∪ C4, (d) P4, or (e) C4. Note that G[N(v)] has 10 − h/2 edges.
In case (a) we have n = 8 and so = n − 3 as claimed in the Theorem.
In case (b) we have h = 16, so G[N(v)] has exactly two edges. Therefore, some vertex ui of N(v) is isolated in
G[N(v)], and so ui is adjacent to all of N(v), a contradiction to Lemma 3.6.
In case (c) we have h = 20, so G[N(v)] has no edge. Let a be a vertex of the P2-component of G[N(v)]. We
may assume that Nv(a) = {u1}. So N(a) = {v, u1} ∪ C′ where C′ is the C4-component of G[N(v)]. So a(G) = 3,
so a is good, so N(a) induces P2 ∪ C4, so u1 is adjacent to no vertex of C′. But then d(u1) = 5 is impossible to
realize.
In case (d) let abcd be theP4 induced byN(v). Since dv(a)=dv(d)=4, at least three vertices ofN(v), say u2, u3, u4,
are adjacent to both a, d. Since dv(b) = dv(c) = 3, at least one vertex ui of N(v) is adjacent to both b, c; we have
i = 2, 3, 4, for otherwise Lemma 3.6 would be violated.Assume u1 is adjacent to both b, c. If u1 is adjacent to a, it is not
adjacent to d (by Lemma 3.6), but then d is illegal, a contradiction. So u1 is not adjacent to a and, similarly, to d. So a, d
are adjacent to u5, and u1 is the only vertex of N(v) that is adjacent to both b, c.Without loss of generality b is adjacent
to u2, u3 and c is adjacent to u4, u5. Looking at N(b)={v, u4, u5, d} we see that b is good, hence u4u5 /∈E. Likewise,
looking at N(c) = {v, u2, u3, a} we have u2u3 /∈E. Now, without loss of generality, the three edges of G[N(v)] are
u1u2, u1u4, u3u5. But then u1 is illegal, a contradiction.
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In case (e), since cases (a)–(d) are excluded, we may assume that the non-neighbours of every good vertex induce a
C4. Here we have n(G) = 10, ′ = 5 + 2 = 7, and so (G) = 3. Let a, b, c, d be the non-neighbours of v, with edges
ab, bc, cd, da. If Nv(a) = Nv(c) and Nv(b) = Nv(d) then, since these sets have size 3, some vertex of N(v) is in all
four of them, contradicting Lemma 3.6. So we may assume Nv(a) = Nv(c), say Nv(a)= {u1, u2, u3} with u1 /∈Nv(c)
and u5 ∈ Nv(c)\Nv(a), and u3 ∈ Nv(c). Here N(a) = {v, u4, u5, c}, so a is good, so N(a) induces a C4, so cu4 ∈ E
and u4u5 /∈E. Then N(c) = {v, u1, u2, a}, so c is good, so N(c) induces a C4, so u1u2 /∈E. By Lemma 3.6,u3 is not
adjacent to at least one of b, d, say b. Without loss of generality Nv(b) = {u1, u2, u4}.
If d is adjacent to u5, then N(b)= {v, u3, u5, d}, so b is good, so du3 ∈ E and u3u5 /∈E. Then, to realize d(u5)= 5
we must have u1u5, u2u5 ∈ E. Then N(u5)={a, b, u3, u4}, so u5 is good, so N(u5) induces a C4, so u3u4 ∈ E. Now,
to achieve degree 5 for d, u1, u2, u4, the only way up to symmetry is to have u1u4, du2 ∈ E. But then d is illegal.
If d is not adjacent to u5, then d is not adjacent to u3, for otherwise b is illegal. Then d is adjacent to u1, u2, u4.
In G[N(v)], vertices u1, . . . , u5 have degree 1, 1, 2, 1, 3, respectively, which implies u3u5 ∈ E and (by symmetry
of u1, u2) u1u5 ∈ E. Then N(u1) = {u2, u3, u4, c} and exactly one of u2u3, u3u4 is in E, so u3u4 ∈ E (else u1 is
illegal), and then u2u5 ∈ E. But now u3 is adjacent to all of N(a), so {a, u3} is a dominating set of size 2, contradicting
(G) = 3. Thus, we conclude that there is no extremal graph with = 5.
Case: = 4.
Let t, f, s, h be as at the beginning of Case =5. Here we have h=6t +10f +8s+4i where i=|I (v)|, and h12
since each ui has at most three edges to N(v). So 6t + 10f + 8s + 4i12, which implies that G[N(v)] is isomorphic
to either (a) P2, (b) P2 ∪ K1, (c) 2P2, (d) P4, or (e) C4 or C4 ∪ K1.
In case (a) we have n = 7 so = n − 3 as claimed in the Theorem.
In case (b) some vertex of N(v) is adjacent to all of N(v), which contradicts Lemma 3.6.
In case (c) write N(v) = {v1, v2, v3, v4} with v1v2, v3v4 ∈ E. We have h = 12 so G[N(v)] has no edge. Up to
isomorphism the only possibility is that the non-edges between N(v) and N(v) are the pairs ujvj , j = 1, . . . , 4. But
then v1 is illegal.
In case (d) let abcd be the P4 induced by N(v). Since dv(a) = dv(d) = 3, at least two vertices of N(v) are adjacent
to both a, d.
First suppose that actually three vertices of N(v), say u1, u2, u3, are adjacent to both a, d. So N(a) = {v, u4, c, d}
and a is good; since cases (a)–(c) are excluded and v is not adjacent to any of c, d, N(a) can only induce a P4, i.e.,
u4c ∈ E. Likewise, considering N(d), we have u4b ∈ E. Without loss of generality we have u1b ∈ E and u2c ∈ E.
Finally, u3u4 ∈ E, and we obtain a 4-regular graph which is the ﬁrst in Fig. 3.
Now suppose that exactly two vertices of N(v), say u2, u3, are adjacent to both a, d. Without loss of generality we
have au1 ∈ E and du4 ∈ E. So N(a) = {v, u4, c, d} and a is good; as above this means that N(a) induces a P4, i.e.,
cu4 /∈E. Likewise, considering N(d), we have bu1 /∈E. Now, since dv(b) = 2, we may assume bu2 ∈ E; considering
the degrees, this implies cu1, cu3 ∈ E, then bu4 ∈ E, and u1u4 ∈ E. This yields the second 4-regular graph in Fig. 3.
In case (e), if G[N(v)] has an isolated vertex then some vertex of N(v) is adjacent to that vertex and to the
C4-component of G[N(v)], which contradicts Lemma 3.6. So N(v) induces a C4, with vertices a, b, c, d and edges
ab, bc, cd, da; we may then assume that the non-neighbours of every good vertex induce a C4. Here we have n(G)=9,
′ = 4 + 2 = 6, and so (G) = 3.
First suppose Nv(a) = Nv(c). Without loss, Nv(a) = {u1, u2} and cu4 ∈ E. Then a is good so N(a) must induce a
C4, i.e., cu3 ∈ E and u3u4 /∈E. Similarly, N(c) induces a C4, and so u1u2 /∈E. Up to isomorphism there are two ways
to realize dv(b) = 2. The ﬁrst way is to have bu2, bu3 ∈ E. Here, if du1 /∈E, then, considering the degrees, we must
have u1u3, u1u4 ∈ E, then du2, du4 ∈ E, but then u4 is illegal; therefore du1 ∈ E, and similarly du4 ∈ E. So d is good,
so N(d) induces a C4, i.e., u2u3 /∈E. Considering the degrees, we must have u1u3, u2u4 ∈ E, and this yields the third
4-regular graph in Fig. 3. The second way to realize dv(b) = 2 is to have bu1, bu2 ∈ E.Here, if du3 ∈ E then we must
have du4 ∈ E, u3u4 /∈E (else b is illegal) and, up to isomorphism, u1u3, u2u4 ∈ E. But then u1 is illegal; therefore
we have du3 /∈E, and similarly du4 /∈E. Thus, du1, du2 ∈ E. But then all vertices have degree 4 except u3, u4 which
are not adjacent, a contradiction.
Now suppose that Nv(a) = Nv(c) and, similarly, Nv(b) = Nv(d). These two sets are disjoint (else some vertex
of N(v) is adjacent to all of N(v), contradicting Lemma 3.6), so we may assume Nv(a) = Nv(c) = {u1, u2} and
Nv(b) = Nv(d) = {u3, u4}. If u1u2 ∈ E then (because of the degrees) we have u3u4 ∈ E; but then u1 is illegal. So
u1u2 /∈E. Likewise u3u4 /∈E. Up to symmetry we have u1u3 ∈ E, u2u4 ∈ E. But then {u1, u4} is a dominating set of
size 2, a contradiction. This completes the proof. 
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