In these notes we study Lorentz transformations and focus on the group of proper, orthochronous Lorentz transformations, donated by L ↑ + . (These Lorentz transformations have determinant one and preserve the direction of time.) The 2 × 2 matrices with determinant one, denoted SL(2, C), play a key role, as there is a map from SL(2, C) onto L ↑ + , that is 2-to-1 and a homomorphism.
↑ + . (These Lorentz transformations have determinant one and preserve the direction of time.) The 2 × 2 matrices with determinant one, denoted SL(2, C), play a key role, as there is a map from SL(2, C) onto L ↑ + , that is 2-to-1 and a homomorphism.
In this correspondence, the subgroup SU (2) ⊂ SL(2, C) of unitary matrices with determinant one, maps to pure rotations (real, orthogonal Lorentz transformations). On the other hand hermitian matrices in SL(2, C) map to Lorentz transformations that are pure boosts (symmetric Lorentz transformation matrices). The unique polar decomposition of a matrix A ∈ SL(2, C) into a unitary matrix U followed by a hermitian matrix H, namely A = HU , yields the unique decomposition Λ = BR of an arbitrary Lorentz transformation Λ ∈ L ↑ + into a pure R rotation followed by a pure boost B. We give some explicit examples.
I Lorentz Transformations

I.1 Points in R 4 and Lorentz Transformations
Let us designate a point in R 4 by the 4-vector with real coordinates x = (x 0 , x 1 , x 2 , x 3 ) = (ct, x). In other words, we use units for which the four components of x all have dimension length, and we say that the four-vector x comprises a time component and a 3-vector spatial part. A homogeneous Lorentz transformation Λ is a 4 × 4 real matrix that preserves the Minkowski length x x µ y µ .
We take the Minkowski scalar product to equal
Thus the Lorentz transformation Λ satisfies the relation Λx, gΛx = x, gx , for all x , or the matrix relation
Here Λ tr is the transpose of the matrix Λ. It follows from the determinant of this relation that det Λ = ±1. Hence every Lorentz transformation is invertible. Furthermore the product of two Lorentz transformations is another Lorentz transformations, so the set of Lorentz transformations form a multiplicative group. Those Lorentz transformations for which det Λ = 1 are called proper, and the proper Lorentz transformations are a subgroup of all Lorentz transformations, sometimes called L + .
The relation (I.1) gives a restriction on Λ 00 . In fact the 00 matrix element of the identity (I.1) requires that
Those for which Λ 00 1 preserve the direction of time; they are called orthochronus, and any continuous family of Lorentz transformations that includes the identity must be orthochronus. The full set of orthochronus Lorentz transformations also form a group L ↑ , which includes Lorentz transformations with may invert an odd number of spatial coordinates, and hence may not be proper.
Another subgroup of Lorentz transformations is commonly denoted L 0 , consists of transformations for which Λ 00 det Λ 1.
The fundamental Lorentz transformations which we study most are the restricted Lorentz group. These are the Lorentz transformations that are both proper, det Λ = +1, and orthochronous, Λ 00 1. One denotes this group of transformation by L ↑ + . The other Lorentz transformations can be obtained from these proper, orthochronous transformations by the application of various reflections.
I.2 Pure Rotations and Boosts
Pure Rotation: A Lorentz transformation Λ in L ↑ + is said to be a pure rotation Λ = R, if it leaves the time unchanged, namely Λ 00 = 1. Note that the restriction (I.2) means that a pure rotation has the form
We use the letter R to denote the 3 × 3 orthogonal matrix with determinant 1 that implements the rotation three-vectors x. Technically, R ∈ SO(3, R), the group of real, orthogonal, 3 × 3 matrices with determinant one, which we also write as SO(3) for short. Each such rotation matrix is specified by an axis, a unit vector n in 3-space, and an angle θ of rotation about this axis. So one can write R = R( n, θ). The rotation leaves n unchanged, and acts in the plane orthogonal to n. For example, a rotation by angle θ about the third axis n = e 3 is given by the matrix
Here the sign of the angle θ is a convention: one can interpret the rotation as rotating the coordinate system (one sign) or rotating the space in a fixed coordinate system (the other sign). The former is called a passive transformation, while the latter is called an active transformation.
+ is a pure boost in the direction n (here n is a unit vector in 3-space), if it leaves unchanged any vectors in 3-space in the plane orthogonal to n. Such a pure boost in the direction n depends on one more real parameter χ ∈ R that determines the magnitude of the boost. By choosing the direction of the boost to be ± n, we can restrict the parameter χ to be non-negative, 0 χ.
For example, consider the pure boost Λ = B( e 1 , χ) along the first axis e 1 with parameter χ. This Lorentz transformation is given by the symmetric matrix that we write in two different parameterizations, namely
The first parameterization shows that Λ = B( e 1 , χ) satisfies the defining relation Λ tr gΛ = g of a Lorentz transformation. By inspection B( e 1 , χ) has determinant +1; also B( e 1 , χ) 00
1. Thus B( e 1 , χ) ∈ L ↑ + . One has the transformed point x 0 = x 0 cosh χ + x 1 sinh χ , and x 1 = x 0 sinh χ + x 1 cosh χ , x 2 = x 2 , and x 3 = x 3 .
(I.6)
The second parameterization involves redefining the parameter as β = tanh χ ∈ [0, 1), and it gives additional insights. In terms of β, use the relation cosh 2 χ − sinh 2 χ = 1 to write
So in the example,
Then x = B( e 1 , χ)x has the components
, and
This is a standard form of the pure Lorentz boost along the first axis, where β = v/c is the dimensionless velocity of the boost, and the velocity is characterized by 0 v < c. (Of course one could also consider negative v or β if one wished.) Note that
I.3 General Lorentz Transformations
The following describes the structure of a general Lorentz transformation in L ↑ + . We state these properties now in a proposition and return at the end of these notes to prove it. Meanwhile we develop some properties relating points on R 4 to hermitian matrices, which we need to analyze Lorentz transformations in a simple way.
Proposition I.1 (Structure of a Proper, Orthochronous Lorentz Transformation). Every Lorentz transformation Λ ∈ L ↑ + has a unique decomposition as a product of a pure rotation R followed by a pure boost B, Λ = BR . (I.10)
One could write this decomposition in the reverse order Λ = R B, with a pure boost B along a different direction. Alternatively there is a pair of pure rotations R 1 , R 2 , and a pure boost B( e 1 , χ) of the form (I.5), such that
This decomposition is also unique, unless the Lorentz transformation Λ is a pure rotation.
II Points in R 4 and Hermitian Matrices
There is a 1-1 transformation between points in R 4 and 2 × 2 hermitian matrices
We use this correspondence in order to analyze the structure of a general Lorentz transformation.
It is convenient to introduce four hermitian matrices τ µ for µ = 0, 1, 2, 3, as a basis for the space of hermitian matrices. Let
Note that one can write the 4-vector τ = (I, τ ) as the identity matrix and a three-vector with components τ i = σ i for i = 1, 2, 3 equal to the 2 × 2 Pauli matrices. Then τ 1 τ 2 = iτ 3 = −τ 2 τ 1 , and similarly for cyclic permutation of 1, 2, 3. It is natural to define a scalar product on 2 × 2 matrices as
The trace of a matrix, denoted Tr, is the sum of the diagonal entries. The matrices τ µ are orthonormal in this scalar product, τ µ , τ ν = δ µν , for µ, ν = 0, 1, 2, 3 .
In other words, the τ µ are an orthonormal basis for the space of 2 × 2 hermitian matrices. We summarize the properties of x that follow immediately from this observation:
Proposition II.1. The transformation x → x given by
agrees with (II.1). The corresponding inverse transformation x → x is
Both transformations are linear.
Proof. The fact that (II.3) and (II.1) agree follows from our choice of τ µ . The inverse transformation is a consequence of the orthonormal property of the τ µ 's in the scalar product , . Finally linearity follows from (x + λy) = x + λ y and x µ + λy µ = τ µ , x + λ y = τ µ , x + λy .
II.1 Determinants and Minkowski Geometry
The link between the mappings of (II.3)-(II.4) and Minkowski geometry comes from observing that the determinant of the hermitian matrix x is the Minkowski length squared of the four-vector x = (x 0 , x). In particular defining
In this section we study transformations x → x that are linear and that preserve the determinant of x.
II.2 Action of The Group SL(2, C)
Let A denote an element of the two-dimensional special linear group, namely the set of 2×2 matrices with complex entries and with determinant 1. The property of being a "group" means that the product of two matrices in the group is another element of the group, and that each such matrix in the group has an inverse matrix in the group. Each matrix A defines a linear transformation of hermitian matrices,
Linearity follows from
Denote this map A → Λ(A). While Λ(A) = Λ(−A), this is the only non-uniqueness of the map
given by (II.6), which is 2-to-1. The matrices Λ(A) that arise in this way are a representation of SL(2, C) in the sense that if A, B ∈ SL(2, C), then Λ(AB) = Λ(A) Λ(B).
The matrix elements of Λ(A) are real. They are given by the relation
First we show that if A ∈ SL(2, C), then (II.6) defines a representation with values in L ↑ + . Since det A = 1, the relation (II.5) leads to det x = 1. We saw in Proposition II.1 that the correspondence x ↔ x is linear and 1-to-1. Thus there must be a Lorentz transformation x → x = Λ(A)x defined by x → x . Furthermore this function is a representation since for every x,
Therefore Λ(AB) = Λ(A)Λ(B).
In order to see that the Lorentz transformation Λ(A) is an element of L ↑ + , we argue that both det Λ(A) and Λ(A) 00 are continuous functions of the matrix A. For every A ∈ SL(2, C) we can find a continuous path A(α) from A(0) = I to A(1) = A, which we construct as follows. The matrix A has a unique polar decomposition A = HU , where 0 < H is a positive hermitian matrix, and U is a unitary matrix. Every hermitian H and unitary U has an orthonormal basis of eigenvectors, so we can raise H and U to an arbitrary fractional power α ∈ [0, 1]. Define A(α) = H α U α , for which A(0) = I , and A(1) = A .
As Λ tr gΛ = g, we infer that det Λ 2 = 1, so det Λ = ±1. Also Λ(A(0)) = I, and det Λ(A(α)) is a continuous function of α; so det Λ(A) = det Λ(A(1)) = 1. Likewise Λ(A(α)) 2 00 α, and Λ(A(α)) 00 = 1 for α = 0. Hence Λ(A) 00
1. Taken together, these two facts show that Λ(A) ∈ L ↑ + . Every Lorentz Transformation Comes from SL(2, C). Every linear transformation x → x from 2 × 2 hermitian matrices to 2 × 2 hermitian matrices must be of the form (II.5) for some matrix A. But the matrix A may not be in SL(2, C). However if det x = det x, then |det A| 2 = 1. Suppose A and B define the same Lorentz transformation. Then C = B −1 A defines the identity transformation, namely
This relation for µ = 0 shows that C is unitary, namely CC * = C * C = I. Then the cases µ = 1, 2, 3 ensure that C commutes with each of the Pauli matrices τ i = σ i for i = 1, 2, 3,
Any 2×2 matrix that commutes with the τ i for i = 1, 2, 3 must be a multiple of the identity matrix. Likewise if C commutes with τ 2 ,
And finally if C commutes with τ 3 ,
Inspecting the consequences of any two of these three conditions, we infer b = c = 0 and a = d, and
Thus any two of the Pauli matrices form an irreducible set of 2 × 2 matrices. ambiguity in the choice of A for a given Lorentz transformation Λ(A) is an overall phase e iθ , and this phase does not affect Λ(A). If we restrict the matrix A to have determinant 1, then only the matrices ±A give rise to the same Λ(A).
Finally we compute Λ(A) from
The values of the matrix elements Λ(A) µν are the coefficients of x ν in the relation (II.10). Thus
so the matrix elements of Λ(A) are real.
is a pure rotation; it is a real, orthogonal matrix. In particular Λ(e −i θ 2 n· τ ) = R( n, θ) is the rotation by angle θ about the axis n. The rotation Λ(e −i θ 2 τ 3 ) = R( e 3 , θ) equals the example of a pure rotation given in (I.4). Also if A = H ∈ SL(2, C) is hermitian, then Λ(H) is a pure Lorentz boost. Such a matrix is real and symmetric. In particular Λ(e χ 2 n· τ ) = B( n, χ) is the boost along the direction n by hyperbolic angle χ, and Λ(e χ 2 σ 1 ) = B( e 1 , χ) equals the example of a pure Lorentz boost given in (I.5) and (I.8).
Proof. If U is unitary, then cyclicity of the trace, Tr(XY ) = Tr(Y X), ensures that
Thus the Lorentz transformation Λ(U ) does not change the time component of x and Λ(U ) 00 = 1. In other words, Λ(U ) is a pure rotation. Also if A = U unitary, it follows that Λ(U ) is a real, orthogonal matrix. We have already seen in Proposition II.2 that Λ(U ) is real. Orthogonality follows from
In other words Λ(U ) tr = Λ(U ) −1 . In order to identify the rotation arising from U = e −i θ 2 n· τ , note that U commutes with the matrix n = 3 j=1 n j τ j . Thus U n U * = n, so n = n, and consequently Λ(U ) leaves n unchanged; in other words it is a rotation about the axis n. In order to analyze the angle, let us choose n = e 3 . So we take
and we compute the matrix elements of Λ(U ). We have already argued that This is identical to the matrix R( n, θ), namely rotation by angle θ about e 3 , given in (I.4), as claimed.
Similarly we work out the Lorentz transformation that arises from hermitian A = H = H * . A general 2 × 2 hermitian matrix with determinant 1 is the exponential of a traceless hermitian matrix, namely H = e 1 2 n· τ χ , (II.14)
where n is a unit vector and χ is a real parameter. As in the case of the rotation, we include the factor 1 2 in the exponent, so that everything works out nicely. We claim that the resulting Λ(H) is a boost along n with the hyperbolic angle χ. In fact, let y be any three-vector perpendicular to n. We claim that n · τ anti-commutes with y · τ , and consequently H y · τ = y · τ H −1 . In fact for i, j = 1, 2, 3, we have τ i τ j = −τ j τ i + 2δ ij τ 0 , for i, j = 1, 2, 3 .
Thus it follows from y · n = 0 that ( y · τ ) ( n · τ ) = ( n · τ ) ( y · τ ) .
Thus
H y · τ H = y · τ .
We infer that Λ(H) leaves every such y ⊥ n unchanged, so that Λ(H) is a pure Lorentz boost, which we can also denote as B(H). Let us compute the components of B(H) for H or the form (II.14). We claim that in this case, In other words, B(H) is exactly the boost B( e 1 , χ) given in the example (I.5) and (I.8).
In the case that A = H is hermitian, the corresponding Lorentz boost B(H) is always a real, symmetric matrix. Reality has already been shown, and symmetry follows from B(H) µν = 1 2 Tr(τ µ H τ ν H) = 1 2 Tr(H τ ν H τ µ ) = 1 2 Tr(τ ν H τ µ H) = B(H) νµ .
