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Introdução
Vários problemas físios são modelados matematiamente sob forma de equações
difereniais ordinárias lineares de ordem n om oeientes onstantes. Essas equações
são usadas para onstruir modelos na dinâmia de uidos e em meânia eleste, por
exemplo. Deste modo, o estudo de equações difereniais é um ampo extenso tanto na
matemátia pura quanto na matemátia apliada.
As equações difereniais têm inúmeras apliações, omo na mediina e na engenha-
ria, e suas soluções são usadas para desenhar pontes, automóveis, aviões, esgotos, dentre
outros. Resolver equações desse tipo resume-se a enontrar raízes da equação algébria de
grau n assoiada à equação diferenial, hamada equação araterístia. A solução geral
da equação diferenial depende das raízes da equação araterístia, podendo ser reais ou
não.
Equações difereniais são extremamente importantes para as iênias, pois infor-
mam omo a variação de uma grandeza afeta outras grandezas relaionadas. A lei mais
importante da Físia Clássia, a segunda lei de Newton
~F = m~a, é na verdade uma
equação diferenial de segunda ordem
~F (~r, t) = m
d2~r
dt2
Neste trabalho os objetivos são estudar equações difereniais ordinárias lineares de
ordem n om oeientes onstantes e a estabilidade de suas soluções, segundo os ritérios
de Routh-Hurwitz.
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Capítulo 1
Equações Difereniais Ordinárias
Lineares
Uma equação diferenial é aquela que ontém um função desonheida e uma ou
mais de suas derivadas. Diferentemente das inógnitas das equações algébrias, que são
números, as inógnitas das equações difereniais são funções. O termo equações diferen-
iais (aequatio dierentialis) foi utilizado pela primeira vez por G. W. Leibniz em 1676.
Dizemos que uma equação diferenial é de n-ésima ordem, se a mais alta derivada
envolvida na equação é de ordem n.
As equações difereniais lassiam-se em equações difereniais ordinárias (EDO),
que envolvem função de uma variável e suas derivadas, e equações difereniais pariais
(EDP), que envolvem funções de mais de uma variável e suas derivadas pariais.
As EDO's podem ser divididas em duas lasses: a das equações lineares e a das
equações não-lineares.
Neste trabalho estaremos interessados nas equações difereniais ordinárias lineares.
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61.1 Coneitos Fundamentais
Uma equação diferenial ordinária linear de ordem n, em um intervalo [a, b], é uma
equação da forma:
y(n) + fn−1(t)y
(n−1) + · · ·+ f1(t)y′ + f0(t)y = r(t) (1.1)
em que r, f0, f1, . . . , fn−1 são funções quaisquer de t, y é a variável dependente, t é a
variável independente e o símbolo y(n) denota a derivada de ordem n da função y = y(t).
Uma equação que não tenha a forma da equação (1.1) será uma EDO não linear.
Exemplos:
1. y′′′ + (cos t)y′′ +By = sen t é uma EDO linear de ordem 3, em que B é onstante;
2. y′′ + y2 = 3t é uma EDO não linear.
Se na equação (1.1) a função r(t) = 0, ∀t ∈ [a, b], a EDO linear torna-se
y(n) + fn−1(t)y
(n−1) + · · ·+ f1(t)y′ + f0(t)y = 0 (1.2)
e é hamada equação linear homogênea. Se r(t) é não nula então a equação é dita
não-homogênea.
Ao longo desta seção serão enuniados teoremas para equações difereniais de or-
dem n e, por simpliidade de apresentação, as provas serão feitas para equações de ordem
2.
Teorema 1 Se y1, y2, y3, . . . , yn são soluções da equação (1.2) e c1, c2, c3, . . . , cn são ons-
tantes quaisquer, então
y = c1y1 + c2y2 + c3y3 + · · ·+ cnyn
é também solução da equação (1.2).
7Prova: Para n = 2 a EDO homogênea assume a forma
y′′ + f1(t)y
′ + f0(t)y = 0
Se y1 e y2 são soluções da equação aima observe que
y′′1 + f1(t)y
′
1 + f0(t)y1 = 0,
y′′2 + f1(t)y
′
2 + f0(t)y2 = 0
Apliando as regras de difereniação temos
(c1y1 + c2y2)
′′ + f1(t)(c1y1 + c2y2)
′ + f0(t)(c1y1 + c2y2) =
= (c1y
′′
1 + c2y
′′
2) + f1(t)(c1y
′
1 + c2y
′
2) + f0(t)(c1y1 + c2y2) =
= c1[y
′′
1 + f1(t)y
′
1 + f0(t)y1] + c2[y
′′
2f1(t)y
′
2 + f0(t)y2] =
= c1 · 0 + c2 · 0 = 0
Logo c1y1 + c2y2 é solução da EDO homogênea de ordem 2.
Solução Geral e Solução Partiular
Uma solução de uma equação diferenial ordinária de ordem n onstitui uma so-
lução geral se ontém n onstantes independentes arbitrárias. O termo independente
signia que a solução não pode ser reduzida a uma função ontendo menos de n ons-
tantes arbitrárias.
Quando são atribuídos valores espeíos às n onstantes na solução geral, então
a solução obtida é hamada solução partiular.
Por exemplo:
y(t) = 2et é uma solução partiular de y′ − y = 0, ∀t ∈ R;
y(t) = cet om c ∈ R é solução geral de y′ − y = 0, ∀t ∈ R.
8Em muitos problemas estamos interessados não em uma solução geral da EDO,
mas em uma solução que satisfaça ondições iniiais da forma:
y(t0) = y0, y
′(t0) = y1, y
′′(t0) = y2, . . . , y
(n−1)(t0) = yn−1.
Esse tipo de problema é hamado Problema de Valor Iniial (PVI).
Exemplo 1 Resolver o problema de valor iniial
y′′ + y′ − 6y = 0, y(0) = 1, y′(0) = 0
Sabendo-se que a solução geral da equação diferenial é
y(t) = c1e
2t + c2e
−3t (1.1.1)
Solução: Difereniando (1.1.1), obtemos
y′(t) = 2c1e
2t − 3c2e−3t
Para satisfazer as ondições iniiais temos:
y(0) = c1 + c2 = 1 (1.1.2)
y′(0) = 2c1 − 3c2 = 0 (1.1.3)
De (1.1.3) temos c2 =
2
3
c1, e assim, (1.1.2) resulta em:
c1 +
2
3
c1 = 1 ⇒ c1 = 3
5
; c2 =
2
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Logo, a solução do problema de valor iniial é
y =
3
5
e2t +
2
5
e−3t
Teorema 2 Seja a equação (1.2), y(n) + fn−1(t)y
(n−1) + · · ·+ f1(t)y0 + f0(t)y = 0.
Se f0, f1, . . . , fn−1 são funções ontínuas em um intervalo fehado [a, b], se t0 é
algum ponto pertenente a esse intervalo, e mais ainda, se y0, y1, y2, . . . , yn são números
quaisquer, então, (1.2) tem uma únia solução y(t) em [a, b], tal que y(t0) = y0, y
′(t0) = y1,
y′′(t0) = y2, . . ., y
(n)(t0) = yn.
9O Teorema 2 garante a existênia e uniidade de solução para o PVI.
Se y1, y2, . . . , yn são soluções de (1.2), então pelo Teorema 1
y = c1y1 + c2y2 + c3y3 + · · ·+ cnyn
é também solução, om c1, c2, . . . , cn onstantes arbitrárias.
A seguir serão apresentadas ondições que garantirão que y é solução geral da
equação homogênea. Para isso preisamos dos oneitos de dependênia e independênia
linear de funções.
Denição 1 Dizemos que n funções y1, y2, y3, . . . , yn denidas no intervalo [a, b] são line-
armente dependentes (LD) se a equação
c1y1(t) + c2y2(t) + c3y3(t) + · · ·+ cnyn(t) = 0
tem uma solução não nula, ou seja, se c1y1(t) + c2y2(t) + c3y3(t) + · · · + cnyn(t) = 0,
∀t ∈ [a, b], e pelo menos um dos oeientes c1, c2, c3, . . . , cn é diferente de zero.
Quando um onjunto de funções não é LD, ele é dito linearmente independente
(LI).
Uma outra maneira de analisar a dependênia ou independênia linear de funções
é através do Wronskiano que será denido abaixo.
Denição 2 Sejam n funções y1, y2, y3, . . . , yn, (n − 1) vezes deriváveis. O Wronskiano
dessas funções é o determinante denido por
W(y1, y2, y3, . . . , yn) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
y1 y2 . . . yn
y′1 y
′
2 . . . y
′
n
.
.
.
.
.
.
.
.
.
y
(n−1)
1 y
(n−1)
2 . . . y
(n−1)
n
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Lema 1 Se y1, y2, y3, . . . , yn são soluções da equação (1.2) em [a, b], e
W(y1, y2, . . . , yn) 6= 0 para algum t0 ∈ [a, b], então o Wronskiano nuna é zero
para todo t ∈ [a, b].
Prova: Para n = 2, a EDO homogênea assume a forma
y′′ + f1(t)y
′ + f0(t)y = 0
e o Wronskiano é dado por W(y1, y2) = y1y′2 − y2y′1.
Note que W ′ = y1y′′2 + y′1y′2 − y2y′′1 − y′2y′1 = y1y′′2 − y2y′′1
Já que y1 e y2 são soluções da EDO segue que
y′′1 + f1(t)y
′
1 + f0(t)y1 = 0
e
y′′2 + f1(t)y
′
2 + f0(t)y2 = 0
Multipliando-se a primeira dessas equações por y2 e a segunda por y1, e subtraindo
a primeira da segunda, ganhamos
(y1y
′′
2 − y2y′′1) + f1(t)(y1y′2 − y2y′1) = 0,
que pode ser esrito omo
W ′ + f1(t)W = 0.
Esta equação é uma equação diferenial de primeira ordem. Reesrevendo-a omo:
dW
dt
=
−f1(t)dt e, apliando o método de separações de variáveis, temos:
dW
W = −f1(t)dt
lnW =
∫
−f1(t)dt
W = ce−
∫
f(t)dt
em que c é onstante arbitrária.
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Como o fator exponenial nuna se anula para todo t ∈ [a, b], então o wronskiano
será nulo se c = 0. Mas por hipótese existe um ponto t0 ∈ [a, b] onde W(y1, y2) 6= 0, logo
c não pode ser zero.
Portanto W(y1, y2) 6= 0 para todo t ∈ [a, b].
Do Lema 1 temos que, se y1, y2, y3, . . . , yn são soluções da equação (1.2) e se o
Wronskiano é zero para algum t = t0, então ele também será zero para qualquer valor
t ∈ [a, b].
Lema 2 Se y1, y2, y3, . . . , yn são soluções da equação (1.2) em [a, b], então elas são LD
nesse intervalo se e somente se o Wronskiano for nulo.
Prova: (⇒) Para n = 2, sejam y1 e y2 linearmente dependentes. Se qualquer uma
delas for zero em [a, b] então W(y1, y2) = y1y′2 − y2y′1 = 0.
Mas onsidere que nenhuma delas é nula. Por sua dependênia linear uma das
soluções é uma onstante vezes a outra. Assim y1 = cy2 para alguma onstante c e então
y′1 = cy
′
2.
Note que
W(y1, y2) = y1y′2 − y2y′1
= cy2y
′
2 − y2cy′2
= c(y2y
′
2 − y2y′2)
= c · 0 = 0,
o que prova meia proposição.
(⇐) Consideremos agora que o Wronskiano é nulo e vamos provar a dependênia
linear. Se y1 for nulo em [a, b] as funções são LD. Mas se a função não se anula no intervalo,
pela ontinuidade, ela também não se anula em algum sub-intervalo [c, d] de [a, b]. Como
W(y1, y2) = 0 em [a, b] podemos dividi-lo por y21 e obtemos:
y1y
′
2 − y2y′1
y21
= 0 em [c, d].
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Esta expressão pode ser esrita omo
(
y2
y1
)
′
= 0 e integrando temos
y2
y1
= k ou
y2(t) = ky1(t) para alguma onstante k e para todo t em [c, d]. Uma vez que y2(t) e ky1(t)
têm valores iguais em [c, d], eles têm também derivadas iguais. Assim, pelo Teorema 2,
y2(t) = ky1(t) para todo t em [a, b], o que naliza a argumentação.
Lema 3 Se y1, y2, y3, . . . , yn são soluções LI da equação (1.2) no intervalo [a, b] e
fn−1, fn−2, . . . , f1, f0 são funções ontínuas em [a, b], então W(y1, y2, . . . , yn) 6= 0 para
todo t ∈ [a, b].
Prova: Vamos mostrar por absurdo para n = 2.
Suponha que W(y1, y2) = 0 para algum t0 ∈ [a, b].
Considere o sistema 

c1y1(t0) + c2y2(t0) = 0
c1y
′
1(t0) + c2y
′
2(t0) = 0
em que c1 e c2 são onstantes.
Resolvendo o sistema e observando que W(y1, y2) = 0, temos que o sistema homo-
gêneo possui innitas soluções. Assim, existe uma solução não trivial, digamos c1 = k1 e
c2 = k2 tal que k1 · k2 6= 0.
Como y1 e y2 são soluções da EDO homogênea de ordem 2, o Teorema 1 garante
que
y = k1y1(t) + k2y2(t)
é também solução.
Do sistema aima, temos que: y(t0) = 0 e y
′(t0) = 0. Assim, y é solução do PVI
y′′ + f1(t)y
′ + f0(t)y = 0
y(t0) = 0 e y
′(t0) = 0
Mas a função nula y∗ = 0 também é solução do PVI aima.
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Como f1 e f0 são funções ontínuas em [a, b], pelo Teorema 2, temos y = y
∗
, isto
é,
k1y1(t) + k2y2(t) = 0 para todo t ∈ [a, b]
Como k1 · k2 6= 0 temos que y1 e y2 são LD, absurdo!
Logo, se y1 e y2 são LI então W(y1, y2) 6= 0 para todo t ∈ [a, b].
Teorema 3 Se y1, y2, y3, . . . , yn são soluções LI da equação (1.2) em [a, b] então
y = c1y1 + c2y2 + · · ·+ cnyn
é uma solução geral da equação (1.2) em [a, b], para c1, c2, . . . , cn arbitrários.
Prova: Para n = 2, sejam y1 e y2 soluções da equação homogênea
y′′ + f1(t)y
′ + f0(t)y = 0
Pelo Teorema 1 y = c1y1 + c2y2 é solução para quaisquer valores de c1 e c2.
A função y é a solução geral da equação homogênea aima. De fato, omo y1 e y2
são LI, nenhuma delas é múltipla da outra, ou seja, y = c1y1 + c2y2 não pode ser reduzida
a uma forma ontendo menos que duas onstantes arbitrárias.
O Teorema 3 diz que, se onheemos n soluções partiulares LI para (1.2) então
temos uma solução geral.
Exemplo 2 Dada a equação diferenial
y′′′ + 4y′ = 0
y(t) = c1 · 1 + c2 · cos(2t) + c3 · sen2 t
é a solução geral para quaisquer ondições iniiais y(t0) = b0, y
′(t0) = b1 e y
′′(t0) = b2?
Solução: Vamos analisar o Wronskiano W(y1, y2, y3).
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De y(t) temos y1 = 1, y2 = cos(2t) e y3 = sen
2 t.
W(y1, y2, y3) =
∣∣∣∣∣∣∣∣∣
y1 y2 y3
y′1 y
′
2 y
′
3
y′′1 y
′′
2 y
′′
3
∣∣∣∣∣∣∣∣∣
W(y1, y2, y3) =
∣∣∣∣∣∣∣∣∣
1 cos 2t sen2 t
0 −2 sen 2t 2 sen t cos t
0 −4 cos 2t 2(cos2 t− sen2 t)
∣∣∣∣∣∣∣∣∣
W(y1, y2, y3) = −4 sen 2t(cos2 t− sen2 t) + 8 cos 2t sen t cos t
Pelas identidades trigonométrias, temos
sen 2t = 2 sen t cos t
e
(cos2 t− sen2 t) = cos 2t.
Assim W(y1, y2, y3) = −8 sen t cos t cos 2t+ 8 sen t cos t cos 2t = 0.
Como W(y1, y2, y3) é nulo, pelo Lema 2, y1, y2 e y3 são LD, e portanto, pelo
Teorema 3,
y(t) = c1 · 1 + c2 · cos 2t+ c2 · sen2 t
não é solução geral da equação diferenial.
Teorema 4 Seja y = c1y1 + c2y2 + · · · + cnyn a solução geral da equação (1.2) em um
intervalo [a, b], onde fn−1, fn−2, . . . , f1, f0 são ontínuas. Além disso, seja φ(t) uma solução
qualquer da equação (1.2) em [a, b], desprovida de onstantes arbitrárias. Então φ(t) é
obtida da solução
y = c1y1 + c2y2 + · · ·+ cnyn
atribuindo valores às onstantes c1, c2, . . . , cn.
Prova: Para n = 2, seja φ(t) uma solução qualquer da equação
y′′ + f1(t)y
′ + f0(t)y = 0
15
que não ontém onstantes arbitrárias. Vamos mostrar que existem onstantes c∗1 e c
∗
2 tais
que
φ(t) = c∗1y1 + c
∗
2y2
Seja t0 ∈ [a, b]. Vamos alular φ e φ′ em t0, e vamos mostrar que existem ons-
tantes c1 e c2 que satisfazem
y(t0) = φ(t0) e y
′(t0) = φ
′(t0)
isto é, 

c1y1(t0) + c2y2(t0) = φ(t0)
c1y
′
1(t0) + c2y
′
2(t0) = φ
′(t0)
Por hipótese a função y = c1y1+c2y2 é a solução geral da equação homogênea de ordem 2,
entãoW(y1, y2) 6= 0. Logo, o sistema aima tem solução únia, digamos c1 = c∗1 e c2 = c∗2.
Para estas onstantes obtemos a solução partiular
y∗ = c∗1y1 + c
∗
2y2.
Temos que y∗ satisfaz
y∗(t0) = φ(t0) e y
′∗(t0) = φ
′(t0)
Logo, y∗ é solução do PVI
y′′ + f1(t)y
′ + f0(t)y = 0
y(t0) = φ(t0) e y
′(t0) = φ
′(t0)
mas, φ é também solução do PVI aima. Logo, pelo Teorema 2, temos φ = y∗, ou seja,
φ(t) = c∗1y1 + c
∗
2y2.
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O Teorema 4 mostra que uma solução geral da equação diferenial homogênea om
oeientes ontínuos inlui toda solução da equação diferenial linear.
Não existe um método geral para resolver equações lineares om oeientes va-
riáveis, no entanto, se os oeientes são onstantes temos um método para determinar n
soluções partiulares LI. A próxima seção trata da apresentação desse método.
1.2 Equações Lineares Homogêneas de Ordem n om
Coeientes Constantes
Considere a equação linear homogênea de ordem n
y(n) + an−1y
(n−1) + an−2y
(n−2) + · · ·+ a1y′ + a0y = 0 (1.3)
onde a0, a1, . . . , an−1 são onstantes reais.
Para enontrar uma solução geral para a equação (1.3), basta enontrar n soluções
LI.
Sabemos que a função exponenial y = ert tem a propriedade de que suas derivadas
são todas onstantes multipliadas por si própria. Isto aponta y = ert omo possível
solução de (1.3) desde que r seja onvenientemente esolhido.
Uma vez que
y′ = rert, y′′ = r2ert, . . . , y(n) = rnert
podemos substituir as expressões aima na equação (1.3) e obtemos:
ert · (rn + an−1rn−1 + · · ·+ a1r + a0) = 0
Como ert nuna se anula, a equação aima tem solução se e somente se
rn + an−1r
n−1 + · · ·+ a1r + a0 = 0
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Esta equação é hamada de equação araterístia.
Se r satisfaz a equação araterístia, então ert será uma solução para a equação
(1.3).
A equação araterístia possui n raízes r1, r2, . . . , rn que podem ser reais e distin-
tas, reais e repetidas, ou omplexas.
Raízes Reais e Distintas
Se a equação araterístia possuir n raízes reais e distintas, então teremos n
soluções distintas y1 = e
r1t
, y2 = e
r2t
, . . . , yn = e
rnt
. Através do wronskiano mostra-
se que estas funções são LI. Por exemplo, para n = 2,
W =
∣∣∣∣∣∣
er1t er2t
r1e
r1t r2e
r2t
∣∣∣∣∣∣ = (r2 − r1)e(r1+r2)t.
W é diferente de zero pois r1 6= r2.
Assim, uma solução geral da equação (1.3) será
y = c1e
r1t + c2e
r2t + · · ·+ cnernt,
em que c1, c2, . . . , cn são onstantes arbitrárias.
Exemplo 3 Um ientista oloou duas linhagens de batérias, X e Y , em um ambiente
de ultura. Iniialmente, havia 400 de X e 500 de Y . As duas batérias ompetem
por alimento e espaço, mas uma linhagem não ome a outra. Se x = x(t) e y = y(t)
representam os números de ada linhagem no instante t, e as taxas de resimento das
duas populações são dadas pelo sistema
x′ = 1, 2x− 0, 2y (1.1.4)
y′ = −0, 2x+ 1, 5y (1.1.5)
Determine o que aontee om essas duas populações, resolvendo o sistema de
equações difereniais.
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Solução: Temos x(0) = 400 e y(0) = 500.
Da primeira equação do sistema temos y =
−x′ + 1, 2x
0, 2
Derivando a equação (1.1.4) obtemos
x′′ = 1, 2x′ − 0, 2y′
e então
y′ =
−x′′ + 1, 2x′
0, 2
Substituindo as expressões obtidas para y e y′ na equação (1.1.5) ganhamos
−x′′ + 1, 2x′
0, 2
= −0, 2x+ 1, 5
(−x+ 1, 2x
0, 2
)
−x′′ + 1, 2x′ = −0, 04x− 1, 5x′ + 1, 8x
x′′ − 2, 7x′ + 1, 76x = 0
A equação aima é uma EDO homogênea de 2
a
ordem, e a equação araterístia
orrespondente é
r2 − 2, 7r + 1, 76 = 0
ujas raízes são r1 = 1, 6 e r2 = 1, 1.
Então temos que uma solução geral da EDO homogênea é
x(t) = c1e
1,6t + c2e
1,1t
Derivando x(t), obtemos
x′(t) = 1, 6c1e
1,6t + 1, 1c2e
1,1t
Apliando as ondições iniiais temos
400 = c1 + c2
x′(0) = 1, 6c1 + 1, 1c2
e ainda, de (1.1.4)
x′(0) = 1, 2 · 400− 0, 2 · 500
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x′(0) = 380
que nos dá o sistema 

400 = c1 + c2
380 = 1, 6c1 + 1, 1c2
Resolvendo, enontramos c1 = −120 e c2 = 520.
Logo,
x(t) = −120e1,6t + 520e1,1t
Analogamente para y, temos da 2a equação do sistema iniial, que
x =
−y′ + 1, 5y
0, 2
Derivando a segunda equação obtemos
y′′ = 0, 2x′ + 1, 5y′
que nos dá
x′ =
−y′′ + 1, 5y′
0, 2
Substituindo as expressões obtidas para x e x′ na equação (1.1.4) ganhamos
−y′′ + 1, 5y′
0, 2
= 1, 2
(−y′ + 1, 5y
0, 2
)
− 0, 2y
y′′ − 2, 7y′ + 1, 76y = 0
que é uma EDO homogênea de 2
a
ordem uja equação araterístia é
r2 − 2, 7r + 1, 76 = 0
E as raízes são r1 = 1, 6 e r2 = 1, 1.
Logo, uma solução geral da EDO homogênea é:
y(t) = c1e
1,6t + c2e
1,1t
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Apliando as ondições iniiais, da mesma forma omo proedemos para x(t), en-
ontramos o sistema 

500 = c1 + c2
670 = 1, 6c1 + 1, 1c2
Resolvendo temos c1 = 240 e c2 = 260.
Logo
y(t) = 240e1,6t + 260e1,1t.
Assim,
x(t) = −120e1,6t + 520e1,1t
y(t) = 240e1,6t + 260e1,1t.
y(t) é sempre resente, portanto a população y ontinua a reser.
No entanto x(t) se anula quando
120e1,6t = 520e1,1t
3e0,5t = 13
e0,5t =
13
3
ln e0,5t = ln
(
13
3
)
0, 5t = ln
(
13
3
)
t ≈ 2, 93
Logo X morre após ≈ 2, 93 unidades de tempo.
Exemplo 4 Seja a equação diferenial de tereira ordem
y′′′ − y′′ − 4y′ + 4y = 0
sujeita às ondições iniiais
y(0) = 2, y′(0) = −1, y′′(0) = 5.
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A equação araterístia da equação diferenial é
r3 − r2 − 4r + 4 = 0
ujas raízes são r1 = 2, r2 = −2, r3 = 1.
Tomando a solução
y = c1e
2t + c2e
−2t + c3e
t
e usando as ondições iniiais, obtemos o sistema linear

2 = c1 + c2 + c3
−1 = 2c1 − 2c2 + c3
5 = 4c1 + 4c2 + c3
Resolvendo o sistema aima temos c1 = 0, c2 = 1 e c3 = 1, e portanto obtemos a
solução y = e−2t + et do PVI.
Raízes Reais e Repetidas
Vamos onsiderar a equação linear homogênea om oeientes onstantes de or-
dem 2.
Neste aso a EDO assume a forma
y′′ + a1y
′ + a0y = 0
om a0 e a1 onstantes reais.
A equação araterístia assoiada é
r2 + a1r + a0 = 0
Se a equação aima tiver uma raiz repetida então
r = r1 = r2 =
−a1
2
⇒ 2r + a1 = 0 (1.4)
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Assim, obtemos uma únia solução partiular dada por
y1 = e
rt
Preisamos enontrar uma segunda solução partiular, y2, para a EDO, tal que
y1 e y2 sejam linearmente independentes. Vamos veriar que y2 = ty1 é também uma
solução.
Temos que
y′2 = e
rt + trert
y′′2 = 2re
rt + tr2ert
Substituindo na equação diferenial temos
2rert + r2tert + a1(e
rt + rtert) + a0te
rt = 0
que é equivalente a
ert(2r + a1) + te
rt(r2 + a1r + a0) = 0
O termo (2r + a1) é nulo pela equação (1.4), e o termo (r
2 + a1r + a0) também é
nulo pois r é uma raiz da equação araterístia.
Note que y1 e y2 são linearmente independentes, pois
W(y1, y2) =
∣∣∣∣∣∣
y1 y2
y′1 y
′
2
∣∣∣∣∣∣ =
∣∣∣∣∣∣
ert tert
rert trert + ert
∣∣∣∣∣∣ = rte2rt + e2rt − rte2rt = e2rt 6= 0.
Logo, uma solução geral da EDO de ordem 2 terá a forma:
y = c1y1 + c2ty1,
isto é,
y = c1e
rt + c2te
rt.
Considerando agora a equação diferenial de ordem n, a equação araterístia
é
rn + an−1r
n−1 + · · ·+ a1r + a0 = 0
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Suponha que a equação araterístia tenha uma raiz dupla, digamos r = r1 = r2,
e as demais raízes sejam distintas.
Então y1 é uma solução e uma segunda solução linearmente independente relaio-
nada a y1 é da forma y2 = ty1. Assim sendo, uma solução geral para a equação diferenial
é
y = c1e
rt + c2te
rt + c3e
r3t + c4e
r4t + · · ·+ cnernt.
Se a equação araterístia tem uma raiz tripla, digamos r = r1 = r2 = r3, tomamos
omo soluções linearmente independentes orrespondentes à raiz tripla as soluções:
y1, ty1, t
2y1,
obtidas de forma semelhante à desenvolvida para a equação de segunda ordem.
Dessa forma, uma solução geral é
y = c1e
rt + c2te
rt + c3t
2ert + c4e
r4t + · · ·+ cnernt
De maneira geral, se r é uma raiz de multipliidade (s 6 r), então as soluções
y1, ty1, t
2y1, . . . , t
s−1y1
são funções linearmente independentes assoiadas à raiz r.
Exemplo 5 Resolva a equação diferenial y(4) − 4y′′′ + 4y′′ = 0.
Solução: A equação araterístia orrespondente é
r4 − 4r3 + 4r2 = 0
As raízes são:
r1 = r2 = 0 e r3 = r4 = 2
Logo a solução geral é
y = c1 + c2 + c3e
2t + c4te
2t
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Raízes Complexas
Se a equação araterístia rn + an−1r
n−1 + · · · + a1r + a0 = 0 possuir raízes
omplexas, digamos r1 e r2, então elas apareem em pares onjugados, r1 = a + bi e
r2 = a− bi. Se não houver repetição de raiz, uma solução geral da equação (1.3) ontinua
sendo
y = c1e
r1t + c2e
r2t + · · ·+ cnernt,
isto é,
y = c1e
(a+bi)t + c2e
(a−bi)t + c3e
r3t + · · ·+ cnernt.
Usando a fórmula de Euler, podemos reesrever y1 e y2 omo
y1 = e
(a+bi)t = eat(cos(bt) + i sen(bt))
y2 = e
(a−bi)t = eat(cos(bt)− i sen(bt))
E assim uma solução geral assume a forma:
y = c1e
at(cos bt+ i sen bt) + c2e
at(cos bt− i sen bt) + c3er3t + · · ·+ cnernt
Esta é uma solução omplexa. Porém, em apliações prátias estamos interes-
sados em soluções reais. Assim sendo, temos, pelo Teorema 1, que as funções reais
y˜1 =
1
2
(y1 + y2) = e
at cos bt
e
y˜2 =
1
2i
(y1 − y2) = eat sen bt
são soluções da equação (1.3).
Através do Wronskiano, mostra-se que as funções
eat cos bt, eat sen bt, er3t, . . . , ernt
são linearmente independentes.
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Portanto, uma solução geral real da equação diferenial é:
y = c1e
at cos bt+ c2e
at sen bt+ c3e
r3t + · · ·+ cnernt.
Exemplo 6 Resolva a equação diferenial
y(4) + y = 0
Solução: A equação araterístia é:
r4 + 1 = 0, ou seja, r = 4
√−1
Vamos alular então as raízes quartas de -1.
O número omplexo -1 pode ser esrito na forma polar:
z = −1 = 1(cosπ + i sen π)
Utilizando a segunda fórmula de Moivre temos:
r = 4
√−1 = 4
√
1
[
cos
(
π + 2kπ
n
)
+ i sen
(
π + 2kπ
n
)]
, k = 0, 1, 2, 3.
Logo, as raízes são:
Para k = 0
r1 = 1
[
cos
π
4
+ i sen
π
4
]
=
√
2
2
+
√
2
2
i
Para k = 1
r2 = 1
[
cos
(
π + 2π
4
)
+ i sen
(
π + 2π
4
)]
= cos
3π
4
+ i sen
3π
4
=
−√2
2
+
√
2
2
i
Para k = 2
r3 = 1
[
cos
(
π + 4π
4
)
+ i sen
(
π + 4π
4
)]
= cos
5π
4
+ i sen
5π
4
=
−√2
2
−
√
2
2
i
Para k = 3
r4 = 1
[
cos
(
π + 6π
4
)
+ i sen
(
π + 6π
4
)]
= cos
7π
4
+ i sen
7π
4
=
√
2
2
−
√
2
2
i
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Portanto, a solução geral omplexa é:
y = c1e
(√
2
2
)
t
[
cos
(√
2
2
t
)
+ i sen
(√
2
2
t
)]
+
+c2e
(√
2
2
)
t
[
cos
(√
2
2
t
)
− i sen
(√
2
2
t
)]
+
+c3e
(
−
√
2
2
)
t
[
cos
(√
2
2
t
)
+ i sen
(√
2
2
t
)]
+
+c4e
(
−
√
2
2
)
t
[
cos
(√
2
2
t
)
− i sen
(√
2
2
t
)]
.
e a solução geral real tem a forma:
y = c1e
(√
2
2
)
t
cos
(√
2
2
t
)
+c2e
(√
2
2
)
t
sen
(√
2
2
t
)
+c3e
(
−
√
2
2
)
t
cos
(√
2
2
t
)
+c4e
(
−
√
2
2
)
t
sen
(√
2
2
t
)
.
1.3 Problema de Valor Iniial e o Determinante de
Vandermonde
Seja a equação diferenial linear homogênea de ordem n
y(n) + a1y
(n−1) + · · ·+ any = 0
om todos os oeientes onstantes.
Suponha que queremos obter a solução partiular para as ondições iniiais
y(t0) = b1, y
′(t0) = b2, . . . , y
(n−1)(t0) = bn.
A equação araterístia da equação diferenial tem a forma
rn + a1r
n−1 + · · ·+ an = 0
Suponha que a equação araterístia tenha n raízes reais e distintas. Então uma
solução geral da equação diferenial é
y = c1e
r1t + c2e
r2t + · · ·+ cnernt,
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para c1, c2, . . . , cn arbitrários.
Conluindo as difereniações e tomando t0 = 0, obtemos o sistema linear om n
equações e n inógnitas

y(0) = b1 = c1 + c2 + · · ·+ cn
y′(0) = b2 = r1c1 + r2c2 + · · ·+ rnbn
.
.
.
y(n−1)(0) = bn = r
(n−1)
1 c1 + r
(n−1)
2 c2 + · · ·+ r(n−1)n cn
que possui uma únia solução, pois o determinante
V(r1, r2, . . . , rn) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
r1 r2 · · · rn
r21 r
2
2 · · · r2n
.
.
.
.
.
.
.
.
.
r
(n−1)
1 r
(n−1)
2 · · · r(n−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
nuna é zero, uma vez que r1 6= rj para i 6= j. Tal determinante é hamado Determinante
de Vandermonde.
O Determinante de Vandermonde
Vamos mostrar que o determinante de Vandermonde nuna é nulo quando
r1, r2, . . . , rn são distintos.
Considere o aso n = 2. Então temos
V(r1, r2) =
∣∣∣∣∣∣
1 1
r1 r2
∣∣∣∣∣∣ = r2 − r1
Como r1 e r2 são distintos, o determinante V(r1, r2) é diferente de zero.
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Para n = 3, temos
V(r1, r2, r3) =
∣∣∣∣∣∣∣∣∣
1 1 1
r1 r2 r3
r21 r
2
2 r
2
3
∣∣∣∣∣∣∣∣∣
Subtraindo-se a primeira oluna da segunda e tereira olunas (estas operações não alte-
ram o valor do determinante) temos
V(r1, r2, r3) =
∣∣∣∣∣∣∣∣∣
1 0 0
r1 r2 − r1 r3 − r1
r21 r
2
2 − r21 r23 − r21
∣∣∣∣∣∣∣∣∣
Efetuando algumas operações entre as linhas do determinante aima obtemos
V(r1, r2, r3) = (r2 − r1)(r3 − r1)
∣∣∣∣∣∣∣∣∣
1 0 0
r1 1 1
r21 r2 + r1 r3 + r1
∣∣∣∣∣∣∣∣∣
= (r2 − r1)(r3 − r1)
∣∣∣∣∣∣∣∣∣
1 0 0
r1 1 1
0 r2 r3
∣∣∣∣∣∣∣∣∣
O determinante da matriz de ordem 3 é então
V(r1, r2, r3) = (r2 − r1)(r3 − r1)(r3 − r2),
que é sempre diferente de zero, já que r1, r2 e r3 são distintos.
Continuando este proesso indutivamente é possível mostrar que o determinante
de Vandermonde de ordem n nuna é zero se r1, r2, . . . , rn são distintos.
O exposto aima é uma outra maneira de mostrar a existênia e uniidade do PVI,
para um sistema linear om n equações e n inógnitas, om oeientes onstantes.
1.4 Equações Lineares Não-Homogêneas
Seja a equação diferenial linear não-homogênea de ordem n
y(n) + fn−1(t)y
(n−1) + · · ·+ f1(t)y′ + f0(t)y = r(t) (1.5)
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A solução geral da equação aima depende da solução da equação homogênea
assoiada, e é determinada pelo teorema seguinte:
Teorema 5 Uma solução geral de uma equação não-homogênea (1.5) é representada omo
a soma de uma solução partiular yp da equação (1.5) e uma solução geral yh, da equação
homogênea orrespondente.
Prova: Vamos mostrar que y = yp + yh é solução da equação (1.5).
Temos que
(yp + yh)
(n) + fn−1(t)(yp + yh)
(n−1) + · · ·+ f1(t)(yp + yh)′ + f0(t)(yp + yh) =
= (y(n)p + fn−1(t)y
(n−1)
p + · · ·+ f1(t)y′p + f0(t)yp)+
+(y
(n)
h + fn−1(t)y
(n−1)
h + · · ·+ f1(t)y′h + f0(t)yh) =
= r(t) + 0 = r(t)
pois yp é solução de (1.5) e yh é solução da equação homogênea orrespondente.
Portanto, y = yp + yh é uma solução da equação (1.5).
Vamos veriar que y é uma solução geral. Temos que yh é uma solução geral da
equação homogênea, logo yh envolve n onstantes arbitrárias. O mesmo oorre om y.
Assim, y é uma solução geral da equação (1.5).
Do teorema aima, se onheemos uma solução partiular yp da solução (1.5) e
uma solução geral da equação homogênea assoiada, onheeremos uma solução geral da
equação (1.5).
Preisamos, portanto, de algum método para enontrar uma solução partiular
para (1.5). Na seqüênia mostraremos dois métodos que forneem uma ténia para
enontrar tal solução.
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1.4.1 Método dos Coeientes Indeterminados
Este método (MCI) é um proedimento utilizado para enontrar yp quando a equa-
ção (1.5) tem oeientes onstantes e r(t) é uma exponenial, um seno ou osseno, um
polinmio ou alguma ombinação dessas funções.
Vamos apresentar o método para n = 2.
A solução partiular da EDO linear não-homogênea de ordem 2
y′′ + a1y
′ + a0y = r(t)
será dada onforme a tabela abaixo:
r(t) yp(t)
Pn(t) = cnt
n + · · ·+ c1t+ c0 ts(Cntn + · · ·+ C1t+ C0)
Pn(t) · ert ts(Cntn + · · ·+ C1t+ C0)ert
Pn(t) · ert


sen βt
ou
cos(βt)
ts[(Cnt
n+ · · ·+C1t+C0)ert · cosβt+
+(Bnt
n+ · · ·+B1t+B0)ert · sen(βt)]
O expoente s é o menor inteiro não negativo (s = 0, 1, ou 2) que fará om que
yp(t) não seja solução da equação homogênea orrespondente.
Exemplo 7 Enontrar a solução partiular de
y′′ − 3y′ − 4y = e−t
através do MCI.
Solução: A equação araterístia da equação homogênea assoiada tem a forma:
r2 − 3r − 4 = 0
ujas raízes são r1 = −1 e r2 = 4.
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Assim, temos y1 = e
−t
e y2 = e
4t
soluções da EDO homogênea.
A solução partiular da EDO não-homogênea é dada, onforme a tabela, por:
yp(t) = t
s · A · e−t, s = (0, 1, ou 2).
Se s = 0 → yp(t) = Ae−t que satisfaz a equação homogênea, o que não pode
oorrer.
Se s = 1→ yp(t) = tAe−t. Neste aso, yp(t) não é solução da equação homogênea
e portanto é a solução partiular que prouramos.
Vamos desobrir o valor de A:
Temos:
yp(t) = tAe
−t
y′p(t) = Ae
−t(1− t)
y′′p(t) = Ae
−t(−2 + t)
Substituindo estas expressões na EDO não-homogênea obtemos A =
−1
5
.
Logo, yp(t) =
−1
5
te−t.
Exemplo 8 Enontrar a solução partiular de
y′′ − 3y′ − 4y = 2 sen t
através do MCI.
Solução: A equação homogênea assoiada é a mesma do exemplo anterior.
Assim, y1 = e
−t
e y2 = e
4t
são soluções da EDO homogênea.
Conforme a tabela, a solução partiular da EDO não-homogênea é dada por:
yp(t) = t
s[A cos t+B sen t], s = (0, 1, ou 2).
Se s = 0→ yp(t) = A cos t+B sen t, que não satisfaz a equação homogênea.
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Logo esta é a solução partiular que prouramos.
Vamos desobrir os valores de A e B.
Temos:
yp(t) = A cos t+B sen t
y′p(t) = −A sen t+B cos t
y′′p(t) = −A cos t− B sen t
Substituindo estas expressões na EDO não-homogênea obtemos o sistema:

3A− 5B = 2
−5A− 3B = 0
,
de onde enontramos A =
9
51
e B =
−5
17
.
Dessa forma,
yp(t) =
9
51
cos t− 5
17
sen t.
Exemplo 9 Enontrar a solução do sistema

x′ = 2x+ y + et (1.1.6)
y′ = x+ y + 2et (1.1.7)
através do método dos oeientes indeterminados.
Solução: Da equação (1.1.6), temos
y = x′ − 2x− et
Derivando a equação aima obtemos
y′ = x′′ − 2x′ − et (1.1.8)
substituindo (1.1.8) em (1.1.7) ganhamos
x′′ − 2x′ − et = x+ y + 2et
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x′′ − 2x′ − et = x+ (x′ − 2x− et) + 2et
x′′ − 3x′ + x = 2et (1.1.9)
que é uma EDO linear não-homogênea de segunda ordem. A equação homogênea assoi-
ada é
x′′ − 3x′ + x = 0
E a equação araterístia orrespondente é
r2 − 3r + 1 = 0,
ujas raízes são: r1 =
3 +
√
5
2
e r2 =
3−√5
2
.
Então,
y1 = e
(
3+
√
5
2
t
)
e y2 = e
(
3−
√
5
2
t
)
são soluções da EDO homogênea.
Vamos enontrar uma solução partiular da EDO não-homogênea. Esta solução é
dada por:
yp(t) = t
sAet, s = (0, 1, ou 2).
Se s = 0→ yp(t) = Aet, que é a solução partiular prourada, já que não satisfaz
a equação homogênea.
Então temos:
yp(t) = Ae
t
y′p(t) = Ae
t
y′′p(t) = Ae
t
Substituindo estas expressões em (1.1.9) obtemos
(Aet − 3Aet + Aet) = 2et
que nos dá A = −2. Portanto xp = −2et.
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Temos que, uma solução geral da equação homogênea é dada por:
xh(t) = c1e
(
3+
√
5
2
t
)
+ c2e
(
3−
√
5
2
t
)
.
E portanto, a solução geral da EDO não-homogênea é
x(t) = −2et + c1e 3+
√
5
2
t + c2e
3−
√
5
2
t
Falta enontrar y. Temos de (1.1.6) que:
y(t) = x′(t)− 2x(t)− et
Então y(t) = −2et + c1r1er1t + c2r2er2t − 2[−2et + c1er1t + c2er2t]− et.
Logo,
y(t) = et + c1(r1 − 2)er1t + c2(r2 − 2)er2t
y(t) = et +
(
−1 +√5
2
)
c1e
(
3+
√
5
2
t
)
+
(
−1−√5
2
)
c2e
(
3−
√
5
2
t
)
.
1.4.2 Método da Variação dos Parâmetros
O Método da Variação dos Parâmetros (MVP) é utilizado para enontrar uma
solução partiular para a equação não-homogênea
y(n) + fn−1(t)y
(n−1) + · · ·+ f1(t)y′ + f0(t)y = r(t).
Para apliá-lo, preisamos onheer uma solução geral da equação homogênea or-
respondente, digamos
y = c1y1 + c2y2 + · · ·+ cnyn.
O objetivo é substituir as onstantes c1, c2, . . . , cn por funções desonheidas
v1(t), v2(t), . . . , vn(t) a serem determinadas de modo que a função resultante
yp = v1y1 + v2y2 + · · ·+ vnyn
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seja uma solução partiular da equação não-homogênea.
Preisamos enontrar n funções, e para isso vamos espeiar n ondições. A
primeira ondição é que yp seja uma solução da equação não-homogênea e as outras
(n− 1) ondições serão esolhidas de modo a failitar os álulos.
O MVP impõe que
v′1y1 + v
′
2y2 + · · ·+ v′nyn = 0
Isto reduz y′p a
y′p = v1y
′
1 + v2y
′
2 + · · ·+ vny′n
Calulando a derivada de y′p obtemos
y′′p = v1y
′′
1 + v
′
1y
′
1 + v2y
′′
2 + v
′
2y
′
2 + · · ·+ vny′′n + v′ny′n =
= (v1y
′′
1 + v2y
′′
2 + · · ·+ vny′′n) + (v′1y′1 + v′2y′2 + · · ·+ v′ny′n).
Vamos impor que
v′1y
′
1 + v
′
2y
′
2 + · · ·+ v′ny′n = 0
Continuando este proesso de maneira semelhante até a derivada de ordem (n−1)
obtemos
y(n−1)p = (v1y
(n−1)
1 + v2y
(n−1)
2 + · · ·+ vny(n−1)n ) + (v′1y(n−2)1 + v′2y(n−2)2 + · · ·+ v′ny(n−2)n ).
Vamos pedir que
v′1y
(n−2)
1 + v
′
2y
(n−2)
2 + · · ·+ v′ny(n−2)n = 0
Calulando a derivada de yp de ordem n, obtemos
y(n)p = (v1y
(n)
1 + v2y
(n)
2 + · · ·+ vny(n)n ) + (v′1y(n−1)1 + v′2y(n−1)2 + · · ·+ v′ny(n−1)n )
Agora, substituindo as derivadas de yp na EDO não-homogênea temos
(v1y
(n)
1 + v2y
(n)
2 + · · ·+ vny(n)n ) + (v′1y(n−1)1 + v′2y(n−1)2 + · · ·+ v′ny(n−1)n )+
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fn−1(t)(v1y
(n−1)
1 + v2y
(n−1)
2 + · · ·+ vny(n−1)n ) + · · ·
· · ·+ f1(t)(v1y′1 + v2y′2 + · · ·+ vny′n)+
+f0(t)(v1y1 + v2y2 + · · ·+ vnyn) = r(t).
ou seja,
v1[y
(n)
1 + fn−1(t)y
(n−1)
1 + · · ·+ f0(t)y1] + v2[y(n)2 + fn−1(t)y(n−1)2 + · · ·+ f0(t)y2] + · · ·
· · ·+ vn[y(n)n + fn−1(t)y(n−1)n + · · ·+ f0(t)yn] + v′1y(n−1)1 + v′2y(n−1)2 + · · ·+ v′ny(n−1)n = r(t).
Note que
[y
(n)
i + fn−1(t)y
(n−1)
i + · · ·+ f0(t)yi] = 0
para todo i = 1, 2, . . . , n, pois y1, y2, . . . , yn são soluções da equação homogênea.
Logo, temos n equações lineares om as inógnitas v′1, v
′
2, . . . , v
′
n.

y1v
′
1 + y2v
′
2 + · · ·+ ynv′n = 0
y′1v
′
1 + y
′
2v
′
2 + · · ·+ y′nv′n = 0
y′′1v
′
1 + y
′′
2v
′
2 + · · ·+ y′′nv′n = 0
.
.
.
y
(n−1)
1 v
′
1 + y
(n−1)
2 v
′
2 + · · ·+ y(n−1)n v′n = r(t)
Resolvendo esse sistema e integrando as expressões resultantes obtém-se os o-
eientes v1, v2, . . . , vn. O determinante dos oeientes é W(y1, y2, . . . , yn) 6= 0, pois
y1, y2, . . . , yn são soluções linearmente independentes da equação homogênea, o que é on-
dição suiente para existir uma solução do sistema de equações aima. Assim é possível
determinar v′1, v
′
2 . . . , v
′
n.
Assim sendo, utilizando a regra de Cramer hegamos na seguinte solução do sistema
de equações:
v′n(t) =
Wm(t)r(t)
W(t) , m = 1, 2, . . . , n.
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em que W(t) = W (y1, y2, . . . , yn) e Wm(t) é o determinante obtido de W substituindo-
se a m-ésima oluna pela oluna (0, 0, 0, . . . , 0, 1). A partir dessa notação uma solução
partiular da equação não-homogênea é dada por
yp(t) =
n∑
m=1
ym(t)
t∫
t0
r(t)Wm(t)
W(t) dt
om t0 arbitrário.
Exemplo 10 Calule a solução do sistema apresentando no exemplo 9, página 22, seção
1.4.1. 

x′ = 2x+ y + et
y′ = x+ y + 2et
através do Método da Variação dos Parâmetros.
Solução: Da seção 1.4.1 sabemos que, por meio de alguns álulos, enontramos
a EDO não-homogênea
x′′ − 3x′ + x = 2et
uja equação homogênea orrespondente tem uma solução geral da forma:
xh = c1e
(
3+
√
5
2
t
)
+ c2e
(
3−
√
5
2
t
)
Vamos enontrar então a solução partiular da equação não-homogênea através do
Método da Variação dos Parâmetros.
Temos 

v′1(t)x1 + v
′
2(t)x2 = 0
v′1(t)x
′
1 + v
′
2(t)x
′
2 = r(t)

v′1(t)e
(
3+
√
5
2
t
)
+ v′2e
(
3−
√
5
2
t
)
= 0
v′1(t)
(
3 +
√
5
2
t
)
e
(
3+
√
5
2
t
)
+ v′2(t)
(
3−√5
2
t
)
e
(
3−
√
5
2
t
)
= 2et
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W = (y1, y2) =
∣∣∣∣∣∣∣∣
e
(
3+
√
5
2
t
)
e
(
3−
√
5
2
t
)
(
3 +
√
5
2
t
)
e
(
3+
√
5
2
t
) (
3−√5
2
t
)
e
(
3−
√
5
2
t
)
∣∣∣∣∣∣∣∣
Resolvendo o determinante temos W(y1, y2) = −
√
5e3t.
Por Cramer enontramos
v′1(t) =
2
√
5
2
e
(
−1−
√
5
2
t
)
v′2(t) =
−2√5
2
e
(
−1+
√
5
2
t
)
Integrando obtemos
v1(t) =
−5 + 4√5
5
e
(
−1−
√
5
2
t
)
v2(t) =
−5− 4√5
5
e
(
−1+
√
5
2
t
)
Então a solução partiular da EDO não-homogênea é:
xp = e
(
3+
√
5
2
t
)
(−5 + 4√5)
5
e
(
−1−
√
5
2
t
)
+ e
(
3−
√
5
2
t
)
(−5− 4√5)
5
e
(
−1+
√
5
2
t
)
xp = e
t
(
−5 + 4√5
5
+
(−5− 4√5)
5
)
xp = −2et.
Logo, a solução geral prourada x(t) = xh + xp é
x(t) = c1e
(
3+
√
5
2
t
)
+ c2e
(
3−
√
5
2
t
)
− 2et.
Vamos enontrar y(t).
Temos
y = x′ − 2x− et
Substituindo x(t) e sua primeira derivada na equação aima obtemos
y(t) = et +
(
−1 +√5
2
)
c1e
(
3+
√
5
2
t
)
+
(
−1−√5
2
)
c2e
(
3−
√
5
2
t
)
.
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1.5 Sistemas Lineares e Autovalores
Em Álgebra Linear, por denição, um autovetor de uma matriz A, n × n, é um
vetor não nulo
~Z tal que A~Z = λ~Z para algum esalar λ, hamado autovalor de A.
Assim sendo, λ é um autovalor para A se e somente se a equação araterístia
(A− λI)~Z = 0 tem solução não trivial.
O próximo exemplo ilustra o papel dos autovalores na resolução de sistemas lineares
de EDO's.
Exemplo 11 Resolver o problema 3, página 17, apresentado na seção 1.2, através de
autovetores e autovalores.
Um ientista oloou duas linhagens de batérias, X e Y , em um ambiente de ul-
tura. Iniialmente, havia 400 de X e 500 de Y . As duas batérias ompetem por alimento
e espaço, mas uma linhagem não ome a outra. Se x = x(t) e y = y(t) representam os
números de ada linhagem no instante t, e as taxas de resimento das duas populações
são dadas pelo sistema
x′ = 1, 2x− 0, 2y
y′ = −0, 2x+ 1, 5y
Determine o que aontee om essas duas populações, resolvendo o sistema de equações
difereniais.
Solução: Vamos denir
~Z =

x
y

 ~Z ′ =

x′
y′

 A =

 1, 2 −0, 2
−0, 2 1, 5


Esrevendo o sistema na forma vetorial temos:
~Z ′ = A~Z (1.2.1)
Prouramos soluções x(t) e y(t) da forma:
x(t) = x0e
λt
e y(t) = y0e
λt,
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om x0 e y0 onstantes não-nulas.
Denindo
~Z0 =
∣∣∣∣∣∣
x0
y0
∣∣∣∣∣∣ temos que:
~Z =

x0eλt
y0e
λt

 =⇒ ~Z ′ =

λx0eλt
λy0e
λt

 (1.2.2)
Igualando (1.2.2) e (1.2.1) temos

λx0eλt
λy0e
λt

 =

 1, 2 −0, 2
−0, 2 1, 5

 ·

x0eλt
y0e
λt


eλt ·

λx0
λy0

 = Aeλt

x0
y0

⇒ λ

x0
y0

 = A

x0
y0


ou seja, A~Z0 = λ~Z0. Logo λ é autovalor de A e, ~Z é autovetor de A.
O polinmio araterístio para λ é:
p(λ) = |A− λI| = 0⇒
∣∣∣∣∣∣
1, 2− λ −0, 2
−0, 2 1, 5− λ
∣∣∣∣∣∣ = 0
Calulando o determinante enontramos λ = 1, 1 e λ′ = 1, 6.
Falta enontrar
~Z0:
Temos que A~Z0 = λ~Z0, ou seja,
 1, 2 −0, 2
−0, 2 1, 5



x0
y0

 = 1, 1

x0
y0


Assim,
1, 2x0 − 0, 2y0 = 1, 1x0 ⇒ x0 = 2y0
Então
~Z0 =

2y0
y0

 .
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Temos ainda que A~Z0 = λ
′ ~Z0, ou seja,
 1, 2 −0, 2
−0, 2 1, 5



x0
y0

 = 1, 6

x0
y0


1, 2x0 − 0, 2y0 = 1, 6x0 ⇒ y0 = −2x0
Então
~Z0 =

 x0
−2x0

 .
Como
~Z = ~Z0e
λt
temos
Z =

2y0
y0

 e1,1t e Z =

 x0
−2x0

 e1,6t,
que são duas soluções de
~Z ′ = A~Z.
A ombinação linear:
~Z = k1

2
1

 e1,1t + k2

 1
−2

 e1,6t,
em que k1 = c1y0 e k2 = c2x0 também é solução de ~Z ′ = A~Z .
De fato,
~Z ′ =
∣∣∣∣∣∣
x′
y′
∣∣∣∣∣∣ = 1, 1k1
∣∣∣∣∣∣
2
1
∣∣∣∣∣∣ e1,1t + 1, 6k2
∣∣∣∣∣∣
1
−2
∣∣∣∣∣∣ e1,6t.
e
A~Z =
∣∣∣∣∣∣
1, 2 −0, 2
−0, 2 1, 5
∣∣∣∣∣∣
∣∣∣∣∣∣
2k1e
1,1t k2e
1,6t
k1e
1,1t −2k2e 1, 6t
∣∣∣∣∣∣
=
∣∣∣∣∣∣
2, 4k1e
1,1t − 0, 2k1e1,1t 1, 2k2e1,6t + 0, 4k2e1,6t
−0, 4k1e1,1t + 1, 5k1e1,1t −0, 2k2e1,6t − 3k2e1,6t
∣∣∣∣∣∣
=
∣∣∣∣∣∣
2, 2k1e
1,1t 1, 6k2e
1,6t
1, 1k1e 1, 1t −3, 2k2e1,6t
∣∣∣∣∣∣
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Assim,
A~Z = 1, 1k1
∣∣∣∣∣∣
2
1
∣∣∣∣∣∣ e1,1t + 1, 6k2
∣∣∣∣∣∣
1
−2
∣∣∣∣∣∣ e1,6t.
Das ondições iniiais, para t = 0
x(0) = 400 e y(0) = 500
Logo, 
400
500

 = k1

2
1

 e1,1t − k2

 1
−2

 e1,6t
que nos fornee o sistema 

2k1 + k2 = 400
k1 − 2k2 = 500
Resolvendo, obtemos k1 = 260 e k2 = −120.
Portanto 
x
y

 = 260

2
1

 e1,1t − 120

 1
−2

 e1,6t
e então
x(t) = 520e1,1t − 120e1,6t
y(t) = 260e1,1t + 240e1,6t.
Capítulo 2
O Critério de Estabilidade de Routh
Hurwitz
Vários problemas da engenharia e da físia, omo a análise de sistemas meânios
e iruitos elétrios, são desritos por sistemas de equações difereniais om oeientes
onstantes e, em diversos asos, é muito importante saber quando todas as suas soluções
tendem a zero. No entanto, pode ser muito difíil resolver as equações difereniais, e
então torna-se útil onheer maneiras de ganharmos alguma informação sem enontrar a
solução do sistema.
Vamos analisar neste apítulo ondições que garantem o omportamento das solu-
ções de equações difereniais sem preisar resolvê-las.
Seja o sistema linear
~y′ = A~y + ~R(t), (2.1)
em que A é uma matriz onstante n× n, om elementos reais, sujeito à ondição iniial
~y(t0) = ~y0.
~y = (y1, y2, . . . , yn)
t
e
~R(t) é uma função vetorial n× 1.
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O sistema homogêneo assoiado é
~y′ = A~y. (2.2)
Várias informações sobre as soluções de (2.2) podem ser obtidas examinando-se os
autovalores de A.
O próximo teorema será enuniado sem demonstração. A prova pode ser enon-
trada no item [4℄ das referênias bibliográas.
Teorema 6 Seja ρ algum número e Re(λ) a parte real de λ.
Se Re(λ) < ρ para todo autovalor λ de A, então para ada solução de (2.2) existe
alguma onstante H > 0 tal que
|y(t)| 6 Heρt
para t > 0.
Corolário 1 Toda solução de (2.2) tende a zero om t 7→ ∞ se e somente se todo auto-
valor de A tem parte real negativa, ou seja,
Re(λ) < 0
Prova: Vamos provar para n = 2, para o aso em que os autovalores de A são
reais e distintos.
(⇒) Seja y(t) solução de (2.2):
y(t) = ~η1e
λ1t + ~η2e
λ2t,
om y(t) 6= 0 e λ1 6= λ2, ambos reais.
Se y(t) 6= 0, então ~η1 6= 0 ou ~η2 6= 0.
Como, por hipótese y(t) 7→ 0, om t 7→ ∞, temos λ1 6= 0 ou λ2 6= 0.
Suponha que λ1 > 0 ou λ2 > 0. Por exemplo, se λ1 > 0. Então
~η1e
λ1t 7→ +∞, quando t 7→ ∞.
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Mas nesse aso, y(t) 7→ ∞. Contradição!
Logo λ1 deve ser negativo.
(⇐) Temos, por hipótese, Re(λ) < 0, para todo λ. Existem no máximo n autova-
lores λ (reais ou omplexos).
Seja Re(λ∗) = max{Re(λ1), . . . ,Re(λn)} < 0.
Seja ρ um número real tal que
Re(λ∗) < ρ < 0.
Então Re(λ) < ρ < 0, para todo autovalor λ de A.
Pelo Teorema 6,
|y(t)| 6 Heρt, ∀t > 0.
Como ρ < 0, Heρt 7→ 0, om t 7→ ∞ e assim
y(t) 7→ 0, om t 7→ ∞.
Se as ondições do Corolário 1 forem satisfeitas, a matriz A é hamada matriz
estável. Se toda solução de (2.2) om oeientes onstantes tende a zero om t 7→ ∞, a
solução trivial (y = 0) de (2.2) é dita assintótiamente estável .
Agora, faz-se neessário onheer alguma maneira de determinação do sinal al-
gébrio das partes reais dos autovalores. Uma vez que os autovalores da matriz A são
soluções da equação araterístia det(A − λI) = 0, nosso problema é então estudar as
raízes da equação araterístia.
Denição 3 Seja o polinmio
rn + an−1r
n−1 + · · ·+ a1r + a0
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A matriz de Hurwitz é denida por
H =


an−1 an−3 an−5 · · · 0
1 an−2 an−4 · · · 0
0 an−1 an−3 · · · 0
0 1 an−2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · a0


Por exemplo:
Para n = 2, temos r2 + a1r + a0. Então
H =

a1 0
1 a0


Para n = 3, temos r3 + a2r
2 + a1r + a0, e
H =


a2 a0 0
1 a1 0
0 a2 a0


Para n = 4, temos r4 + a3r
3 + a2r
2 + a1r + a0. Assim,
H =


a3 a1 0 0
1 a2 a0 0
0 a3 a1 0
0 1 a2 a0


Na diagonal prinipal da matriz de Hurwitz estão os oeientes do polinmio
tomados em sua ordem de numeração de an−1 a a0. As linhas são formadas suessivamente
por oeientes só om índies pares ou só ímpares, inluindo também o oeiente an = 1.
Todos os outros oeientes, ou seja, os oeientes om índies maiores que n ou
menores que zero são substituídos por zeros.
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Os menores prinipais da matriz de Hurwitz são denidos da seguinte maneira:
∆1 = |an−1|,
∆2 =
∣∣∣∣∣∣
an−1 an−3
1 an−2
∣∣∣∣∣∣ ,
∆3 =
∣∣∣∣∣∣∣∣∣
an−1 an−3 an−5
1 an−2 an−4
0 an−1 an−3
∣∣∣∣∣∣∣∣∣
. . .
∆n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an−1 an−3 an−5 an−7 · · · 0
1 an−2 an−4 an−6 · · · 0
0 an−1 an−3 an−5 · · · 0
0 1 an−2 an−4 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 · · · a0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Teorema 7 (Teorema de Routh Hurwitz) A ondição neessária e suiente para
que as partes reais de todas as raízes do polinmio
rn + an−1r
n−1 + · · ·+ a1r + a0
om oeientes reais sejam negativas, é que todos os menores prinipais da matriz de
Hurwitz sejam positivos.
Por exemplo:
Para n = 2, temos r2 + a1r + a0.
Os menores prinipais de Hurwitz são:
∆1 = |a1| e ∆2 =
∣∣∣∣∣∣
a1 0
1 a0
∣∣∣∣∣∣
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Apliando as ondições do Teorema temos:
∆1 > 0→ a1 > 0
∆2 > 0→ a1 · a0 > 0.
Como a1 > 0, temos que a0 é obrigatoriamente positivo.
Logo, para n = 2 as ondições de Hurwitz são:
a0 > 0 e a1 > 0
Para n = 3, temos r3 + a2r
2 + a1r + a0.
Os menores prinipais são dados por
∆1 = |a2|, ∆2 =
∣∣∣∣∣∣
a2 a0
1 a1
∣∣∣∣∣∣ e ∆3 =
∣∣∣∣∣∣∣∣∣
a2 a0 0
1 a1 0
0 a2 a0
∣∣∣∣∣∣∣∣∣
Apliando as ondições do Teorema temos:
∆1 > 0→ a2 > 0
∆2 > 0→ a2 · a1 − a0 > 0
∆3 > 0→ a0(a2 · a1 − a0) > 0.
Como ∆2 > 0 e ∆3 = a0 ·∆2 > 0, a0 deve ter o mesmo sinal de ∆2, ou seja, a0 > 0.
Agora, se a0 > 0 e a2 > 0, então a1 também é obrigatoriamente positivo, satisfazendo
∆2 > 0.
Assim, para n = 3 as ondições de Hurwitz se reduzem a:
a0 > 0, a1 > 0, a2 > 0 e a2 · a1 − a0 > 0.
Para n = 4, temos r4 + a3r
3 + a2r
2 + a1r + a0.
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Os menores prinipais são:
∆1 = |a3|, ∆2 =
∣∣∣∣∣∣
a3 a1
1 a2
∣∣∣∣∣∣ , ∆3 =
∣∣∣∣∣∣∣∣∣
a3 a1 0
1 a2 a0
0 a3 a1
∣∣∣∣∣∣∣∣∣
e ∆4 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
a3 a1 0 0
1 a2 a0 0
0 a3 a1 0
0 1 a2 a0
∣∣∣∣∣∣∣∣∣∣∣∣∣
Apliando as ondições do Teorema temos
∆1 > 0→ a3 > 0
∆2 > 0→ a3 · a2 − a1 > 0
∆3 > 0→ a3 · a2 · a1 − a23 · a0 − a21 > 0
∆4 > 0→ a0(a3 · a2 · a1 − a23 · a0 − a21) > 0.
Como ∆3 é positivo e ∆4 = a0 ·∆3 > 0, temos a0 também positivo.
Agora, de ∆3 temos a3 · a2 · a1 > a23 · a0 + a21. O lado direito é laramente positivo,
o que implia a3 · a2 · a1 > 0. Já sabemos que a3 > 0, logo a2 e a1 devem ter o mesmo
sinal.
De ∆3 temos a3 · a2 · a1 − a21 > a23 · a0, ou seja,
a1(a3a2 − a1) > a23 · a0
a1 ·∆2 > a23 · a0 > 0
Como ∆2 > 0, a1 é positivo e portanto a2 também é positivo.
Logo, para n = 4 as ondições de Hurwitz são:
a0 > 0, a1 > 0, a2 > 0, a3 > 0, e a3 · a2 · a1 − a23 · a0 − a21 > 0.
Vamos provar o Teorema 7 para polinmios de segundo, tereiro e quarto graus.
Prova: Para n = 2, temos o polinmio
r2 + a1r + a0
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e as ondições de Hurwitz reduzem-se a a1 > 0 e a0 > 0.
Sejam r1 e r2 as raízes do polinmio. Segue que:
r2 + a1r + a0 = (r − r1)(r − r2)
Então,
r1 + r2 = −a1 e r1 · r2 = a0
Se r1 e r2 são ambas reais (possivelmente idêntias), então elas são ambas negativas
se e somente se a1 > 0 e a0 > 0.
Se r1 e r2 não são reais, então elas oorrem em pares onjugados, digamos r1 = a+bi
e r2 = a− bi, onde a é a parte real das raízes.
Logo, temos que:
2 · a = −a1,
e
r1 · r2 = a0, ou seja, |r1|2 = a0.
Assim, a < 0 se e somente se a1 > 0. E neste aso, a0 > 0 também.
As desigualdades a1 > 0, a0 > 0 no espaço dos oeientes a1 e a0 determinam
o primeiro quadrante. A gura abaixo representa a região de estabilidade assintótia
da solução trivial de um sistema de equação (2.2), se r2 + a1r + a0 é seu polinmio
araterístio.
região de
estabilidade
0
a0
a1
Para n = 3, temos o polinmio:
r3 + a2r
2 + a1r + a0
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e as ondições de Hurwitz reduzem-se a a2 > 0, a1 > 0, a0 > 0 e a2 · a1 − a0 > 0.
Como os oeientes do polinmio são todos reais e seu grau é impar, ao menos
uma de suas raízes, digamos r1, é real. As outras duas podem ser também reais, ou
eventualmente omplexas. Neste aso, elas oorrem em pares onjugados, digamos r2 =
a+ bi e r3 = a− bi. Dessa forma, podemos fatorar o polinmio e reesreve-lo da seguinte
maneira:
(r2 + b1r + b0)(r + c0) = 0
em que b1, b0, e c0 = −r1 são reais.
Note que,
a2 = b1 + c0, a1 = b0 + b1c0, a0 = b0c0
Então temos:
a2a1 − a0 = b1a1 + c0a1 − b0c0
= b1(a1 + c0)
2
Uma vez que a1 > 0 e a2a1 − a0 > 0, temos b1 também positivo. Agora, omo
a0 > 0 e a0 = b0c0, temos que b0 e c0 devem ter sinais iguais.
Mas eles são obrigatoriamente positivos, aso ontrário violariamos a ondição
b0 + b1c0 = a1 > 0.
Por m, omo c0 > 0, então r1 < 0, e pelo aso n = 2, a positividade de b1 e b0
garante que a parte real das outras duas raízes do polinmio também são negativas.
Para n = 4, temos o polinmio
r4 + a3r
3 + a2r
2 + a1r + a0
e as ondições de Hurwitz reduzem-se a
a3 > 0, a2 > 0, a1 > 0, a0 > 0 e a3 · a2 · a1 > a23 · a0 + a21.
Se o polinmio tiver raízes omplexas, então elas devem apareer em pares onju-
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gados. Assim, podemos fatorá-lo e obtemos:
(r2 + b1r + b0)(r
2 + c1r + c0) = 0,
em que b1, b0, c1 e c0 são todos reais.
Note que:
a3 = b1 + c1, a2 = b1c1 + b0 + c0, a1 = b0c1 + b1c0, a0 = b0c0.
Então temos:
a3a2a1 > a
2
3a0 + a
2
1 = (a3a2 − a1)a1 − a23a0 > 0
= (b21c1 + b1b0 + b1c
2
1 + c1c0)(b0c1 + b1c0)− (b21 + 2b1c1 + c21)b0c0
= b0b
2
1c
2
1 + b
3
1c0c1 + b
2
0b1c1 + b0b
2
1c0 + b0b1c
3
1 + b
2
1c0c
2
1 + b0c0c
2
1+
+ b1c
2
0c1 − b0b21c0 − 2b0b1c0c1 − b0c0c21
= b1c1(b
2
0 − 2b0c0 + c20 + b1b0c1 + b0c21 + b21c0 + b1c1c0)
ou
a3a2a1 − a21 − a23a0 = b1c1
[
(b0 − c0)2 + a1a3
]
> 0
Da desigualdade aima temos que b1c1 > 0. Como b1 + c1 = a3 > 0 segue que b1 e
c1 são ambos positivos.
Uma vez que b0c0 = a0 > 0, b0 e c0 devem ter o mesmo sinal. Mas omo
b0c1 + b1c0 = a1 > 0, temos que b0 e c0 são obrigatoriamente positivos.
Portanto, pelo aso n = 2, o polinmio de quarto grau tem todas as suas raízes
om parte real negativa.
Observação: Podemos observar para os asos n = 2, 3, 4, que as ondições de Hurwitz
exigem ai > 0, i = 0, 1, 2, 3.
No entanto, a positividade de todos os oeientes não é ondição suiente para
que as partes reais de todas as raízes sejam negativas.
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Por exemplo, para r3 + r2 + r + 2 = 0, temos:
a3 = 1 > 0;
a2 = 1 > 0;
a1 = 1 > 0;
a0 = 2 > 0.
Mas a última ondição de Hurwitz para o polinmio de tereiro grau não é satisfeita,
pois a2 · a1 − a0 = 1 · 1− 2 = −1 < 0.
Exemplo 12 Para que valores do parâmetro α a solução trivial x1 = 0, x2 = 0, x3 = 0
do sistema de equações difereniais

x′1 = x3
x′2 = −3x1
x′3 = αx1 + 2x2 − x3
é assintótiamente estável?
Solução: O sistema pode ser reesrito omo
~y′ =
∣∣∣∣∣∣∣∣∣
0 0 1
−3 0 0
α 2 −1
∣∣∣∣∣∣∣∣∣
· ~y,
ou seja,
~y′ = A~y.
A equação araterístia det(A− λI) = 0 tem a forma:∣∣∣∣∣∣∣∣∣
−r 0 1
−3 −r 0
α 2 −1− r
∣∣∣∣∣∣∣∣∣
= 0 =⇒ r3 + r2 − αr + 6 = 0
Segundo o ritério de Hurwitz, as ondições de estabilidade assintótia são a2 > 0,
a1 > 0, a0 > 0 e a2 · a1 − a0 > 0.
Estas ondições neste aso se reduzem a −α− 6 > 0, o que implia α < −6.
54
Exemplo 13 A solução trivial y = 0 da equação
y(4) + 5y′′′ + 13y′′ + 19y′ + 10y = 0
é assintótiamente estável?
Solução: A equação araterístia orrespondente é:
r4 + 5r3 + 13r2 + 19r + 10 = 0
Para um polinmio de quarto grau, as ondições de Hurwitz são:
a3 > 0, a2 > 0, a1 > 0, a0 > 0 e a3 · a2 · a1 > a23 · a0 + a21.
As primeiras quatro ondições estão satisfeitas. Vamos analisar então
a3a2a1 > a
2
3a0 + a
2
1
Temos
5 · 13 · 19 > 52 · 10 + 192 ⇒ 1235 > 611
Logo, a solução trivial da equação de quarta ordem é assintótiamente estável.
Exemplo 14 Para que valores dos parâmetros α e β, a solução trivial y = 0 da equação
y(4) + 3y′′′ + αy′′ + 2y′ + βy = 0
é assintótiamente estável?
Solução: Das ondições de Hurwitz, é neessário que
a3 > 0, a2 > 0, a1 > 0, a0 > 0 e a3a2a1 > a
2
3a0 + a
2
1
Então devemos ter
α > 0, β > 0
e
3 · α · 2 > 32 · β + 22
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ou seja,
6α > 9β + 4 ⇒ 9β − 6α+ 4 < 0
Logo, α >
2
3
e β > 0.
Exemplo 15 Sejam duas massas, m1 e m2, suspensas onforme a gura a seguir:
k1
Equilíbrio
z1(t)
m1
k2
Equilíbrio
z2(t)
m2
z1 e z2 são suas respetivas distânias, no tempo t, às suas posições de equilíbrio,
k1 e k2 são as onstantes das molas e, b1 e b2 são os oeientes de atrito das duas massas.
Esses números são todos positivos.
Apliando a segunda Lei de Newton, obtemos:

m1z
′′
1 = −k1z1 − k2z1 + k2z2 − b1z′1
m2z
′′
2 = k2z1 − k2z2 − b2z′2
Deidir se as soluções do sistema tendem a zero quando t 7→ ∞.
Solução: Vamos transformar o sistema de equações aima em uma sistema equi-
valente de equações de primeira ordem:
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Seja y1 = z1, y2 = z
′
1, y3 = z2, y4 = z
′
2. Então temos:

y′1 = y2
y′2 =
−(k1 + k2)
m1
y1 − b1
m1
y2 +
k2
m1
y3
y′3 = y4
y′4 =
k2
m2
y1 − k2
m2
y3 − b2
m2
y4
ou
~y′ =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 0 0
−(k1 + k2)
m1
−b1
m1
k2
m1
0
0 0 0 1
k2
m2
0
−k2
m2
−b2
m2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
~y
em que ~y = (y1, y2, y3, y4)
A equação araterístia desse sistema é dada por∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−r 1 0 0
−(k1 + k2)
m1
−b1
m1
− r k2
m1
0
0 0 −r 1
k2
m2
0
−k2
m2
−b2
m2
− r
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0
Expandindo em ofatores, obtemos:
r4+
(
b1
m1
+
b2
m2
)
r3+
(
k1 + k2
m1
+
k2
m2
+
b1b2
m1m2
)
r2+
(
b1
m1
k2
m2
+
k1 + k2
m1
b2
m2
)
r+
k1k2
m1m2
= 0
Temos
a3 =
(
b1
m1
+
b2
m2
)
a2 =
(
k1 + k2
m1
+
k2
m2
+
b1 · b2
m1 ·m2
)
a1 =
(
b1 · k2
m1 ·m2 +
k1 + k2
m1
· b2
m2
)
a0 =
k1 · k2
m1 ·m2
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As ondições de Hurwitz a3 > 0, a2 > 0, a1 > 0 e a0 > 0 são laramente satisfeitas,
uma vez que b1, b2, k1, k2, m1, m2 são todos positivos.
Falta veriar se a3 · a2 · a1 > a3 · a0 + a21, ou seja,
(a3 · a2 − a1) · a1 − a23 · a0 > 0
Vamos analisar então:[(
b1
m1
+
b2
m2
)
·
(
k1 + k2
m1
+
k2
m2
+
b1 · b2
m1 ·m2
)
−
(
b1
m1
· k2
m2
+
k1 + k2
m1
· b2
m2
)]
·
·
(
b1
m1
· k2
m2
+
k1 + k2
m1
· b2
m2
)
−
(
b1
m1
+
b2
m2
)2
· k1 · k2
m1 ·m2 =
=
[(
b1k1
m21
+
b1k2
m21
+
b1k2
m1m2
+
b21b2
m21m2
+
b2k1
m1m2
+
b2k2
m1m2
+
b2k2
m22
+
b1b
2
2
m1m
2
2
)
−
−
(
b1k2
m1m2
+
b2k1
m1m2
+
b2k2
m1m2
)]
·
(
b1k2
m1m2
+
k1 + k2
m1
· b2
m2
)
−
−
(
b21
m21
+
2b1b2
m1m2
+
b22
m22
)
· k1k2
m1m2
=
(
b1k1
m21
+
b1k2
m21
+
b21b2
m21m2
+
b2k2
m22
+
b1b
2
2
m1m
2
2
)
·
(
b1k2
m1m2
+
k1 + k2
m1
· b2
m2
)
−
−
(
b21
m21
+
2b1b2
m1m2
+
b22
m22
)
k1k2
m1m2
=
=
(
b21k1k2
m31m2
+
b1b2k
2
1
m31m2
+
b1b2k1k2
m31m2
+
b21k
2
2
m31m2
+
b1b2k1k2
m31m2
+
b1k
2
2b2
m31m2
+
b31b2k2
m31m
2
2
+
b21b
2
2k1
m31m
2
2
+
b21b
2
2k2
m31m
2
2
+
b1b2k
2
2
m1m
3
2
+
b22k1k2
m1m
3
2
+
b22k
2
2
m1m
3
2
+
b21b
2
2k2
m21m
3
2
+
b1b
3
2k1
m21m
3
2
+
b1b
3
2k2
m21m
3
2
)
−
−
(
b21k1k2
m31m2
+
2b1b2k1k2
(m1m2)2
+
b22k1k2
m1m
3
2
)
,
que pode ser reordenado omo:
b1b2k
2
1
m31m2
− 2b1b2k1k2
(m1m2)2
+
b1b2k
2
2
m32m1
+
2b1b2k1k2
m31m2
+
b21k
2
2
m31m2
+
b1b2k
2
2
m31m2
+
b31b2k2
m31m
2
2
+
b21b
2
2k1
m31m
2
2
+
b21b
2
2k2
m31m
2
2
=
=
b1b2
m1m2
(
k1
m1
− k2
m2
)2
+
b1k2
m31m2
(2b2k1 + b1k2 + b2k2) +
b1b2
m31m
2
2
(b21k2 + b1b2k1 + b1b2k2)+
+
b22k
2
2
m1m
3
2
+
b1b
2
2
m21m
3
2
(b1k2 + b2k1 + b2k2).
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Como b1, b2, k1, k2, m1, m2, são todos positivos, a expressão aima é também posi-
tiva, satisfazendo a última ondição de Hurwitz.
Logo as soluções tendem a zero quando t 7→ ∞.
Exemplo 16 (O Atrator de Lorenz) Um problema importante em metereologia e em
outras apliações de dinâmia dos uidos trata do movimento de uma amada de uido,
omo a atmosfera da Terra, que apresenta diferenças de temperatura entre as partes
inferior e superior
Caso a diferença de temperatura ∆T seja pequena, não há uma movimentação
signiativa da amada de ar, mas se ∆T é suientemente grande o ar quente sobe,
desloando o ar frio que está sobre ele, o que resulta em um movimento regular que se
propaga. Se as diferenças de temperatura aumentam ainda mais, então o uxo regular
transforma-se em um movimento mais omplexo e turbulento.
Edward N. Lorenz, um metereologista ameriano, em 1963 ao investigar esse fen-
meno, foi levado ao sistema não-linear autnomo de tereira ordem:
x′(t) = σ(−x+ y)
y′(t) = rx− y − xz
z′(t) = −bz + xy,
em que σ hama-se o número de Prandt e r hama-se o número de Rayleigh.
Essas equações são geralmente hamadas de equações de Lorenz. A variável x
está relaionada à intensidade do movimento do uido, enquanto as variáveis y e z estão
relaionadas às variações de temperatura nas direções horizontal e vertial. Os parâmetros
σ, r e b são todos reais e positivos (σ e b dependem do material e das propriedades
geométrias da amada de uido, e r é proporional à diferença de temperatura ∆T ).
Não existe um método direto para resolver as equações de Lorenz, no entanto
utilizando o ritério de Routh-Hurwitz podemos obter informações qualitativas sobre o
omportamento das soluções próximo de um ponto de equilíbrio.
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Vamos então enontrar os pontos de equilíbrio orrespondentes, resolvendo o sis-
tema algébrio:
σx− σy = 0
rx− y − xz = 0
−bz + xy = 0
Da primeira equação temos y = x. Eliminando y da segunda e tereira equações,
obtemos
x(r − 1− z) = 0 (2.1.1)
−bz + x2 = 0 (2.1.2)
Da equação (2.1.1) ou x = 0 ou (r − 1− z) = 0. Se x = 0, então em (2.1.2) temos
z = 0.
Se (r−1−z) = 0, então z = r−1, e aí para satisfazer (2.1.2) temos x = ±√b(r − 1).
Assim, enontramos três pontos de equilíbrio:
P1 = (0, 0, 0), P2 = (
√
b(r − 1),
√
b(r − 1), r−1), P3 = (−
√
b(r − 1),−
√
b(r − 1), r−1).
Vamos analisar o omportamento das equações de Lorenz no ponto de equilíbrio
P2. Análises análogas a que apresentaremos a seguir podem ser feitas om os pontos P0
e P3.
Seja r = 1 + λ. Então P2 se reduz a P2 = (
√
bλ,
√
bλ, λ) e o sistema iniial é
reesrito omo: 

x′ = σ(y − x)
y′ = (1 + λ− z)x− y
z′ = xy − bz
Este ainda ontinua sendo um sistema não-linear na 2
a
e 3
a
equação. Vamos então
obter um sistema linear assoiado.
60
Seja
y′ = g(x, y, z) = (1 + λ− z)x− y
e
z′ = h(x, y, z) = xy − bz
Aproximando essas funções no ponto P2 = (
√
bλ,
√
bλ, λ) pelo polinmio de Taylor
de primeiro grau obtemos:
g(x, yz) ∼= g(P2) + gx(P2)(x− x0) + gy(P2)(y − y0) + gz(P2)(z − z0)
Temos que:
g(P2) = (1 + λ− λ)
√
bλ−
√
bλ = 0;
gx(P2) = 1 + λ− λ = 1
gy(P2) = −1;
gz(P2) = −
√
bλ
Logo,
g(x, y, z) ∼= 0 + 1(x−
√
bλ)− (y −
√
bλ)−
√
bλ(z − λ)
g(x, y, z) ∼= x− y −
√
bλz + λ
√
bλ
Utilizando o mesmo proedimento para h(x, y, z) obtemos:
h(x, y, z) ∼= h(P2) + hx(P2)(x− x0) + hy(P2)(y − y0) + hz(P2)(z − z0).
Temos que:
h(P2) =
√
bλ
√
bλ− bλ = 0;
hx(P2) =
√
bλ;
hy(P2) =
√
bλ;
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hz(P2) = −b
Logo,
h(x, y, z) ∼= 0 +
√
bλ(x−
√
bλ) +
√
bλ(y −
√
bλ) + (−b)(z − λ)
h(x, y, z) ∼=
√
bλx+
√
bλy − bz − bλ
Dessa forma o sistema linear assoiado é:

x′ = −σx+ σy + 0z
y′ = x− y −√bλz
z′ =
√
bλx+
√
bλy − bz
e a matriz dos oeientes J ~f(P2) =


−σ σ 0
1 −1 −√bλ
√
bλ
√
bλ −b

 é hamada Matriz Jaobi-
ana da função
~f = (f1, f2, f3), om
f1 = x
′ = σ(y − x),
f2 = y
′ = (1 + λ− z)x− y,
f3 = z
′ = xy − bz
Denição 4 Para uma função vetorial de 3 variáveis reais om valores em R
3
,
~f = (f1, f2, f3), fi : R
3 → R, i = 1, 2, 3, a Matriz Jaobiana de ~f em P = (x0, y0, z0) é
a matriz:
J ~f(P ) =


∂f1
∂x
(P )
∂f1
∂y
(P )
∂f1
∂z
(P )
∂f2
∂x
(P )
∂f2
∂y
(P )
∂f2
∂z
(P )
∂f3
∂x
(P )
∂f3
∂y
(P )
∂f3
∂z
(P )

 .
O próximo teorema será enuniado sem demonstração. A prova pode ser enon-
trada no item [3℄ das referênias bibliográas.
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Teorema 8 (Critério de Estabilidade Para Sistema Autnomos) Se P é ponto
de equilíbrio de
~x′ = ~f(~x), onde as omponentes f1, f2, f3 de ~f têm derivadas pariais
ontínuas em uma vizinhança de P então:
i) Se os autovalores da matriz jaobiana J ~f(P ) têm parte real negativa, P é ponto de
equilíbrio assintótiamente estável para
~x′ = ~f(~x);
ii) Se A = J ~f(P ) tem 1 autovalor om uma parte real positiva, P é ponto de equilíbrio
instável para o sistema não linear
~x′ = ~f(~x).
Voltemos às equações de Lorenz.
A equação araterístia assoiada aos sistema linear obtido é dada por:∣∣∣∣∣∣∣∣∣
−σ − r σ 0
1 −1− r −√bλ
√
bλ
√
bλ −b− r
∣∣∣∣∣∣∣∣∣
= 0
ou
r3 + (σ + b+ 1)r2 + b(σ + λ+ 1)r + 2σbλ = 0
Para que as soluções do sistema sejam assintótiamente estáveis as ondições de
Hurwitz exigem que:
a0 > 0, a1 > 0, a2 > 0 e a2 · a1 > a0
Temos
a0 = 2σbλ > 0
a1 = b(σ + λ+ 1) > 0
a2 = (σ + b+ 1) > 0,
pois σ, b, λ são todos positivos.
Vamos veriar a2 · a1 > a0:
(σ + b+ 1)b(σ + λ+ 1) > 2σbλ
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ou seja,
λ(b+ 1− σ) + (σ + 1)(σ + b+ 1) > 0.
Assim, sob estas ondições, o sistema linear é assintótiamente estável.
No entanto, nosso interesse é estudar o omportamento das soluções do sistema
não-linear iniial.
Pelo item i) do Teorema 8, o sistema de Lorenz é assintótiamente estável em P2
para as mesmas ondições do sistema linearizado, ou seja, se λ(b+1−σ)+(σ+1)(σ+b+1) >
0, o que naliza nossa analise.
Chama-se atrator o omportamento para o qual um sistema dinâmio onverge,
independentemente do ponto de partida.
Analisando graamente as Equações de Lorenz, perebe-se que os trajetos a partir
de quase todos os pontos iniiais possíveis aabam por air em um mesmo onjunto. É
por esse motivo que esse sistema também é onheido por Atrator de Lorenz.
No entanto, por ausa dos seus termos não-lineares, uma pequena variação na
loalização do ponto iniial afeta enormemente o trajeto obtido. Esta é uma araterístia
do omportamento matemátio hamado aos, e em um sistema dinâmio, surge quando
dois pontos iniiais arbitrariamente próximos divergem exponenialmente de tal modo
que o seu omportamento futuro é eventualmente imprevisível. Este fenmeno é também
hamado Efeito Borboleta.
Lorenz desobriu que para ertos valores dos parâmetros σ, r, e b, o sistema nuna
tende para um omportamento previsível a longo prazo e que, por essa razão, não é
possível também fazer previsões do tempo meteorológio a prazos extensos. Trata-se de
um sistema aótio e a mais ínma variação nas ondições iniiais é apaz de produzir
omportamentos futuros muito diferentes. Por isso, é possível, por exemplo, que o bater
de asas de uma borboleta hoje em Tóquio possa provoar uma tempestade violenta sobre
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Nova York em pouas semanas.
Lorenz também desobriu que, para ertos valores de σ, r, e b, as trajetórias nuna
aabam em um ponto xo ou em uma órbita regular e, ontudo, nuna divergem para
o innito. O sistema é imprevisível, nuna assume o mesmo estado duas vezes, mas ao
mesmo tempo onverge para um atrator tridimensional determinado. Por isso, o atrator
gerado pelas equações de Lorenz é hamado de Atrator Estranho.
Resolvendo as equações de Lorenz através da função ODE 45 do Matlab (esta
função é um método numério explíito, de um passo, de Runge Kutta de 4
a
e 5
a
ordens,
para resolver problemas de valor iniial (PVI)) e tomando os valores σ = 10, b = 8
3
e
r = 28 obtemos o gráo a seguir, o qual ilustra o omportamento que desrevemos.
Comandos:
funtion yp=lorenzde(t,y)
yp=[10*(y(2)-y(1));28*y(1)-y(2)-y(1)*y(3);y(1)*y(2)-(8/3)*y(3)℄;
>> t0=0;tf=50;
>> y0=[0;1;0℄;
>> [t,y℄=ode45('lorenzde',[0 50℄,y0);
>> plot(y(:,1),y(:,3))
>> xlabel('y_1','FontSize',14)
>> ylabel('y_3','FontSize',14,'Rotation',0,'HorizontalAlignment','right')
>> title('Equaçoes de Lorenz','FontSize',16)
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Agora, mantendo os valores σ = 10, b =
8
3
e tomando r = 5 e r = 15, respetiva-
mente, obtemos os seguintes gráos das soluções de Lorenz:
funtion yp=lorenzde(t,y)
yp=[10*(y(2)-y(1));5*y(1)-y(2)-y(1)*y(3);y(1)*y(2)-(8/3)*y(3)℄;
>> t0=0;tf=50;
>> y0=[0;1;0℄;
>> [t,y℄=ode45('lorenzde',[0 50℄,y0);
>> plot(y(:,1),y(:,3))
>> xlabel('y_1','FontSize',14)
>> ylabel('y_3','FontSize',14,'Rotation',0,'HorizontalAlignment','right')
>> title('Equaçoes de Lorenz','FontSize',16)
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funtion yp=lorenzde(t,y)
yp=[10*(y(2)-y(1));15*y(1)-y(2)-y(1)*y(3);y(1)*y(2)-(8/3)*y(3)℄;
>> t0=0;tf=50;
>> y0=[0;1;0℄;
>> [t,y℄=ode45('lorenzde',[0 50℄,y0);
>> plot(y(:,1),y(:,3))
>> xlabel('y_1','FontSize',14)
>> ylabel('y_3','FontSize',14,'Rotation',0,'HorizontalAlignment','right')
>> title('Equaçoes de Lorenz','FontSize',16)
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Conlusão
O enfoque sobre equações difereniais, que foi dado ao nal da disiplina de Cálulo
III, trouxe-me uriosidade e motivação para aprofundar o onheimento sobre a resolução
desse tipo de equação. Por esse motivo deidi esrever meu Trabalho de Conlusão de
Curso (TCC) sobre este assunto.
As equações difereniais abrangem uma área bastante ampla, e por isso o traba-
lho está foado prinipalmente no estudo das Equações Difereniais Ordinárias (EDO's)
Lineares de ordem n, om oeientes onstantes, que são da forma
y(n) + an−1y
(n−1) + an−2y
(n−2) + · · ·+ a1y′ + a0y = 0,
e nas ondições de estabilidade de suas soluções.
No Capítulo 1 estudamos os oneitos fundamentais e alguns métodos de resolução
de EDO's lineares, sempre ilustrados om exemplos. No Capítulo 2, além de estudarmos a
estabilidade de sistemas de EDO's lineares, vimos que é possível prever o omportamento
das soluções sem preisar resolver as equações.
Finalizamo o trabalho om um breve estudo sobre o fenmeno desrito pelas Equa-
ções de Lorenz, e mostramos omo os ritérios de estabilidade de Hurwitz podem ser
apliados também em sistemas não-lineares.
Espero que esse trabalho sirva de material de apoio a outros estudantes que pre-
tendam estudar equações difereniais ordinárias lineares e os ritérios de estabilidade de
Routh-Hurwitz.
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