Data Mining and Knowledge Discovery in Databases (KDD) is a research field concerned with deriving higher-level insights from data. The tasks performed in that field are knowledge intensive and can often benefit from using additional knowledge from various sources. Therefore, many approaches have been proposed in this area that combine Semantic Web data with the data mining and knowledge discovery process. This survey article gives a comprehensive overview of those approaches in different stages of the knowledge discovery process. As an example, we show how Linked Open Data can be used at various stages for building content-based recommender systems. The survey shows that, while there are numerous interesting research works performed, the full potential of the Semantic Web and Linked Open Data for data mining and KDD is still to be unlocked.
Introduction
Data mining is defined as ''a non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data'' [1] , or ''the analysis of (often large) observational datasets to find unsuspected relationships and to summarize the data in novel ways that are both understandable and useful to the data owner'' [2] . As such, data mining and knowledge discovery are typically considered knowledge intensive tasks. Thus, knowledge plays a crucial role here. Knowledge can be (a) in the primary data itself, from where it is discovered using appropriate algorithms and tools, (b) in external data, which has to be included with the problem first (such as background statistics or master file data not yet linked to the primary data), or (c) in the data analyst's mind only.
The latter two cases are interesting opportunities to enhance the value of the knowledge discovery processes. Consider the following case: a dataset consists of countries in Europe and some economic and social indicators. There are, for sure, some interesting patterns that can be discovered in the data. However, an analyst dealing with such data on a regular basis will know that some of the countries are part of the European Union, while others are not. Thus, she may add an additional variable EU_Member to the dataset, which may lead to new insights (e.g., certain patterns holding for EU member states only).
In that example, knowledge has been added to the data from the analyst's mind, but it might equally well have been contained in some exterior source of knowledge, such as Linked Open Data.
Linked Open Data (LOD) is an open, interlinked collection of datasets in machine-interpretable form, covering multiple domains from life sciences to government data [3, 4] . Thus, it should be possible to make use of that vault of knowledge in a given data mining, at various steps of the knowledge discovery process.
Many approaches have been proposed in the recent past for using LOD in data mining processes, for various purposes, such as the creation of additional variables, as in the example above. With this paper, we provide a structured survey of such approaches. Following the well-known data mining process model proposed by Fayyad et al. [1] , we discuss how semantic data is exploited at the different stages of the data mining model. Furthermore, we analyze how different characteristics of Linked Open Data, such as the presence of interlinks between datasets and the usage of ontologies as schemas for the data, are exploited by the different approaches.
The rest of this paper is structured as follows. Section 2 sets the scope of this survey, and puts it in the context of other surveys in similar areas. Section 3 describes the knowledge discovery process according to Fayyad et al. In Section 4, we introduce a general model for data mining using Linked Open Data, followed by a description of approaches using Semantic Web data in the different stages of the knowledge discovery process in Sections 5 through 9. In Section 10, we give an example use-case of LOD-enabled KDD process in the domain of recommender systems. We conclude with a summary of our findings, and identify a number of promising directions for future research.
Scope of this survey
In the last decade, a vast amount of approaches have been proposed which combine methods from data mining and knowledge discovery with Semantic Web data. The goal of those approaches is to support different data mining tasks, or to improve the Semantic Web itself. All those approaches can be divided into three broader categories:
• Using Semantic Web based approaches, Semantic Web Technologies, and Linked Open Data to support the process of knowledge discovery.
• Using data mining techniques to mine the Semantic Web, also called Semantic Web Mining.
• Using machine learning techniques to create and improve Semantic Web data.
Stumme et al. [5] have provided an initial survey of all three categories, later focusing more on the second category. Dating back to 2006, this survey does not reflect recent research works and trends, such as the advent and growth of Linked Open Data. More recent surveys on the second category, i.e., Semantic Web Mining, have been published by Sridevi et al. [6] , Quboa et al. [7] , Sivakumar et al. [8] , and Dou et al. [9] .
Tresp et al. [10] give an overview of the challenges and opportunities for the third category, i.e., machine learning on the Semantic Web, and using machine learning approaches to support the Semantic Web. The work has been extended in [11] .
In contrast to those surveys, the first category -i.e., the usage of Semantic Web and Linked Open Data to support and improve data mining and knowledge discovery -has not been subject of a recent survey. Thus, in this survey, we focus on that area.
The aim of this survey is to give a survey on the field as broad as possible, i.e., capturing as many different research directions as possible. As a consequence, a direct comparison of approaches is not always possible, since they may have been developed with slightly different goals, tailored towards particular use cases and/or datasets, etc. Nevertheless, we try to formulate at least coarsegrained comparisons and recommendations, wherever possible.
The knowledge discovery process
In their seminal paper from 1996, Fayyad et al. introduced a process model for knowledge discovery processes. The model comprises five steps, which lead from raw data to actionable knowledge and insights which are of immediate value to the user. The whole process is shown in Fig. 1 . It comprises five steps:
1. Selection The first step is developing an understanding of the application domain, capturing relevant prior knowledge, and identifying the data mining goal from the end user's perspective. Based on that understanding, the target data used in the knowledge discovery process can be chosen, i.e., selecting proper data samples and a relevant subset of variables. 2. Preprocessing In this step, the selected data is processed in a way that allows for a subsequent analysis. Typical actions taken in this step include the handling of missing values, the identification (and potentially correction) of noise and errors in the data, the elimination of duplicates, as well as the matching, fusion, and conflict resolution for data taken from different sources. 3 . Transformation The third step produces a projection of the data to a form that data mining algorithms can work on-in most cases, this means turning the data into a propositional form, where each instance is represented by a feature vector.
To improve the performance of subsequent data mining algorithms, dimensionality reduction methods can also be applied in this step to reduce the effective number of variables under consideration. 4 . Data mining Once the data is present in a useful format, the initial goal of the process is matched to a particular method, such as classification, regression, or clustering. This step includes deciding which models and parameters might be appropriate (for example, models for categorical data are different than models for numerical data), and matching a particular data mining method with the overall criteria of the KDD process (for example, the end user might be more interested in an interpretable, but less accurate model than a very accurate, but hard to interpret model). Once the data mining method and algorithm are selected, the data mining takes place: searching for patterns of interest in a particular representational form or a set of such representations, such as rule sets or trees.
Evaluation and interpretation
In the last step, the patterns and models derived by the data mining algorithm(s) are examined with respect to their validity. Furthermore, the user assesses the usefulness of the found knowledge for the given application. This step can also involve visualization of the extracted patterns and models, or visualization of the data using the extracted models.
The quality of the found patterns depends on the methods being employed in each of these steps, as well as their interdependencies. Thus, the process model foresees the possibility to go back to each previous step and revise decisions taken at that step, as depicted in Fig. 1 . This means that the overall process is usually repeated after adjusting the parametrization or even exchanging the methods in any of these steps until the quality of the results is sufficient.
Data mining using linked open data
As a means to express knowledge about a domain in the Semantic Web, ontologies have been introduced in the early 1990s as ''explicit formal specifications of the concepts and relations among them that can exist in a given domain'' [12] . For the area of knowledge discovery and data mining, Nigro et al. [13] divide ontologies used in this area into three categories:
• Domain ontologies: Express background knowledge about the application domain, i.e., the domain of the data at hand on which KDD and data mining are performed.
• Ontologies for data mining process: Define knowledge about the data mining process, its steps and algorithms and their possible parameters.
• Metadata ontologies: Describe meta knowledge about the data at hand, such as provenance information, e.g., the processes used to construct certain datasets.
It has been already shown that ontologies for the data mining process and metadata ontologies can be used in each step of the KDD process. However, we want to put a stronger focus on the usage of Linked Open Data (LOD) in the process of knowledge discovery, which represents a publicly available interlinked collection of datasets from various topical domains [3, 4] . Fig. 2 gives an overview of the Linked Open Data enabled knowledge discovery pipeline. Given a set of local data (such as a relational database), the first step is to link the data to the corresponding LOD concepts from the chosen LOD dataset (cf. Section 5). 1 Once the local data is linked to a LOD dataset, we can explore the existing links in the dataset pointing to the related entities in other LOD datasets. In the next step, various techniques for data consolidation, preprocessing and cleaning are applied, e.g., schema matching, data fusion, value normalization, treatment of missing values and outliers, etc. (cf. Section 6). Next, some transformations on the collected data need to be performed in order to represent the data in a way that it can be processed with any arbitrary data analysis algorithms (cf. Section 7). Since most algorithms demand a propositional form of the input data, this usually includes a transformation of the graph-based LOD data to a canonical propositional form. After the data transformation is done, a suitable data mining algorithm is selected and applied on the data (cf. Section 8). In the final step, the results of the data mining process are presented to the user. Here, ease the interpretation and evaluation of the results of the data mining process, Semantic Web and LOD can be used as well (cf. Section 9).
For the survey presented in the following section, we have compiled a list of approaches that fulfill the following criteria:
1. They are designed and suitable for improving the KDD process in at least one step. 2. They make use of one or more datasets on the Semantic Web.
Each of the approaches is assessed using a number of criteria:
1. Is the approach domain-independent or tailored to a specific domain? 1 We should note that the data can be linked to the LOD datasets in different stages of the KDD process, for example, in some approaches only the results and the discovered patterns from the data mining process are linked to a given LOD dataset in order to ease the interpretation of them. For simplicity's sake we describe the process of linking as the first step, which is also depicted in Fig. 2 . 2. Is the approach tailored towards a specific data mining technique (e.g., rule induction)? 3. Does it use a complex ontology or only a weakly axiomatized one (such as a hierarchy)? 4. Is any reasoning involved? 5. Are links to other datasets (a core ingredient of Linked Open Data) used? 6. Are the semantics of the data (i.e., the ontology) exploited? Furthermore, we analyze which Semantic Web datasets are used in the papers, to get a grasp of which are the most prominently used ones.
In the following sections, the survey introduces and discusses the individual approaches. 2 A small box at the end of each section gives a brief summary, a coarse-grained comparison, and some guidelines for data mining practitioners who want to use the approaches in actual projects.
Selection
To develop a good understanding of the application domain, and the data mining methods that are appropriate for the given data, a deeper understanding of the data is needed. First, the user needs to understand what is the domain of the data, what knowledge is captured in the data, and what is the possible additional knowledge that could be extracted from the data. Then, the user can identify the data mining goal more easily, and select a sample of the data that would be appropriate for reaching that goal.
However, the step of understanding the data is often not trivial. In many cases, the user needs to have domain specific knowledge in order to successfully understand the data. Furthermore, the data at hand is often represented in a rather complex structure that contains hidden relations.
To overcome this problem, several approaches propose using Semantic Web techniques for better representation and exploration of the data, by exploiting domain specific ontologies and Linked Open Data. This is the first step of the Semantic Web enhanced KDD pipeline, called linking. In this step, a linkage, or mapping, to existing ontologies, and LOD datasets is performed on the local data.
Once the linking is done, additional background knowledge for the local data can be automatically extracted. That allows to formally structure the domain concepts and information about the data, by setting formal types, and relations between concepts. Using background knowledge in many cases the users can easily understand the data domain, without the need for employing domain experts.
Furthermore, many tools for visualization and exploration of LOD data exist that would allow an easier and deeper understanding of the data. An overview of tools and approaches for visualization and exploration of LOD is given in the survey by Dadzie et al. [14] . The authors first set the requirements or what is expected of the tools for visualization or browsing the LOD: (i) the ability to generate an overview of the underlying data, (ii) support for filtering out less important data in order to focus on selected regions of interest (ROI), and (iii) support for visualizing the detail in ROIs. Furthermore, all these tools should allow the user to intuitively navigate through the data, explore entities and relations between them, explore anomalies within the data, perform advanced querying, and data extraction for reuse. They divided the analyzed browsers between those offering a text-based presentation, like Disco 3 and Sig.ma [15] and Piggy Bank [16] , and those with visualization options, like Fenfire [17] , IsaViz, 4 and RelFinder. 5 The analysis of the approaches shows that most of the text-based browsers provide functionalists to support the tech-users, while the visualization-based browsers are mostly focused on the non-tech users. Even though the authors conclude that there is only a limited number of SW browsers available, we can still make use of them to understand the data better and select the data that fits the data analyst's needs. The categorization of approaches in the survey by Dadzie et al. has been extended by Peña et al. [18] , based on the datatypes that are visualized and the functionality needed by the analysts. The authors list some more recent approaches for advanced LOD visualization and exploration, like CODE [19] , LDVizWiz [20] , LODVisualization [21] , and Payola [22] .
The approaches for linking local data to LOD can be divided into three broader categories, based on the initial structural representation of the local data:
Using LOD to interpret relational databases
Relational databases are considered as one of the most popular storage solutions for various kinds of data, and are widely used. The data represented in relational databases is usually backed by a schema, which formally defines the entities and relations between them. In most of the cases, the schema is specific for each database, which does not allow for automatic data integration from multiple databases. For easier and automatic data integration and extension, a global shared schema definition should be used across databases.
To overcome this problem, many approaches for mapping relational databases to global ontologies and LOD datasets have been proposed. In recent surveys [23] [24] [25] the approaches have been categorized in several broader categories, based on three criteria: existence of an ontology, domain of the generated ontology, and application of database reverse engineering. Additionally, [25] provides a list of the existing tools and frameworks for mapping relational databases to LOD, from which the most popular and most used is the D2RQ tool [26] . D2RQ is a declarative language to describe mappings between application-specific relational database schemata and RDF-S/OWL ontologies. Using D2RQ, Semantic Web applications can query a non-RDF database using RDQL, publish the content of a non-RDF database on the Semantic Web using the RDF Net API, 6 do RDFS and OWL inferencing over the content of a non-RDF database using the Jena ontology API, 7 and access information in a non-RDF database using the Jena model API.
8 D2RQ is implemented as a Jena graph, the basic information representation object within the Jena framework. A D2RQ graph wraps one or more local relational databases into a virtual, readonly RDF graph. D2RQ rewrites RDQL queries and Jena API calls into application-datamodel-specific SQL queries. The result sets of these SQL queries are transformed into RDF triples which are passed up to the higher layers of the Jena framework.
Using LOD to interpret semi-structured data
In many cases, the data at hand is represented in a semi structured representation, meaning that the data can be easily understand by humans, but it cannot be automatically processed by 4 machines, because it is not backed by a schema or any other formal representation. One of the most used semi-structure representations of data is the tabular representation, found in documents, spreadsheets, on the Web or databases. Such representation often follows a simple structure, and unlike relational databases, there is no explicit representation of a schema. Evidence for the semantics of semi-structured data can be found, e.g., in its column headers, cell values, implicit relations between columns, as well as caption and surrounding text. However, general and domain-specific background knowledge is needed to interpret the meaning of the table.
Many approaches have been proposed for extracting the schema of the tables, and mapping it to existing ontologies and LOD. Mulwad et al. have made significant contribution for interpreting tabular data using LOD, coming from independent domains [27] [28] [29] [30] [31] [32] . They have proposed several approaches that use background knowledge from the Linked Open Data cloud, like Wikitology [33] , DBpedia [34] , YAGO [35] , Freebase [36] and WordNet [37] , to infer the semantics of column headers, Liu et al. [38] propose a learning-based semantic search algorithm to suggest appropriate Semantic Web terms and ontologies for the given data. The approach combines various measures for semantic similarity of documents to build a weighted feature-based semantic search model, which is then able to find the most suitable ontologies. The weights are learned from training data, using subgradient descent method and logistic regression.
Limaye et al. [39] propose a new probabilistic graphical model for simultaneously choosing entities for cells, types for columns and relations for column pairs, using YAGO as a background knowledge base. For building the graphical models, several types of features were used, i.e., cell text and entity label, column type and type label, column type and cell entity, relation and pair of column types, relation and entity pairs. The experiments showed that approaching the three sub-problems collectively and in a unified graphical inference framework leads to higher accuracy compared to making local decisions.
Venetis et al. [40] associate multiple class labels (or concepts) with columns in a table and identify relations between the ''subject'' column and the rest of the columns in the table. Both the concept identification for columns and relation identification are based on maximum likelihood hypothesis, i.e., the best class label (or relation) is the one that maximizes the probability of the values given the class label (or relation) for the column. The evidences for the relations and for the classes are retrieved from a previously extracted isA database, describing the classes of the entities, and relations database, which contains relations between the entities. The experiments show that the approach can obtain meaningful labels for tables that rarely exist in the tables themselves, and that considering the recovered semantics leads to high precision search with little loss of recall of tables in comparison to document based approaches.
Wang et al. [41] propose a multi-phase algorithm that using the universal probabilistic taxonomy called Probase [42] is capable of understanding the entitles, attributes and values in many tables on the Web. The approach begins by identifying a single ''entity column'' in a table and, based on its values and rest of the column headers, associates a concept from the Probase knowledge base with the table. Zhang et al. [43, 44] propose an incremental, bootstrapping approach that learns to label table columns using partial data in the column, and uses a generic feature model able to use various types of table context in learning. The work has been extended in [45] , where the author shows that using sample selection techniques, it is possible to semantically annotate Web tables in a more efficient way.
Similarly, an approach for interpreting data from Web forms using LOD has been proposed [46] . The approach starts by extracting the attribute-value pairs of the form, which is done using probing methods. Then, the data extracted from the Web forms are represented as RDF triple, or complete RDF graph. To enrich the graph with semantics, it is aligned with a large reference ontology, like YAGO, using ontology alignment approaches.
A particular case are tables in Wikipedia, which follow a certain structure and, with links to other Wikipedia pages, can be more easily linked to existing LOD sources such as DBpedia. Therefore, several approaches for interpreting tables from Wikipedia with LOD have been proposed. Munoz et al. [47, 48] propose methods for triplifying Wikipedia tables, called WikiTables, using existing LOD knowledge bases, like DBpedia and YAGO. Following the idea of the previous approaches, this approach starts by extracting entities from the tables, and then discovering existing relations between them. Similarly, a machine learning approach has been proposed by Bhagavatula et al. [49] , where no LOD knowledge base is used, but only a metadata for the entities types and relations between them is added.
Similarly, approaches have been proposed for interpreting tabular data in spreadsheets [50, 51] , CSV [52] , and XML [53] .
Using LOD to interpret unstructured data
Text mining is the process of analyzing unstructured information, usually contained in a natural language text, in order to discover new patterns. Most common text mining tasks include text categorization, text clustering, sentiment analysis and others. In most cases, text documents contain named entities that can be identified in real world, and further information can be extracted about them. Several approaches and APIs have been proposed for extracting named entities from text documents and linking them to LOD. One of the most used APIs is DBpedia Spotlight [54, 55] , which allows for automatically annotating text documents with DBpedia URIs. This tool is used in several LOD enabled data mining approaches, e.g., [56] [57] [58] [59] . Several APIs for extracting semantic richness from text exist, like Alchemy API, 9 OpenCalais API, 10 Textwise 9 http://www.alchemyapi.com/api/.
10 http://www.opencalais.com/documentation/opencalais-documentation.
SemanticHacker API. 11 All these APIs are able to annotate named entities with concepts from several knowledge bases, like DBpedia, YAGO, and Freebase. These tools and APIs have been evaluated in the NERD framework, implemented by Rizzo et al. [60] .
Furthermore, Linked Open Data is also heavily used for better understanding of social media, which unlike authored news and other textual Web content, social media data pose a number of new challenges for semantic technologies, due to their large-scale, noisy, irregular, and social nature. An overview of tools and approaches for semantic representation of social media streams is given in [61] . This survey discusses five key research questions: (i) What ontologies and Web of Data resources can be used to represent and reason about the semantics of social media streams? For example, FOAF 12 and GUMO ontology [62] for describing people and social network, SIOC 13 and DLPO ontology [63] for modeling and interlinking social media, MOAT [64] ontology for modeling tag semantics. (ii) How can semantic annotation methods capture the rich semantics implicit in social media? For example, keyphrase extraction [65, 66] , ontology-based entity recognition, event detection [67] and sentiment detection citegangemi2014frame, sentilo.
(iii) How can we extract reliable information from these noisy, dynamic content streams? (iv) How can we model users' digital identity and social media activities? For example, discovering user demographics [68] , deriving user interests [69] and capturing user behavior [70] . (v) What semantic-based information access methods can help address the complex information seeking behavior in social media? For example, semantic search in social media [71] and social media streams recommendation [72] .
Once the user has developed a sufficient understanding of the domain, and the data mining task is defined, they need to select an appropriate data sample. If the data have already been mapped to appropriate domain specific ontologies or linked to external Linked Open Data, the users can more easily select a representative sample and/or meaningful subpopulation of the data for the given data mining task. For example, for a collection of texts, the user may decide to select those which mention a politician after the data has been linked to the semantic web, so that such a selection becomes possible. Table 1 gives an overview of the discussed approaches in this section.
14 It can be observed that at the selection step, links between datasets play only a minor role, and reasoning is scarcely 11 http://textwise.com/api. 12 http://xmlns.com/foaf/spec/.
13 http://sioc-project.org/.
14 The tables used for summarizing approaches at the end of each section are structured as follows: The second column of the table states the problem domain on which the approach is applied. The third column states the data mining task/domain that was used in the approach. The next two columns capture the characteristics of used. In most cases, general-purpose knowledge bases, such as DBpedia or YAGO, are used as sources of knowledge.
The selection of relevant semantic web datasets is usually done by interlinking a dataset at hand with data from Linked Open Data. There are strategies and tools for different kinds of data: relational databases are typically mapped to the semantic web using mapping rules and tools such as D2R. In those cases, mapping rules are typically written manually, which is easily possible because the schema of a relational database is usually explicitly defined. Semi-structured data, such as Web tables, usually comes without explicit semantics, and in large quantities. Here, different heuristics and machine learning approaches are often applied to link them to LOD sources. For that case, it has been shown that combining approaches which perform schema and instance matching in a holistic way typically outperform approaches that handle both tasks in isolation. For unstructured data, i.e., textual contents, the interlinking is typically done by linking named entities in the text to LOD sources with tools such as DBpedia Spotlight. Once the interlinking is done, data visualization and summarization techniques can benefit from the additional knowledge contained in the interlinked datasets.
Preprocessing
Once the data is mapped to domain specific knowledge, the constraints expressed in the ontologies can be used to perform data validity checks and data cleaning. Ontologies can be used for detecting outliers and noise, as well as for handling missing values and data range and constraint violations, and guiding the users through custom preprocessing steps.
Ontologies are often used in many research approaches for the use of data cleaning and data preprocessing. Namely, there are two applications of ontologies in this stage: domainindependent ontologies used for data quality management, and domain ontologies. The first category of ontologies usually contains specifications for performing cleaning and preprocessing operations. In these approaches, the ontology is usually used to guide the user through the process of data cleaning and validation, by suggesting possible operations to be executed over the data. The second category of ontologies provides domain specific knowledge needed to validate and clean data, usually in an automatic manner.
Domain-independent approaches
One of the first approaches that uses a data quality ontology is proposed by Wang et al. [74] . They propose a framework called OntoClean 15 for ontology-based data cleaning. The core component of the framework is the data cleaning ontology component, which is used when identifying the cleaning problem and the relevant the ontologies used in the approach, i.e., the complexity level of the ontology, and if reasoning is applied on the ontology. Based on a prior categorization of ontologies presented in [73] , we distinguish two degrees of ontology complexity: ontologies of low complexity that consist of class hierarchies and subclass relations (marked with L), and ontologies with high complexity that also contain relations other than the subclass relations, and further constraints, rules and so on (marked with H). The sixth column indicates if links (such as owl:sameAs) to other LOD sources were followed to extract additional information. The next column states whether explicit semantic information were used from a given LOD source. The final two columns list the used LOD sources and shared ontologies, respectively. If a LOD source is used, the respective ontology is used as well, without explicitly stating that in the data. Within this component, the task ontology specifies the potential methods that may be suitable for meeting the user's goals, and the domain ontology includes all classes, instances, and axioms in a specific domain, which provides domain knowledge such as attribute constraints for checking invalid values during performing the cleaning tasks.
A similar approach is proposed by Perez et al. [75] with the OntoDataClean framework, which is able to guide the data cleaning process in a distributed environment. The framework uses a preprocessing ontology to store the information about the required transformations. First, the process of identifying and storing the required preprocessing steps has to be carried by a domain expert. Then, these transformations are needed to homogenize and integrate the records so they can be correctly analyzed or unified with other sources. Finally, the required information are stored in the preprocessing ontology, and the data transformations can be accomplished automatically. The approach has been tested on four databases in the domain of bio-medicine, showing that using the ontology the data can be correctly preprocessed and transformed according to the needs.
Domain-specific approaches
One of the first approaches to use a domain specific ontology is proposed by Philips et al. [76] . The approach uses ontologies to organize and represent knowledge about attributes and their constraints from relational databases. The approach is able to automatically, or semi-automatically with an assist of the user, identify the domains of the attributes, relations between the attributes, duplicate attributes and duplicate entries in the database.
Kedad et al. [77] propose a method for dealing with semantic heterogeneity during the process of data cleaning when integrating data from multiple sources, which is differences in terminologies. The proposed solution is based on linguistic knowledge provided by a domain is-a ontology. The main idea is to automatically generate correspondence assertions between instances of objects based on the is-a hierarchy, where the user can specify the level of accuracy expressed using the domain ontology. Once the user has specified the level of accuracy, two concepts will be considered the same if there is a subsumption relation between them, or both belong to the same class. Using this approach the number of results might be increased when querying the data, e.g., for the query ''Do red cars have more accidents than others?'' the system will not only look for red cars, but also for cars with color ruby, vermilion, and seville, which are subclasses of the red color.
Milano et al. introduce the OXC framework [78] that allows data cleaning on XML documents based on a uniform representation of domain knowledge through an ontology, which is gathered from domain analysis activities and from the DTDs of the documents. The framework comprises a methodology for data quality assessment and cleaning based on the reference ontology, and an architecture for XML data cleaning based on such methodology. Given a domain ontology, a mapping relation between the DTD and the ontology is defined, which is used to define quality dimensions (accuracy, completeness, consistency and currency), and perform data quality improvement by relying on the semantics encoded by the ontology.
Brüggemann et al. [79] propose a combination of domain specific ontologies and data quality management ontologies, by annotating domain ontologies with data quality management specific metadata. The authors have shown that such hybrid approach is suitable for consistency checking, duplicate detection, and metadata management. The approach has been extended in [80] , where correction suggestions are being generated for each detected inconsistency. The approach uses the hierarchical structure of the ontology to offer the user semantically related context-aware correction suggestions. Moreover, the framework uses several measurements of semantic distances in ontologies to find the most suitable corrections for the identified inconsistencies. Based on those metrics the system can offer several suggestions for value corrections, i.e., value of next-sibling, first-child and parent. The approach has been applied on data from the cancer registry of Lower Saxony, 16 showing that it can successfully support domain experts.
Wang et al. [81] present a density-based outlier detecting method using domain ontology, named ODSDDO (Outlier Detecting for Short Documents using Domain Ontology). The algorithm is based on the local outlier factor algorithm, and uses domain ontology to calculate the semantic distance between short documents which improves the outlier detecting precision. To calculate the semantic similarity between two documents, first each word from each document is mapped to the corresponding concept in the ontology. Then, using the ontology concept tree, the similarity between each pair of concepts is calculated. The distance between two documents is then simply calculated as average of the sum of the maximum similarities between the pairs of concepts. The documents that have small or zero semantic similarity to other documents in the dataset are considered to be outliers.
Lukaszewski [82] propose an approach to admit and utilize noisy data by enabling to model different levels of knowledge granularity both in training and testing examples. The authors argue that erroneous or missing attribute values may be introduced by users of a system that are required to provide very specific values, but the level of their knowledge of the domain is too general to precisely describe the observation by the appropriate value of an attribute. Therefore, they propose knowledge representation that uses hierarchies of sets of attribute values, derived from subsumption hierarchies of concepts from an ontology, which decreases the level of attribute-noise in the data.
Fürber and Hepp [83] [84] [85] [86] propose approaches for using Semantic Web technologies and Linked Open Data to reduce the effort for data quality management in relational databases. They show that using LOD reference data can help identifying missing values, illegal values, and functional dependency violations. In their first work [83] , the authors describe how to identify and classify data quality problems in relational databases, through the use of SPARQL Inferencing Notation (SPIN). 17 SPIN is a Semantic Web vocabulary and processing framework that facilitates the representation of rules based on the syntax of the SPARQL protocol and RDF query language. To apply the approach on relational databases, the D2RQ tool [26] is used to extract data from relational databases into an RDF representation. The framework allows domain experts to define data requirements for their data based on forms as part of the data quality management process. The SPIN framework then automatically identifies requirement violations in data instances, i.e. syntactic errors, missing values, unique values violations, out or range values, and functional dependency violations. This approach is extended in [85] to assess the quality state of data in additional dimensions.
In a further work [84] , instead of manually defining the data validation rules, the authors propose using Linked Open Data as trusted knowledge base that already contains information on the data dependencies. This approach has been shown to significantly reduce the effort for data quality management, when reference data is available in the LOD cloud. The approach was evaluated against a local knowledge base that contained manually created 16 http://www.krebsregister-niedersachsen.de.
17 http://spinrdf.org/. address data. Using GeoNames as a reference LOD dataset, the approach was able to identify invalid city entries, and invalid city-country relations.
A similar approach using SPIN, has been developed by Moss et al. [87] for assessing medical data. The system compromises a set of ontologies that support reasoning in a medical domain, such as human psychology, medical domain, and patient data. To perform the data cleaning, several rules for checking missing data points and value checking were used. The approach is evaluated on data from the Brain-IT network, 18 showing that it is able to identify invalid values in the data. Ontologies are often used in the healthcare domain for data quality management and data cleaning.
Literature review of such papers is presented in [88] .
In [89] we have developed an approach for filling missing values in a local table using LOD, which is implemented in a system named Mannheim Search Joins Engine. 19 The system relies on a large data corpus, crawled from over one million different websites. Besides two large quasi-relational datasets, the data corpus includes the Billion Triples Challenge 2014 Dataset 20 [90] , and the WebDataCommons Microdata Dataset 21 [91] . For a given local table, the engine searches the data corpus for additional data for the attributes of the entities in the input table. To perform the search, the engine uses the existing information in the table, i.e. the entities' labels, the attributes' headers, and the attributes' data types. The discovered data is usually retrieved from multiple sources, therefore the new data is first consolidated using schema matching and data fusion methods. Then, the discovered data is used to fill the missing values in the local table. Also, the same approach can be used for validating the existing data in the given table i.e. outlier detection, noise detection and correction. Table 2 gives an overview of the discussed approaches in this section. We can observe that, while ontologies are frequently used for data cleaning, well-known LOD datasets like DBpedia are scarcely exploited. Furthermore, many approaches have been tailored to and evaluated in the medical domain, likely because quite a few sophisticated ontologies exist in that domain.
Ontologies and Semantic Web data help with preprocessing the data, mostly for increasing the data quality. There are various data quality dimensions that can be addressed. Outliers and false values may be found by identifying data points and values that violate constraints defined in those ontologies. Subsumption hierarchies and semantic relations help unifying synonyms and detecting interrelations between attributes. Finally, missing values can be inferred and/or filled from LOD datasets.
Transformation
At this stage, the generation of better data for the data mining process is prepared. The transformation step includes dimensionality reduction, feature generation and feature selection, instance sampling, and attribute transformation, such as discretization of numerical data, aggregation, functional transformations, etc. In the context of Semantic Web enabled data mining, feature generation and feature selection are particularly relevant. 
Feature generation
Linked Open Data has been recognized as a valuable source of background knowledge in many data mining tasks. Augmenting a dataset with features taken from Linked Open Data can, in many cases, improve the results of a data mining problem at hand, while externalizing the cost of creating and maintaining that background knowledge [92] .
Most data mining algorithms work with a propositional feature vector representation of the data, i.e., each instance is represented as a vector of features ⟨f 1 , f 2 , . . . , f n ⟩, where the features are either binary (i.e., f i ∈ {true, false}), numerical (i.e., f i ∈ R), or nominal (i.e., f i ∈ S, where S is a finite set of symbols) [93] . Linked Open Data, however, comes in the form of graphs, connecting resources with types and relations, backed by a schema or ontology.
Thus, for accessing Linked Open Data with existing data mining tools, transformations have to be performed, which create propositional features from the graphs in Linked Open Data, i.e., a process called propositionalization [94] . Usually, binary features (e.g., true if a type or relation exists, false otherwise) or numerical features (e.g., counting the number of relations of a certain type) are used. Furthermore, elementary numerical or nominal features (such as the population of a city or the production studio of a movie) can be added [95] . Other variants, e.g., computing the fraction of relations of a certain type, are possible, but rarely used.
In the recent past, a few approaches for propositionalizing Linked Open Data for data mining purposes have been proposed. Many of those approaches are supervised, i.e., they let the user formulate SPARQL queries, which means that they leave the propositionalization strategy up to the user, and a fully automatic feature generation is not possible. Usually, the resulting features are binary, or numerical aggregates using SPARQL COUNT constructs.
LiDDM [96] is an integrated system for data mining on the Semantic Web. The tool allows the users to declare SPARQL queries for retrieving features from LOD that can be used in different machine learning techniques, such as clustering and classification. Furthermore the tool offers operators for integrating data from multiple sources, data filtering and data segmentation, which are carried manually by the user. The usefulness of the tool has been presented through two use cases, using DBpedia, World FactBook 22 and LinkedMDB, 23 in the application of correlations analysis and rule learning.
A similar approach has been used in the RapidMiner 24 semweb plugin [97] , which preprocesses RDF data in a way that it can be further processed by a data mining tool, RapidMiner in that case. Again, the user has to specify a SPARQL query to select the data of interest, which is then converted into feature vectors. The authors propose two methods for handling set-values data, by mapping them into an N-dimensional vector space. The first one is FastMap, which embeds points in an N-dimensional space based on a distance metric, much like Multidimensional Scaling (MDS). The second one is Correspondence Analysis (CA), which maps values to a new space based on their cooccurrence with values of other attributes. The approaches were evaluated on IMDB data, 25 showing that the mapping functions can improve the results over the baseline.
Cheng et al. [98] propose an approach for automated feature generation after the user has specified the type of features. To do so, the users have to specify the SPARQL query, which makes this approach supervised. The approach has been evaluated in the domain of recommender systems (movies domain) and text classification (tweets classification). The results show that using semantic features can improve the results of the learning models compared to using only standard features.
Mynarz et al. [99] have considered using user specified SPARQL queries in combination with SPARQL aggregates, including COUNT, SUM, MIN, MAX. Kauppinen et al. have developed the SPARQL package for R 26 [100, 101] , which allows importing LOD data in the very well known environment for statistical computing and graphics R. In their research they use the tool to perform statistical analysis and visualization of the linked Brazilian Amazon rainforest data. The same tool has been used in [102] for statistical analysis in piracy attack reports data. Moreover, they use the tool to import RDF data from multiple LOD sources in the environment of R, which allows them to easily analyze, interpret and visualize the discovered patterns in the data.
FeGeLOD [95] was the first fully automatic approach for enriching data with features that are derived from LOD. In that work, we have proposed six different feature generation strategies, allowing for both binary features and simple numerical aggregates. The first two strategies are only concerned with the instances themselves, i.e., retrieving the data properties of each entity, and the types of the entity. The four other strategies consider the relation of the instances to other resources in the graph, i.e. incoming and outgoing relations, and qualified relations, i.e., aggregates over the type of both the relation and the related entity. The work has been continued into the RapidMiner Linked Open Data extension 27 [103, 104] . Currently, the RapidMiner LOD [109] , and recommender systems [110, 111] . Besides using simple binary and numerical representation of the features, we have proposed using adapted versions of TF-IDF based measures. In [112] we have performed an initial comparison of different propositionalization strategies (i.e., binary, count, relative count and TF-IDF) for generating features from types and relations from Linked Open Data.
A problem similar to feature generation is addressed by Kernel functions, which compute the distance between two data instances. The similarity is calculated by counting common substructures in the graphs of the instances, e.g., walks, paths and threes. The graph kernels are used in kernel-based data mining and machine learning algorithms, most commonly support vector machines (SVMs), but can also be exploited for tasks such as clustering. In the past, many graph kernels have been proposed that are tailored towards specific application [113] [114] [115] , or towards specific semantic representation [116] [117] [118] [119] . But only a few approaches are general enough to be applied on any given RDF data, regardless of the data mining task. Lösch et al. [120] introduce two general RDF graph kernels, based on intersection graphs and intersection trees. First, they propose the use of walk and path kernels, which count the number of walks and paths in the intersected graphs. Then, they propose full subtree kernel, which counts the number of full subtrees of the intersection tree.
The intersection tree path kernel introduced by Lösch et al., has been modified and simplified by Vries et al. [121] [122] [123] [124] , which also allows for explicit calculation of the instances' feature vectors, instead of pairwise similarities. Computing the feature vectors significantly improves the computation time, and allows using any arbitrary machine learning methods. They have developed two types of kernels over RDF data, RDF walk count kernel and RDF WL sub tree kernel. The RDF walk count kernel counts the different walks in the sub-graphs (up to the provided graph depth) around the instances nodes. The RDF WL sub tree kernel counts the different full sub-trees in the sub-graphs (up to the provided graph depth) around the instances nodes, using the Weisfeiler-Lehman algorithm [125] . The approaches developed by Lösch et al. and by Vries et al. have been evaluated on two common relational learning tasks: entity classification and link prediction.
Feature selection
We have shown that there are several approaches that generate propositional feature vectors from Linked Open Data. Often, the resulting feature spaces can have a very high dimensionality, which leads to problems both with respect to the performance as well as the accuracy of learning algorithms. Thus, it is necessary to apply some feature selection approaches to reduce the feature space. Additionally, for datasets that already have a high dimensionality, background knowledge from LOD or linguistic resources such as WordNet may help reducing the feature space better than standard techniques which do not exploit such background knowledge.
Feature selection is a very important and well studied problem in the literature. The objective is to identify features that are correlated with or predictive of the class label. Generally, all feature selection methods can be divided into two broader categories: wrapper methods and filter methods (John et al. [126] and Blum et al. [127] ).
In feature vectors generated from external knowledge we can often observe relations between the features. In many cases those relations are hierarchical relations, or we can say that the features subsume each other, and carry similar semantic information. Those hierarchical relations can be easily retrieved from the ontology or schema used for publishing the LOD, and can be used to perform better feature selection.
We have introduced an approach [128] that exploits hierarchies for feature selection in combination with standard metrics, such as information gain or correlation. The core idea of the approach is to identify features with similar relevance, and select the most valuable abstract features, i.e. features from as high as possible levels of the hierarchy, without losing predictive power, and thus, find and optimal trade-off between the predictive power and the generality of a feature in order to avoid over-fitting. To measure the similarity of relevance between two nodes, we use the standard correlation and information gain measure. The approach works in two steps, i.e., an initial selection and an additional pruning step.
Jeong et al. [129] propose the TSEL method using a semantic hierarchy of features based on WordNet relations. The presented algorithm tries to find the most representative and most effective features from the complete feature space. To do so, they select one representative feature from each path in the tree, where path is the set of nodes between each leaf node and the root, based on the lift measure, and use χ 2 to select the most effective features from the reduced feature space.
Wang et al. [130] propose a bottom-up hill climbing search algorithm to find an optimal subset of concepts for document representation. For each feature in the initial feature space, they use a kNN classifier to detect the k nearest neighbors of each instance in the training dataset, and then use the purity of those instances to assign scores to features.
Lu et al. [131] describe a greedy top-down search strategy for feature selection in a hierarchical feature space. The algorithm starts with defining all possible paths from each leaf node to the root node of the hierarchy. The nodes of each path are sorted in descending order based on the nodes' information gain ratio. Then, a greedy-based strategy is used to prune the sorted lists. Specifically, it iteratively removes the first element in the list and adds it to the list of selected features. Then, removes all ascendants and descendants of this element in the sorted list. Therefore, the selected features list can be interpreted as a mixture of concepts from different levels of the hierarchy.
When creating features from multiple LOD sources, often a single semantic feature can be found in multiple LOD source represented with different properties. For example, the area of a country in DBpedia is represented with db:areaTotal, and with yago:hasArea in YAGO. The problem of aligning properties, as well as instances and classes, in ontologies is addressed by ontology matching techniques [132] . Even though there exist a vast amount of work in the area of ontology matching, most of the approaches for generating features from Linked Open Data are not explicitly addressing this problem. The RapidMiner LOD extension offers an operator for matching properties extracted from multiple LOD sources, which are later fused into single feature. The operator is based on the probabilistic algorithm for ontology matching PARIS [133] . Unlike most other systems, PARIS is able to align both entities and relations. It does so by bootstrapping an alignment from the matching literals and propagating evidence based on relation functionalities. In [104] we have shown that, for example, the value for the population of a country can be found in 10 different sources within the LOD cloud, which using the RapidMiner LOD extension matching and fusion operator were merged into a single feature. Such a fusion can provide a feature that mitigates missing values and single errors for individual sources, leading to only one high-value feature. In pattern mining and association rule mining, domain ontologies are often used to reduce the feature space in order to get more meaningful and interesting patterns. In the approach proposed by Bellandi et al. [134] several domain-specific and user-defined constraints are used, i.e., pruning constraints, used to filter uninteresting items, and abstraction constraints permitting the generalization of items towards ontology concepts. The data is first preprocessed according to the constraints extracted from the ontology, and then, the data mining step takes place. Applying the pruning constraints excludes the information that the user is not interested in, before applying the data mining approach.
Onto4AR is a constraint-based algorithm for association mining proposed by Antunes [135] and revised later in [136] , where taxonomical and non-taxonomical constraints are defined over an item ontology. This approach is interesting in the way that the ontology offers a high level of expression for the constraints, which allows to perform the knowledge discovery at the optimal level of abstraction, without the need for user input. Garcia et al. developed a technique called Knowledge Cohesion [137, 138] to extract more meaningful association rules. The proposed metric is based on semantic distance, which measures how close two items are semantically based within the ontology, where each type of relation is weighted differently.
Other
Zeman et al. [139] present the Ferda DataMiner tool, which is focused on the data transformation step. In this approach the ontologies are used for two purposes: construction of adequate attribute categorization, and identification and exploitation of semantically related attributes. The authors claim that ontologies can be efficiently used for categorization of attributes as higher-level semantics could be assigned to individual values. For example, for blood pressure there are predefined values that divide the domain in a meaningful way: say, blood pressure above 140/90 mm Hg is considered as hypertension. For the second purpose, ontologies are used to discover the relatedness between the attributes, which can be exploited so as to meaningfully arrange the corresponding data attributes in the data transformation phase. Table 3 gives an overview of the discussed approaches in this section. It can be observed that at this stage of the data mining process, many approaches also exploit links between LOD datasets to identify more features. On the other hand, the features are most often generated without regarding the schema of the data, which is, in most cases, rather used for post processing of the features, e.g., for feature selection. Likewise, reasoning is only scarcely used.
Most data mining algorithms and tools require a propositional representation, i.e., feature vectors for instances. Typical approaches for propositionalization are, e.g., adding all numerical datatype properties as numerical features, or adding all direct types as binary features. There are unsupervised and supervised methods, where for the latter, the user specifies a query for features to generate-those are useful if the user knows the LOD dataset at hand and/or has an idea which features could be valuable. While such classic propositionalization methods create human interpretable features and thus are also applicable for descriptive data mining, kernel methods often deliver better predictive results, but at the price of losing the interpretability of those results. A crucial problem when creating explicit features from Linked Open Data is the scalability and the number of features generated. Since only few approaches focus on identifying high value features already at the generation step, combining feature generation with feature subset selection is clearly advised. The schema information for the LOD sources, such as type hierarchies, can be exploited for feature space reduction. There are a few algorithms exploiting the schema, which often provide a better trade-off between feature space reduction and predictive performance than schema-agnostic approaches.
Data mining
After the data is selected, preprocessed and transformed in the most suitable representation, the next step is choosing the appropriate data mining task and data mining algorithm. Depending on the KDD goals, and the previous steps of the process, the users need to decide which type of data mining to use, i.e. classification, regression, clustering, summarization, or outlier detection. Understanding the domain will assist in determining what kind of information is needed from the KDD process, which makes it easier for the users to make a decision. There are two broader categories of goals in data mining: prediction and description. Prediction is often referred to as supervised data mining, which attempts to forecast the possible future or unknown values of data elements. On the other hand, descriptive data mining is referred as unsupervised data mining, which seeks to discover interpretable patterns in the data. After the strategy is selected, the most appropriate data mining algorithm should be selected. This step includes selecting methods to search patterns in the data, and deciding on specific models and parameters of the methods.
Once the data mining method and algorithm are selected, the data mining takes place.
To the best of our knowledge, there are rarely any approaches in the literature that incorporates data published as Linked Open Data into the data mining algorithms themselves. However, many approaches are using ontologies for the data mining process, not to only support the user in the stage of selecting the data mining methods, but to guide the users through the whole process of knowledge discovery.
Domain-independent approaches
While there is no universally established data mining ontology yet, there are several data mining ontologies currently under development, such as the Knowledge Discovery (KD) Ontology [140] , the KDDONTO Ontology [141] , the Data Mining Workflow (DMWF) Ontology 28 [142] , the Data Mining Optimization (DMOP) Ontology 29 by Hilario [143, 144] , OntoDM 30 [145, 146] , and its sub ontology modules OntoDT, 31 OntoDM-core 32 [147] and OntoDM-KDD 33 [148] . An overview of existing intelligent assistants for data analysis that use ontologies is given in [149] . In this survey, all approaches are categorized by several criteria. First, which types of support the intelligent assistants offer to the data analyst. Second, it surveys the kinds of background knowledge that the IDAs rely on in order to provide the support. Finally, it performs thorough comparison of IDAs in light of the defined dimensions and the identification of limitations and missing features.
One of the earliest approaches, CAMLET, was proposed by Suyama et al. [150] , which uses two light-weight ontologies of machine learning entities to support the automatic composition of inductive learning systems.
Among the first prototypes is the Intelligent Discovery Assistant proposed by Bernstein et al. [151] , which provides users with systematic enumerations of valid sequences of data mining operators. The tool is able to determine the characteristics of the data and of the desired mining result, and uses an ontology to search for and enumerate the KDD processes that are valid for producing the desired result from the given data. Also, the tool assists the user in selecting the processes to execute, by ranking the processes according to what is important to the user. A lightweight ontology is used that contains only a hierarchy of data mining operators divided into three main classes: preprocessing operators, induction algorithms and post processing operators.
Many approaches are using Semantic Web technologies to assist the user in building complex data mining workflows. Žáková et al. [152, 140] proposed an approach for semiautomatic workflow generation that requires only the user input and the user desired output to generate complete data mining workflows. To implement the approach, the authors have developed the knowledge discovery ontology, which gives a formal representation of a knowledge types and data mining algorithms. Second, a planning algorithm is implemented that assembles workflows based on the planning task descriptions extracted from the knowledge discovery ontology and the given user's input-output task requirements. In such semiautomatic environment the user is not required to be aware of the numerous properties of the wide range of relevant data mining algorithms. In their later work, the methodology is implemented in the Orange4WS environment for service-oriented data mining [153, 154] .
Diamantini et al. [155] introduce a semantic based, serviceoriented framework for tools sharing and reuse, giving advanced support for the semantic enrichment through semantic annotation 28 http://www.e-lico.eu/dmwf.html. of KDD tools, deployment of the tools as web services and discovery and use of such services. To support the system an ontology named KDDONTO [141] is used, which represents a formal ontology describing the domain of KDD algorithms. The ontology provides information required by the KDD composer to assist them to choose the suitable algorithms for achieving their goal starting from the data at hand, and to correctly compose the algorithms for forming a valid process [156] .
Kietz et al. [142, 157] presented a data mining ontology for workflow planning, able to effectively organize hundreds of operators, which is the base for checking the correctness of KDD workflows and a Hierarchical Task Network planning component able to effectively enumerate useful KDD workflows. This includes the objects manipulated by the system, the metadata needed, the operators used, and a goal description. The workflow generator is tightly coupled with a meta-miner whose role is to rank the workflows and is based on the DMOP ontology. Furthermore, the authors introduced the eProPlan tool [158] , which represents ontology-based environment for planning KDD workflows. Later on, the tool is used to semantically annotate all operators in the very well known data mining tool RapidMiner. This allows the users to easily, and faster build more efficient KDD workflows within RapidMiner [159] . Their evaluation showed that using Semantic Web technologies can speed up the workflow design time up to 80%. This is achieved by automatic suggestion for possible operations in all phases of the KDD process.
Furthermore, Hilario et al. [143] present the data mining optimization ontology, which provides a unified conceptual framework for analyzing data mining tasks, algorithms, models, datasets, workflows and performance metrics, as well as their relationships. One of the main goals of the ontology is to support meta-mining of complete data mining experiments in order to extract workflow patterns [144] . In addition, the authors have developed a knowledge base by defining instances of the DMOP ontology. The DMOP ontology is not based on any upper-level ontology and uses a large set of customized special-purpose relations.
Panov et al. [145, 146] propose an ontology of data mining OntoDM that includes formal definitions of basic data mining entities, such as datatype and dataset, data mining task and data mining algorithm, which is based on the proposal for a general framework for data mining proposed by Džeroski [160] . The ontology is one of the first deep/heavy-weight ontology for data mining. To allow the representation of mining structured data, the authors developed a separate ontology module, named OntoDT, for representing the knowledge about datatypes. To represent core data mining entities, and to be general enough to represent the mining of structured data, the authors introduced the second ontology module called OntoDM-core [147] . The third, and final, module of the ontology is the OntoDM-KDD which is used for representing data mining investigations [148] .
Gabriel et al. [161] propose the usage of semantic information about the attributes contained in a dataset for learning classification rules that are potentially better understandable. They use semantic coherence, i.e., the semantic proximity of attributes used in a rule, as a target criterion to increase the understandability of a rule. In their paper, they show that using WordNet as a source of knowledge, and adapting a standard separate-and-conquer rule learning algorithm [162] , they can significantly increase the semantic coherence in a rule without a decrease in classification accuracy.
Domain-specific approaches
Santos et al. [163] describes a research of an ontological approach for leveraging the semantic content of ontologies to improve knowledge discovery in databases. The authors divide the KDD process into three main operations, and try to support each of them using ontologies. First, in the data understanding and data preparation phases, ontologies can facilitate the integration of heterogeneous data and guide the selection of relevant data to be mined, regarding domain objectives. Second, during the modeling phase, domain knowledge allows the specification of constraints for guiding data mining algorithms by narrowing the search space. Finally, in the interpretation and evaluation phase, domain knowledge helps experts to validate and rank the extracted patterns.
Ding et al. [164, 165] introduce another ontology based framework for incorporating domain knowledge into data mining process. The framework is able to support the data mining process in several steps of the pipeline: data exploration, defining mining goals, data selection, data preprocessing and feature selection, data transformation, data mining algorithm parameter selection, and data mining results evaluation.
Češpivová et al. [166] have shown how ontologies and background knowledge can aid each step of the KDD process. They perform association mining using the LISp-Miner tool, over the STULONG medical dataset. To support the data mining they use UMLS ontologies 34 to map the data to semantic concepts. The mapping helped the authors to better understand the domain. They were able to identify and filter out redundant and unnecessary attributes, and group together semantically related attributes, by analyzing the relationships inside the ontology. Furthermore, they use ontologies to interpret and to give better explanation of the data mining results. Table 4 gives an overview of the discussed approaches in this section. It shows that, while Linked Open Data based datasets play a minor role in this step, heavy-weight ontologies and reasoning are quite frequently used. Moreover, most of the ontologies are domain-independent, while domain-specific developments at this step are rather rare.
Ontologies are often used for supporting the user in creating a proper data mining process. They can be used to represent data sources, algorithms etc. in data mining processes, and assist the user in building reasonable data mining processes, e.g., by ensuring that a chosen algorithm is capable of handling the given data. For example, the platform RapidMiner internally uses semantic descriptions of operators to assist the user in avoiding errors, e.g., when combining data preprocessing and machine learning operators. Here, reasoning does not only check the validity of a process, but also proposes solutions to fix an invalid process. Approaches that use semantic information directly in an algorithm to influence the outcome of that algorithm are rather rare. There are some directions of using semantic background knowledge in data mining algorithms, e.g., for finding patterns that are easier to consume by an end user.
Interpretation
After the data mining step has been applied, we expect to discover some hidden patterns from the data. To be interpreted and understood, these patterns often require the use of some background knowledge, which is not always straightforward to find. In most real world contexts, providing the background knowledge is committed to the experts, whose work is to analyze the results of a data mining process, give them a meaning and refine them. The interpretation turns out to be an intensive and time-consuming process, where part of knowledge can remain unrevealed or unexplained. Explain-a-LOD [106] is one of the first approaches in the literature for automatically generating hypothesis for explaining statistics by using LOD. The tool uses FeGeLOD (described in Section 7.1) for enhancing statistical datasets with background information from DBpedia, and uses correlation analysis and rule learning for producing hypothesis which are presented to the user. The tool has been later used to find and explain hypothesis for quality of living in cities across the world [107] , and unemployment rates in France [108] , among others. For example, in [107] the tool was able to automatically discover hypothesis like ''Cities where many things take place have a high quality of living.'' and ''European capitals of culture have a high quality of living.''. While in [108] where data from DBpedia, Eurostat and LinkedGeoData has been used, the tool discovered hypothesis like ''Regions in France that have high energy consumption have low unemployment rate.änd ''French regions that are out of Europe, French African Islands, and French Islands in the Indian Ocean have high unemployment rate.''.Furthermore, the approach is extended in [167] , which allows automatic correlation analysis and visualizing statistical data on maps using Linked Open Data. The tool allows the users to import any statistical data from local spreadsheets or RDF datacubes, perform correlation analysis and automatically visualize the findings on a map.
Linked Open Data can not only add categorical information which allows for an easier exploration of results, but also additional visual clues. In [108, 167] , we have shown that polygon data for geographic entities published as LOD, like GADM 35 can be exploited for creating a map-based visualization of data mining results. Moreover, GADM offers shape data of geographical entities on different administrative levels, which can be accessed through DBpedia by following owl:sameAs links.
d'Aquin et al. [168] have proposed a method that exploits external information available as LOD to support the interpretation of data mining results, through automatically building a navigation-exploration structure in the results of a particular type of data mining, in this case sequential pattern mining, tool based on data dimensions chosen by the analyst. To do so, the authors first represent the data mining results into a way compatible with a LOD representation, and link them to existing LOD sources. Then, the analyst can easily explore the mined results with additional dimension. Furthermore, to organize the enriched results into a hierarchy, the authors use formal concept analysis to build a concept lattice. This can allow the analyst to drill down into the details of a sub-set of the patterns, and see how it relates to the original data.
A similar approach is used in [169] for interpreting sequential patterns in patient data. Linked Data is used to support the 35 http://gadm.geovocab.org/.
interpretation of patterns mined from patient care trajectories. Linked data exposed through the BioPortal system is used to create a navigation structure within the patterns obtained form sequential pattern mining. The approach provides a flexible way to explore data about trajectories of diagnoses and treatments according to different medical classifications.
Tiddi [170] proposes a three step approach for interpreting data mining results, i.e. clustering, association rules and sequence patterns. In the first step additional information for the patterns results are extracted from the LOD cloud. Using inductive logic programming, new hypotheses are generated from the pattern mining results and the knowledge extracted from LOD. In the last step the hypotheses are evaluated using ranking strategies, like Weighted Relative Accuracy, and Information Retrieval F -measure. The same approach has been used in [171] to explain why groups of books, obtained from a clustering process, have been borrowed by the same students. The analysis were done on the Huddersfield's books usage dataset, 36 using the British National Bibliography 37 and Library of Congress 38 as LOD datasets. The experiments lead to interesting hypothesis to explain the clusters, e.g., ''books borrowed by students of Music Technologies are clustered together because they talk about music''.
The work has been continued in [172, 173] , introducing Dedalo, framework that dynamically traverses Linked Data to find commonalities that form explanations for items of a cluster. Dedalo uses iterative approach for traversing LOD graphs, where the roots are the items of the clusters. The underlying assumption is that items that belong to one cluster share more common paths in the LOD graph, than the items outside the cluster. The authors were able to extract interesting and representative explanation for the clusters, however, the number of resulting atomic rules is rather large, and need to be aggregated in a post-processing step. The typical strategy to overcome those problems is providing the patterns to human experts, whose role consists in analyzing the results, discovering the interesting ones while explaining, pruning or refining the unclear ones. To cope with such a strenuous and time consuming process, the authors in their next work [174] have proposed an approach that is using Neural Network model to predict whether two rules, if combined, can lead to the creation of a new, improved rule (i.e., a new rule, with a better F -measure). The approach has been applied in the domain of education and publications.
Lavrač et al. have made a notable research work in the field of semantic subgroup discovery. The task of subgroup discovery is 36 http://library.hud.ac.uk/data/usagedata/readme.html.
37 http://bnb.data.bl.uk/.
38 http://id.loc.gov/. defined as follows: ''Given a population of individuals and a property of those individuals that we are interested in, find population subgroups that are statistically most interesting, for example, are as large as possible and have the most unusual statistical (distributional) characteristics with respect to the property of interest'' [175] . The authors define semantic subgroup discovery as part of semantic data mining, which is defined as: ''Given a set of domain ontologies, and empirical data annotated by domain ontology terms, one can find a hypothesis (a predictive model or a set of descriptive patterns), expressed by domain ontology terms, explaining the given empirical data''. The semantic subgroup discovery was first implemented in the SEGS system [176] . SEGS uses as background knowledge data from three publicly available, semantically annotated biological data repositories. Based on the background knowledge, it automatically formulates biological hypotheses: rules which define groups of differentially expressed genes. Finally, it estimates the relevance (or significance) of the automatically formulated hypotheses on experimental microarray data. The system was extended in the SegMine system, which allows exploratory analysis of microarray data, performed through semantic subgroup discovery by SEGS [177] , followed by link discovery and visualization by Biomine [178] , an integrated annotated bioinformatics information resource of interlinked data. The SEGS system was later extended to two general semantic subgroup discovery systems, SDM-SEGS and SDM-Aleph [179] [180] [181] . Finally, the authors introduced the Hedwig system [182] , which overcomes some of the limitations of the previous systems. The findings of this series of work have been concluded in [183, 184] .
A similar problem is addressed in [185] . Instead of identifying subgroups, we aim at finding special characteristics of a given instance, given a contrast set. To that end, data about the instance at hand, as well as its contrast set, are retrieved from DBpedia. Attribute-wise outlier detection, which computes outlier scores for single attribute values [186] , is exploited for identifying those attribute values of the instance that are significantly different from those of the other instances.
Many approaches are using ontologies for patterns postmining, and interpretation of the results. The domain knowledge and metadata specification stored in the ontology are used in the interpretation stage to prune and filter out discovered patterns. Ontologies are commonly used to filter out redundant patterns, and too specific patterns without losing semantic information. One of the first approaches that use domain ontologies for that purpose is the work by Srikant [187] , who introduced the concept of generalized association rules. Similarly, Zhou et al. [188] introduce the concept of raising. Raising is the operation of generalizing data mining rules in order to increase the support while keeping the confidence high enough. This is done with generalizing the entities by raising them to a specified level in the ontology. The authors use an ontology that consists of two taxonomies, one of which describes different customer classifications, while the other one contains a large hierarchy, based on Yahoo, which contains interests. In the experiments, the support values of rule sets were greatly increased, up to 40 times. GART is a very similar approach [189] , which uses several taxonomies over attributes to iteratively generalize rules, and then, prunes redundant rules at each step. The experiments were performed using a sale database of a Brazilian supermarket. The experiments show reduction rates of the sets of association rules varying from 14,61% to 50,11%. Marinica et al. [190] present an interactive postprocessing framework, called ARIPSO (Association Rule Interactive postProcessing using Schemas and Ontologies). The framework assists the user throughout the analyzing task to prune and filter discovered rules. The system allows formalizing user knowledge and goals, which are latter used in applying iteratively a set of filters over extracted rules in order to extract interesting rules: minimum improvement constraint filter, item-relatedness filter, rule schema filters/pruning. The experiments were performed on the Nantes Habitat data, 39 dealing with customers satisfaction concerning accommodation, for which a corresponding ontology was developed by the authors. The results showed that the number of rules can be significantly reduced when using the schema, resulting in more descriptive rules.
Huang et al. [191] use LOD to interpret the results of text mining. The approach starts with extracting entities and semantic relations between them from text documents, resulting into semantic graphs. Then, a frequent sub-graph discovery algorithm is applied on the text graphs to find frequent patterns. To interpret the discovered subgraphs, an algorithm is proposed to traverse Linked Data graphs for relations that are used to annotate the vertices and the edges of the frequent sub-graphs. The approach is applied on a military dataset, where DBpedia is used as a LOD dataset.
Another approach that uses ontologies in rule mining is the 4ft-Miner tool [192] . The tool is used in four stages of the KDD process: data understanding, data mining, result interpretation and result dissemination. In the data understanding step, a datato-ontology mapping was performed, which resulted in discovery of redundant attributes. In the data mining stage of the KDD process, the ontology was used to decompose the data mining task into more specific tasks, which can be run faster, resulting in more homogeneous results, and thus easily interpretable. In the interpretation stage, the data-to-ontology mappings are used to match some of the discovered associations to the corresponding semantic relations or their more complex chains from the ontology, which can be considered as potential explanation of the discovered associations. The approach was used to interpret associations in medical and social climate applications. In the medical domain, the STULONG dataset 40 is used, which contains cardiovascular risk data. As an ontology is used the UMLS ontology. Using the approach, the authors were able to discover hypothesis like ''Patients who are not physically active within the job nor after the job (Antecedent) will more often have higher blood pressure (Succedent)'' and ''Increase of smoking leads to increase of cardiovascular diseases''. Table 5 gives an overview of the discussed approaches in this section. We observe that in this step, reasoning plays no crucial role. The datasets exploited are rather mixed, general purpose datasets such as DBpedia are often used, but also highly specific datasets can be exploited. Roughly half of the approaches also make use of the interlinks between those datasets. Semantic Web data can help in the interpretation of patterns found, in particular for descriptive tasks. Those typically encompass subgroups or clusters found, or rule models that are used to describe a dataset. The information used from LOD datasets and/or ontologies can help further analyzing those findings, e.g., by explicating typical features of instances in a subgroup or cluster, thus, they may explain the grouping chosen by a data mining algorithm. Furthermore, rules can be further refined and/or generalized, which improves their interpretability.
Example use case
Recommender systems have changed the way people find and buy products and services. As the Web has grown over time, and the number of products and services within, recommender 39 http://www.nantes-habitat.fr/.
40 http://euromise.vse.cz/stulong-en/.
Table 5
Summary of approaches used in the interpretation step.
Combining multiple LOD datasets
The second step is to explore the initial links to extract additional data from other LOD datasets that might be useful for the given task (cf. Section 6). Besides DBpedia there are multiple other datasets in the LOD cloud that contain information about books. To extract the corresponding entity URIs from the other datasets, we can follow the existing owl:sameAs links in DBpedia. For example, we can extract the URIs from the corresponding entities in YAGO and Freebase. Furthermore, we can find the corresponding URIs to other datasets for which an owl:sameAs does not exist, like dbTropes, using the book title and production year. In [110] , we use the book ISBN and title to link the books to the RDF Book Mashup dataset, 42 which provides the average score assigned to a book on Amazon.
In the third step of the pipeline the data gathered from different sources need to be consolidated into one cleansed dataset. However, when combining data from different LOD sources, those usually use different schemas. For example, the book author in DBpedia is listed under the dbpprop:author property, while in YAGO the same information is under the created property. In order to use that data more effectively, such attributes can be merged into one by applying schema matching. For example, in [104] for that purpose we use the PARIS ontology matching approach. The resulting dataset will contain high quality and extensive information about the books.
As discussed in Section 6, this shows how Semantic Web data can help creating more valuable data, e.g., by fusing similar information from various sources to increase both the coverage and reduce the redundancy of attributes in the dataset.
Building LOD-based recommender system
In the fourth step the graph data needs to be transformed to propositional form so it could be used in a standard recommender system (cf. Section 7). For that purpose in [110] we use the RapidMiner LOD extension. In this approach we developed a hybrid multi-strategy content-based recommendation system. This approach builds on training individual base recommenders and using global popularity scores as generic recommenders. The results of the individual recommenders are combined using stacking regression and rank aggregation.
For building the content-based recommenders, we use the following feature sets for describing a book retrieved from DBpedia and the RDF Book Mashup dataset:
• All direct types, i.e., rdf:type, of a book 43 • All categories of a book • All categories of a book including broader categories That bag of words is preprocessed by tokenization, stemming, removing tokens with less than three characters, and removing all tokens less frequent than 3% or more frequent than 80%. 43 This includes types in the YAGO ontology, which can be quite specific (e.g., American Thriller Novels). 44 The reason for not including broader categories by default is that the category graph is not a cycle-free tree, with some subsumptions being rather questionable.
This feature creation strategy is a mix of automatic and manual feature generation. On the one hand, we automatically create all direct types, without caring about whether they are useful for the task at hand or not. Most of the other features, however, are guided by domain knowledge and assumptions, e.g., that the categories and genres of a book may be relevant for a book recommender system. As discussed in Section 7, fully automatic feature generation covers all the possible features, at the danger of creating a very high dimensional feature space with many irrelevant features. Thus, combinations of automatic and handcrafted feature generation strategies, like in this example, are rather common in practice.
The content-based recommender system is based on the k-NN algorithm, where we use k = 80 and cosine similarity for the base recommenders. The rationale of using cosine similarity is that, unlike, e.g., Euclidean distance, only common features influence the similarity, but not common absence of features (e.g., two books not being American Thriller Novels).
Recommender results interpretation
The final step of the LOD-enabled KDD pipeline is the evaluation and interpretation of the developed data mining model (cf. Section 9). In the case of recommender systems, besides being able to efficiently produce accurate recommendations, the ability to effectively explain the recommendations to users is another important aspect of a recommender system. To this aim, Linked Open Data plays an important role since it eases the computation of a human-understandable explanation because it allows the user to explore the results space following different dimensions, i.e., explicitly listing, for each property, the values which are common between the movies in the user profile and the suggested ones [194] .
Such an approach is particularly interesting if, unlike the use case above, the recommendation is based purely on statistical methods like collaborative filtering. For example, for a user who has already liked the book ''The Lord of the Rings'', a recommender system might recommend the book ''The Hobbit''. The system can then easily give an explanation to why the book was recommended to the user by displaying the most important shared relations for these two books, e.g., both books are ''High fantasy'', both books are written by the same author ''J. R. R. Tolkien'', and both books belong to the same category ''British fantasy novels''.
It is important to note that the interpretation is really an a posteriori step here, since the recommender system was purely based on statistical measures, i.e., finding the most similar books, without providing any explanations by itself.
Discussion
Given the amount of research works discussed in this paper, it is evident that, especially with the advent and growth of Linked Open Data, information from the Semantic Web can be used beneficially in the data mining and knowledge discovery process. Looking at the results from a larger distance, however, we can make a few interesting observations:
• DBpedia is used in the vast majority of the research papers discussed in this survey, with other LOD sources being used only scarcely, and the majority of the hundreds of LOD datasets not being used at all. There may be different reasons for that; ranging from DBpedia's relatively simple data model and its wide coverage to the availability of sophisticated tools such as DBpedia Lookup and DBpedia Spotlight. While this underlines the utility of such general purpose knowledge sources on the Semantic Web, it can also be problematic to tailor and evaluate approaches only to single datasets, since it limits the insights on the general applicability of the approaches.
• Many papers use custom ontologies and datasets instead of reusing open datasets from the web of data. This is particularly often observed in the life sciences and medical domain, which, at the same time, is one of the largest most prominently represented domains within the Linked Open Data cloud. It is subject to future research to find out the reasons for this discrepancy, which may have different reasons, such as a limited awareness of open datasets, or an inferior fitness for use of those datasets.
• Links between datasets, which are one of the core ingredients to Linked Open Data, are used by relatively few approaches. This may also imply that many of the approaches stay below what is possible with Linked Open Data, leveraging only information from one dataset instead of using the full amount of knowledge captured in the Semantic Web. One reason may be that even in the presence of machine-interpretable schemas, developing schema-agnostic applications is a non-trivial task. Furthermore, building approaches that autonomously follow links and are ultimately capable of exploiting the whole Web of Linked Data as background knowledge would also lead to new scalability challenges.
• Expressive schemas/ontologies and reasoning on those, which has been a core selling point of the Semantic Web for years, are rarely combined with data mining and knowledge discovery. Again, it is subject to future research to find out whether this is due to a limited availability of suitable ontologies, limited awareness, or imperfect fitness to the problems found in practice.
• In most cases, knowledge from the Semantic Web is about the domain of the processed data, not the data mining domain. However, given endpoints such as myExperiment.org, 45 which provides lots of scientific workflows (including data mining workflows), would allow for solutions providing advice to data analysts building such workflows, such as the recently announced ''Wisdom of Crowds Operator Recommendations'' by RapidMiner, 46 based on open data.
These observations show that, although a remarkable amount of work in the area exists, data mining and knowledge discovery is still not tapping the full potential that is provided by the Semantic Web. Data mining workflows automatically leveraging information from different datasets by following links beyond single datasets such as DBpedia are still an interesting and promising area of research.
Conclusion and outlook
In this paper, we have given a survey on the usage of Semantic Web data, most prominently Linked Open Data, for data mining and knowledge discovery. Following Fayyad's classic workflow pipeline, we have shown examples for the usage of Semantic Web data at every stage of the pipeline, as well as approaches supporting the full pipeline.
Analyzing the findings from the survey, the first observation is that there are plenty of works of research in the area, and applications exist in many domains. A frequent application domain is biomedicine and life science, but the approaches are also transferred to quite a few other domains. Furthermore, some sophisticated applications and tool stacks exist, that go beyond mere research prototypes.
Furthermore, we see that there are still some uncharted territories in the research landscape of Semantic Web enabled data mining. This shows that, although impressive results can be achieved already today, the full potential of Semantic Web enabled data mining and KDD still remains to be unlocked. 45 http://www.myexperiment.org.
46 https://rapidminer.com/news-posts/rapidminer-makes-snap-movepredictive-analytics-data-mining-machine-learning-cloud/.
