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ABSTRACT
For the plant identification we have used an adaptive
model based on the neo-fuzzy-neuron, which has rather
simple architecture of the zeroth order Takagi-Sugeno-
Kang neuro-fuzzy system type and is characterized by
high learning rate and simplicity of both software and
hardware implementation. Using adaptive control ap-
proach the controller based on neo-fuzzy-model with
generalized minimum variance and constraint on the
control energy is proposed. The advantage of the pro-
posed controller is a convergence rate increasing due to
quasi linearity of its structure, which allows to control
the nonlinear non- stationary processes. The experi-
ments were carried out on the real technical task, in-
cluded the process of wood drying modeling and con-
trol. Using the proposed adaptive controller allows to
increase the quality of the wood drying process provid-
ing the required humidity level or the electric power
consumption constraints.
Index Terms— Controller, neo-fuzzy-neuron, gen-
eralized minimal variance, constraint on the energy
1. INTRODUCTION
The effectiveness of adaptive identification, control, pre-
diction, pattern recognition is substantially depended
on the quality of mathematical object model. In the
most cases the model construction was performed based
on bench mode modeling of data obtained in the exper-
iment. Therefore the most perspective in this case can
be adaptive models which are capable to change their
parameters as well as their structure in real time. The
idea of an optimal model structure has been taken as
a principal of the scientific field known as the induc-
tive modeling. At the same time, a fairly wide spread
for the solution of the same tasks has the computational
intelligence methods based on combining a hybrid neu-
ral networks, a fuzzy inference systems and evolution-
ary algorithms. Therefore combining of the compu-
tational intelligence methods (neuro-fuzzy-, wavelet-
neuro-fuzzy-, neo-fuzzy- systems) can improve the qual-
ity of the decision problem of adaptive identification,
control, forecasting, etc.
In the paper the model construction of the non- sta-
tionary nonlinear dynamic plant based on the neo-fuzzy
neuron are considered. At that the quality of adaptive
identification depends not only on the applied learning
algorithm parameters and the number of membership
functions, which can change during the model design
in real time.
2. NEO-FUZZY-MODEL
Let us consider a nonlinear dynamical non-stationary
stochastic plant, which is defined by the nonlinear au-
toregressive model with exogenous input
(NARX model) in the form
y(k) = f(y(k − 1), u(k − 1)) + ξ(k) =
= f(x(k)) + ξ(k),
(1)
where y(k) is the output signal, u(k) is the control sig-
nal, ξ(k) is the stochastic noise component with zero
mathematical expectation and bounded variance in cur-
rent discrete time instant k = 0, 1, 2, . . .; f(•) is some
bounded nonlinear function unknown in the general
type; x(k) = (y(k−1), u(k−1))T ≡ (x1(k), x2(k))T .
For the plant (1) identification in real time we use
an adaptive model based on the neo-fuzzy-neuron [1,
2], which has rather simple neuro-fuzzy architecture
of the zero order Takagi-Sugeno-Kang system type [3]
and is characterized by high tuning rate and simplicity
of both software and hardware implementation.
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It should be noted, that the authors of neo-fuzzy
neuron prof. T. Yamakawa with colleagues success-
fully used it for the filtering, forecasting and restora-
tion signal problem solving, and in [4, 5] the neo-fuzzy
neuron was used for the adaptive nonlinear controller
synthesis.
Let us introduce into consideration the model of the
plant (1) based on neo-fuzzy neuron in the form
ŷ(k) = F (y(k − 1), u(k − 1)) =
=
2∑
i=1
fi(xi(k)) =
=
2∑
i=1
m∑
h=1
µih(xi(k))wih(k − 1),
(2)
where the function fi(xi(k)) describes the output sig-
nal of i-th nonlinear synapse in the k-th current time
instant
fi(xi(k)) =
2∑
i=1
m∑
h=1
µih(xi(k))wih(k − 1), (3)
µih is an h-th membership function of the i-th input,
wih(k−1) is an h-th tuning synaptic weight of the i-th
nonlinear synapse in the previous time instant (k − 1).
The membership functions are accepted of the tri-
angular type and such as, that they satisfy to the condi-
tions of Ruspini partitioning
m∑
h=1
µih(xi(k)) = 1, (4)
that is
µih(xi) =


xi − ci,h−1
ci,h − ci,h−1
,xi ∈ [ci,h−1, ci,h],
ci,h+1 − xi
ci,h+1 − ci,h
,xi ∈ [ci,h, ci,h+1],
0,xi /∈ [ci,h−1, ci,h+1],
(5)
where cih is the center of h-th membership function of
i-th input.
Fig. 1 shows the example of such membership func-
tions, at that the interval of signal variation xi is sup-
posed to be a-priori known [xi,min, xi,max] .
It is easy to see, that in general case every nonlinear
synapse is m-rules fuzzy base
IF xi IS Xih
THEN fi = wih, h = 1, . . . ,m,
(6)
where Xih is a fuzzy set, defined by the membership
function µih .
The structure of neo-fuzzy model (2) of the plant
(1) is shown on the fig. 2, where NSi is a nonlinear
synapse, z−1 is time delay element, eI(k) = (y(k) −
ŷ(k)) is the identification error.
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Fig. 1. The membership functions satisfying Ruspini
partitioning.
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Fig. 2. Neo-fuzzy model of the controlled plant.
3. THE NEO-FUZZY MODEL PARAMETERS
TUNING
The synaptic weights tuning in real time can be done
both based on conventional gradient optimization algo-
rithm [1, 2], and by adaptive procedure with improved
following and filtering properties [6, 7]


w(k) = w(k − 1) + r−1(k)eI(k)µ(k),
r(k) = αr(k − 1) + ‖µ(k)‖2,
0 ≤ α ≤ 1,
(7)
where w(k) = (w11(k), w12(k), . . . , w1m(k), w21(k),
. . . , w2m(k))
T , µ(k) = (µ11(x1(k)), µ12(x1(k)), . . . ,
µ1m(x1(k)), µ21(x2(k)), . . . , µ2m(x2(k)))
T ,
eI(k) = y(k)− yˆ(k).
The membership functions, as usual, are selected as
fixed and equidistant, at that in every current time in-
stant due to condition (4) only two neighbouring func-
tions can be fired, for example, µi,h(xi(k)) and
µi,h+1(xi(k)).
Therefore, the equation (3) can be rewritten in the
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form
fi(xi(k)) =µi,p(xi(k))wi,p(k − 1)+
+µi,p+1(xi(k))wi,p+1(k − 1) =
=
ci,p+1 − xi(k)
ci,p+1 − ci,p
wi,p(k − 1)+
+
xi(k)− ci,p
ci,p+1 − ci,p
wi,p+1(k − 1) =
=∆c−1(ci,p+1 − xi(k))wi,p(k − 1)+
+∆c−1(xi(k)− ci,p)wi,p+1(k − 1),
(8)
where ∆c = (ci,p+1 − ci,p) = (ci,p − ci,p−1), p is the
index of the active fuzzy interval.
Introducing the notation


ai(k − 1) = (wi,p+1(k − 1)−
− wi,p(k − 1))(ci,p+1 − ci,p)
−1 =
= ∆c−1(wi,p+1(k − 1)− wi,p(k − 1)),
bi(k − 1) = (ci,p+1wi,p(k − 1)−
− ci,pwi,p+1(k − 1))(ci,p+1 − ci,p)
−1 =
= ∆c−1(ci,p+1wi,p(k − 1)−
− ci,pwi,p+1(k − 1)),
(9)
we can rewrite the equation of nonlinear synapse (3) in
simple linear form
fi(xi(k)) = ai(k − 1)xi(k) + bi(k), (10)
what will allow in the sequel to use conventional adap-
tive control theory for the controller synthesis.
4. ADAPTIVE CONTROLLER WITH
GENERALIZED MINIMAL VARIANCE
Let’s introduce into consideration the control criterion
with generalized minimal variance
J(k) = (y∗(k + 1)− y(k + 1))2 + ρu2(k), (11)
that using (10) can be rewritten in the form
J(k) = (y∗(k + 1)− a1(k)y(k)− b1(k)−
− a2(k)u(k)− b2(k))
2 + ρu2(k),
(12)
where y∗(k + 1) is the desired value of the reference
signal, ρ ≥ 0 is the penalty coefficient, which sets en-
ergy ”cost” of the control signal.
Solving differential equation
∂J(k)
∂u(k)
= 0, (13)
one can be obtain the adaptive control law in the form
u(k) = (y∗(k + 1)− a1(k)y(k)− b1(k)−
− b2(k))(a
2
2(k) + ρ)
−1a2(k),
(14)
what is modification of the well-known Clarke-
Gawthrop algorithm [8]. It is easy to see that when
ρ = 0we obtain the modification of conventional adap-
tive Astro¨m–Wittenmark controller [9]
u(k) = a−12 (k)(y
∗(k + 1)− a1(k)y(k)−
− b1(k)− b2(k)).
(15)
5. ADAPTIVE CONTROLLER WITH THE
CONSTRAINT ON THE ENERGY
The selection of the parameters ρ in criterion (11) is
performed as a rule on the intuitive level or in the ex-
perimenting with control plant model process.
Since the task considered here is solved based on
computational intelligence methodology, it is quite nat-
ural to require that this parameter is automatically de-
fined by the controller.
In [10] it was proposed to solve adaptive control
tasks under additional constraint on the control energy
in the form
u2(k) ≤ U2, (16)
whereU2 is some threshold, which can not be exceeded
in the plant control process.
Introducing the Lagrange function
L(k) = (y∗(k+1)−y(k+1))2+λ(u2(k)−U2) (17)
(here λ is the positive Lagrange undetermined multi-
plier) and solving the standard Kuhn–Tucker equations
system by the Arrow–Hurwitz–Uzawa procedure [3],
one can obtain the control law in the form


u(k) = a2(k)(y
∗(k + 1)− a1(k)y(k)−
− b1(k)− b2(k))(a
2
2(k) + λ(k))
−1,
λ(k + 1) = [λ(k)+
+ ηλ(k)(u
2(k)− U2)]+
(18)
(here ηλ(k) > 0 is a parameter of the gradient search
increment, [λ]+ = max{0, λ}).
The second recurrent relation (18) can be also rewrit-
ten in the form [10]
λ(k + 1) = λ(k) + ηλ(k)
u2(k)− U2
U2
,
0 < ηλ(k) < 1.
(19)
Thus, except the adaptive identification loop and
eigen controller, the adaptive control system contains
additional loop [11, 12, 13] of the parameter λ(k) tun-
ing, which sets the energy constraints on the control
signals.
The fig. 3 shows the structure of the adaptive intel-
ligent controller based on neo-fuzzy-model.
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Fig. 3. Adaptive controller based on neo-fuzzy models
with constraint on the energy.
6. EXPERIMENTAL RESULTS
The experimental simulation was performed using dif-
ferent non-stationary dynamical process.
The fist experiment has performed on the real data,
describing the process of the wood drying process. The
wood drying process is quite different from other sim-
ilar wood processing large duration and high energy
costs and at the same time is essential in the wood-
working industry. The wood drying problem is not
completely solved, ignoring the fact that successfully
used different methods and equipment. Untimely or
inadequate the wood desiccation leads to a rank reduc-
tion of the term fitness of wooden structures, as well as
the huge costs wood. The quantity and quality of the
wood drying process depend on the correct choice and
validity environmental parameters as close as possible
to a specified level, which depends on the state of the
material (its humidity and inner properties). Genera-
tion of the optimal operating practices, achievement of
the required quality level of the wood drying is an top-
ical problem today, one solution which is the mathe-
matical models synthesis that enable to control the hu-
midity and the development of the inner qualities of
the material. The data was obtained from 7 humidity
sensors and 1 temperature sensor, which located on the
wood timber and was averaged for the further process-
ing [14]. The mathematical model of the wood drying
process was obtained based on neo-fuzzy neuron (Fig.
2) and its learning algorithm (7) in bench mode.
The neo-fuzzy neuron has in this task two nonlinear
synapses. The number of learning parameters is 10.
Fig. 6 shows the adaptive identification of wood drying
process.
The table 1 shows the comparative analysis of the
identification process based on neo-fuzzy-neurons with
the results of the linear and polynomial models. Thus
as it can be seen from experimental results the mathe-
matical model based on neo-fuzzy neuron with triangu-
lar membership function ensures the best quality in the
sence of determination coefficient (DC) in comparison
with conventional linear and polynomial models.
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Fig. 4. Results of the wood drying process identifica-
tion (20).
Table 1. The results of wood drying process identifica-
tion.
Mathematical model DC
Neo-fuzzy neuron model 0.998
Linear model 0.873
Polynomial model (second-order) 0.921
Polynomial model (third-order) 0.932
In the second experiment we evaluated the perfor-
mance of the developed controller on the well-known
benchmark nonlinear plant [15] described by the equa-
tion
y(k + 1) =
y(k)
1 + y2(k)
+ f(u(k)). (20)
The control law (18-19) was used to make the out-
put of the plant (20) follow a random step-wise setpoint
(Fig.5) and a sine wave setpoint (Fig.6). The plant out-
put was disturbed with normally distributed random se-
quance.
The neo-fuzzy model learning was performed based
on the sample set generated based on equation (20)
with the control signals f(u(k)) = u3(k) and u(k) =
cos(2pik/25) + cos(2pik/2) for k = 1 . . . 2000. Af-
ter 2000 steps the learning process was stopped. The
dynamic object 20 with the same control signals for
k = 2501 . . . 3000 and f(u(k)) = u3(k) and u(k) =
sin(2pik/250) + sin(2pik/10) for k = 3001 . . . 3600
was used as the test data for emulation.
The neo-fuzzy model had 2 inputs for the signals
y(k), u(k), and contained 5 membership function per
input. The total number of tuned weights was 10. These
weights were adapted online using the procedure (7)
with α = 0.99. For the proposed control low, we chose
the initial value of parameter ρ = 0.15.
The simulation was carried out for 1000 time steps.
The neo-fuzzy model was identified and simultaneously
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used to compute the control action. The resulting plots
are shown in Fig.5 (for the random step-wise setpoint)
and Fig.6 (for the sine wave setpoint).
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Fig. 5. Simulation results: plant output (thick solid
line), model output (thin solid line), and random step-
wise setpoint (doted line).
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Fig. 6. Simulation results: plant output (thick solid
line), model output (thin solid line), and sine wave set-
point (doted line).
7. CONCLUSION
In this paper the adaptive identification process based
on neo-fuzzy neuron is considered. Using adaptive con-
trol methods the intelligent controller based on neo-
fuzzy model with generalized minimum variance and
constraint on the power with the on-line parameter def-
inition is proposed. The advantage of the proposed
controller is a rate increasing obtained due to quasi-
linearity of its structure, which allows to control the
nonlinear non-stationary processes in real time.
The experiments were carried out on the real tech-
nical plant, included modeling and controlling the pro-
cess of wood drying.
8. REFERENCES
[1] Yamakawa T., Uchino E., Miki T., and Ku-
sanagi H., “A neo-fuzzy neuron and its appli-
cation to system identification and prediction of
the system behavior,” Proc. 2nd Int. Conf. on
Fuzzy Logic and Neural Networks ”IIZUKA-92”,
Iizuka, Japan, 1992, vol. II, pp. 477–483.
[2] I. Miki and I. Yamakawa, “Analog implementa-
tion of neo-fuzzy neuron and its on-board learn-
ing,” Ed. by N.E. Mastorakis ”Computational
Intelligence and Applications”, Piraeus: WSES
Press, vol. 62, pp. 144–149, 1999.
[3] Polyak B.T., Introduction to Optimization,
Moskow: Mir, 1984, (in Russian).
[4] Ye. Bodyanskiy, V. Kolodyazhniy, and Kok-
shenev I., “A self-tuning controller,” East West
Fuzzy Coll. 2004, Zittau/Goerlitz: HS, 2004, pp.
169–175.
[5] Ye. Bodyanskiy and V. Kolodyazhniy, “Adaptive
nonlinear control using neo-fuzzy model,” Eds.
by O.Sawodny, P.Scharff ”Synergies between In-
formation Processing and Automation”, Aachen:
Shaker Verlag, pp. 122–127, 2004.
[6] Ye. Bodyanskiy, V. Kolodyazhniy, and
A. Stephan, “An adaptive learning algorithm
for a neuro-fuzzy network,” Ed. by B. Reusch
”Computational Intelligence and Applications”.
Berlin-Heidelberg-New-York: Springer, pp.
68–75, 2001.
[7] Ye. Bodyanskiy, V. Kolodyazhniy, and Kok-
shenev I., “An adaptive learning algorithm for a
neo fuzzy neuron,” Proc. 3 rd Int. Conf. of Eu-
ropean Union Society for Fuzzy Logic and Tech-
nology (EUSFLAT’2003), Zittau, 2003, pp. 375–
379.
[8] D.W. Clarke and P.J. Gawthrop, “Self-tuning con-
troller,” Proc. IEE, 1975, vol. 122(9), pp. 929–
934.
[9] K.J. Astrom and B. Wittenmark, “On self-tuning
regulators,” Automatica, pp. 185–199, 1973.
[10] H.T. Toivonen, “A self-tuning regulator with on-
line cost function adaptation,” Int. J. Syst. Sci.,
vol. 15(11), pp. 185–199, 1973.
[11] Ye.V. Bodyanskiy, I.P. Pliss, and T.V. Solovy-
ova, “Synthesis of quasidirect adaptive con-
troller,” Dokl. AN UkrSSR, vol. 1, pp. 59–61,
1987, (in Russian).
259
[12] Ye.V. Bodyanskiy, “Synthesis of suboptimal con-
troller with active information accumulation,” Av-
tomatika i telemekhanika, vol. 8, pp. 47–51, 1988,
(in Russian).
[13] Ye.V. Bodyanskiy and S.V. Kotlyarevskiy, “Adap-
tive control of dynamical essentially nonstation-
ary plant,” Avtomatika i telemekhanika, vol. 6,
pp. 111–116, 1988, (in Russian).
[14] J. Sokolowskyy and A. Bakalec, “Modeling
and optimization of wood drying technological
mode,” Visnyk of National University ”Lvivska
politekhnika”, vol. 629, pp. 105–111, 2008, (in
Ukrainian).
[15] K.S. Narendra and K. Parthasarathy, “Identifica-
tion and control of dynamical systems using neu-
ral networks,” IEEE Trans. on Neural Networks,
vol. 1, pp. 4–26, 1990.
260
