Boundary value problem of second-order differential equations on the half line is investigated in this paper. The method mainly depends on the calculus of variations to the classical functionals. Sufficient conditions are obtained for the existence of the solutions.
Introduction
In this paper, we consider the following boundary value problem (BVP) for second-order nonlinear differential equations with mixed-type boundary value condition ü(t) = F (t, u(t)), a.e. t ∈ [0, +∞), u(0) = 0,u(+∞) = 0, (1) where u = (u 1 Boundary value problems of second-order differential equation on infinite intervals have received much attention in recent years due to their broad applications in applied mathematics and physics [1] . There are many papers concerning the existence of solutions, positive solutions or multiple solutions, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and the references therein. When solving BVPs on infinite intervals, there are two main processes: one is to proceed with sequentially compact intervals together with a diagonalization process [1, 3, 10] , the other is to work directly on the infinite intervals [2, [6] [7] [8] [9] [11] [12] [13] .
In [11] , Yan discussed the following BVP of second-order differential equations on the half line with the mixed-type boundary value condition
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By establishing a special Banach space, the author proved the existence of unbounded solutions by using the fixed point theory. The existence of unbounded solutions can be also referred to [12, 13] and the references therein.
As we know, critical point theory is a powerful tool in solving differential equations. Especially, it is familiar in solving boundary value problems of partial differential equations on bounded domains due to the fine continuity of boundary conditions, see [14] . While, less is done for the boundary value problem of ordinary differential equation. In [15] , the author discussed the solvability of periodic boundary value problem utilizing such a method. Recently, some authors applied it to Dirichlet BVP, see [6, 16] and the references therein.
Motivated by the work listed above, we aim to discuss the existence of unbounded solutions for BVP (1) by using the direct method of calculus of variations in this paper.
In this paper, we first introduce a special Sobolev space with the idea from [14] . Then an applicable inequality, similar to Wirtinger's one, is established so that the functional defined later has at least one critical point and such a critical point is a solution of (1). The results obtained in this paper are new for differential systems with such mixed-type boundary value condition on infinite intervals. Some examples are given later to illustrate our main results.
Preliminaries
In this section, a special Sobolev space is given as well as some definitions and lemmas which is important in the proof of the main results. 
Remark 2.1. For a function h, if it is β-fine on W , we can also write that h is fine. In fact, consider h(t) = e −αt or
Let h be fine and consider the space W h defined by
We claim that (W h , · ) is a Banach space. Firstly, we give a important inequality.
Proposition 2.1. If u ∈ W h , then it holds
Proof. Since h is fine, we have
It is easy to verify that W h is reflexive by standard theories. Here we recall that the inner product over W h is defined by
, and the norm · L 2 is defined by
Here is an interesting question. What relations exist between W h here and C ∞ introduced in [14] ? Consider the function set
Then C h , · ∞ is a Banach space with the same discussion in [14] .
Proof. It is obvious that if
There are two cases.
Obviously, there exists T > 0 such that
which is a contradiction to u n
Because u n and u are continuous,there exists δ > 0 such that
which is also a contradiction to u n
The proof is complete.
Remark 2.2. Consider the classical Sobolev space
Proof. Without loss of generality, we suppose that N = 1. Set ω(t) = t 0 v(s)ds and for every f ∈ W * , it holds that
Hence,
Let ξ be an arbitrary positive constant. When ξ ∈ (0, 1], choose
where ε > 0 is small enough. By direct calculations, we havė
It is easy to verify that f ∈ W h and from (4) we have
Then it arrives at
Similarly, we can obtain
and which implies thatu =ω = v on (1, +∞).
Combing the above two cases, we can complete the proof. 
Remark 2.3.
Since W h is reflexive, we can obtain that the bounded sequence u k is weakly compact. Going if necessary to a subsequence, we assume that u k converges weakly to u ∈ W h . Since the weak limit is unique, we can obtain that u k converges uniformly to u on [0, T ].
Lemma 2.5 ([9])
. Let E be a reflexive Banach space. If ϕ : E → R is weakly lower semi-continuous and has a bounded minimizing sequence, then ϕ has a minimum on E. Suppose further that ϕ is differential, then every local minimum point satisfies ϕ (u 0 ) = 0. 
Main results
Then system (1) has at least one solution.
Proof. Consider the reflexive Banach space W h and define functional ϕ on W h by
It follows from the condition (H 2 ) that ϕ is well defined on W h . Next we prove that ϕ is continuously differential. For any u, v ∈ W h and t ∈ [0, +∞), it holds that
Apply the Leibniz formula of differentiation and we obtain
Notice that
so ϕ has a directional derivative at u, denoted by Dϕ(u), and
Furthermore, for any u 1 , u 2 ∈ W h and v ∈ W h , we have 
And so ϕ(u n ) → ∞, as n → ∞, which is a contradiction. From Lemma 2.5, ϕ achieves its local minimum, denoted as u 0 ∈ W h its minimum point. Because ϕ is continuously differential, we can obtain that ϕ (u 0 ) = 0. Therefore,
which concludes thatü 0 = ∇F (t, u 0 ) a.e. on [0, +∞). So u 0 is a solution of system (1). The proof is complete.
Examples
In this section, we give some examples to illustrate our main results. Example 1. Consider the following boundary value problem of linear second-order differential equations on the half line
[0, +∞), system (6) has a solution. Easily, by direct computation, we have
which is the unique solution of (6). 
where β > α > 3. Then it has at least one solution.
In fact, denote u = (u 1 , u 2 )
T and set F (t, u) = − 
h|u|)c(t).
All conditions in Theorem 3.1 are satisfied, so system (7) has at least one solution.
