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ABSTRACT
RISK ANALYSIS APPLIED TO COMMODITY SPECULATION
An approach to investment decision-making applied specific­
ally to wheat futures, but which may be generalized to almost all 
investments, is the subject of this dissertation. The method adopted 
is based on Bayes Theorem and provides probability values (posterior 
probabilities) for the rates of return (States of Nature) on a wheat 
option. A section of the paper is devoted to estimating the inherent 
risk of a contract by the standard deviation of daily price changes 
and the estimation of the rate of return available (ex post) from 
several random investment programs.
A frequency distribution for the rates of return developed 
through a random investment program of daily price data involving 
4700 iterations establishes the prior probabilities of Bayes Theorem. 
The data bank contains the daily high, low, and close prices for 
the calendar years 1957-1962 and 1967-1968. The conditional proba­
bilities are based on sampling information of variables assumed to 
directly effect the price of wheat. In order to establish these 
critical variables correlations with daily wheat prices were run on 
the following factors: (1) weather conditions, (2) the political
climate, (3) direct demand/supply effecting factors, and (4) announce­
ments by the United States Department of Agriculture concerning 
wheat production. The conditional probabilities are weighted by their 
prior probabilities in order to form a posterior probability distribu­
xi
tion of the rates of return. The investor runs a continuous search 
of the random variables and adjusts his position in the futures mar­
ket according to the posterior probability distribution.
Conclusions of the investigation are:
1. Bayes Theorem can be applied to the wheat futures mar­
ket to provide a quantitative answer to a highly subjective area.
The study provides the empirical data necessary for computing 
prior and conditional probabilities.
2. The expected rate of return over the long run from 
speculating in the futures market is approximately zero.
3. The rates of return on the wheat futures market have
an extremely wide distribution. The distribution is bimodal with
the peak of each modal group falling into its respective rate of 
return class of -100 to -200 per cent and +100 to +200 per cent.
4. It was found that a wheat option has greater price vari­
ation during June, July, and August than in other months.
5. Filter rules based on ex post data of price variation 
limited an investor's downside risk and increased his profit potential 
when compared to a random buy-hold policy. The filter rules worked 
equally well for short or long positions.
6. A correlation of daily price changes with news items 
concerning the demand and supply of wheat produced low statistical 
correlations.
xii
7. The flat $500 margin required by brokerage houses on a 
wheat contract should be revised to reflect the price variation for 





The Area in Perspective 
The Investment Decision. The investment decision is a matter 
of selection among available alternatives. The decision-maker must:
(1) define the alternatives relevant to his problem, (2) develop the 
criteria for assigning values to the alternatives, and (3) rank the 
alternatives by these assigned values. Since an investor cannot 
possibly select objectively from all types of investments, he must 
develop constraints for the population of all investment opportunities. 
The investor will then seek to maximize his wealth subject to the 
constraints of his model. In order for any model to be empirically 
valid, estimates of the critical variables (those variables which have 
the greatest weight in determining the outcome) must be obtained.
For the project under study, data are available to provide these crit­
ical variables and these variables are incorporated in a model.
The value of the model can be established by comparing its 
gains with the return expected from an investment of similar risk.
The calculation of the latter return could be of a theoretical 
nature involving a utility function or empirically determined through 
a random selection of investments or by comparison to an index.
1
The cost of constructing the model and providing the relevant 
data must be established. For some decisions, the expense of calcu­
lating the opportunity cost involves the establishment of the equiva­
lent risk opportunities available for investment. As risk increases 
more information is required. The increase in necessary data is a 
result of the greater uncertainty attached to the future position of 
such an investment. Usually this additional information is less 
accessible and, hence, more costly to obtain. The closer the resem­
blance between the model and the real situation, the greater its value 
as a forecasting device. The dollar value of the model depends on the 
profit that can be derived through its use, with the cost limitation 
being the gain attributed to the forecast.
Evaluating the Risk-Return Package. The decision-maker sub­
jectively determines investment opportunities suitable to his needs. 
These investment opportunities are then ranked by their opportunity 
costs which are defined in terms of their expected values and variances.
In the aggregate, investors also subjectively determine the 
risk associated with an investment. This risk can be expressed in the 
form of a probability distribution of the anticipated rate of return 
from the investment. "The market value of traded securities and in­
vestments reflects a composite appraisal of earning power and risk 
. . . .  Since investors compositely exhibit risk aversion market 
competition reduces value as the expectation of earnings fluctuations 
increase."^
■^Charles L. Hubbard and Clark A. Hawkins, Theory of Valuation, 
International Textbook Company, Scranton, Pennsylvania, 1969, p. 52.
3
As investors in the aggregate perceive that a particular class 
of investments has changed in risk, the type of investors in that risk 
class also changes. As the investment becomes riskier (the probability 
distribution associated with its return has an increasing dispersion) 
the more conservative members of that risk class dispose of their hold­
ings. These shares are then purchased by investors that can assume more 
risk. With each differing risk, the investor has a shift in his expected 
value and a change in variance. The investor's decision is optimal when
the selection of a risk class involves the highest expected value for
2that degree of variance. The risk class is determined by the dispersion 
associated with the earnings of that investment. As the investor in­
creases the variance associated with his expectations, the expected value 
of his investment should shift to the right.
The Perception of Fundamental Information. Fundamental informa­
tion is vital to this shift of investor risk class (i.e,, from risk 
averter to risk seeker). What is also vital is the perception of funda­
mental information by each investor risk class. The redundancy of 
information of a particular nature is necessary to reinforce behavior 
patterns. For instance, a risk seeker will act on the first introduction 
of investment affecting information, whereas a risk-averter will need
3several repetitions of the same type of information before responding.
^Harry Markowitz, "Portfolio Selection," in Frontiers of 
Investment Analysis, E. Bruce Fredriksen, editor, International Textbook 
Company, Scranton, Pennsylvania, 1965.
Ĵaclc J. Hayden, What Makes You a Winner or a Loser in the 
Stock and Commodity Markets? Investors Intelligence, Larchmont, New 
York, 1967.
4
Fundamental information is not generated according to a discern­
ible pattern. News makes its appearance randomly, and decisions are 
based on randomly generated news. This news can be of a general econom­
ic nature or of a specific nature with each bit of news being weighted 
in the decision-making process according to its value to the investor. 
Major factors to consider in the evaluation of a corporate security 
are the general economy, the particular industry, and the company itself. 
The current status of these segments is compared to the concept of 
normalcy for these segments. But, how does an investor define this 
normalcy? ". . . since the degree of risk-aversion of any k-class of 
investors at any time is a function of the general optimism, it is also 
a random variable, but its expected value is an inherent attribute, a 
parameter, peculiar to investors of that class."** From a psychological 
standpoint, an investor's risk aversion is determined by the effect of 
a given piece of information on his decision to buy, sell,, or hold.
An individual averse to risk will sell his securities on the first 
introduction of pessimistic information concerning his securities.
Such an individual falls into the category of investors appropriately 
called "weak hands" in the jargon of Wall Street.
General Risk Classifications. Every investment is composed of 
several forms of risk: (1) pure risk, (2) business risk, (3) financial
risk, (4) inflation risk, (5) political risk, and (6) market (psycho­
logical) risk. The importance of each fora of risk to the investment in 
question must be determined and weighted. These weights will determine 
the study necessary for each of the above risks in relation to a
4Xbid., p. 52.
particular investment (P). A treasury bill due tomorrow is subject 
mostly to the pure interest risk, whereas a common stock issue of an 
untried company is subject to all six.
Statement of the Problem 
Risk-Return Analysis. Two areas of risk analysis are explored. 
The first area involves a risk-retum analysis while the second area 
involves forecasting commodity prices. In the section, Evaluating the 
Risk-Return Package, the discussion centered on the existence of a 
risk-return relationship whereby the return from a P increased as its 
corresponding risk increased. This risk-return function can be plotted 
as a continuous curve. There are no gaps (steps) in this curve. As 
the return from a project changes, the investor expects a corresponding 
change in the risk associated with the investment.
Thus it follows that as the investor decides to assume more 
risk, he anticipates an increase in his return. This continuous curve 
is a function of a highly competitive market. Whenever this market is 
not in equilibrium (the course is not smooth), a change in the demand/ 
supply relationship will correct the disparity. This change in rela­
tionship occurs because of the opportunity for additional profit.
Such a disequilibrium is known as an arbitrage opportunity and inves­
tors will change their positions in the market until this source of 
profit has been eliminated*
If there exists a constant price disparity which is more (less) 
than the risk-return padcage would indicate, the theoretical assumptions 
of a market correcting for an arbitrage situation would be erroneous. 
This paper establishes the risk-retum relationships that exist in the
commodity grain market and searches for areas where the risk-return 
function is not continuous over the long run.
Certainty-Equivalent♦ There exists a certainty-equivalent in 
which an investor will trade-off an uncertain return for a certainty. 
Thus, an investor will trade his expected return from a speculative 
growth company for a government bond with some specified yield. An 
example of an almost riskless investment is a treasury bill due to­
morrow. This yield could be used as the risk-free rate. Its expected 
yield is a function of the probability of receipt of the interest and 
the yield of the bill. This calculation can be expressed ass 
E(X) = E X*P(X.); where E(X) is the expected value of the X's, X is
i=lthe anticipated interest rate, and P(X^) is the probability of a 
particular X value. Then a treasury bill yielding 6% with a 100% 
probability of receipt would have an E(X) value of 6%. Should the 
investment have an uncertain return, we could apply the above formula 
to the distribution of X values.
Another statistic to be employed is a risk measure. The measure 
will be the coefficient of variation (the standard deviation divided 
by the expected value). These statistics can then be used in the de­
velopment of an index for decision-making in the commodity market.
Risk-Aversion and a Type II Error. An investor can explicitly 
define the optimal decisions he would make from a fundamental stand­
point. Yet the investor will adopt a decision that is in apparent con­
flict with this ’’correct" decision. This difference is due to the 
assumption of additional risk for that P. As an investor enters into a 
project with a greater expected return he accepts a greater likelihood
of making a Type II error (accepting a false hypothesis) if he applies 
the distribution associated with the lower risk. As the risk increases 
an investor should discover variables farther and farther from the mean 
value. The risk-averter has a very small variance associated with his 
expectations. His null hypothesis would be that his subjective curve of 
the return from a P is the true curve for that risk class. The alterna­
tive hypothesis would be that his estimate of the true curve is not 
correct.
As the risk-averter is exposed to more and more Information in 
regard to his investment he slowly changes his original concepts of risk. 
During a bull market, news is continually received of a favorable nature. 
This news reinforces the prior news which was also favorable. The risk- 
averter re-evaluates his present position and assumes he can absorb 
investments of greater risk as time passes. With such a decision he is 
increasing his chance of a Type II error. Re will be assuming that his 
curve is the correct curve, a curve that matches the market curve, when 
in reality it is not.
Forecasting Commodity Prices. The second area involves developing 
a theoretical framework for analyzing and forecasting commodity price 
changes. These changes are dependent on changes of certain critical vari­
ables. A multiple regression analysis is used to establish the importance 
of a number of variables. These variables are used to establish on an 
ex post basis the expected value of commodity price changes given the 
occurrence of these variables. These critical variables and their proba­
bility distributions derived on ah ex post basis are used to develop
Significance of the Study
This study draws upon some important tools and thoughts from 
other disciplines. These tools and thoughts are synthesized into an
r
approach to commodity speculation in particular and to the area of 
decision-making in general.
Learning theory draws from the disciplines of psychology and 
marketing to show investor response to changing market conditions. 
Probability theory contributes methods for portraying risk and value. 
Thomas Bayes contributed over two hundred years ago to this application 
of decision-making theory, but recently widespread use has been made of 
his contribution. Economic theory draws these variables together to 
provide a basis for estimating the future of an investment.
With the aid of these disciplines, the study seeks out variables 
which are significant to the decision involved in commodity speculation. 
Weights are assigned to these yarlables based on historical data. This 
study provides the investor with a heuristic quantitative approach to 
commodity decision-making.
Summary
This paper draws together several disciplines: psychology,
probability theory, and economics in the development of a method for spec­
ulating in the commodity grain market. The decision to take a long or 
short position in the commodity market is based on changes in variables 
that the decision-maker feels are most significant to changes in com­
modity prices. These variables are known as the critical variables of 
the study. A regression analysis defines the explanatory relationship 
of the selected variables. These critical variables form the ’'states of 
nature" and have a likelihood of occurrence established on an ex post
basis. These ex post probability estimates will be used in constructing 
a matrix for ex ante forecasting of commodity prices.
In order to develop strategies, a commodity selection plan must 
be developed. Commodities will be divided into risk classes through 
the calculation of the standard error of the mean based on daily price 
in each month for each contract. The study suggests several strategies 
that a commodity speculator might reasonably adopt and presents the 




David B. Hertz has a rather general article that sets the 
stage for the application of risk to an investment, He advocates 
the use of a probability distribution of the predicted rates of re­
turn associated with a particular investment rather than using the 
expected rate of return [E(X)]. Because E(X) represents only one 
point on a continuous curve, the investor should be aware of the dis­
tribution of values associated with this summary E(X). The less 
certain the investor is about the E(X) the more necessary it becomes 
for him to use a probability distribution for his decision.
In the determination of the type of probability distribution 
to apply to the data, Soldofsky and Bederman determined the frequency 
distribution of annual yields of a composite index for the Dow Jones 
Industrial and Utility Index. The fit to a normal curve for the 
years 1930 to 1966 is almost perfect. Using Moody's 125 Industrials, 
these same authors calculated the standard deviation, geometric mean, 
and the coefficient of variation. The findings show a " . . » 
generally progressive narrowing of the variation among the yields for
J-David B. Hertz, "Risk Analysis in Capital Investment,"
Harvard Business Review, Vol. XLII, January-February, 1964, pp. 95-106.
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successively longer holding periods. The longer the holding period,
the less Important the starting points tend to become In terms of
oboth the average yields and the dispersion of yields."
Peterson develops a risk-return package from the standpoint 
of a firm
. . .  if the firm chooses an investment-financing plan with 
an associated risk-return package generating the largest 
possible market value for the stock, the existing owners may 
react in either of two ways. If they find this risk-retum 
package consistent with their own utility objectives, they will 
presumably continue to hold stock worth at least as much as any 
other acceptable risk-retum package their firm could achieve.
Or, if they find some other available risk-retum package more 
desirable, they can dispose of their holdings in order to 
purchase that package and realize the largest possible proceeds 
their firm could have generated for them.’
Another group of studies involves the hypothesis of efficient 
sets as defined in the Markowitz/Tobin/Lintner form. These studies 
concentrate on the classification of risks rather than in the develop­
ment of efficient portfolios.
Two articles that are parallel to the project under study are 
by William F. Sharpe, "Risk-Aversion in the Stock Markets Some 
Empirical Evidence," and Eugene F. Brigham, "An Analysis of Convertible 
Debentures." Sharpe tests the hypothesis that "Market prices of capital 
assets will adjust so that the predicted risk of each efficient port­
folio’s rate of return is linearly related to its predicted expected
2 'Robert M. Soldofsky and Roger Biderman, "Yield-Risk Measure­
ment of the Performance of Common Stocks," Journal of Financial and 
Quantitative Analysis, March 1968, Vol. Ill, p. 70.
D. E. Peterson, A Quantitative Framework^ for Financial 
Management, Richard D. Irwin, Inc., Homewood, Illinois, 1969, p. 25.
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rate of r e t u r n . T h e  expected value of a distribution (E^)» then, is 
the pure interest rate (p) plus a risk premium. « p + b^. Sharpe 
follows the procedure of: CD calculating the average rate of return
of 34 open-end mutual funds over a ten year time period and using this 
average as an estimate of the efficient portfolio's expected rate of 
return, (2) calculating the standard deviation for the same group as an 
estimate of its predicted risk, and (3) computing the correlation co­
efficient for the group.
The result of the study shows, "The Correlation coefficient be­
tween o and E is + .836, highly significant and consistent with the 
assumption of risk aversion."'* Investors, under the assumptions of this 
article, have allowed for a risk premium that is linearly related to the 
predicted expected rate of return. Of course, as mentioned by Sharpe, 
the basic assumption of an investor being able to borrow all he needs at 
the pure interest rate certainly limits the validity of the study,
Eugene Brigham limited the decision variables in his study of 
convertible bonds to two, the coupon interest rate and the conversion 
ratio. There is an infinite number of combinations of these decision 
variables in the attempt to construct the investor's ex ante yield on 
convertible bonds.
The state variables are: CD issue price of the bond, (2) term­
inal value at which the firm is expected to force conversion, (3) current 
market price of the shares, and C4) the expected growth rates o2 share
^William F. Sharpe, "Risk-Aversion in the Stock Market: Some 
Empirical Evidence," in Basic Financial Management: Selected Readings,
J. Fred Weston and Donald H. Woods, editors, Wadsworth Publishing Co., 
Inc., Belmont, California, 1967, p. 393.
5Ibid., 395.
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prices. In order to compute ex ante yield on a convertible bond, Brigham
works sequentially through two equations using the expected value of the
decision variables as an input. These equations may be used
. . .  to gain insights into the way in which different 
combinations of i (coupon interest rate) and F (conversion 
price) interact with the predetermined variables to influence 
K* (the ex ante yield). This, in turn, provides insights 
into rational trade-offs between the two decision variables.
Nimrod and Bower mention in a 1967 article that they were unaware
of any previous studies applying econometric models used with computers
for commodity futures speculation. Their model seeks a gain through
predicting " . . . the spot price for some future month and to trade on
the basis of any large unexplained difference between this prediction and
7the current price of futures for that month." The spot price for hogs
was considered to be " . . . simultaneously determined but supply, income
8and consumer preference were viewed as exogenous variables."
A regression equation is first used with seasonally-adjusted data 
without success. The regression employs data from the month of August 
in each of 20 years. This equation was PH = a + bPs+ cl + dH + eB + U, 
where a, b, c, d, e are the regression coefficients, and 
P5 = Number of steers slaughtered in the month of the spot price 
I = pounds of pork in cold storage 
H a number of hogs slaughtered
^Eugene F. Brigham, "An Analysis of Convertible Debentures," in 
Keith B. Johnson and Donald E. Fischer, editors, Readings in Contem­
porary Financial Management, Scott, Foresman and Company, 1969, p. 335.
^Vance L. Nimrod and Richard S. Bower, "Commodities and Com­




B “ Spring pig crop
U *» influence of other excluded but randomly changing variables 
on the price of August hogs.
The values for the state variables are on freehand projections of past
data. This system is employed since the authors commented that security
analysts felt such variables could not be reduced to mathematical ex- 
qpressions. It is the intent of the present paper to reduce these 
variables to mathematical expressions that may be used for forecasting.
Psychology
In the last fifteen years numerous studies have produced high 
correlations between independent and dependent variables in regard to 
stock valuation models. Stock valuation models are a never ending 
source of study as each researcher tries to develop a correlation that 
will be both theoretically and financially fruitful. Each of these 
studies introduces separate ideas that are heuristically valuable. Each 
study forces a more rigorous statement of the variables.
Since Bayesian statistics is primarily based on the establish­
ment of quantitative values for subjective values, we need to seek 
structure from the behavioral sciences. In classifying risk associated 
with buyer behavior, such as the risk averter, we need to study the 
decision-making process involved with each buyer. Such a study would 
involve the question, "How does a buyer decide to purchase a March 
futures contract in January rather than a July futures contract?"
9Ibid., p. 64.
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A paper by Kotler is framed in reference to buyers of grocery 
staples and their probability (P) of buying a particular brand A, B, 
or C. The brand loyalty is established by the brand purchase histories 
of consumers.^
Ronald E. Frank studied the effect of brand switching in re­
gard to response uncertainty assuming that the consumer's behavior was 
based on constant brand probabilities. The difficulty with this con­
stant probability is the denial of a correlation between marketing 
stimuli and consumer response. The thesis of this paper involves a 
correlation between variables and the decision-maker's weighting of 
these variables in assuming risk.^
In a stimulus-response (S-R) situation those stimuli that evoke 
a positive response reinforce that behavior. Dissatisfaction is a neg­
ative reinforcer and tends to reduce the likelihood of the operant 
eliciting the response which yielded dissatisfaction. This learning 
theory is applied by Kuehn which alters the current brand selection 
probabilities based on the previous brand choice. The degree of re­
inforcement of a particular behavior pattern is based on the n times a 
specified brand was selected in sequence. This study is especially im­
portant in the application of the individual-consumer buying probability 
to that probability for the market.
Individual investors, as they shift funds among futures contracts, 
determine the demand/supply relationship and the variance of the return 
for a particular risk class of commodity futures. Such a shift might be
•^Philip Kotler, "Mathematical Models of Individual Buyer 
Behavior," Behavioral Science, Vol. XIII, 1968.
13*Ronald E. Frank, "Brand Choice as a Probability Process," 
Journal of Business, January 1962, Vol. XXXV, Number 1, pp. 43-56.
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contrary to expectations based on the historical demand/supply relation­
ship for a particular futures contract.
Kuehn's Markov model explains aggregate switching and staying 
power using rj to represent the unadjusted probability that the consumer
12will select brand j again. Aj represents the relative attractiveness 
of another brand. Aj in the commodity futures contract could represent 
the variables affecting demand. Kuehn measures Aj by an averaging of 
several variables affecting brand competition. The editorial comment 
on Kuehn is especially helpful in generalizing Kuehn's advertising 
example. His article discussing the effect of the time lag is also 
appropriate in regard to the effect of the introduction of fundamental 
information and its valuation in the commodity futures market. The 
variables in his model include competitive firms profit margins, brand 
loyalties of consumers, and industry advertising expenditures. Kotler 
extended the Kuehn model to encompass more dimensions of brand competi­
tion and made more explicit the effect of each marketing variable on the 
consumer. The effect of these changing marketing variables (i.e., 
prices, packaging, display, etc.) is presented in matrix form to the 
buyer. But the individual buyer places different weights on each of
these variables. Some consumers are more affected by price change than
13the package change.
Kotler's model assumes that an individual buyer's marketing re­
sponse vectors do not change. A model without changing response vectors
I^a . A. Kuehn, "A Model for Budgeting Advertising," in F. M. 
Bass, et al., editors. Mathematical Models and Methods in Marketing, 
Richard D. Irwin, Homewood, Illinois, 1961, pp. 302-356.
13Kotler, loc. cit.
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would not be sufficient for the commodity futures market. The commodity 
futures model is based on investor response to expected changes in com­
modity fundamentals (i.e., changes in the number of bushels of wheat 
produced; or, a drop in demand by bakers).
Kotler simulates the brand purchase probability vector (BPPVit) 
for each buyer in a particular time period t by multiplying the buyers i 
and the marketing mix matrix. The particular brand that the buyer 
selects during the next time period would be based on the BPPV^t using 
a Monte Carlo system to generate the choice.
Aastutz's model has both the changing consumer weights and the 
changing marketing mix. He has developed numerous models based on time 
series of brand shares where the events were determined through Monte 
Carlo selection. He has then compared them to historical time series in 
order to validate the model.^
Porat and Haas experimented with " . . .  the effects of initial 
information and feedback on goal-setting and performance of the com­
peting individuals."^ The experiment was designed to discriminate on 
the value of more specific information given to one group than to 
another using an analysis of variance test. A correlation analysis was 
also run between goal-setting and goal achievement. This is similar to 
Cyert and March’s goal setting hypotheses.
■^A. E. Amstutz, Computer Simulation of Competitive Market 
Response. The M. 1, T, Press, Cambridge, Massachusetts, 1967.
^Avner M. Porat and John A. Haas, "information Effects on 
Decision-Making," Behavioral Science, Vol. XIV, Number 2, March 
1969, p. 98.
Probability Theory
Decision-Making. Decision-making, from a probability standpoint, 
had its origin in Bayes Theorem over two hundred years ago. It has 
only been in the last ten years that this method of decision-making has 
been utilized to any extent.
One of the first texts to generalize and apply Bayes Theorem 
for business decisions was by Robert Schlaifer. He exhaustively ex­
plains a method for decision-making that can be applied to most prob­
lems. Initially, a subjective probability distribution is constructed 
of the basic random variable. Bayes theorem is then used as an aid in 
assessing the distribution of a random variable from a sample. This 
additional information is then used in conjunction with a prior 
knowledge of the random variable to form a posterior distribution. This
latter distribution is used as a basis for decision making regarding
l6the value of the random variable.
Game Theory. Through game theory the approach to decision-mak­
ing has changed. Increasingly, decisions arc based on a probability 
distribution rather than on a point estimate. Normally, the detail and 
accuracy of a continuous distribution is sacrificed for the relative 
ease of a discrete distribution. The sacrifice in accuracy should not 
be sufficient to render our results any less meaningful.
The game theory matrix has strategies established by both 
players. The states of nature strategies could be identified as those
1 ftRobert Schlaifer, Probability and Statistics for Business 
Decisions, McGraw-Hill Book Company, Inc., New York, 1959.
variables relevant to the decision at hand which cannot be affected by 
the decision maker. Thus, the value of the game to each player is 
based on the selection of a particular strategy by the other player.
The strategies of one player are the state variables for the other 
player.
The Markov Process. The Markov process is characterized by a 
physical system. This system has a number of states of nature which 
do not remain constant over time. Each change in the state of nature 
is associated with a probability measure. The basis for these prob­
ability values is empirical data. The Markov process can assume either 
a stationary or non-stationary (time-dependent) model. The former 
assumes that the probability of switching from one state of nature 
to another remains constant. In the time-dependent model, the 
investors subjective appraisal of the states of nature changes over 
time. This changing value system leads to an increasing complexity 
of the model.
If a static model is employed, an equilibrium state is assumed. 
The influence of weather would have an equilibrium value of a specified 
probability just as government controls would have a specified proba­
bility of its effect on commodity price changes. At any one point in 
time, the states of nature might not have these equilibrium probabili­
ties. Over a number of time periods (the length of time until the 
futures contract must be closed out) the probabilities of these short 
time periods will converge with the equilibrium state. The gain or 
loss from any period, though, is based on how quickly the current prob-
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abilities will converge (diverge) with (from) the equilibrium probabil­
ities.
Assessing the Probability Distribution. The form of the dis­
tribution must be investigated to determine whether it is a normal, 
binomial, Poisson, etc., distribution. Many studies have been run on 
various security and commodity prices in order to obtain this infor­
mation.
A study by Evans and Archer explored the distribution for
common stock portfolios.
The statistics employed in the calculation of ex post returns and 
the dispersion of these returns are the geometric mean and the 
standard deviation of the logarithms of the value relatives. The 
selection of these measures was a function of the following con­
siderations. First, the geometric mean return is the yield with 
continuous compounding from holding a security (or portfolio for 
a given period). Second, examination of the data indicated that 
the distribution of the logarithms of the changes in stock prices 
was more closely "normal" than was the distribution of the 
arithmetic changes . . .
A very prominent and early study of the wheat market was per­
formed by Kendall in the 1940's. His study resulted in the finding 
that price changes in wheat followed a normal distribution.
A General Approach. Masse's text explains that an optimal 
investment strategy rests on several assumptions:
(1) that the states of the world that might occur can be enumerated and 
defined prior to the decision.
(2) that the investor can use current information available in order to 
assign probabilities to each state.
John L. Evans and Stephen H. Archer, "Diversification and 
the Reduction of Dispersion: An Empirical Analysis," Journal of
Finance, December, 1968, Vol. XXIII, p. 763.
(3) the optimum selection of a decision rests on maximizing the ex**
18pected value.
Summary
In recent years continual progress has been made in the con­
struction of models and the development of probability theory for 
decision-making. The literature related to decision-making from a 
commodity speculation standpoint has been drawn from investment 
theory, probability theory, and psychology.
Articles by W. F. Sharpe and E. F. Brigham explore empirical 
data from the common stock market and the convertible bond market.
These studies are similar to the commodity study, but are discussed in 
general, elementary terms due perhaps to the exploratory nature of 
these studies. Of main interest in Sharpe’s article is the applica­
tion of the standard deviation and the earnings of firms to demonstrate 
a correlation from a risk-return point of view. Brigham uses the con** 
vertible bond market to show how selected decision variables inter­
acted with the state variables. He constructs, using past data, the 
investors ex ante yield on convertible bonds.
The behavioral aspect of investment decision-making becomes 
more important as the determination of the state variables exhibit 
greater latitude. Within this context, the functional area of market­
ing is contributing greatly to our understanding of subjective 
variables. The problem of forecasting the individual consumers de­
cision as well as the difficulty in forecasting group behavior, acts
•^Pierre Masse, Optimal Investment Decisions? Rules for 
Action and Criteria for Choice, Prentice-Hall, Englewood Cliffs,
N. J., 1962.
as a strong stimulus for research. One important research paper in 
this area is by Philip Kotler. Kotler simulates the probability of a 
particular brand purchase in a specified time period using a Monte 
Carlo System.
From a probability standpoint, we find the Markov process 
best adaptable to the process under consideration for this paper.
This game theory approach can be applied where the states of nature do 




The theorists who advance the idea of the random walk hold that 
the security exchange is an efficient market in the economic sense and 
that it considers all factors that affect a stock. The information 
fed into a system is available to all, and a system of perfect compe­
tition exists. "In an efficient market at any point in time, the 
actual price of a security will be a good estimate of its intrinsic 
v a l u e . B e c a u s e  this world is uncertain, there will always be some 
discrepancy in judgement of a security’s intrinsic value, " , . , the 
actions of the many competing participants should cause the actual
2price of a security to wander randomly about its intrinsic value."
If the path were systematic rather than random, its future value could 
be predicted. If traders took advantage of this systematic movement, 
this would neutralize the gain.
The heart of the random walk theory is given in its defini­
tion. "A market where successive price changes in individual secur- 
ities are independent is, by definition, a random walk market."
^Eugene F. Fama, "Random Walks in Stock Market Prices," 
Financial Analyst’s Journal, September-October, 1965, p. 56.
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If successive price changes are independent, then a history of stock 
prices would be valueless in predicting future stock prices.
The Effect of Information on Price Changes
Security prices vary with expected earnings. Without a
change or expected change in earnings, there would be no change in
the price of security x, ceteris paribus. Information about
changes in earnings will bring about changes in security prices or
a reevaluation of past data will bring an adjustment.
Since there is no reason to expect that [sic] information to be 
non-random in its appearance, the period-to-period price changes 
of a stock should be random movements, statistically indepen­
dent of one another. The level of stock prices will, under 
these conditions, describe what statisticians call a random 
walk and physicists call Brownian motion.^
Information usually reaches the market in different stages. There is
an initial adjustment and then a series of successive adjustments in
price as implications of the news is filtered.
Brownian Motion in the Stock Market 
Louis Bachelier in 1900 constructed a random-walk model for 
security and commodity markets. His model is what is referred to as 
"Brownian motion." Brownian motion is adopted from a term used in 
physics to describe the velocity of particles in physical motion.
. . . let Z (t) be the price of a stock, or of a unit of a commod­
ity, at the end of time period t. Then it is assumed that success­
ive differences of the form ZCt + T) - Z(t) are independent, 
Gaussian or normally distributed, random variables with zero mean 
and variance proportional to the differencing interval T.
^Paul Cootner, "Stock Prices; Random vs. Systematic Changes," 
Industrial Management Review, Vol. Ill (1962), p. 25.
5Mandelbrot, Benoit, "The Variation of Certain Speculative 
Prices." Journal of Business, Vol. XXXVI (October, 1963), p. 394.
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In his explanation of randomness in an economic time series,
Bachelier proceeds . . . directly from the assumption that the 
expected gain (in francs) at any instant on the Bourse is zero, 
to a normal distribution of price changes, with dispersion 
increasing as the square root of time, in accordance with the 
Fourier equation of heat diffusion.
The assumption that the variance of the difference 
Z(t + T) - Z(t) is independent of the level of Z(t) is probably erro­
neous. The error involves the likelihood that the standard deviation 
of Z(t) is proportional to the price level. Thus, many authors have 
substituted for the original assumption of independent increments of 
Z(t) be replaced by the assumption of independent and Gaussian incre­
ments of logg, Z(t). (Gaussian, Laplace and Normal curves are the 
same shape.)
The expected value of an index is a function of the geometric 
mean and the variance of the distribution of price logarithms, 
hence of time, while the variance does not affect the geo­
metric mean (which, . . . gives a more faithful representation 
than the expected value does of the phenomena, described by 
the lognormal distribution.^
We have been introduced to the use of log paper by the 
technicians in their plotting of prices in order to preserve some per­
spective. Bernoulli suggested that the relation between a quantity 
and its utility was probably logarithmic rather than linear.
The Gaussian hypothesis holds,
If the price changes from transaction to transaction are inde­
pendent, identically distributed, random variables with finite 
variance, and if transactions are fairly uniformly spaced 
through time, the central limit theorem leads us to believe
% .  F. M. Osborne, "Reply to 'Comments on Brownian Motion 
in the Stock Market*," Operations Research. Vol. VII (Nov.-Dec., 
1959), p. 808.
?A. G. Lauraent, "Comments on 'Brownian Motion in the Stock 
Market'." Operations Research, Vol. VII (Nov.-Dec., 1959), p. 807.
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that price changes across differencing intervals such as a day, 
a week, or a month will be normally distributed since they are 
simple sums of the changes from transactions to transactions.”
This Gaussian hypothesis is supported by empirical evidence of Moore
by his results on weekly changes in log prices of a sample of stocks
from the New York Stock Exchange.
It is interesting to note the distribution of weekly changes 
in the logarithms of stock prices. "The mean of such weekly changes 
is very likely to be less than 0.005; the standard deviation, on the 
other hand, is likely to be much larger, usually between 0.02 and
0.03."9
This standard deviation is what makes the work of the profes­
sional trader profitable. The variance of stocks on a weekly basis 
allows profits to be taken on the highs and low prices during the day 
and the week.
As the time period under study increases in length beyond 
weekly changes, the mean becomes more important. It varies in direct 
proportion to the change in the interval (this is the difference be­
tween the high and low selling price) while the standard deviation 
varies only as the square root of the increase in the interval. It is 
obvious that the longer the period the greater will be the interval, 
it cannot become smaller. As time increases prices occur farther and 
farther from the mean.
^Eugene Fama, "Mandelbrot and the Stable Paretian 
Hypothesis." Journal of Business, October, 1963, p. 420,
9Paul H. Cootner, "Stock Prices; Random vs. Systematic 
Changes." Industrial Management Review, Vol. Ill (1962), p. 27.
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The Stable Paretian Hypothesis 
Mandelbrot in adopting Pareto's laws for stock analysis has 
brought forward the stable Paretian approach to stock price changes* 
Kendall and Moore did several studies based on the stock market and on 
commodity changes* In Kendall's model on commodity markets he found 
that commodity prices behaved as if generated by a roulette wheel 
specifically designed for commodities* Thus the wheel had no memory, 
but certain sections of the wheel were more likely to come up than 
others. Thus a speculator would invest in these probabilities and 
pay no attention to recent spins, except as those spins added to the 
information for prediction*
FIGURE 1
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Source: Harry V. Roberts, "Stock Market 'Patterns' and
Financial Analysis: Methodological Suggestions,"
Journal of Finance, Vol. XIV (1959), p. 5.
Figure 1 is a simulation of weekly changes in the Dow 
Jones Index using a mean of 40.5 and a standard deviation of 5*0,
The formation is remarkably like a "head and shoulders top," If a 
wheel could be constructed such that different patterns persisted and 
these patterns could be used to increase the gain on investing this 
would partially verify the system used by the technicians. When the 
system became widespread, then the gains would no longer exist. The 
system would correct for the imbalance.
Roberts suggests that chance in the market is not recognized 
for two reasons: (1) "The usual method of graphing stock prices gives
a picture of successive levels rather than of changes, and levels can 
give an artificial appearance of ’pattern’ or 'trend.' (2) A second is 
that chance behavior itself produces 'patterns' that invite spurious 
interpretations."^ Thus, the different patterns interpreted by the 
technicians many times lead to false assumptions. Investments are made 
that are not successful. We often hear of a person's success in the 
market, but people are lax in admitting their errors in investing.
Such errors show their judgement was poor whereas people are more prone 
to show when their judgement was verified.
Mandelbrot, in reflecting on the Kendall studies, shows these 
distributions are dissimilar to that of the normal distributions. The 
tails are higher and the peaks are flatter than in the normal curve.
His stable Paretian approach makes two assertions: "(1) the variance
of the empirical distributions behave as if they were infinite, and
(2) the empirical distribution conforms best to the non-Gaussian members
^Harry V. Roberts, "Stock Market ’Patterns' and Financial 
Analysis: Methodological Suggestions," Journal of Finance. Vol XIV
(1959), p. 2.
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of a family of limiting distributions which Mandelbrot has called 
stable Paretian.
This assertion If true, will negate much of the findings Qf
other authors.
If the population variance of the distribution of first 
differences is infinite, the sample variance is probably 
a meaningless measure of dispersion. Moreover, if the 
variance is infinite, other statistical tools (e.g., 
least squares regression) which are based on the assumption 
of finite variance will, at best, be considerably weakened 
and may, in fact, give very misleading a n s w e r s . ^
Mandelbrot developed a distribution that could follow the 
above description and calls it "Martingale" property. The Martingale 
model assumes that it is possible that price changes are dependent, 
but this dependence is not of a form which can be used to predict 
future price changes. The future stock values, then, are independent 
of the past stock values, but the future distributions of stock prices 
could be dependent on past prices.
Let t » present instant of time, t + T = future instant of 
time, T *» time increment, Z(t) 53 present price, t£ = arbitrary 
set of past instants, and Z(t+T) <=> future price.
These figures combine into the Bachelier equation of
Z(t+T) - Z(t) = the successive differences between prices. Since we
have previously shown that this distribution does not fit the normal
curve we must adjust the model.
If one divides by T the increment of a Gaussian^process over 
a time increment T, one obtains the expression T 2[Z(t+T) - Z(t)] 
that has a distribution independent of T. The generalization of
^Eugene Fama, "Mandelbrot and the Stable Paretian 
Hypothesis," Journal of Business, October, 1963, p. 421.
^Loc. Cit.
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this property was discovered by Paul Levy, who showed that, if 
0 < a < 2 and the homogeneity exponent h is replaced by a larger 
exponent 1/a, one obtains a family of probability laws now 
called ’’stable Paretian*
This exponent allows the marginal distribution of price change to be
Paretian, but the increments do not have to be independent as in the
random walk model.
Placing the model above in the context of the market we find 
that economic conditions supplying information (our random variable) 
are subject to abrupt changes (they are asymptotically Paretian). 
Variables that form an asymptotically Paretian curve have a larger 
risk than variables which form a Gaussian (normal) curve. Stop-loss 
orders will not protect the investor from large losses because in the 
stable Paretian
. . . with a < 2 ; a large price change across a long interval 
will more than likely be the result of a few very large changes 
that took place during smaller subintervals. This means that 
if the price level is going to fall very much, the tptal decline 
will probably be accomplished yery rapidly, so that it may be 
impossible to carry out many 1stop-lossf orders at intermediate 
prices.^
Since a is a measure of the height of the extreme tail areas of the 
distribution the probability of large price changes increases as 
a approaches 0, A given price level will then be attained by fewer 
price changes of a security if a < 2 than if the distribution of secur­
ity price changes is Gaussian (a * 2).
It is assumed in the Martingale model that an exogenous trigger 
Y(t), i.e., news that brings about a price change, will quickly reach
■*-%enoit Mandelbrot, ’’Forecasts of Future Prices, Unbiased 
Markets, and ’Martingale’ Models.” Journal of Business, Vol. XXXIX 
(January, 1966), No. 1, Part II, p. 243.
^Fama, op. cit., p. 427.
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a limit. The present price of the stock will reflect the changes in 
earnings based on this new information. If this limit is reflected by 
Z(t) then: "(1) price and value will occasionally coincide; (2) price
will be generated by a Martingale stochastic model in which the pres­
ent Z(t) is an unbiased estimator of Z(t+T); moreover, for large
15values of T, Z(t) is an unbiased estimator of Y(t-HT)."
If the exogenous trigger had properties other than having the
present price reach a limit, then the forecasted future value based
on this present value need not be a Martingale.
. . . the fact that forecasting of the value leads to a 
Martingale in the prices tells us something about the 
structure of the value as well as the structure of the 
market mechanisms. If forecasted value does not follow a
Martingale, prices could follow a Martingale only if they
do not follow value.^
The above statement is especially important to this treatise.
The treatise presumes that a forecasting approach can be developed
which will outperform a random selection of commodities of similar risk.
Filters
In our studies we have been introduced to formula-timing plans. 
The filter technique is such a plan. The filter technique is applied
as follows: "Choose a percentage x, say 5%. If the average rises by
5%, buy, and if it declines by 5%, sell,"^ Alexander attempts through 
the use of filter techniques to demonstrate that these techniques would 
yield better results than the random walk hypothesis. His findings do
■'•̂ Mandelbrot, op. cit., p. 244.
^ Loc. cit.
■^Sidney S. Alexander, "Price Movements in Speculative 
Markets: #2," Industrial Management Review, Spring, 1964, p. 25.
contradict that of the random walk, but they have many shortcomings 
that make his conclusions invalid. The data is based on the prices of 
the industrial averages on the New York Stock Exchange, the Dow- Jones 
Industrials from 1897 to 1929, and Standard and Poor's Industrials 
from 1929 to 1959.
Alexander assumes, contrary to Dow theory, that the price of a 
stock is not immediately adjusted with the introduction of new infor­
mation. He assumes that there exist trends in the reading and inter­
preting of news. "The future trend of price will result from a grad-
18ual spread of awareness of these facts throughout the market." If
the price moved up x percent it should "move up more than x percent
further before it moves down by x percent."^®
A serious shortcoming in Alexander’s technique is the assumption
that the trader could always buy at a price exactly x percent above, but
because of price jumps this is rarely true. The sell or buy price
would not always be triggered at the exact price of the filter movement.
After correction for most bias, a new set of data was computed,
and from the results,
it is evident that when brokerage fees are included none of the 
filters consistently produced large returns. All filters below 
12 percent and above 25 percent produce negative average returns 
per security after commissions. Although filters between 12 
percent and 25 percent yield positive returns, they are small 
when compared to .0986, the average return for all securities 
from a buy-and hold policy. These results support the conclusion
that the filter techniques cannot be used to increase the expected 
profits of the investor who must pay the usual brokerage com­
missions.20
Of significance in this filter technique is the dependence of 
prices in the small filter sizes before commissions. The first three 
filter sizes of 0,5, 1.0, and 1.5 percent in the table below show 
greater average returns on long positions (column 3) than the average 
return from buy-and-hold, .0986,
The returns on both long and short positions, however, 
fall dramatically as the filter size is increased. This 
behavior of the returns on the smallest filters is evidence 
of persistence or positive dependence in very small move­
ments of stock prices. The results indicate that the 
conditional probability of a positive (negative) change 
tomorrow, given a positive (negative) change today, is 
greater than the unconditional probability, but the effect 
of today's change on subsequent changes decreases very 
rapidly as one predicts further into the future.2^
The findings then for these stock price filters would seem to 
give some verification for the Martingale theory.
The difficulties of making a profit under actual conditions 
will still make the buy-and-hold superior even if brokerage fees are 
not paid. Such items are: the clearinghouse fee, the possibility
that funds might lie idle while waiting for a filter to trigger, and 
the costs of search and keeping up with the transactions.
Does the Random Walk Have a Time Horizon?
The commodity market has been the subject of a great quantity 
of research in the random walk area. Many of these studies have come
2°E. Fama and M. E. Blume, "Filter Rules and Stock- 
Market Trading.*' Journal of Business, Vol. XXXIX (January 1966), 
No. 1, Part II, p. 237.
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0.005......... -1152 -1.0359 .2089 .0097 27/30 12,514
.010......... .0547 - .7494 .1444 -.0518 20/30 8,660
.015......... .0277 - .5614 .1143 -.0813 17/30 6,270
.020......... .0023 - .4515 .0872 -.1131 16/30 4,784
.025......... -.0156 - .3732 .0702 -.1378 13/30 3,750
.030......... -.0169 - .3049 .0683 -.1413 14/30 2,994
.035......... -.0081 - .2438 .0734 -.1317 13/30 2,438
.040........ .0008 - .1950 .0779 -.1330 14/30 2,013
.045......... -.0117 - .1813 .0635 -.1484 14/30 1,720
.050......... -.0188 - .1662 .0567 -.1600 13/30 1,484
.060......... .0128 - .0939 .0800 -.1189 18/30 1,071
.070......... .0083 - .0744 .0706 -.1338 16/30 828
.080......... .0167 - .0495 .0758 -.1267 15/30 653
.090......... .0193 - .0358 .0765 -.1155 17/30 539
.100......... .0298 - .0143 .0818 -.1002 19/30 435
.120......... .0528 .0231 .0958 -.0881 21/30 289
0.140......... .0391 .0142 .0853 -.1108 19/30 224
TABLE 1 (Cont.)
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0.160......... .0421 .0230 .0835 -.1709 17/30 172
.180......... .0360 .0196 .0725 -.1620 17/30 139
.200......... • 0428; .0298 .0718 -.1583 20/30 110
.250......... .0269 .0171 .0609 -.1955 15/29 73
.300......... -.0054 -.0142 .0182 -.2264 12/26 51
.400......... -.0273 -.0347 -.0095 -.0965 7/16 21
0.500......... -.2142 -.2295 -.0466 -.1676 0/4 4
Source: E. F. Fama and M. E. Blume, "Filter Rules and Stock-Market Trading," Journal of Business, 
Vol. XXXIX (January, 1966), Number 1, Part II, p.237.
to the conclusion that the commodity market does in actual fact follow 
a random walk. The random walk is of extreme importance to any trader, 
as such a finding would exclude the possibility of a pure profit (a 
profit beyond that of the random walk) through a biased approach. From 
the standpoint of the securities market, R. A. Levy has selected a 
number of time periods of varying lengths in order to determine a 
point at which the random walk ceases to be valid. For his study he 
selected a sample of 200 stocks from the New York Stock Exchange en­
compassing data from the 1960-1965 time period. He compared selected 
technical trading rules with a random selection of securities using a 
buy and hold strategy. The technical trading rules were superior to 
the buy-hold strategy with a 26 week time interval or greater, which 
suggests in a limited way that the random walk is valid for differ­
encing periods of less than 26 weeks.
Levy’s data was drawn from the New York Stock Exchange whose
market cannot be considered identical to that of the Chicago Board of
Trade. Since both are auction markets based on changing supply and
demand, many strong similarities do exist. It does suggest that in
auction markets trading rules can be established that will consistently
22outperform a random buy-hold strategy.
Summary
The studies analysed in this section of the paper are remarkable 
for their conflicting conclusions. Several approaches to the random 
walk have been explained. Examples such as the Martingale, a strict
22r . a . Levy, "The Theory of Random Walks: A Survey of
Findings." The American Economist, Fall 1967, Vol. XX, No. 2, 
pp. 34-48.
37
random walk, and filter techniques have been described. Authors using 
the same approach have come to different conclusions. Each author 
makes different assumptions as to the weight that should be placed on 
certain sectors of the problem. One author might assume perfect com- 
petition whereas another might assume a biased market. This latter 
has been held in regard to a number of stocks on the American ex­
change. It is the assumptions that bring about the conflicting 
conclusions.
The major area of disagreement is the assumption of a normal 
distribution, as probability estimates have been based on a normal 
distribution. The most recent findings suggest, however, that stock 
market prices do not follow a normal distribution. Rather, they follow 
a stable Paretian distribution.
It takes time for information to be considered fully by the 
investor and reflected in the stock price. Adjustments in security 
prices wander randomly about the intrinsic value and the spread nar­
rows over time. Where expectations cannot be estimated with any pre­
cision these stocks have the greatest range and the greatest mean 
change. These stocks then have a greater inherent risk than those 
stocks whose earnings can be more accurately forecast. This, of course, 
is the rational between the risk-retum hypothesis.
Several studies involving large auction markets have demon­
strated that the random walk is valid only over a specified time 
period. This is not to say that the random walk is valid, but only 
that trading rules have not been formulated which can outperform a 
random selection employing a buy-hold strategy over all time periods.
CHAPTER IV
THE COMMODITY MARKET 
Introduction
The investment environment under analysis is the wheat area of 
the commodity market. This chapter describes the major factors appli­
cable to commodity investments in general and wheat in particular.
The function of the exchange is presented first along with a 
description of typical transactions that take place. A section is in­
cluded which contrasts the distinctions between commodity trading and 
stock trading. The mechanical aspects of trading in commodities is 
then explained along with some of the approaches used. Though one 
cannot have verifiable information on the commodity traders employing 
certain techniques, it is generally held that about 80 percent or more 
of the speculators use charting as a major factor in their investment 
decisions.'*' It is also assumed that almost every investor uses funda­
mental information in his decisions. As the downside risk is 
established partially by parity prices, such prices along with the 
International Wheat Agreement are treated.
The Exchange
Commodities are traded on several exchanges, the principal of 
which is the Chicago Board of Trade. Not only is it the largest




commodity trading area in the world, it also has the greatest volume 
of wheat transactions. All contracts traded on the Chicago exchange 
are specified as to the quality of the commodity. In reference to wheat, 
it is specified as ordinary soft red winter wheat and the seller has the 
option of delivering a grade other than the one specified. An adjust­
ment in price is made for the difference in quality.
The function of the commodity exchange is to provide an organ­
ized market place for its members. The members act in their own in­
terest, and also for others in a broker capacity. The transactions 
that occur are executed by speculators or hedgers. The exchange helps
the seller (buyer) of the raw material to confine himself to his
primary business rather than assume the risk of speculating on the 
future price of a commodity. A flour miller can then enter a contract 
to deliver flour in the future without assuming a tremendous inventory
risk. The flour miller hedges his future delivery by buying a wheat
futures contract. Unpredictable price changes are then shifted to 
speculators from those who deal in cash commodities. The speculator 
can take a long or short position depending upon his expectation of 
price movement. If he believes supply will exceed demand, then he will 
assume a short position. A short position is the sale of a specified 
commodity for later delivery. A long position is the purchase of a 
contract which was sold short. Another major type of transaction is 
the straddle. The speculator takes a position in one delivery month 
and assumes the opposite position in a different delivery month or 
even in a different grain such as oats.
Trading in Commodities
Trading Distinctions between Common Stocks and Commodities. 
Both common stocks and commodities are traded on major exchanges.
Both are considered for investment and speculative purposes. In many 
ways, the factors important to each are similar. These factors in­
clude the monetary situation, war, and the political situation. In 
many ways, the two markets are distinct. Listed below are 10 basic 
distinctions.
1. When it comes to the long term price changes in the
commodity markets, there is no such thing as 'inside information1
which would give a theoretical 'insider' in the commodity business
any advantage over the speculator. The important statistics are
'public' and new developments become available to all concerned at
2about the same time.
2. Margin requirements for commodities are normally 5 - 1 0  
percent depending on the commodity.
3. A stock can be held for a long-term investment for periods 
in excess of one year. "The commodities! wheat, oats, rye, corn, 
soybeans, and many others are traded up to one year."
4. The amount of shares issued and outstanding of a corpora­
tion is a known factor. The amount of commodity futures is unknown.
^Milton Jiler, "Understanding the Commodity Futures Markets," 
in Guide to Commodity Price Forecasting, Harry Jiler, editor, Commodity 
Research Bureau, Inc., 82 Beaver St., New York, 1965, p. 6.
^Gerald Gold, Modem Commodity Futures Trading, Commodity 
Research Bureau, Inc., 82 Beaver St., New York, 1959, p. 15.
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5. Since the commodity market Is a futures market, the long 
and short sales of the commodity are exactly equal. In consnon stocks, 
short sales do not have to be equal to the outstanding shares.
6. The U.S. Government has placed a floor under certain 
commodities with the price support program.
7. The commission for commodity trades is paid when the 
futures transaction is closed. In stocks, the commission is paid at 
the time of purchase and at time of sale, since there is the possi­
bility that the purchaser might never sell.
8. Selling stocks short requires the price of that stock to 
be going up. A rising price is not required for commodities.
9. Commodity futures trading involves no immediate transfer 
of a commodity. It is a claim against the future delivery of the 
commodity.
10. In common stocks, an investor may purchase a multiple of 
shares, whereas in commodities one is limited to job lots or round 
lots. The size of a lot differs for each commodity.
Mechanical Aspects. In regard to the mechanical aspects 
of trading in commodities, grains are normally traded in eighths of 
a cent. For grains a trade consists of a 5,000 bushel contract, and 
thus a one cent change in the price of a bushel has a $50 value.
Each eighth of a point is worth $6.25. The standard round lot is 
5,000 bushels. A job lot is 2,000 bushels, but these sales have 
almost been eliminated. Should the daily fluctuation of a grain 
reach ten points above or below the previous day's closing, trading 
in that commodity is suspended.
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Grain futures can be traded in at any time, but certain months 
have become standard. These trading months are December, March, May, 
July, and September. Thus in early June a speculator might buy a 
December wheat future. Using only five months promotes greater 
volume and a more determined price.
Theoretically future months should sell only at a carrying 
charge over any prior month. If the differential between a future 
price and a prior month is greater than the carrying charge, a premium 
is involved, if less, a discount. This premium, though, applies only 
to the less perishable commodities as other commodities might not re­
tain their quality between periods. For perishables, an additional 
risk premium would be required.
Two terms used frequently in regard to the amount of trading 
activity are volume and open interest. "The term volume represents 
a simple addition of successive futures transactions. It is a 
barometer of trading activity and a measure of the intensity of supply
„4and demand for certain periods of time."
Open Interest to open contracts are purchase or sale com­
mitments which traders have entered into and which remain 
outstanding. When speaking about open interest, one refers 
to the number of unliquidated contracts and never to the 
point total of sales and purchases . . . .  Open interest 
only increases when new purchases are offset by new sales.
If a new purchase is offset by the sale of a previously 
purchased contract, then there would be no change in open 
interest. Decreases in open interest occur when previous 
purchases are sold and are offset by the buying in of pre­
viously sold contracts. This would mean that both buyers 
and sellers were closing out previous commitment s. **
Sjilliam L. Jiler, "Volume and Open Interest," in Harry 
Jiler, editor, op. cit., p. 61.
^Loc. cit.
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Rules Governing Commodity Trading. Commodity trading is reg­
ulated by the Securities and Exchange Commission and trading is 
enacted through commodity exchanges. Each exchange has a clearinghouse 
through which members clear their trades on a daily basis. Each member 
firm is required to have on deposit a margin sufficient to cover his 
debit balance. The clearinghouse is then responsible to all members 
for contract fulfillment. Thus Broker A who sells commodity X is not 
responsible to Broker B who purchased the contract. Broker B has a 
claim against the clearinghouse. Broker A is responsible to the clear­
inghouse.
The time of delivery of a futures contract is determined by the 
delivery month. If this month is December, then the seller has the 
option of delivering at any date during the month. The seller also has 
the option of delivering one of several grades. On the exchange, the 
quoted prices are for a basic contract grade. The seller can deliver 
a commercially acceptable grade different from this basic grade. If 
he does, a premium or discount is made on the contract in relation to 
the grade delivered.
In regard to definition, the difference between old and new 
crop futures exists in that old crop futures have to be delivered from 
the existing old crop supply. The new crop future will be delivered 
out of those supplies to be produced.
Crop years are used instead of calendar years for trading. The 
crop year begins with the first of that month in which the majority of 
the crop is harvested. This crop year is of the same length as the 
calendar year. For wheat the crop year begins July 1.
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What is important between crop years and old and new crops is 
the prospects for the yields in both periods. Thus, if the old crop 
futures are scarce and new crop supplies have good prospects, then 
these new crop futures will sell for less than the old crop. If 
growth could be hastened through special techniques, it might be ad­
vantageous to get these new crops into the old crop year.
Approaches to Commodity Trading
Chart Formations. The basis for charting is a graphical 
representation of price changes. It is hypothesized that certain 
price patterns are repetitive. From these patterns, the future trend 
of prices can be anticipated. One of the most widely used charts in 
commodities is the vertical bar graph which portrays the daily high, 
low, and closing points of commodity price movement. In contrast to 
stock price charting, the volume for commodities is not always 
charted. Information is just not available to plot volume for each 
monthly contract. Volume is given in the form of a summation for 
all contracts of a given commodity. This volume is not available 
after each day’s trade, but becomes available two days later. The 
technical analysts in commodity trading rely heavily on the recogni­
tion of patterns without the accompanying volume.
The patterns have their origin from work done in statistical 
quality control. The application of this system can be illustrated 
by a soft drink company. If the company fills the bottles too high, 
it will raise its costs. If the bottles are not filled high enough, 
the Food and Drug Administration will step in. A quality control 
system would then be instituted to determine the average fill and
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standard deviation. Should the charts kept on these samples pass a 
certain limit, the system is termed ’’out of control.” In regard to 
chart formation for commodities, the system would be out of control when 
the graph passed a certain level as determined by past formations.
Should the commodity break out on the downside it would be a bearish 
indication, if the line broke on the upside it would be bullish.
Should this occur, it would symbolize that the system was ’’out of con­
trol” and would continue to move in the direction of the breakout 
until other factors changed its direction.
For commodities and stocks, it is assumed that various forces 
represent demand and supply. As the balance between these forces 
shifts, the pattern represented by the vertical chart changes. It 
is the interpretation of these chart patterns that leads to decision 
making on the part of chart analysts. The repetition of patterns is
exemplified by the head and shoulders formations for wheat during the
£month of February for many past years. As in stocks certain commod­
ities seem to favor certain patterns. Saucer and rounded tops are 
predominant in cotton, but rare in other commodities.
If we do combine our volume and price information we can set 
up what constitutes a weak or strong market just as we do for stocks:
Price Up
Volume and Open Interest Up - Strong 
Volume and Open Interest Down - Weak
^William Jiler, ’’Forecasting Commodity Price with Vertical 
Line Charts,” in Harry Jiler, editor, op. cit., p. 26.
^Ibid., p. 30.
Price Down
Volume and Open Interest Up - Weak
Volume and Open Interest Down - Strong
Fundamental Market Analysis. The basic factors affecting
commodity prices are examined through fundamental analysis. The
basis for price changes in wheat is the change in the balance between
supply and demand.
The government supplies most of the pertinent statistics in
regard to commodities which are referred to as official estimates.
These estimates are released to the news media at specified times
and thus there is really no insider information to these statistics.
These estimates are computed on a crop year basis rather than a
8calendar year. The crop year for wheat begins July 1.
The total supply of a commodity is the cumulative total of
three factors: (1) the new crop, (2) the old crop carryover, and
(3) expected imports. This old crop carryover is from all past 
seasons and comprises all stocks in storage.
Table 2 refers to these three groupings as carryover, pro­
duction, and imports. The demand side is labelled disappearance.
The U.S. Department of Agriculture makes estimates of this usage and 
supply from primary sources.
In addition to the demand and supply factors, the U.S. Gov­
ernment has a price support program. The government owns a substan­
tial amount of wheat and has another substantial part under loan.
This supply is pegged at a certain price by the government and will
QWilliam Jiler, op. cit., p. 63.
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TABLE 2:
Wheat: Supply, distribution and prices,















- - Million bushels - - - -
535.2 425.0 539.4 



































Total 691.2 679.3 647.8 754.0 780
Available for Export 
























_  _  _ - Dollars per bushel - - - -
Price Support
National average loan rate 1.26 









Season Average Price Rec'd
By non-participants 1.39 










2/ Imports and exports are of wheat, including flour and other products 
in terms of wheat.
3/ Used for food in the United States and U.S. territories, and by the 
military both at home and abroad.
4/ Assumed to roughly approximate total amount used for feed, including 
amount used in mixed and processed feed.
Source: Wheat Situation, Economic Research Service, U.S. Department of
Agriculture, February, 1970, Table I, p. 2.
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not be sold until authorized by the Department of Agriculture. A 
"free supply and demand balance" must then be calculated in order to 
determine wheat’s availability for private sale. It is something like 
the available floating common stock for a corporation. The free 
supply can best be calculated by adding; (1) free supply carryover;
(2) new crops; (3) estimated imports, and (4) estimated total CCC 
sales.  ̂ From this total one must subtract the estimated disappearance. 
Since most investments will depend on the amount of free supply, it 
is necessary to judge the range in which prices will vacillate.
If there is a free supply scarcity, " . . .  the lower limit of 
the range is the discount necessary to draw the surplus portion of the 
supply under loan and the top limit of the range is the premium over 
the loan necessary to start drawing loan stocks, or government owned 
stocks, back into free supply channels. Thus, if prices are low, 
more and more farmers will put their stocks under loan, thus reducing 
the outstanding free supply. The government, conversely, will place 
its stocks on the market if the price goes too high, and the farmers 
that can do so will take their stocks out of loan to sell at the higher 
prices.
Prices and Parity
Parity. The federal government has established parity prices 
for commodities in order to relate farm prices to price changes in 
other sectors of the economy. Parity is the relationship of prices in
^Chester W. Keltner, How to Make Money in Commodities, The 




one time period to the prices of a base period. Parity prices are 
computed in the following way;
1} Divide the past ten years average farm price for 
a particular commodity by the average index of prices 
received for all farm products during these same ten 
years.
2) Multiply this by the index of costs covering 
goods and services farmers buy (1910 - 1914 base).
The support price for a particular commodity is then 
set at a percentage of this parity price.
These parity prices are published monthly by the Department 
of Agriculture. If marketing quotas are in effect, as they are at 
the present time, farmers can only use up to a certain given per­
centage of their allotment. If quotas are in effect for the 1971/ 
7.2 marketing year, " . . .  the level of total price support (loan 
rate plus certificate value for domestic food production) would be 
set between 65 and 90 percent of parity."*'2 The value of these 
certificates is the difference between the price support leyel of 
$1,25 and the parity price of wheat at the beginning of the next 
marketing year.
Those participating in the wheat programs have several
options:
1) They may substitute wheat for feed grains or feed 
grains for wheat if they take part in both the wheat and 
feed grain programs.
2) They may make advance arrangements to overplant 
allotments by up to 50 percent if the excess production 
will be stored for later sale under specified conditions 
or delivery to the Secretary.
^Gold, oj>. Cit., p. 87,
2Wheat Situations, Economic Research Service, U.S. Depart­
ment of Agriculture, February, 1970, p. 8.
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3) They may underplant allotments up to 55 percent without 
affecting eligibility for marketing certificates.
4) Winter wheat producers may plant designated non-surplus 
crops on acreages diverted beyond the minimum.
The above legislation has continued to the present.^
International Agreements. The United States has entered an
agreement with a number of nations on the exportation and importation
of grains. The International Wheat Agreement has been succeeded by
an agreement among the cereals group of the General Agreement on
Tariffs and Trade. Not all members of GATT are members of the cereals
group. This group includes the United States, Canada, Australia,
United Kingdom, Japan, Denmark, Sweden, Norway, Switzerland, and the
15European Economic community.
The actions by the United States, then, have an immediate 
effect on the other grain producing countries. The United States is 
the only major nation which supports a private grain trade.
Prices. The price supports will be effective as long as the 
government has sufficient supplies to place on the market to estab­
lish a ceiling and the authority to establish a floor. By referring
to these price programs, an investor can reasonably establish a
trading range for a given commodity. In regard to wheat, prices 
have been in a down trend since 1952 and this decline is tied almost 
directly to government programs, such as the Food and Agriculture 
Act of 1965. Within the price range established by the government
i^Jheat Situation, Economic Research Service, U.S. Department 
of Agriculture, February, 1966, p. 9.
■^Wheat Situation, o£. cit., February, 1970, p. 8.
•^Wheat Situation, op. cit., May 1967, p. 11.
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a price difference based on the geographic distance to the central 
market exists. Normally this differential is the transportation and 
trading costs involved. Should there be a wider discrepancy, arbi­
trage would narrow the gap.
Summary
The Chicago Board of Trade is the largest auction market in 
the world. Over two-thirds of United States wheat is traded at this 
auction point. Prices are determined by supply and demand and are 
not set by the Chicago Board of Trade. Trades are conducted in many 
commodities, but this paper is concerned with futures contracts of 
wheat. Trading takes place in five contracts, March, May, July, 
September, and December. More contracts with delivery specified on 
other dates could have been arranged, but using only five months 
provides greater activity for a contract, and hopefully, a more com­
petitively determined price.
Many differences exist between the commodity and common stock 
markets. The main difference is that commodity markets deal in 
futures contracts* These are contracts for items which may not exist 
at the time the contract is entered into. Commodity trading is 
regulated by the Securities and Exchange Commission.
Prices for grains are determined by anticipated supply and 
demand. Supply is measured by carryover (held tinder loan by govern­
ment, stored by government, etc.), production, and imports. Demand 
is noted as domestic disappearance and exports. Domestic disappear­
ance consists of food, seed, industry, and feed.
The federal government has enacted numerous agriculture acts
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which support prices of commodities such as the Food and Agriculture 
Acts administered by the Department of Agriculture. The establish** 
ment of parity prices, acreage allotment, and loan conditions act aa 
forces affecting price.
Charts are used by approximately 80 percent of commodity 
speculators. The charts are usually graphs of the daily or weekly 
high-low prices for each contract. These charts are similar to 
charts used in statistical quality control and provide information 
on the range and price variation.
The subsequent chapter searches the daily price data for 
meaningful patterns in order to develop a risk factor for commodity 
speculation.
CHAPTER V
THE SELECTION OF RISK CLASSES 
Introduction
Examination of historical price data suggests that certain 
calendar months exhibit a greater price variance than other calendar 
months. Such price variance differences can be related to a specified 
calendar month (June, July, August, etc.) in which an option is pur­
chased. The price variance differences can also be related to the 
period of time encompassed by the purchase date of the option and the 
required delivery date of the option.
Certain months, then, appear to have a greater risk than other 
months on an ex post basis. By knowing the risk on an ex post basis, 
the speculator may set his limit order with respect to the expected 
price variance of the particular calendar month and the particular 
option in which he is taking a position.
The Margin Requirement
In the grains, the margin requirement is exceptionally narrow 
compared to the margin required for listed securities. The margin re­
quirement for commodities may vary between different brokerage houses. 
If a contract is purchased on margin, an investor will normally have 
some idea as to the loss he is willing to assume. The commodity trade 
responds to the amount of loss to be assumed by the adage, "Never 
answer a margin call." The truism is based on the expectation of price
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movements and the difficulty of reversing a trend. If the price has 
moved the distance necessary to require the brokerage house to ask for 
more security (margin call), the price is expected to keep moving in a 
negative direction. The initial margin required at the present time by 
a major brokerage house is $500 for a wheat contract. A margin call is 
normally forthcoming from the brokerage house when the equity in a 
commodity account falls to 25 per cent of the initial margin.
The Stop-Loss Point 
Tables 3 and 4 aid the investor in assessing the risk he is 
assuming in a particular option contract. The tables present the mean, 
standard deviation, range, and t value at the .01 level multiplied by 
the standard deviation of the daily price differences (high price minus 
the low price for the day) for the years 1957-1961 and 1966-1968. These 
dates straddle the Agriculture Acts of 1964 and 1965 which contain im­
portant revisions in the price support and acreage allotment programs 
of the United States for certain commodities. The same computer program 
may be used with the data from both time periods to compare the con­
sistency of output over time.
From the investor's standpoint, the degree of price fluctuation 
and direction determine whether he will be stopped out or not. An in­
vestor is stopped out when a stop-loss order is triggered. A stop-loss 
order automatically becomes a market order when the price of the com­
modity reaches the level stated in the stop-loss order. The order is 
then executed "at the market."
The amount of loss that can be absorbed by an investor would 
normally include the following factors. First, an investor might want to
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TABLE 3
MEAN (X), STANDARD DEVIATION (S), STANDARD ERROR (SE), AND RANGE (R) 
OF THE DAILY PRICE VARIATION FOR THE FUTURES CONTRACTS 
MARCH, 1956 TO SEPTEMBER, 1962. DATA
PRESENTED IN DOLLARS.
Jan. Feb. Mar.
X .0136 .0154 .0241
s .0061 .0083 .0184
SE .0013 .0019 .0049
T*S .0154 .0210 .0482
R .0450 .1012 .1888
July Aug. Sept. Oct. Nov. Dec.
X .0131 .0177 .0193 .0154 .0148 .0126
S .0043 .0053 .0136 .0059 .0044 .0047
SE .0010 .0011 .0030 .0013 .0010 .0010
T*S .0109 .0133 .0342 .0148 .0111 .0118
R .0637 .0962 .1400 .0675 .0588 .0662
Jan. Feb. Mar. Apr. May June
3/57 X .0128 .0193 .0204 .0248 .0197 .0199
s .0058 .0084 .0115 .0075 .0072 .0077
SE .0012 .0019 .0031 .0016 .0015 .0017
T*S .0146 .0214 .0302 .0190 .0181 .0193
R .0838 .0662 .1438 .1125 .1362 .1075
July Aug. Sept. Oct. Nov. Dec.
X .0181 .0177 .0138 .0153 .0183 .0160
s .0093 .0064 .0055 .0057 .0058 .0095
SE .0020 .0013 .0013 .0012 .0013 .0021
T*S .0234 .0159 .0139 .0142 .0147 .0241
R .1450 .1038 .0650 .1225 .0712 .0675
Jan. Feb. Mar. Apr. May June
3/58 X .0169 .0153 .0186 .0102 .0121 .0196
s .0053 .0042 .0109 .0036 .0059 .0090
SE .0011 .0009 .0029 .0014 .0013 .0020
T*S .0132 .0105 .0286 .0109 .0147 .0227
R .0750 .0750 .0788 .0250 .0675 .1488
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TABLE 3 - Continued
Futures
Contract July Aug. Sept. Oct. Nov. Dec.
X .0187 .0157 .0135 .0148 .0110 .0135
s .0074 .0055 .0048 .0059 .0029 .0057
SE .0016 .0012 .0011 .0012 .0007 .0012
T*S .0185 .0137 .0122 .0148 .0074 .0144
R .0613 .0775 .0975 .0825 .0412 .0875
Jan. Feb. Mar. Apr. May June
X .0099 .0100 .0192 .0114 .0114 .0137s .0038 .0069 .0077 .0061 .0065 .0050
SE .0008 .0016 .0020 .0013 .0014 .0011
T*S .0095 .0175 .0201 .0154 .0163 .0127
R .0312 .0862 .0725 .0600 .0600 .0487
July Aug. Sept. Oct. Nov. Dec.
X .0139 .0095 .0098 .0088 .0112 .0096
S .0074 .0046 .0047 .0040 .0045 .0038
SE .0016 .0010 .0010 .0008 .0011 .0008
T*S .0185 .0115 .0118 .0100 .0114 .0095
R .0963 .0500 .0500 .0538 .0312 .0600
Jan. Feb. Mar, Apr. May June
3/60 X .0095 .0100 .0130 .0105 .0085 .0103
S .0033 .0043 .0066 .0050 .0043 .0051
SE .0007 .0010 .0016 .0011 .0009 .0011
T*S .0084 .0109 .0170 .0126 .0108 .0128
R .0475 .0437 .0938 .0525 .0400 .0588
July Aug. Sept. Oct. Nov. Dec.
X .0079 .0074 .0083 .0084 .0098 .0088
S .0028 .0024 .0033 .0036 .0026 .0039
SE .0006 .0005 .0007 .0008 .0006 .0008
T*S .0071 .0060 .0082 .0091 .0066 .0098
R .0375 .0337 .0413 .0538 .0475 .0412
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TABLE 3 - Continued
Futures
Jan. Feb. Mar. Apr. May June
X .0135 .0153 .0141 .0035 .0055 .0048
s .0054 .0047 .0085 .0029 .0030 .0016
SE .0012 .0011 .0022 .0007 .0007 .0003
T*S .0135 .0119 .0222 .0074 .0077 .0039
R .0763 .0737 .0725 .0175 .0188 .0250
July Aug. Sept. Oct. Nov. Dec.
X .0069 .0055 .0057 .0065 .0111 .0097s .0018 .0021 .0026 .0024 .0041 .0031
SE .0004 .0004 .0006 .0005 .0009 .0007
T*S .0045 .0051 .0066 .0060 .0103 .0078
R .0250 .0325 .0312 .0425 .0425 .0425
Jan. Feb. Mar. Apr. May June
3/62 X .0101 .0085 .0113 .0084 .0076 .0109
S .0051 .0032 .0041 .0041 .0028 .0055
SE .0011 .0007 .0011 .0009 .0006 .0012
T*S .0129 .0082 .0108 .0103 .0071 .0138
R .0600 .0500 .0712 .0350 .0450 .0788
July Aug. Sept. Oct. Nov. Dec.
X .0133 .0115 .0086 .0113 .0066 .0071s .0038 .0036 .0030 .0047 .0019 .0034
SE .0008 .0007 .0007 .0010 .0004 .0008
T*S .0095 .0089 .0076 .0119 .0049 .0085
R .0587 .0438 .0400 .0425 .0275 .0387
Jan. Feb. Mar. Apr. May June
5/56 X .0127 .0146 .0170 .0289 .0428
s .0048 .0061 .0047 .0108 .0246
SE .0010 .0014 .0010 .0024 .0063
T*S .0121 .0155 .0119 .0272 .0639
R .0400 .1088 .1450 .1487 .1700
July Aug. Sept. Oct. Nov. Dec.
X .0122 .0184 .0215 .0158 .0144 .0116
S .0046 .0052 .0205 .0053 .0038 .0032
SE .0011 .0011 .0045 .0011 .0008 .0007
T*S .0118 .0131 .0516 .0132 .0096 .0080







TABLE 3 - Continued
Jan. Feb. Mar. Apr. May June
X .0126 .0176 .0175 ,,0177 .0236 .0180
s .0053 .0077 .0068 .0073 .0114 .0041
SE .0011 .0018 .0015 .0016 .0030 .0018
T*S .0134 .0196 .0171 .0183 .0298 .0138
R .0800 .0612 .1375 .0612 .0650 ,.0700
July Aug. Sept. Oct. Nov. Dec.
X .0182 .0171 .0145 .0159 .0166 .0156
S .0081 .0066 .0051 .0064 .0048 .0087
SE .0018 .0014 .0012 .0013 .0011 .0020
T*S .0205 .0164 .0130 .0160 .0120 .0221
R .1325 .1163 .0688 .1313 .0700 .0650
Jan. Feb. Mar. Apr. May June
X .0148 .0150 .0157 .0170 .0293 .0214
S .0032 .0048 .0045 .0071 .0210 .0123
SE .0007 .0011 .0010 .0015 .0056 .0028
T*S .0081 .0121 .0113 .0178 .0552 .0312
R .0388 .0950 .0775 .0887 .1350 .1575
July Aug. Sept. Oct. Nov. Dec.
X .0195 .0145 .0139 .0138 .0112 .0145
S .0067 .0054 .0048 .0055 .0036 .0072
SE .0014 .0012 .0011 .0012 .0008 .0016
T*S .0169 .0136 .0122 .0138 .0092 .0180
R .0712 .0875 .0825 .0625 .0425 .1250
Jan. Feb. Mar. Apr. May June
X .0088 .0096 .0148 .0199 .0220 .0127
s .0029 .0058 .0045 .0090 .0100 .0045
SE .0006 .0013 .0010 .0019 .0027 .0010
T*S .0073 .0148 .0114 .0225 .0263 .0114
R .0437 .0887 .0800 .2050 .1187 .0650
July Aug. Sept. Oct. Nov. Dec.
X .0143 .0092 .0100 .0087 .0112 .0100
S .0078 .0036 .0053 .0040 .0049 .0034
SE .0017 .0008 .0011 .0008 .0012 .0007
T*S .0197 .0090 .0132 .0101 .0126 .0085







TABLE 3 - Continued
Jan. Feb. Mar. Apr. May June
X .0081 .0086 .0108 .0122 .0278 .0091s .0032 .0035 .0044 .0036 .0257 .0037
SE .0007 .0008 .0009 .0008 .0069 .0008
T*S .0081 .0090 .0110 .0091 .0674 .0092
R .0325 .0375 .0913 .0550 .1800 .0513
July Aug. Sept. Oct. Nov. Dec.
X .0077 .0080 .0076 .0071 .0094 .0085s .0042 .0025 .0038 .0027 .0025 .0035
SE .0009 .0006 .0008 .0006 .0006 .0007
T*S .0107 .0064 .0095 .0069 .0063 .0087
R .0363 .0363 .0387 .0350 .0400 .0363
Jan. Feb. Mar. Apr. May June
X .0160 .0146 .0155 .0197 .0134 .0047
S .0146 .0058 .0103 .0094 .0063 .0021
SE .0032 .0013 .0022 .0021 .0016 .0004
T*S .0368 .0149 .0257 .0237 .0165 .0052
R .0950 .0725 .1500 .1137 .0675 .0287
July Aug. Sept. Oct. Nov. Dec.
X .0066 .0055 .0058 .0056 .0096 .0092
S .0023 .0025 .0025 .0024 .0031 .0037
SE .0005 .0005 .0005 .0005 .0007 .0008
T*S .0059 .0062 .0063 .0060 .0078 .0093
R .0250 .0362 .0187 .0437 .0487 .0412
Jan. Feb. Mar. June
X .0100 .0092 .0084 .0123
S .0052 .0037 .0034 .0054
SE .0011 .0008 .0007 .0012
T*S .0130 .0093 .0084 .0136
R .0600 .0525 .0400 .0925
July Aug. Sept. Oct. Nov. Dec.
X .0123 .0101 .0080 .0099 .0069 .0066
S .0046 .0034 .0034 .0041 .0022 .0033
SE .0010 .0007 .0008 .0009 .0005 .0007
T*S .0117 .0086 .0087 .0104 .0056 .0084







TABLE 3 - Continued
Jan. Feb. Mar. Apr. May June
X .0149 .0141 .0186 .0260 .0203 .0212s .0063 .0072 .0101 .0081 .0078 .0076
SE .0014 .0016 .0022 .0018 .0017 .0017
T*S .0159 .0183 .0254 .0204 .0196 .0193
R .0600 .0825 .1425 .1175 .1237 .1000
July Aug. Sept. Oct. Nov. Dec.
X .0214 .0179 .0214 .0142 .0136 .0121s .0071 .0079 .0185 .0052 .0033 .0047
SE .0019 .0016 .0040 .0011 .0007 .0010
T*S .0187 .0197 .0466 .0131 .0084 .0119
R .0613 .1063 .2000 .0988 .0400 .0662
Jan. Feb. Mar. Apr. May June
X .0123 .0167 .0144 .0140 .0147 .0191
S .0050 .0064 .0053 .0039 .0066 .0077
SE .0011 .0015 .0012 .0009 .0014 .0017
T*S .0125 .0163 .0133 .0099 .0166 .0195
R .0800 .0538 .1050 .0800 .0812 .1387
July Aug. Sept. Oct. Nov. Dec.
X .0174 .0181 .0143 .0144 .0163 .0139
S .0098 .0059 .0039 .0064 .0052 .0072
SE .0025 .0013 .0009 .0013 .0012 .0016
T*S .0254 .0149 .0098 .0161 .0131 .0182
R .0775 .1488 .0588 .0950 .0787 .0575
Jan. Feb. Mar. Apr. May June
X .0158 .0163 .0152 .0139 .0127 .0143
S .0050 .0069 .0071 .0045 .0052 .0048
SE .0011 .0015 .0016 .0010 .0011 .0010
T*S .0125 .0173 .0179 .0114 .0131 .0121
R .0550 .1025 .1000 .0638 .0550 .0413
July Aug. Sept. Oct. Nov. Dec.
X .0198 .0138 .0123 .0148 .0112 .0138
S .0097 .0056 .0046 .0082 .0041 .0069
SE .0025 .0012 .0010 .0017 .0009 .0015
T*S .0252 .0140 .0115 .0206 .0103 .0173







TABLE 3 - Continued
Jan. Feb. Mar. Apr. May June
X .0080 .0082 .0112 .0125 .0095 .0111s .0035 .0036 .0048 .0051 .0041 .0057
SE .0008 .0008 .0010 .0011 .0009 .0012
T*S .0088 .0092 .0121 .0127 .0104 .0142
R .0350 .0600 .0475 .0538 .0475 .0525
July Aug. Sept. Oct. Nov. Dec.
X .0098 .0104 .0107 .0078 .0111 .0095
S .0042 .0041 .0049 .0039 .0057 .0046
SE .0011 .0009 .0011 .0008 .0014 .0010
T*S .0108 .0103 .0122 .0097 .0146 .0117
R .0350 .0325 .0437 .0450 .0463 .0825
Jan. Feb. Mar. Apr. May June
X .0054 .0070 .0060 .0059 .0073 .0058s .0028 .0019 .0018 .0021 .0037 .0026
SE .0006 .0004 .0004 .0005 .0008 .0006
T*S .0070 .0049 .0045 .0052 .0093 .0065
R .0250 .0275 .0150 .0200 .0225 .0375
July Aug. Sept. Oct. Nov. Dec.
X .0087 .0058 .0050 .0042 .0064 .0056
S .0019 .0022 .0021 .0022 .0021 .0022
SE .0005 .0005 .0005 .0005 .0005 .0005
T*S .0051 .0056 .0053 .0056 .0054 .0055
R .0450 .0238 .0263 .0188 .0262 .0200
Jan. Feb. Mar. Apr. May June
X .0149 .0158 .0145 .0103 .0102 .0107
S .0074 .0102 .0075 .0059 .0040 .0065
SE .0016 .0023 .0016 .0013 .0008 .0014
T*S .0186 .0260 .0188 .0150 .0100 .0163
R .0913 .0875 .0925 .0375 .0538 .0813
July Aug. Sept. Oct. Nov. Dec.
X .0160 .0084 .0063 .0079 .0126 .0077
S .0078 .0106 .0032 .0053 .0069 .0025
SE .0022 .0022 .0007 .0012 .0016 .0005
T*S .0206 .0264 .0081 .0134 .0176 .0063







TABLE 3 - Continued
Jan. Feb. Mar.
X .0085 .0083 .0069s .0043 .0036 .0029
SE .0009 .0008 .0006
T*S .0108 .0091 .0073
R .0550 .0462 .0250
Aug. Sept. Oct. Nov. Dec.
X .0114 .0078 .0087 .0060 .0055
S .0049 .0026 .0033 .0026 .0030
SE .0010 .0006 .0007 .0006 .0007
T*S .0124 .0065 .0082 .0065 .0077
R .0600 .0300 .0338 .0450 .0250
Jan. Feb. Mar. Apr. May June
X .0146 .0142 .0195 .0269 .0203 .0213
S .0070 .0068 .0096 .0081 .0072 .0086
SE .0015 .0015 .0021 .0018 .0015 .0019
T*S .0177 .0172 .0241 .0205 .0181 .0217
R .0662 .0875 .1538 .1163 .1225 .1075
July Aug. Sept. Oct. Nov. Dec.
X .0198 .0177 .0164 .0102 .0116 .0116
S .0084 .0057 .0091 .0053 .0038 .0051
SE .0018 .0012 .0030 .0012 .0008 .0011
T*S .0211 .0142 .0256 .0133 .0094 .0128
R .1525 .0800 .0737 .0863 .0437 .0638
Jan. Feb. Mar. Apr. May June
X .0119 .0168 .0145 .0143 .0148 .0186
S .0054 .0069 .0057 .0049 .0078 .0077
SE .0011 .0016 .0013 .0011 .0017 .0017
T*S .0135 .0175 .0144 .0123 .0195 .0195
R .0788 .0550 .1025 .0775 .0813 .1475
July Aug. Sept. Oct. Nov. Dec.
X .0195 .0157 .0138 .0133 .0141 .0128
S .0079 .0053 .0056 .0070 .0044 .0073
SE .0017 .0011 .0015 .0015 .0010 10016
T*S .0199 .0134 .0148 .0174 .0110 .0184







TABLE 3 - Continued
Jan. Feb. Mar. Apr. May June
X .0075 .0078 .0111 .0124 .0095 .0107
s .0033 .0037 .0044 .0052 .0043 .0060
SE .0007 .0008 .0010 .0011 .0009 .0013
T*S .0083 .0093 .0112 .0130 .0107 .0151
R .0312 .0588 .0450 .0525 .0425 .0525
July Aug. Sept. Oct. Nov. Dec.
X .0088 .0075 .0081 .0064 .0096 .0086
S .0028 .0028 .0032 .0026 .0038 .0037
SE .0006 .0006 .0009 .0005 .0009 .0008
T*S .0070 .0070 .0084 .0065 .0096 .0093
R .0413 .0300 .0375 .0462 .0412 .0725
Jan. Feb. Mar. Apr. May June
X .0046 .0058 .0047 .0057 .0064 .0051
S .0028 .0015 .0021 .0021 .0032 .0021
SE .0006 .0003 .0004 .0005 .0007 .0004
T*S .0070 .0037 .0052 .0053 .0081 .0053
R .0225 .0300 .0200 .0175 .0200 .0338
July Aug. Sept. Oct. Nov. Dec.
X .0044 .0037 .0026 .0024 .0048 .0043
S .0029 .0032 .0020 .0022 .0021 .0023
SE .0006 .0007 .0004 .0005 .0005 .0005
T*S .0073 .0082 .0050 .0056 .0053 .0059
R .0400 .0238 .0238 .0162 .0225 .0162
Jan. Feb. Mar. Apr. May June
X .0155 .0158 .0152 .0087 .0085 .0105
S .0087 .0121 .0067 .0042 .0028 .0070
SE .0019 .0028 .0014 .0009 .0006 .0015
T*S .0219 .0307 .0167 .0107 .0070 .0177
R .0900 .0900 .0950 .0300 .0475 .0787
July Aug. Sept. Oct. Nov. Dec.
X .0138 .0107 .0093 .0051 .0109 .0058
S .0043 .0039 .0045 .0042 .0055 .0030
SE .0010 .0008 .0012 .0009 .0012 .0007
T*S .0108 .0098 .0118 .0105 .0140 .0076
R .0600 .0475 .0525 .0487 .0800 .0200
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TABLE 3 - Continued
Futures
Jan. Feb. Mar.
X .0081 .0071 .0062s .0042 .0038 .0029
SE .0009 .0009 .0006
T*S .0105 .0095 .0072
R .0562 .0413 .0212
Oct. Nov. Dec.
X .0079 .0051 .0046s .0029 .0030 .0026SE .0006 .0006 .0006T*S .0073 .0074 .0065R .0363 .0188 .0225
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TABLE 4
MEAN (X), STANDARD DEVIATION (S), STANDARD ERROR (SE), AND 
RANGE (R) OF THE DAILY PRICE VARIATION FOR CALENDAR 
YEARS 1966-1968. DATA PRESENTED IN DOLLARS.
Futures
Contract Jan. Feb. Mar. Apr. May June
3/66 X .0128 .0110 .0144 .0101 .0151 .0347
s .0056 .0057 .0146 .0147 .0075 .0196
SE .0025 .0027 .0071 .0068 .0034 .0087
R .0450 .0862 .0675 .0512 .1388 .2725
July Aug. Sept. Oct. Nov. Dec.
X .0266 .0199 .0341 .0259 .0244 .0183
S .0110 .0080 .0168 .0135 .0070 .0069
SE .0052 .0035 .0076 .0061 .0033 .0031
R .1300 .0962 .2812 .1188 .1275 .1062
Jan. Feb. Mar. Apr. May June
5/66 X .0147 .0126 .0140 .0151 .0173 .0369
S ,0064 .0054 .0057 .0054 .0056 .0246
SE .0029 .0026 .0025 .0025 .0032 .0149
R .0562 .0838 .0820 .0775 .0800 .2525
July Aug. Sept. Oct. Nov. Dec.
X .0276 .0201 .0347 .0268 .0241 .0214
S .0095 .0083 .0126 .0146 .0095 .0124
SE .0045 .0036 .0057 .0066 .0044 .0031
R .1400 .1150 .1650 .1225 .1488 .1062
Jan. Feb. Mar. Apr. May June
7/66 X .0144 .0104 .0104 .0122 .0169 .0389
S .0077 .0052 .0052 .0034 .0085 .0335
SE .0035 .0025 .0023 .0016 .0039 .0148
R .0825 .0612 .0500 .0650 .1250 .2800
July Aug. Sept. Oct. Nov. Dec.
X .0227 .0261 .0329 .0242 .0263 .0221
s .0089 .0130 .0162 .0080 .0100 .0080
SE .0053 .0056 .0074 .0036 .0046 ♦ 0036
R .1288 .1550 .2600 .0925 .1762 .0450







Jan Feb Mar Apr May June
X .0133 .0114 .0120 .0113 .0163 .0363s .0785 .0071 .0039 .0041 .0075 .0255
SE .0036 .0034 .0017 .0019 .0034 .0113
R .0825 .0588 .0500 .0632 .1300 .275
July Aug Sept Oct Nov Dec
X .0249 .0209 .0252 .0201 .0246 .0219s .0109 .0101 .0100 .0072 .0085 .0085
SE .0051 .0044 .0057 .0033 .0040 .0049
R .1275 .0962 .1200 .0800 .1762 .0625
Jan Feb Mar Apr May June
X .0118 .0109 .0120 .0112 .0162 .0357
s .0797 .0044 .0040 .0032 .0075 .0267
SE .0036 .0021 .0017 .0015 .0034 .0118
R .0775 .0600 .0488 .0632 .1332 .2062
July Aug Sept Oct Nov Dec
X .0276 .0209 .0354 .0267 .0243 .0219
S .0103 .0094 .0187 .0102 .0077 .0085
SE .0048 .0041 .0085 .0046 .0036 .0049
R .1250 .0975 .2800 .1162 .1200 .0625
Jan Feb Mar
X .0211 .0234 .0235s .0083 .0099 .0123
SE .0019 .0023 .0032
•S .0211 .0253 .0321
R .1638 .1737 .1300
Jan Feb Mar Apr May June
X .0105 .0087 .0121 .0216 .0197 .0180
s .0043 .0023 .0054 .0093 .0054 .0096
SE .0009 .0005 .0015 .0021 .0014 .0020
:>s .0108 .0058 .0143 .0236 .0141 .0241
R .0363 .0450 .0837 .1812 .0637 .2087
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TABLE 4 - Continued
Futures
July Aug Sept Oct Nov Dec
X .0193 .0199 .0175 .0131 .0142 .0114s .0056 .0102 .0097 .0038 .0059 .0033
SE .0013 .0021 .0027 .0008 .0013 .0007
T*S .0143 .0255 .0258 .0096 .0149 .0083


































































































































July Aug Sept Oct Nov Dec
X .0203 .0195 .0154 .0134 .0143 .0115
s .0053 .0103 .0082 .0042 .0057 .0033
SE .0012 .0021 .0018 .0009 .0012 .0007
T*S .0133 .0257 .0207 .0104 .0142 .0082

























July Aug Sept Oct Nov Dec
X .0125 .0156 .0158 .0166 .0134 .0127
S .0055 .0077 .0048 .0090 .0050 .0052
SE .0012 .0016 .0011 .0019 .0012 .0011
T*S .0139 .0193 .0120 .0224 .0128 .0132
R .0675 .0987 .0688 .1012 .0688 .0550
Jan Feb Mar Apr May June
X .0199 .0227 .0274 .0246 .0209 .0199
S .0093 .0076 .0118 .0100 .0085 .0119
SE .0021 .0017 .0025 .0022 .0018 .0025
T*S .0235 .0192 .0295 .0254 .0214 .0297
R .1237 .1625 .1375 .1862 .0738 .2475
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TABLE 4 - Continued
Futures
contract Jan Feb Mar Apr May June
7/68 X .0097 .0078 .0124 .0166 .0115 .0144
S .0040 .0034 .0058 .0057 .0039 .0047
SE .0009 .0008 .0013 .0013 .0008 .0011
T*S .0101 .0086 .0147 .0143 .0098 .0120
R .0425 .0237 .0863 .1400 .0400 .1125
July Aug Sept Oct Nov Dec
7/68 X .0110 .0177 .0150 .0122 .0121 .0105
S .0050 .0091 .0073 .0038 .0061 .0035
SE .0013 .0019 .0016 .0008 .0013 .0008
T*S .0131 .0228 .0186 .0096 .0154 .0089
R .0487 .1050 .0712 .0400 .0737 .0538
Aug Sept Oct Nov Dec
7/69 X .0139 .0149 .0142 .0133 .0120
S .0060 .0047 .0056 .0049 .0055
SE .0013 .0010 .0012 .0011 .0012
T.S .0152 .0118 .0141 .0125 .0138
R .1063 .0662 .1088 .0712 .0538
Jan Feb Mar Apr June
9/67 X .0193 .0234 .0275 .0275 .0235
S .0087 .0081 .0124 .0106 .0105
SE .0020 .0019 .0026 .0075 .0025
T.S .0220 .0206 .0310 .0739 .0269
R .1238 .1650 .1425 .0550 .1900
July Aug Sept
9/67 X .0217 .0205 .0194
S .0103 .0119 .0055
SE .0022 .0025 .0012
T*S .0259 .0298 .0140
R .0862 .2425 .0787
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TABLE 4 - Continued
Futures
contract Jan Feb Mar Apr May June
9/68 X .0094 .0074 .0130 .0159 .0114 .0131
S .0042 .0030 .0069 .0059 .0042 .0045
SE .0009 .0007 .0015 .0013 .0009 .0010
T*S .0106 .0075 .0175 .0149 .0106 .0115
R .0375 .0238 .0875 .1462 .0437 .1088
July Aug Sept Oct Nov Dec
9/68 X .0134 .0148 .0141 .0103 .0118 .0099
S .0051 .0057 .0044 .0039 .0060 .0036
SE .0011 .0012 .0012 .0008 .0013 .0008
T.S .0128 .0144 .0117 .0098 .0151 .0091
R .0825 .0938 .0575 .0388 .0750 .0538
Jan Feb Mar Apr May June
12/67 X .0184 .0229 .0288 .0222 .0210 .0204
S .0085 .0081 .0145 .0102 .0086 .0108
SE .0019 .0019 .0031 .0023 .0018 .0023
T.S .0216 .0206 .0363 .0257 .0215 .0270
R .1250 .1625 .1450 .1462 .0750 .2275
July Aug Oct Nov Dec
12/67 X .0199 .0193 .0294 .0143 .0129
S .0055 .0079 .0027 .0057 .0038
SE .0012 .0016 .0019 .0014 .0008
T.S .0139 .0198 .0185 .0147 .0095
R .0800 .1350 .0400 .0650 .0525
Jan Feb Mar Apr May June
12/68 X .0091 .0077 .0127 .0157 .0116 .0134
S .0044 .0028 .0062 -.0054 .0046 .0039
SE .0009 .0007 .0014 .0012 .0010 .0009
T.S .0111 .0072 .0156 .0136 .0115 .0098
R .0363 .0212 .0875 .1425 .0475 .0988
71




July Aug Sept Oct Nov Dec
X .0140 .0153 .0162 .0168 .0137 .0167s .0044 .0059 .0047 .0067 .0042 .0069
SE .0009 .0013 .0010 .0014 .0010 .0019
T»S .0109 .0147 .0118 .0168 .0107 .0182
R .0825 .0950 .0763 .1013 .0612 .0925
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limit his loss to a specified dollar amount. Second, prices of differ­
ent commodities exhibit different trading patterns. Third is the degree 
of uncertainty manifest in the economy. These factors should be con­
sidered as a whole rather than individually. Frequently a decision is 
based on a specified dollar amount, the loss of which the investor feels 
he can absorb. Often, this dollar amount is less than the initial 
margin requirement. The stop-loss order is not set, then, in regard to 
the normal daily fluctuations of the commodity contract and it might 
have the undesired effect of closing out the contract prematurely. In 
other words, an investor could buy a September wheat contract for $1*49 
a bushel and at the same time place a stop-loss order at $1.45. If the 
contract fell to $1.45, the contract would be sold at the market (the 
price available when the order reaches the trading pit). The pit is 
the term used for the place where the auction occurs. It is assumed 
that the contract is sold at the price stipulated in the stop-loss 
order and the investor sustains a loss of $.04 a bushel. Since the con­
tract calls for 5,000 bushels, his loss is $200 plus the commission of 
$22 for the round trip. A round trip with respect to a long position 
is the initial purchase and the consequent sale of the contract. Many 
contracts exhibit a daily fluctuation of $.04 several times a month 
without changing the price trend of the contract. The investor might 
have correctly judged the trend for the contract and would have profited 
from his long position had it not been for his stop-loss order. For 
many contracts the stop-loss distance set by the investor is more than 
adequate. For this particular contract, though, it was inadequate.
Tables 3 and 4 have been developed to help preclude the stopping 
out of a contract due only to normal daily fluctuations. The Fortran
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program used for the data presented in Tables 3 and 4 is given in Appen­
dix A-2. The data for these tables came from an annual publication of 
the Chicago Board of Trade. This publication has the daily high, low, 
close 1, and close 2 (split close) prices of wheat for all contracts 
during the year. The split close occurs when the trading day has ended 
and two sales occur almost simultaneously at different prices. The 
last two sales of the trading day are then published.
In Tables 3 and 4, the low price was subtracted from the high 
price for each day's trade for each contract. For each contract, the 
arithmetic mean (X) for one calendar month was computed for this price 
difference. For the March, 1959 contract the mean of the daily price 
differences in December, 1958 was .9583 points. A point in the commod­
ity market is one cent, i.e., a point is worth $50 per contract. For 
convenience, all data in Tables 3 and 4 has been converted to the 
dollar system. The figure X = .0125 in the May, 1969 contract in 
July, 1968 refers to a 1-1/4 point mean variation. The March, 1969 
contract in December, 1968 had an arithmetic mean variation of 1.2560 
points. The standard deviations of daily price movements for the two 
months respectively was .3778 and .5100.
This quantitative information can then be employed in our de­
cision-making process by establishing a confidence interval for each 
contract as of a particular date. The investor would set the confidence 
limits according to the probability he feels is necessary to include 
the true value of the variable within those limits in the long run. In 
the following example, the 0.98 confidence level is used. Since the 
sample data for any month contains no more than 23 bits of information, 
the Student’s t distribution is adopted for establishing confidence
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intervals. Some months have fewer than 23 trading days because of 
weekends and holidays. The delivery month has still fewer trading 
days since no trades are allowed during the last seven days of that 
month.
Mechanics of the Stop-Loss 
Continuing with the March, 1969 contract on December 16, 1968, 
a stop-loss for a long position could be set at 136.5 if the investor 
used the close 1 price of 137.75 as his purchase price. Other 
striking prices could be assumed, but the close 1 will serve for illus­
tration. Certainly, the mean price of the subsequent day would be 
the appropriate mean to use for his confidence interval, but we would 
still be using a subjective point estimate. The formula used for the
above calculation is X - t m n (s) = the stop-loss point, where X is• uxu
the close 1 price. December, 1968, had 21 trading days and a t value 
of 2.528 using n-1 degrees of freedom. Substituting, the formula reads 
137.75 - 2.528(.51) » 136.461. For some months, such as the December, 
1966 contract in June, 1966 a stop-loss of 5.5 points below the pre­
vious day's close is implied with a 0.95 confidence interval, since 
2.08(2.67) ■ 5.5536. In marked contrast is the December, 1966 contract 
in February * 1966 where a stop-loss of 1.0 below the striking price 
would be used, 2.101(.44) ■ .9244. The downside probability of being 
stopped out for the last two examples is statistically equated at the 
t Q25 level (the t value for small samples at the 5 per cent level) but 
the absolute dollar loss is considerably different. The dollar loss of 
the first example is 5.5 x $50 ■ $275 plus brokerage costs which is 
about 60 per cent of the margin requirement. The dollar loss of the
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second example Is 1.0 x $50 s $50 plus brokerage costs.
The standard error of the mean (se) is also presented in Tables 
3 and 4 in order to aid the investor in establishing his stop-loss
j-point. Where se » t q^q s/n2 and the confidence interval at the 0.98 
level for the true population mean (u) is given by X - t#Qio s/n > u<
j. 1X + t s/n2 . In order for Tables 3 and 4 to be of value, it is 
necessary to determine if these statistics hold over time. Is the s 
for the March, 1966, contract in December, 1965, applicable to the 
March, 1969, contract in December, 1968? By examining the standard 
error of the mean, the investor can determine whether the arithmetic 
means for other dates and other contracts come from the same popula­
tion. It is apparent from examining the statistics that the means 
are significantly different.
Tables 5 and 6 present the mean values for each of the options 
over all months and years in the study. These mean values may be em­
ployed as ex ante data for current decision-making. Other approaches 
could be developed to explore the possibility of statistical popula­
tions dependent on states of nature, previous years, or other possible 
correlations.
The Population Standard Deviation
Table 5 aligns the data according to the starting date of the 
contract. The delivery month is the last month for each contract. The 
method of presentation is similar to that of the theoretical bond yield 
curve, and is based on the same rational. The theoretical bond yield
^John Freund and Frank J. Williams, Elementary Business 




THE ARITHMETIC MEAN OF THE STANDARD DEVIATION OF PRICE VARI­
ATION FOR EACH CALENDAR MONTH FOR FOUR WHEAT CONTRACTS FOR 







































































































THE ARITHMETIC MEAN OF THE STANDARD DEVIATION OF 
ATION FOR EACH CALENDAR MONTH FOR THE FIVE WHEAT 
FOR THE YEARS 1966-68. DATA PRESENTED IN POINTS
March Coiitracts
Apr May June July Aug
.967 .577 1.127 .757 .857
Oct Nov Dec Jan Feb
.830 .593 .51 .6067 .5953
May Contracts
June July Aug Sept Oct
.448 .677 .877 .853 .927
Dec Jan Feb Mar Apr
.697 .660 .540 .753 .717
July Contracts
Aug Sept Oct Nov Dec
.937 .940 .58 .70 .7133
Feb Mar Apr May June
.540 .760 .637 .697 1.67
September Contracts
Oct Nov Dec Jan Feb
.6266 .683 .670 .692 .607
Apr May June July Aug
.687 .723 .333 .95 .9233
December Contracts
Jan Feb Mar Apr May
.696 .51 .823 .653 .690
July Aug Sept Oct Nov























curve is upward sloping as the length of time until maturity increases. 
The theoretical slope is based on the assumption that the more distant 
an item is, the less certainty is attached to its final value. Theo­
retically, then, we find interest rates for 20 year bonds are higher 
than 3 year bonds or any other time period from 0 to 20 years maturity. 
For some years, however, the bond yield curve has sloped downward due 
to other factors affecting interest rates. The same question is then 
posed for commodity contracts, "Shouldn't near term expirations for 
all contracts have similar expected yields and similar risk?" The 
discussion on expected yields is in a subsequent section. It is as­
sumed in the following discussion that risk is measured by the varia­
tion in commodity prices for a month's time period. The closest deliv­
ery months, theoretically, should have a narrower variation of price 
change because supply and demand factors are subject to better estimates 
than they are for the more distant options. If an investor buys a 
March, 1970, option in March, 1970, then his expected risk should be 
less than if he had purchased the same option in April, 1969. The same 
reasoning should apply to the months in which wheat is harvested. At 
the termination of harvest (June - September) a better estimate is avail­
able of supply.
The crop year for wheat begins on July 1. Government statistics 
assume all wheat from the old crop year is harvested by July 1. The 
price variation in August and September for the July contract should be 
greater than in July, the month in which the wheat is assumed to be com­
pletely harvested.
Examining the data in Table 5, a difference in price variation is 
noted for the delivery month of the contract as contrasted to the price
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variation several months prior to the delivery month. An example is 
the March contract in March, with a a s .90 and an August, September, 
October, and November o « .40. The other delivery months are similar 
to the March delivery, with the delivery month exhibiting wide gyra­
tions in price variation.
A similar pattern exists for the May option except that the 
delivery month has an even greater a . The average for this month 
is greater than 1.50 points. The same four months of August, Septem­
ber, October, and November have a o * .40. A pattern of price varia­
tion is established and greater risk is apparent in the delivery 
month than in other months.
The data in Table 5 is contrasted with the data in Table 6. The 
two tables contain the same information except for the dates involved. 
Table 6 is based on the calendar years 1966, 1967, and 1968. The 
wheat contracts have a fiscal year; for example, the 1967 March con­
tract begins April 1, 1966, and ends March 21, 1967.
The price of wheat has gradually fallen over the 1952 to 1969 
period. The quantity of wheat produced has increased greatly on con­
tinually shrinking acreage. The prices in 1958 were approximately 
$2.00 per bushel and in 1970 the price per bushel was as low as $1.40. 
With the change in price, a change in mean variation of prices should 
also occur, ceteris paribus. Other factors that might act to decrease 
mean variation are: government intervention, increased knowledge, and
faster dissemination of information. The dollar value of the standard 
deviation would also change, but our decision criteria at the 98 per 
cent level would remain the same. The same number of standard devia­
tions should be used in placing the stop-loss order.
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If Tables 5 and 6 are examined in regard to the change in mean 
price variation, it is evident that the variation increases as the 
contract approaches maturity. The years 1966-1968 have a lower average 
price per bushel than the 1958-62 data, but the standard deviations for 
the same option contracts in the same month in the latter years ex­
hibit greater price variation. Apparently, government programs, data 
processing equipment, and other forms of improved communications, have 
not decreased the risk attached to the contracts over the time period 
under study.
The five futures contracts should have prices that move approx­
imately equally. Wheat can be stored with little loss in quality and, 
therefore, the contracts should sell only at a price difference due to 
the cost of storage and insurance. Whenever the differences between 
the prices of any two contracts becomes greater than the transaction 
costs (brokerage fees, taxes, carrying costs, grade differentials, etc.) 
an arbitrage situation exists for investors. The action of the in­
vestors, except for spot months, will drive the prices of the futures 
contracts back into alignment. In reality, the delivery contracts often 
sell at premiums or discounts from each other that are in excess of 
transaction costs for periods of time weeks and months in length.
The distribution presented in Table 7 is the arithmetic mean of 
the a's of purchase month with regard to its time distance from the 
delivery month. The month following the delivery month is designated 
as the 11th month, the 2nd month following the delivery month is the 
10th month, etc. The delivery month is designated as the 0 month. The 
11, 10, . . . 0  represent the number of months until delivery. Table 7 
has not differentiated according to contracts, but it has taken the
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TABLE 7
ARITHMETIC MEAN OF THE STANDARD DEVIATION 
OF PRICE VARIATION FOR THE PURCHASE MONTH 
WITH RESPECT TO THE TIME DISTANCE TO THE 








0 Months .9515 .685
1 Month .589 .899
2 Months .522 .731
3 Months .535 .551
4 Months .501 .702
5 Months .497 .685
6 Months .502 .914
7 Months .471 .739
8 Months .539 .731
9 Months .468 .815
10 Months .502 .677
11 Months .503 .645
82
arithmetic mean over all contracts on the assumption that a pattern 
exists according to the distance from the delivery month. In the 0 
month, the arithmetic mean of the cr's is considerably greater than 
other months. It is also apparent that the 6th month is the low value 
and that the values tend upward from that point for the 1958-61 period. 
The 1966-68 data shows months 1 and 6 as the months with the greatest 
variation. It is evident that a trend of price variation does not 
exist in this latter group with respect to the distance in time from 
the purchase month until the delivery month. It is also evident that 
the standard deviation for price variation is also greater in the 
latter years.
Tables 3 through 7 have other ramifications. Not only do they 
benefit the investor, but the tables also help the brokerage house.
These houses have relied on the margin as a security deposit for ful­
fillment of the futures contract. Apparently some contracts are not 
as secure as others. A sliding scale of margin requirements needs to 
be established for each of the five delivery months and the months of 
purchase. Too many gradations would make the administration of the 
margin unwieldy. Three or four categories would be adequate as a com­
promise between administering the margin and the relation of risk to 
required margin.
Summary
Tables 3 through 7 are based on price variations for wheat con­
tracts in selected years. The earlier data is based on daily prices for 
March, May, July, and September contracts for the calendar years 
1956-62. The September, 1958, and December 1956-1962 option contract 
price data were not in suitable form for processing on the IBM 360 and
were omitted from the study. The later data is based on daily prices 
for the five wheat contracts for the calendar years 1966-68.
Commodity traders find the price statistics based on the data 
useful in establishing risk for wheat contracts at different points 
in time. Certain wheat contracts exhibit more variation than other 
wheat contracts of the same month but in a different crop year. The 
non-normal price variation tends to stay non-normal throughout the 
length of the contract. In statistical quality control, control 
limits are set for a specified confidence limit. Tables 3 and 4 con­
tain Student's t value at the .98 confidence level multiplied by 
the standard deviation as an aid in setting a confidence limit.
Some months, such as June, July, and August,exhibit greater 
than average price variation for each of the five wheat contracts. 
They are the harvesting months for wheat, and traders' positions are 
adjusted by the extent of the anticipated harvest.
The last few days of a contract usually experience greater 
price movement due to the "evening up" process than do other periods. 
In order to isolate this price movement, two strategies are discussed 
and empirically tested in a subsequent chapter.
CHAPTER VI
RANDOM SELECTION STRATEGIES 
Introduction
Every investor must have some criteria by which he may judge 
the progress of his investment strategy. In order to provide one 
guideline, several random selection strategies are developed. The 
random method attempts to eliminate all decisions that might bias the 
return on an investment. If the investor's strategy cannot outperform 
a random program, it certainly cannot be considered successful.
The first random strategy is based on the last five trading 
days of each option. Another strategy eliminates the first five trading 
days and the last five trading days of an option. Another set of 
random strategies involves the random selection of a purchase date for 
a particular option. The purchase date and the last day of trading in 
the contract determine the time period the contract is held. A filter 
rule based on the risk classes developed in Chapter V is applied to 
the purchase date strategy for both the long and short strategies of an 
investor. Annual rates of return are calculated for each strategy.
Five-Day Strategies
Certain time periods appear to exhibit greater price variation 
than other periods. One such time period is the last five days of a 
contract. The concept of the futures contract is responsible for the
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wide price gyrations in the last few trading days in the delivery month 
of the option. The total number of futures contracts outstanding at 
any one point in time often differs from the amount of wheat that will 
be available. Contracts must be settled sometime during the trading 
days of the delivery month. If there are more contracts outstanding 
than the available supply of wheat, some speculators will reap large 
profits, while others suffer losses. The price of the commodity is 
likely to change as actual supply is determined. The speculators who 
had sold the contract (promised to deliver) are now forced into buying 
the contract back from a speculator who had taken a long position. The 
opposite situation can also occur, as the available supply can be 
greater than the number of contracts outstanding. It is the speculator 
with the long position who finds he has paid more for the futures wheat 
contract than the cash market dictates at the time of delivery.
The program for determining the values in Table 8 is presented 
in Appendix A, Program A-4. Two strategies are presented in Table 8. 
Both strategies calculate the dollar profit and rate of return for each 
contract in the study. Due to the method of recording the data, those 
contracts on each end of the contracts under study contain fewer days 
of daily price information. The data were recorded on a calendar year 
basis as published by the Chicago Board of Trade. The price data for a 
futures contract (except December), overlap^ into another calendar 
year. Table 9 presents the number of days in each contract. The code 
in the second column represents the type of contract and the date. The 
1 in the first position of the code represents wheat, the last 4 digits 
represent the delivery month and year of the contract. This code is 
followed on all programs.
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TABLE 8
DOLLAR PROFIT AND RATE OF RETURN FROM SPECIFIC 









1 10356 $759.25 1.61
2 10356 446.75 32.34
1 10357 628.00 1.31
2 10357 -509.50 -50.75
1 10358 328.00 0.69
2 10358 -272.00 -25.35
1 10359 278.00 0.58
2 10359 15.50 . 1.51
1 10360 128.00 0.27
2 10360 134.25 13.37
1 10361 696.75 1.45
2 10361 -278.25 -27.16
1 10362 146.75 0.31
2 10362 -15.75 -1.55
I 10556 1190.50 2.49
2 10556 -359.50 -32.21
1 10557 321.75 0.67
2 10557 -90.75 -8.31
1 10558 465.50 0.97
2 10558 265.50 26.13
1 10559 -140.75 -0.29
2 10559 -378.25 -36.92
1 10560 684.25 1.43
2 10560 -728.25 -71.95
1 10561 -484.50 -0.01
2 10561 -40.75 03.99
1 10562 59.25 0.12
2 10562 46.75 3.95
1 10755 -209.50 -2.51
2 10755 -59.50 -0.29
1 10756 1234.25 2.57
2 10756 -215.75 -21.32
1 10757 -222.00 -0.46
2 10757 78.00 7.55
1 10758 -584.50 -1.22
2 10758 -322.00 -31.81
1 10759 -34.50 -0.072 10759 -22.00 -2.16
1 10760 178.00 0.37
2 10760 -153.25 -17.72









1 10761 $ -3.25 -0.01
2 10761 328.00 32.14
1 10762 -159.50 -0.34
2 10762 53.00 3.58
1 10955 -378.25 -0.92
2 10955 -53.25 -1.19
1 10956 1453.00 3.03
2 10956 121.75 11.79
1 10957 -753.25 -1.57
2 10957 -190.75 -18.69
1 10959 59.25 0.12
2 10959 -22.00 -2.16
1 10960 284.25 0.59
2 10960 71.75 9.56
1 10961 521.75 1.09
2 10961 28.00 2.73
1 10962 -172.00 -0.37
2 10962 53.00 2.67
1 10367 -3.25 -0.01
2 10367 78.00 1.68
1 10368 90.50 0.19
2 10368 -147.00 -13.47
1 10369 -415.75 -0.88
2 10369 34.25 2.56
1 10567 -778.25 -1.74
2 10567 -84.50 -3.24
1 10568 59.25 0.12
2 10568 -128.25 -12.52
1 10569 -722.00 -1.55
2 10569 53.00 3.12
1 10767 -1265.75 -2.73
2 10767 134.25 7.41
1 10768 15.50 0.03
2 10768 -109.50 u10.73
1 10769 -190.75 -0.42
2 10769 3.00 0.13
1 10967 -1428.25 -3.03
2 10967 103.00 7.38
1 10968 9.25 0.02
2 10968 -84.50 -8.25
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1 10969 34.25 0.08
2 10969 -15.75 -0.40
1 11267 -1803.25 -3.76
2 11267 28.00 2.73
1 11268 -1684.50 -3.51
2 11268 303.00 29.57
89
The program for Strategy 1 calls for entering the computer data 
tape at the close 1 price of the fifth day of the contract. The con­
tract is held until five days before the last trading day of the con­
tract, and is assumed to be sold at the close 1 price on that day. As 
an example, Table 9 shows that the December, 1968 wheat contract had 
244 trading days. The close 1 price on the fifth day of the contract 
(January 8, 1968) is 160 3/8 points, or $1.60375. The close 1 price 
on the 239th day of the contract is 127 1/8. The price difference 
between these two positions is 33 1/4 points. If the speculator had 
a long position, his loss is $.3325 x 5,000 bushels = $1,662.50 + $22 
commission =■ $1,684.50. The $1,684.50 is the amount shown in Table 8 
for Strategy 1 as dollar profit. A short position would require $22 
to be subtracted from $1,662.50 for a positive profit of $1,640.50.
The rate of return is calculated by the following formula:
Rate of Return - $ Profit x Number of trading days in contract
$500 Number of days in strategy
Continuing with the previous example:
Percentage Rate of Return « |c-qq~~" " x x " “351
The $500 is the speculator’s investment in the contract (the assumed 
margin requirement).
The return on the investment is converted to an annual basis in 
order to facilitate comparisons to other strategies presented later. Of 
course, this rate of return can be converted to an annual percentage by 
multiplying by 100. No adjustments are made for taxes.
From examination of the data, the historical returns from Strat­
egy 1 demonstrate the relatively large rate of return available in wheat 
futures contracts. The rate of return must be viewed from the position
TABLE 9
NUMBER OF TRADING DAYS DATA EMPLOYED 
IN THE STUDY BY CONTRACT













































of the speculator, as a positive return in Table 8 is a positive return 
for a long position, and a negative return in Table 8 is a positive re­
turn for a short position. Strategy 1 is designed to remove the large 
price movements that occur so often at the beginning and end of a 
contract.
Strategy 2 is designed to test the profits and rates of return 
during the last five days of a contract. It is assumed in Strategy 2 
that the contract is purchased at the close 1 price on the fifth day 
before the end of the contract and sold at the close 1 price on the 
last day of the contract. Continuing with the previous example, it
is assumed that a purchase is made on December 12, 1968, for the
December, 1968 contract and sold on the last day of the contract 
(December 19, 1968). The dollar profit calculation is [($1.33 5/8 - 
$1.27 1/8) x 5,000] - $22 - $303.00.
A comparison of the annual rates of return for Strategies 1 
and 2 underscores the profit potential of Strategy 2. It, also, under­
scores the risk of trading in the last few days of the contract if it 
can be assumed that risk and return are generally equated.
Table 10 reveals the arithmetic mean by contract of the annual 
rate of return for the years covered by the study. The arithmetic 
means for the seven years covered from 1955 to 1962 again demonstrate 
the very high average return available in wheat futures. No pattern 
is discernible from these ex post statistics for ex ante decision 
making. Under Strategy 1, the prices in the latter years (1967-68) 
are negative while the former years (1955-62) are mostly positive.
For Strategy 2, the negative rates are evident in both sets of yearly
data. A continuous short position in Strategy 2 could be suggested if
TABLE 10
MEAN RATE OF RETURN FOR EACH OF FOUR 
CONTRACTS OVER THE YEARS 1955-62 
AND FIVE CONTRACTS 1967-68
Mean Rate of Return













the speculator had sufficient funds and mental stability to remain 
invested during the wide swings in price of the last five days.
The above strategies were selected by date. In the next sec­
tion, the time constraint is removed and the dollar profit and rate 
of return are determined randomly.
Random Purchase Date Strategies 
Strategy 1. The random selection computer program employed 
for this commodity study is presented in Appendix A, Program A-5. The 
program calls for selecting a date by a random method from the popula­
tion of all trading dates in a contract. The close 1 price of the 
selected date is assumed to be the purchase (striking) price. The 
contract is held until its last trading day and is sold at the close 
1 price on the last day of trading in the contract. The number of 
days the contract was outstanding is recorded and placed into one of 
twelve categories.
The class boundaries for these categories are: 0-5 days,
6-25 days, 26-45 days, 46-65 days, 66-85 days, 86-105 days, 106-135 
days, 136-160 days, 161-185 days, 186-210 days, 211-235 days, and 
236 days and over. The variable classes were selected to cover the 
time periods assumed to be of greatest importance to a speculator. 
These time periods are: (1) the first few trading days of a contract
(class 0-5 days), (2) the trading days bounding the change in tax 
status of an investment from a short-term to a long-term capital gain 
(class 106-135 days), and (3) the last few trading days of a contract 
(class 236 days and over). All other classes are either 20 or 25 days
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in length in order to divide the remaining trading days into equal size 
classes,'*'
The number of days the contract is outstanding is determined by 
counting the trading days from the purchase date to the sale date.
The commodity contract for speculators is considered to be a 
capital asset, and gains or losses are taxed according to the rules 
governing capital items. A commodity contract held for over six months 
is considered taxable as a long term capital item. Hedgers and dealers 
have different taxation rules than do speculators, but the hedgers’ 
and traders’ transactions are only a minor part of the total transac­
tions in the commodity futures market.
It must be kept in mind that these time classes are based on 
trading days and not calendar days. An investor can compare his in­
vestment program to this random program by converting his profits to an 
annual basis and determine the number of days he held the contract.
The random program states that a March, 1957 contract held for over 235 
days had an average rate of return of .131 for a long position with a 
standard deviation of .162. The very high standard deviation for the 
longer contracts in relation to the mean demonstrates the wide distribu­
tion associated with commodity contracts.
Very little statistical evidence is available for determining 
the distribution of various types of investments. Particular classes 
of investments have not been defined according to their expected mean 
annual rate of return and its standard deviation. The classes of in­
vestments could then be compared by an investor in determining which 
type(s) of investment classCes) best suit his needs.
^-Freund and Williams, op. clt., p. 12.
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The description of means and standard deviations for the com­
modity contracts in Appendix B, Tables 1 and 2 is an attempt to provide 
quantitative answers to the amount of risk and return in the wheat 
futures market.
Due to the method of calculation, the rates of return for 
the earlier contracts under Strategy 1 are considerably greater than 
the rates of return on contracts for the longer time periods. The 
explanation involves the relatively large price changes in commodities 
on a daily basis compared to other less risky forms of investment.
The large price movements generate large profits (losses) which are 
magnified by the turnover figure in the formula for the rate of return.
Total annual trading days is used instead of 365 calendar days 
because the time periods for the strategies are based on trading days. 
The time period 0-5 trading days could be from 0 to 10 calendar days. 
The study could be modified to present the rate of return on an annual 
calendar basis rather than on an annual trading day basis as employed 
in this study. Again, it must be mentioned that the rates of return 
can only be compared by referring to Table 9 which presents the number 
of trading days in each contract. Only the contracts with approxi­
mately the same number of trading days are really comparable.
In addition to providing a yardstick for measuring non-random 
programs, the statistical analysis provides a basis for comparing the 
rate of return by delivery month. The arithmetic mean of four options 
for the years 1955-62 is presented in Appendix B, Table 3-B. The 
delivery month is determined by the integer in the last column of the 
table. A 3 represents March, 5 is May, 7 is July, 9 is September, and 
12 is December.
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Examination of the 1955-62 data reveals that the May contract 
has a higher mean annual rate of return for the first nine time 
classes. It is only after 185 trading days that other delivery months 
show a higher mean average rate of return. The data also disclose 
that the May contract mean returns are all negative while all but 
one of the September contracts are positive.
The contracts should sell at a difference in price only to 
the extent of the cost of storage, insurance, and protein deteriora­
tion of the commodity. The March contract could be accepted for 
delivery and physically stored until the May delivery. The two con­
tracts should sell by only the "carrying costs" difference.
The comparable dates in the latter years (1967-68) would be 
for the 1968 contracts which are complete fiscal year contracts. The 
contracts follow more closely for this one year (1969) to the 
fundamental concept of contracts selling only for a price differential 
due to "carrying charges," except for the September contract which 
again seems to follow a different pattern than the other deliveries.
The September contract has positive rates of return 50 per cent of the 
time while the other contracts are almost all completely negative for 
all time periods. The statistics from Strategy 1 act as another input 
suggesting that the contracts are trading in an imperfect market.
Strategy 2. The second strategy introduces a filter rule to 
the random selection procedure of Strategy 1. The filter rule is based 
on the standard deviation of price variation discussed in the first 
section of Chapter 5.
The computer program (Appendix A, Program A-5) calls for employ­
ing the same dates as Strategy 1 in order to compare the results of
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the filter. Strategy 2 is assumed to be a long position, and the in­
vestor places a stop-loss order equal to the filter rule. The distance 
the stop-loss is set from the purchase price is based on the standard 
deviation for the same contract and the same month as the current 
purchase except that it is from the preceding year. As an example, a
purchase on October 3, 1968, of the September, 1969, contract at
134 1/2 (close 1 price) would set a stop-loss at 133 1/2 since the 
standard deviation is .39 of a point for the September, 1968 contract. 
The t value is based on the number of trading days in the month. The 
t value is multiplied by .39 for a value of .98 of a point (the value 
used in setting the stop-loss). Should the price of September, 1969, 
wheat fall to 133 1/2 the sell order would be executed and the in­
vestor's loss would be limited to about $50 plus $22 in commissions. 
Should the low price of September wheat never reach the stop-loss 
order point, the contract would not be sold until the last day of the 
contract. The rates of return and standard deviations are calculated 
exactly as in Strategy 1.
Comparing the two strategies, it is clearly evident that the 
filter rule reduces the size of the loss of the investor with a long 
position and increases the size of his potential gain. Since the time
periods under study show a loss for most contracts with a long posi­
tion, it is apparent that a short position should have been adopted 
over the 1955-62 time period. But, had the investor made the in­
correct decision of a long position, he would be ahead of Strategy 1 
by employing Strategy 2 under all conditions.
Strategy 3. The third strategy assumed the investor has taken 
a short position. Again using the October 3, 1968, purchase date for
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the September, 1969, wheat contract, the investor sets his stop-loss 
at 1 point greater than his striking price. Should the price of 
September wheat rise to 135 1/2, his position would be stopped out 
at that point (a buy order would be placed for the short sale).
Should the high price of September wheat not reach the stop-loss 
point, the position is assumed closed out on the last day of the 
contract.
Several time classes in Strategy 3 have a 0 value. The 0 
value occurs because of the filter rule. Referring to Strategy 1 
when it has a positive value throughout most of the time classes, a 
0 is more likely to occur in the longer time period classes. With 
the filter rules and a rising market, all positions are closed out 
long before the end of the contract.
Summary
Five random selection strategies have been developed to serve 
as a relative measure to biased investment strategies. By eliminating 
the first five and last five trading days of an option, Strategy 1 
of the five-day trading strategies attempts to remove extraordinary 
price movements. The annual rates of return for Strategy 1 range from 
a negative 375 per cent to a positive 257 per cent. Strategy 2 is 
based only on the last five days of a contract. The last five days 
historically exhibit extreme price variation and the annual rates of 
return from a negative 7195 per cent to a positive 3234 per cent re­
flect the wide price gyrations of this time period.
The other three strategies are based on a program with 
randomly selected purchase dates. The rate of return on a contract is
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converted to an annual rate to facilitate comparison to other time 
periods. The trading dates are divided Into 12 time periods and a 
mean rate of return computed for each time period. Over all time 
periods the mean rate of return is slightly less than 0 as would be 
expected by the nature of a futures contract.
Another investment strategy is to adopt a filter rule which 
will limit an investor's downside risk and increase his likelihood for 
positive gains. The filter rule used in conjunction with the random 
selection program is based on the historical standard deviation for a 
particular futures contract in a specified calendar month.
The results of the filter for the two time periods in the study 
(1955-62 and 1967-68) reveal a reduction in the investor's downside 
risk and an increase in his profit.
The strategies and data developed for this chapter are used in 
an investment program based on Bayesian Analysis which uses sample 
data for adjusting historical probabilities concerning the states of 
nature in the commodity market.
CHAPTER VII
AN HEURISTIC PROGRAM FOR WHEAT SPECULATION 
Introduction
There are thousands of plans for investing in capital assets.
The decision to buy or sell an asset can be based on chart patterns, 
sun spots, intuition, or perhaps some formula timing plan. Most of 
these plans are based on historical events.
The method presented here is based on subjective probabilities. 
Statisticians for many years have argued about the value of employing 
subjective probabilities, but in order to use Bayes Theorem subjective 
probabilities are often necessary.
An explanation of Bayes Theorem is presented first along with 
a discussion of subjective probabilities. Variables beyond the control 
of the decision maker are known as States of Nature. The states of 
nature in this study are based on a distribution of percentage changes 
in the price of a bushel of wheat. Price changes have been correlated 
with production, weather, political announcements, Department of Agri­
culture announcements, and other demand/supply inputs.
The prior probabilities of Bayes Theorem in this study are based 
on historical probabilities for a specified distribution of rates of re­
turn, As the future distribution of the rates of return for the commodity 
market is not an objective certainty, the prior probabilities are sub­
jective. The prior probabilities are adjusted by conditional probabil-
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ities using the price affecting random, variables established through 
correlation analysis. The weighted prior probabilities (posterior 
probabilities) are then used for the decision of selecting a particular 
investment strategy.
Bayes Theorem
Decisions are based on the probability that certain events 
will occur. Should the decision involve the probability that a five 
will occur on the next roll of a fair six-sided die, the probability 
of a five is termed objective probability. If the sides of the die 
are not fair and the likelihood of occurrence of each face of the die 
is not known, the probability attached to the appearance of a five 
is termed subjective. Subjective probability is based on judgement or 
perhaps historical records.
Bayes Theorem starts with a prior probability, a probability 
based on judgement, historical data, or intuition. A sample is taken 
of the process under consideration and the probabilities of the 
variable occurring given the states of nature are computed. These 
Conditional probabilities are used to adjust the prior probabilities 
for decision-making.
In order to derive Bayes Theorem, the following terminology 
should be understood:
P(At , Bj) - PCBj) PCAJB^ = P(A) P(B|A) [1] 
where P(A,B), the joint probability, is the probability of the com­
pound events A and B, i.e., a joint occurrence of both events A and B. 
P(B) is the probability of event B, and P(A|B) is the probability of 
event A occurring given that B has already occurred.
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Solving equation [1] for P(Bj|A£) we have
P(Bj | k t) = p(Bj) PCAjlB-j) [2]
P(A1)
Equation [2] is known as Bayes Theorem, where P(B^) in the numerator 
is known as the prior probability of a particular state of nature Bi, 
P(A|B) is the conditional probability of event A given B, the entire 
numerator is the joint probability of P(Bj) PCA^lBj), P(A^) is the 
sum over all joint probabilities, and P(Bj|Ai) is the posterior prob­
ability. P(A^) can also be written
PCAi) = £ P(Aj ,Bj) or
j
P(Aj) = E P(Bj) PCAjJb O  
j J
since we substitute the formula for the compound probabilities of 
PCA^B-j).
Development of the Data 
In order to solve for P(a |b ), the conditional probability, 
the effect on price (A^) by event Bj must be established. Event Bj 
is a variable affecting the price of a commodity contract.
The Wall Street Journal was used as the source of information 
concerning the variables that affect price. The Wall Street Journal 
has a daily column devoted to the factors affecting commodity prices. 
The information presented is subject to the bias of the reporter.
It is assumed that the reporter presents specific information each day 
and does not editorialize. Other columns of the Wall Street Journal
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were also examined systematically to see if they contained any infor­
mation that was pertinent to the study. An analysis of all variables 
affecting the price of wheat and the covariance of these variables 
would be almost an impossible task. A number of variables are taken 
into consideration in this study. The four main variables which sum­
marize many factors are: (1) direct demand and supply variables,
(2) weather, (3) the political climate, and (4) Department of Agri­
culture announcements and programs.
Under (1) demand and supply are listed exports or imports 
from foreign countries; the amount of rail cars available for wheat 
shipment during the harvest season; the change in wheat consumption 
per capita (such as would occur during diet fads). Under (2) weather 
is the amount of snow that fell on the winter wheat crop to act as a 
barrier against the cold weather; the amount of rain that fell during 
harvest time; the weather conditions for planting; major inclement 
weather such as floods, drought, etc.; the weather in wheat producing 
foreign countries, notably that of Canada and Australia; and any 
other factors that fall into this category. Under (3) political 
climate are such programs as Eisenhower's Food for Peace Plan in Jan­
uary, 1959, to utilize surplus grain; the use of surplus wheat in 
diplomacy; increased margin requirements for contracts; the possibil­
ity of war since wheat would be increased to provide a safety stock; 
and other factors that fall into this category. Under (4) Department 
of Agriculture is the change in price supports, acreage allotments, 
storage requirements; announcements concerning the expected amount of 
wheat to be produced; and other factors falling into this category.
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For each day, the total price affecting information was exam­
ined and a value placed on that particular day. The values assigned 
are related inversely to the direction of price movement. Favorable 
weather during the planting season is indicative of a greater future 
supply of wheat than would be produced with unfavorable weather.
Price falls with an increase in supply. The numerical values assigned 
to an expected price decrease are the integers 1 and 2. The integer 1 
reflects a drop in price greater than the integer 2. The value 3 is 
for the days in which price affecting information did not occur, or 
that the information for that day was equally distributed between 
favorable and unfavorable news. The values 4 and 5 are similar to 
1 and 2 except that the future supply of wheat is increased.
The price affecting information for each day is summarized by 
an integer which reflects the net demand or supply situation which 
exists for that day. The net demand or supply situation is determined 
by algebraically summing the numerical values of the individual price- 
affecting variables. The values assigned are subjective as must be 
the case in an area of decision-making influenced by so many vari­
ables. These values are used in determining the expected price move­
ment of wheat. A high correlation of the numerical values assigned 
to the variables and the price of wheat is necessary for the Bayesian 
model to be valuable.
Price Correlation
Annual Price Correlations. The price of wheat is basically 
determined by demand and supply. Government subsidy programs also 
affect the price of wheat. Since rates of return are used as the
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prior probabilities for the states of nature (Bj), the investor must 
know why price changes of a specific degree and in a specific direction 
occur* A simple linear correlation for a number of variables such as 
acres planted, acres harvested, free supply, carryover, support prices, 
and the production of wheat with price was calculated. With 13 annual 
observations for the years 1957-1969, the price-productivity correla­
tion has a value of r ® -.7037. This correlation may be interpreted 
that as the number of bushels of wheat produced increased, the price 
per bushel decreased or price increased when the amount of wheat pro­
duced decreased. The correlation is high, but it is not the one to 
one relationship that is desired. It was expected that free supply 
would be very highly correlated with an r greater than -.80, but the 
correlation for the same 13 years produced an r = -.5138.
Daily Price Correlations. The high correlations of the annual 
demand/supply variables with annual wheat cash prices suggested that 
daily prices might be correlated with similar variables. The computer 
program (Appendix A, A-6) calls for a correlation of the four main 
variables of the study beginning with the daily wheat prices of the 
1958 crop year*
The correlations of all four main variables: (1) direct demand 
and supply variables (D), (2) weather (W), (3) the political climate 
(P), and (4) Department of Agriculture announcements and programs (G) 
with the price of wheat on the day the news appeared in the Wall Street 
Journal is shown in the first column of Appendix D, Table 1-D. Corre­
lations were run with the first three option contracts of 1958 to 
establish whether a high correlation existed and to serve as a basis
for the examination of other time periods if such a correlation were 
established.
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The DWPG column (Table 11) is subdivided into a column for 
the algebraic sum of the values for the four variables by day (daily) 
and a column for a running (cumulative) algebraic sum of the daily 
total* The closing price of wheat on the date of the appearance of 
the DPWG variable was correlated with the DPWG variable value 
(r =» .2187). A correlation of r = -.2010 represents the relation­
ship between the cumulative sum of the D W G  values and the closing 
price of wheat on the day prior to the appearance of the news item.
If a high correlation for the previous day price and D W G  existed, 
it would suggest that investors are aware of the news items prior 
to publication of the information in the Wall Street Journal.
None of the correlations are high enough to warrant adoption 
in an investment program. The correlations could be low for several 
reasons. Cl) The variables selected were not the critical variables.
(2) The news items were biased. (3) The news items were incorrectly 
valued by the analyst. A further search is required to develop 
variables which are highly correlated to the States of Nature re­
quired in the model.
Prior Probabilities
In order to establish the probabilities of the states of 
nature, a list of events that is collectively exhaustive must be es­
tablished. The assignment of a numerical weight to each event can 
then be established historically, subjectively, etc. The assignment 
of values for the commodity study is based on the random program pre­
sented as Strategy 1 (Random Purchase-Dates). The same time periods 
of 0-5 days, 6-25 days, etc., are kept as well as the same contracts.
TABLE 11
CORRELATION COEFFICIENTS (r) OF DAILY WHEAT PRICES 
FOR THE MARCH, MAY, AND JULY, 1958, OPTIONS WITH 
NEWS ITEMS CONCERNING FOUR CRITICAL VARIABLES
















SAME DAY PRICE 0.22 -0.19 0.21 0.20 0.11 -0.25 -0.25 0.07
PRECEDING DAY 
PRICE -0.20 0.17 0.21 0.01 -0.25 -0.19 0.07
MAY OPTION
SAME DAY PRICE 0.19 -0.01 0.20 0.23 0.07 0.22 0.23 0.09
PRECEDING DAY 
PRICE -0.01 0.17 0.23 0.04 0.22 0.17 0.08
JULY OPTION „
SAME DAY PRICE 0.16 0.31 0.11 0.22 0.13 -0.10 0.21 -0.04
PRECEDING DAY 
PRICE 0.30 -0.01 0.23 0.09 -0.11 0.06 -0.08
Direct demand/supply affecting variables (D), weather conditions (W), the political 
climate (P), and announcements by the United States Department of Agriculture (G).
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The Information required for the prior probabilities is the 
frequency of occurrence of specified percentage changes. A percentage 
change is defined as the rate of return method of Strategy 1 of the 
random selection program. An example is the December, 1968, contract 
purchased on November 22, 1968, at the close 1 of 139 1/4 points.
Since the contract had 18 trading days to run, it was placed in the
second time period of 6-25 days. The contract is assumed sold on
December 19, 1968, at the close 1 price of 135 5/8 points for a neg­
ative 5.625 point difference. By adding in the commission of $22, 
the loss on the one contract is $303.25. The loss is converted to 
an annual rate of return and counted as a member of a particular 
class of percentage changes. A total of 6,000 iterations comprises 
the frequencies used for Table 12 and for the tables in Appendix C.
A summary of all contracts over all time periods for the per­
centage of price change falling into the 14 classifications is pre­
sented in column 1 of Table 12. Column 2 is a summary of percentage 
changes for all contracts held for periods of time over 105 days.
Column 2 was added to determine if the method of calculating the 
annual rate of return biased the shape of the distribution shown in 
column 1 through the higher turnover figure applied to the early time 
periods (periods 1-6). The shape of the distribution, though, remained 
bimodal with approximately the same percentages falling into each 
class.
The percentage change (rate of return) in column 1 from -50 
per cent to +50 per cent contains 23.15 per cent of the price changes. 
In other words, a price change greater than 50 per cent occurred over 
75 per cent of the time when viewed from either a long or a short posi­
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tion. The distribution is bimodal with each modal group bell shaped. 
The greatest frequency in both modal groups occurs in the 100 to 200 
per cent price change category.
The distribution in Table 12 is remarkable from a standpoint 
other than the high rates of return; and that is the almost equal 
division between positive and negative changes. From an examination 
of the tables used in computing Table 12 (see Appendix C), the equal 
divisions do not exist for the separate contracts. The tables in 
Appendix C present the same information as Table 12 but in a more 
specific form. Appendix C, Tables 1-C through 4-C present the per­
centage distribution of 14 classes of rates of return for 12 time 
periods for each of the four contracts March, May, July, and Septem­
ber respectively. The distributions for these tables are not of the 
bimodal form of Table 12.
If an investor over the time period 1957-62 followed the 
random selection program presented in this paper, his expected value 
would be only slightly less than 0 due to 51.22 per cent of the values 
for the contracts held over 105 days falling into the negative return 
category. For contracts held over all time periods, 51.36 per cent 
fall in the negative return categories. The very wide distribution 
of price changes, i.e., over 58 per cent of the investor's assumed 
positions have a return of 50 per cent or greater from the striking 
price. With such a wide distribution, theoretically, the mean return 
should compensate for the risk of the wide price swings. From 
Table 12 over the data studied, it is apparent that there is no long- 
run return from assuming the random investment strategy employed here.
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TABLE 12
PERCENTAGE DISTRIBUTION OF RATES OF RETURN 
OVER FOUR CONTRACTS 1957-62 FOR ALL TIME 
PERIOD CLASSIFICATIONS AND FOR ALL 




(in Percent) All Contracts Contracts Over 105 Days
-1000 or less 3.92 0.0
-500 to 999 5.10 1.03
-200 to 499 10.73 11.67
-100 to 199 11.43 14.96
-50 to 99 9.05 10.19
-20 to 49 7.0 8.44
-0 to 19 4.13 4.93
+1 to 19 4.07 4.29
+20 to 49 7.95 9.52
+50 to 99 10.60 13.74
+100 to 199 11.88 14.09
+200 to 499 9.45 7.06
+500 to 999 3.40 0.05
+1000 andHroflfar 1.28 0.0
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A well-known study by Fisher and Lorie regarding the rates of return 
of stocks listed on the New York Stock Exchange from 1926 to 1960 
revealed an annual return of 9.00 per cent disregarding income taxes.^ 
It would be expected that the commodity market with its greater risk 
would yield a higher rate of return. The answer to the apparent dis­
crepancy is based on the nature of the futures option. It is a con­
tract for the future delivery of a commodity for which the demand and 
supply at delivery can only be estimated. It would thus be expected 
that the long-run return would be slightly negative due to the broker­
age fees for transactions. According to the results of this study, 
the makers of the contract have not continually overestimated or 
underestimated the future price of wheat.
Appendix C, Table 6-C is a summary of the frequencies for all 
contracts for the calendar years 1967-68. With only two calendar 
years, the data is biased from the standpoint of being weighted more 
toward the shorter time periods than the same calculations for the 
crop years 1957-62. Even with this bias, it is evident that the dis­
tribution of rates of return for the later years is narrower than for 
the years 1957-62.
The prior probabilities from Table 12 are weighted by the con­
ditional probabilities from a sample of price affecting variables.
The variables are established through a correlation analysis.
Lawrence Fisher and James R. Lorie, "Rates of Return on 
Investments in Common Stocks," in Frontiers of Investment Analysis, 




The next step in Bayes Theorem is to establish the conditional 
probabilities of an event. The question to be answered is, "Given 
that the State of Nature is Bj, what is the probability that the 
sample contained defectives, failures, successes, or whatever 
random variable is under analysis?"
The States of Nature (Table 13) are the rates of return avail­
able in the commodity market. The Bj are classified according to a 
specified change in the price of a bushel of wheat. The critical 
variables of the study (the variables which affect the price of wheat) 
occur in such a pattern as to be described by a mathematical distribu­
tion. The pattern of rain, political climate, snow, labor strikes, 
etc., all combine to affect wheat prices. The Poisson distribution 
describes the probability of occurrence of these variables as a group.
The Poisson Process. The Poisson distribution is used for the 
computation of the conditional probabilities. The Poisson distribu­
tion best describes the process by which information concerning wheat 
prices is generated.
The two basic criteria which must be met by a Poisson process 
are those of stability and independence. In order to apply the Pois­
son distribution the spaces in which the "successes" occur must be 
divided into segments small enough to eliminate the possibility of 
two or more "successes" occurring in any one segment. If that condi­
tion is possible, the process may be treated as a Bernoulli process.
The conditions of stability and independence are assumed to be 
met due to the large number of farms and the large geographic distribu­
tion of these farms. It could be argued that weather conditions violate
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B2 -50 to -199
B3 -49 to +49

























the condition of independence, as rain in one segment of the defined
space is more likely to be succeeded by rain in the next segment than
by no rain. The condition of independence is valid due to wheat prices
2being affected by weather conditions throughout the world.
Value of the Process Parameter. In actual fact, as with most
business problems, the parameter of the process is unknown. If this
value is unknown, then the Poisson distribution cannot be applied. An
approximation can be used for assessing the value of the parameter if
the approximation will not lead to a decision which is materially worse
3than using the exact parameter.
The process parameter (k) used in this study is the expected 
number of price affecting variables per unit of space. The total units 
of space is defined as the number of trading days in a contract multi­
plied by the division of the trading day into fifteen minute intervals. 
The trading day is assumed to be six hours in length. Using 245 
trading days and 24 fifteen minute intervals, the total amount of space 
is 5880 units. If the number of "successes" in 5880 time periods is 
245, then k ® .04167. The statistic 245 is the number of "successes" 
that are expected to occur if the variables affecting wheat prices are 
mostly negative (prices falling).
From Table 12 the distribution of annual rates of return may 
be assessed. The distribution in Table 12 is reduced to a more man­
ageable level by dividing the rates of return into five large classes
2Robert Schlaifer, Probability and Statistics for Business 




as presented in Table 13. The numerical values 1 through 5 discussed 
in the section Development of the Data are associated with the classes 
of rates of return. The value associated with a -200 per cent rate of 
return or less is an average value of a 1 per trading day or 245 for 
a contract held from the first to the last trading date, for the 
bracket -50 per cent to -199 per cent an average value of a 2 for a 
k = .08333; for the bracket -49 per cent to +49 per cent an average 
value of a 3 for a k =» .1250; for the bracket +50 to +199 per cent an 
average value of a 4 for a k = .1667; and, for the bracket +200 per 
cent and greater a value of 5 for a k » .20833.
"In general, the probability that a Poisson process gener­
ating k successes per unit of space will generate r successes in 
space t depends only on the produce m - kt; it is given by the 
formula
-(kt) ..^r -m r P (r) = * V. . „ c m_
rPow  r! r!
where e is a constant equal to 2.718 . . . .
If the values of the random variable r are small (r“50) and 
the units of space (t) are small (t=200), then, the A Programming 
Language for the IBM 360 computer may be used in direct computation 
of the probability of r successes. Most statistics texts have short 
tables or charts for finding pp0(r) and a text by E. C. Molina has
5extensive tables of the Poisson distribution.
The values of r and t quickly change over time and for con­
tracts held over a few weeks, the PpQ(r) must be approximated. The
4Ibid., p. 213.
5E. C. Molina, Poisson's Exponential Binomial Limit, D. Van 
Nostrand Company, Inc., Princeton, N.J., 1942.
Normal distribution is the limiting form of the Poisson as m approaches 
infinity.
Since the random variables in the commodity market are often 
too large numerically for direct usage of the Poisson computational 
formula for the probability of r successes in a Poisson process,
PpQ (r), the investor must use an approximation. The example given 
to illustrate the approximation is based on data for the crop year 
beginning July 1, 1968, and contains a sample for the month of July,
1968. The random variables of information concerning the weather, 
the political climate, demand/supply, and Department of Agriculture 
announcements are summarized from the Wall Street Journal according 
to the system shown under the section Development of the Data. The r 
for this period has a numerical value of 70 and the t a value of 528 
since July, 1968, had 22 trading days.
The procedure for the approximation of Ppo(r) is computed 
as follows:
E(r) ■ m ■ kt where r is the approximation of our random 
variable and E(r) is the expected value of the approximated random 
variable, and
3-a(r) ■ m 2
If the state of nature is -200 per cent or less, the
E(r) - kt - .04167(528) -22, and
- 3-
a (r) ■ m z=» 4.69
In order to standardize our distribution for computational
purposes
r - E(r) 70 - 22
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Searching the normal distribution tables for this value is 
unsuccessful and a value of 0 is assigned to the conditional probabil­
ity of r - 70 if E(f) - 22.
For the rate of return -50 per cent to -199 per cent E(r) 53 44
u
the probability that a standardized random variable is greater than 
3.92 standard deviations is .0001837. Converting to the original dis­
tribution, the area of the curve for r 05 70 is
1 .0001837 - .000027
a(?)
which is the conditional probability, P(A^|Bj), where. A^ = 70 and 53 
44.
The conditional probabilities for the other states of nature 
given in Table 13 are computed in the same manner with the parameter m 
and the standardized variable u (Table 14).
TABLE 14
m AND u FOR THE SAMPLE OF JULY, 1968
Rate of 
Return 
(Per Cent) m u
-200 or less 22 10.23
-50 to -199 44 2.92
-49 to +49 66 .4926
+50 to +199 88 1.919
+200 or greater 110 3.81
Investment Strategy. The posterior probability for State of 
Nature B3 is now .8658 as opposed to the prior probability of .23 for
118
a rate of return from -49 to +49 per cent. An alternative strategy to 
be followed could be the investment in a commodity other than wheat, 
or a long position in the options for the 1968-69 wheat crop. The 
latter position is warranted as the posterior probability distribution 
is weighted toward the positive states of nature with values of .1380 
and .00032 for and respectively. The former position could be 
elected due to the high probability of B^ since the hypothetical in­
vestor rejects possible returns of B^ as not acceptable for the risks 
inherent in the futures market.
The investment strategies assumed by the investor are:
(1) Take a short position when the posterior probability 
is weighted toward B^ or Bg.
(2) Reverse a long position when the posterior probabil­
ity is weighted toward B^ or
(3) Take a long position when the posterior probability 
is weighted toward B^ or B^.
(4) Reverse a short position when the posterior probability 
is weighted toward B^ or B,..
(5) Find an alternative investment if the posterior proba­
bility favors B^ with a probability greater than the 
arbitrary value of .75.
l iy
Summary
Bayes Theorem is now being applied to many business decisions. 
Its use in the commodity futures market is nebulous due to the number 
of variables which affect the price of a commodity at a future date.
The option prices of wheat are used in the calculation of rates of 
return for the hypothesized States of Nature (Bj). The Bj are divided 
into five mutually exclusive and collectively exhaustive classes. 
Certain events are associated with these classes of rates of return.
The events include all factors that are assumed to be of major sig­
nificance in determining the price of wheat. The four major classes 
of events sampled are: (1) the weather, (2) the political climate,
(3) direct demand/supply affecting variables, and (4) announcements 
by the Department of Agriculture.
"The general form of Bayes' Theorem is
PffijIX.) ° P P p  P(X1|Bi) . . . - ' 6
P(Bj) P(X± Bj)
P(Bj|Xi) is the posterior probability of the states of nature confront­
ing the investor after he has sampled the information available for 
making a decision.
The prior probabilities, P(Bj), are established by ex post data 
and weighted by the conditional probabilities, P(XjJ Bj) of the sample. 
The Poisson distribution best describes the manner in which the random 
variables (r) are generated. When the random variables are too large 
numerically to utilize the computational formula of the Poisson, the
^Samuel B. Richmond, Statistical Analysis, 2nd ed., The Ronald 
Press Company, New York, 1964, p. 274.
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probability of r is approximated by the normal distribution.
The investor runs a continuous search of the random variables 
and adjusts his position in the futures market according to the re­
sults generated by the posterior probabilities. The investor has 
elected to forego investment in the futures market whenever the pos­
terior probability is .75 or greater for the state of nature 
(rate of return -49 to +49 per cent).
CHAPTER VIII
SUMMARY AND CONCLUSIONS 
Summary
Risk Analysis Applied to Commodity Speculation Is an attempt 
to provide a pilot approach for investment decision-making. The 
method may be used for almost any type of Investment. The commodity 
market has been chosen for several reasons: (1) if the procedure
can be used in commodity futures speculation, it may be applied with 
greater validity to areas of investment whose states of nature and 
their likelihood of occurrence are more easily determinable; (2) the 
commodity futures area has not been the subject of research in the 
area of risk to the extent of research in the securities market;
(3) trading data necessary for the study is available in suitable 
form; (A) volume of trading in the commodity grains is high enough 
to provide a competitive pricing situation.
The method applied is based on Bayes Theorem, which is of 
the form:
PCBj | A±) = P(Bj)P(A1|Bj)/P(A1)
where
P(Bj) is the prior probability of a particular state of nature, 
P(A|B) is the conditional probability of event A given B,




The prior probabilities are based on an ex post frequency 
distribution of rates of return. The rates of return are computed 
from entering a futures contract on a randomly selected date at the 
close 1 price and holding the contract until the last trading day 
of the contract. The rate of return is the rate of profit (loss) 
based on an assumed investment of $500 (the normal margin require­
ment). The distribution of rates of return has fourteen classes 
ranging from a positive 1000 per cent or greater to a negative 1000 
per cent or less. Such wide swings are possible because of the very 
narrow margin required for a wheat contract in contrast to its total 
market price.
The prior probabilities are based on daily price data for 
wheat futures for the crop years 1957-62 and the calendar years 
1967-68 involving approximately 4,700 individual rates of return.
The distribution is bimodal with the mean value of the rate of 
return distribution slightly less than 0. The peaks of each of the 
modes is in the rate of return class +100 to +200 and -100 to -200 
per cent. This unusual distribution of returns is explained by the 
type of investment involved. The contract is a futures contract, 
and over the long run, the parties to the futures contracts as a 
group should receive rates of return with a mean value of 0 minus 
the cost of the transaction (brokerage fee). The two modes, which 
are both bell shaped and of equal standard deviations, substantiate 
that investors over-estimate and under-estimate the future price of 
wheat equally over a long period of time. The small values occur­
ring near the 0 rate of return reflect the large price swings 
inherent in the wheat market and the difficulty in forecasting
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the states of nature and their effect on the conmodity market.
The variables affecting the rates of return are fundamen­
tally related to the price changes in wheat. A correlation analysis 
was performed on many fundamental variables such as: (1) weather
conditions, (2) the political climate, (3) direct demand/supply 
affecting factors and (4) announcements by the U.S. Department of 
Agriculture concerning the expected production of wheat. These 
variables occur according to the conditions defining a Poisson dis­
tribution. The conditional probabilities are computed by the 
computational formula for the Poisson probability of a variable (r). 
When the variable (r) exceeds the size that can be handled by the 
A Programming Language for the IBM 360* the Poisson probability 
is approximated by the normal distribution.
The conditional probabilities are based on sampling informa­
tion and combined with the prior probabilities in order to form a 
posterior probability distribution. Decisions on whether to change 
a current investment position or enter into a new contract are then 
based on the posterior distribution.
Risk and Random Selection Strategies
A random selection investment program (Strategy 1) was de­
veloped for three purposes: (1) as a yardstick for measuring the
effectiveness of investment strategies in the wheat futures market,
(2) as a basis for the prior probabilities of Bayes Theorem, and
(3) to establish ex post the rates of return in the wheat futures 
market.
The wheat contracts are classified into twelve time classes
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according to the number of days the contract is held. The rates of 
return are calculated for each class and converted to an annual rate 
of return to facilitate comparison with other investment strategies.
The randomly selected contracts from Strategy 1 are adjusted 
by filter rules based on the risk assigned to specific contracts 
for specific calendar months of purchase. The filter rules produce 
the desired effect of limiting the downside risk of a particular 
position (short or long) and increasing the upside gain of a short 
or long position. A filter rule is developed for a short position 
(Strategy 3) and for a long position (Strategy 2).
The risk assigned to a particular position is based on ex 
post data. The price variation for each contract purchased in each 
month over the time periods 1957-62 and 1967-68 is summarized as 
the standard deviation of the difference between the high and low 
daily price by calendar month for each contract. The results of the 
study on risk disclose a significantly larger risk (greater standard 
deviation) for a position taken in the delivery month of the con­
tract than for all other months of the contract. A greater risk is 
also exhibited for all wheat contracts entered in June, July, and 
August than for any of the other calendar months. The brokerage 
houses, nonetheless, have a $500 margin requirement for all contracts 
without regard to the calendar month in which a position is taken 
by an investor.
The price data was drawn from two time periods which straddle 
two important United States laws. The Agriculture Act of 1964 sig­
nificantly changed the support prices and wheat allotments from
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previous acts. The General Agreement on Tariffs and Trade of 1967 
affected international trading in the grains.
Conclusions
1. Bayes Theorem can be applied to the wheat futures mar­
ket to provide a quantitative answer to a highly subjective area.
The study provides the empirical data necessary for computing prior 
and conditional probabilities.
2. The expected rate of return over the long run from 
speculating in the futures market is approximately zero. This con­
clusion is supported by an empirically determined rate of return of 
-5 per cent from a random investment program covering 4700 randomly 
selected option purchases. The loss ratio is the average brokerage 
expense associated with a long and short futures contract (round- 
trip) .
3. The rates of return on the wheat futures market have an 
extremely wide range. A random selection program involving simu­
lated positions in each of four option contracts from 1957 through 
1962 (4700 iterations) yielded rates of return in excess of -1,000 
per cent or less approximately 4 per cent of the time and +500 per 
cent or more for 5 per cent of the time. The distribution is bi- 
modal with the peak of each mode falling into its respective rate 
of return class of -100 to -200 per cent and +100 to +200 per cent.
4. It was found that a wheat option has greater price 
variation during June, July, and August than in other months.
5. Filter rules based on ex post data of price variation
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limited an investor's downside risk and increased his profit potential 
when compared to a random buy-hold policy. The filter rules worked 
equally well for short or long positions.
6. A correlation of daily price changes with news items 
concerning the demand and supply of wheat produced low statistical 
correlations. Values for r were greater than -.20 and less than 
+.20. It was, therefore, concluded that acting on news releases 
relative to supply/demand was ineffective in improving trading pro­
fits.
7. The flat $500 margin required by brokerage houses on a 
wheat contract should be revised to reflect the price variation for 
the particular calendar purchase month and the particular option 
purchased. Otherwise, the amount bears little relationship to con­
tract price changes and the maintainance of margin requirement.
Areas for Further Research
Each of the sub-areas explored in this paper could be 
examined in greater depth. Several suggestions for improving the 
reliability of the forecast are now presented.
v
The filter^ rule is used only on the initial purchase of a 
contract in the study, and it could be applied on a daily basis to 
limit risk. The filter could be based on data other than the price 
variation of the same contract in the preceding year. A quadratic 
program could be developed for estimating the standard deviation 
that should be used in the filter.
An examination of the level of significance of the differ­
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ences between investment returns in June, July, and August for all 
contracts and thosetfor other calendar months would be a major con­
tribution. Additionally, developing specific strategies with hedges 
and straddles would expand the alternatives available to the investor.
In order for the present study to be practically applied, 
the data base must be expanded. The data bank should include all 
prices for all commodities and also a data bank of the States of 
Nature and their relation to specific price changes. Further re­
finement of the data could be attained by a separation of variables 
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This appendix contains the five computer programs developed 
specifically for this study. Each program is explained more com­
pletely within the text.
Program A-l is used to convert the IBM punched card to 
magnetic tape.
Program A-2 calculates the arithmetic mean, standard devia­
tion, standard error, t value, and the range of the difference 
between the daily high and low prices for each contract and each 
calendar month of the study.
Program A-3 combines the magnetic tapes. The punched card 
data for 1955-62 is stored on one tape and the punched card data 
for 1967-68 is stored on a second tape.
Program A-4 calculates the profit from two strategies. 
Strategy 1 is the profit (loss) from a contract position entered 
into on the fifth trading date of the contract and sold five days 
before trading is terminated. Strategy 2 is the profit (loss) from 
entering a contract five days before trading in a contract terminates 
and selling the contract at the close 1 price of the last trading 
day.
Program A»5 na& three distinct outputs: 1) the rate of re­
turn and standard deviation for each of 12 time divisions for each 
contract, 2) the mean rate of return over all years for each of the 
contracts, and 3) a frequency distribution and a percentage distrib­
ution of 1) and 2) above divided into 14 classes of rates of return.
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The rates of return in 1) and 2) are based on dates randomly selected. 
A filter rule based on Program A-2 is incorporated into the random 
strategy.
Program A-6 performs a simple correlation of daily wheat 
prices with the critical variables assumed in the study (see Table 11 
in the text for the correlation coefficients). The values for the 
critical variables are established by the analyst (the author) from 
news items appearing in the Wall Street Journal.
Punched Card Format
Column Content
1- 2 Calendar month
3- 4 Day
5- 6 Year
1- 6 Date particular prices occurred for
each wheat contract
7- 9 High price of the day for a specific
contract
10 Eighths of a point, converted to a decimal
in Program A-l
11-13 Low Price for the day's trading
14 Eighth of a point
15-17 Close 1 price
18 Eighths
19-21 Close 2 price
22 Eighths
23 Blank
24-46 Repeat the above sequence
47-69 Repeat the sequence of columns 1-23





DIMENSION Z(350,4), X(27), K(350)
DO 5100 L=l,100 
1=0
READ(1,50) X,IE 
GO TO 20 
10 READ(1,50) X,IV
50 FORMAT(3(F6.0,F3.2,F1.0,F3.2,F1.0,F3.2,F1.0,F3.2,F1.0,1X),16) 
20 DO 2000 J=l,19,9 
IF(X(J)-0.) 75,65,75 




Z (1,3) =X(J+5)+. 00125*X(J+6)
Z (1,4) =X( J+7)+. 00125*X(J+8)
2000 K(I)=X(J)
GO TO 10 
4000 WRITE(3,300) I,IE 
300 FORMAT(216,6X)
WRITE(8,300) I,IE 
DO 5100 M=1,I 














95 FORMAT(’1',10X,'JANUARY FEBRUARY MARCH APRIL MAY
1 JUNE JULY AUGUST SEPTEMBER OCTOBER NOVEMBER
2MBER')





























IF(NN.EQ.IX) GO TO 30
READ(8,91) XH,XL,XC1,XC2,IDAT
NN=NN+1













IF(NN.LT.IX) GO TO 2 
DO 40 1-1,5
IF(IC.EQ.2*1+1) GO TO 45 
40 CONTINUE 
45 11=1























C COMBINE TAPES 180,181, - 182
DIMENSION TN(24),S(24),Z(4)















READ (1,92) KT 
92 FORMAT(4012)























90 FORMAT ('0STRATEGY Is EXP DATE =',15,' PROFIT =',F12.2,' % RATE 
1 OF RETURN =',F12.2/' STRATEGY 2: EXP DATE =',15/ PROFIT = ',
2F 12.2,’ % RATE OF RETURN =',F12.2)




91 FORMAT(' 0', 14,'CONTRACT FOR',F3.0,' YEARS'/' STRATEGY 1: MEAN RAT




THIS PROGRAM RANDOMLY DETERMINES BUYING & SELLING DATES FOR A 
COMMODITY. (OUTPUT) STRATEGIES: BUY ON A RANDOMLY DETERMINED
DAY AND: (1) SELL ON THE CLOSING DAY OF THE CONTRACT. (2)
(LONG) SELL WHEN FILTER DROPS BELOW THE LOW FOR A PARTICULAR DAY.
(3) (SHORT) SELL WHEN FILTER BECOMES GREATER THAN THE HIGH FOR A 
PARTICULAR DAY. IF (2) & (3) DO NOT OCCUR IN A CONTRACT YEAR 
THAN THEY ARE THE SAME AS (1).
DIMENSION K(350),Z(350,4),T(24),S(24),SX(3,12),SSX(3,12),SN(3,12), 
1 ST(3,12),KT(40),INT(12),RATE(13),FREQ(12,14,6)
DO 11 L=l,12 
DO 11 1=1t14 







STARTING VALUE FOR THE RANDOM NUMBER GENERATOR.
IX=312933









1 DO 99 ICC=1,KTT
5 DO 10 10=1,3




C READ HOW MANY DAYS ARE IN THE CONTRACT & EXPIRATION DATE.
15 READ(10,80) I,IE
80 FORMAT (216,6X)
C READ HIGH, LOW, CLOSE ONE, CLOSE TWO, FOR EACH DAY (K),




25 DO 30 J2=l,3













C NUMBER OF DAYS IN THE CONTRACT.
BB=I 02
C RANDOM NUMBER GENERATOR (RANDU).
DO 50 KK=1,240
DO 72 JT=1,12
IF(ILE.LE.INT(JT)) GO TO 73
72 CONTINUE
73 IC=JT








DO 76 LL=IG,I 








PROGRAM A-5 (CONTINUED) 147











DO 90 MM=1,3 
WRITE(3,97)
97 FORMAT(’O')
DO 90 M-1,12 




MEAN % RATE OF RETURN & STANDARD DEVIATION.
88 XM=SX(MM,M)/SN(MM,M)
D=SN(MM,M) *SSX(MM,M) -(SX(MM,M) *SX(MM,M) )
IF(D.LE.O.) D=.00001
89 SD=SQRT(D/(SN(MM,M)*(SN(MM,M)-1.)))









105 DO 120 N=l,3 
WRITE(3,97)
42 IY=IX*65539









C STRATEGY 1: P=PROFIT, R<=% RATE OF RETURN.
P=(Z(I,3)*5000.-22)-Z(IB,3)*5000.
PP»P
IF(BB.EQ.E) GO TO 42 
R=BB*P/((BB-E)*500.)
C DIVIDE CONTRACT INTO 12 PARTITIONS.
IBE=BB-E 
DO 43 JT=1,12






DO 500 M»l,13 










C TEST ERROR CONDITIONS.
IF(L) 46,46,49 
49 IF(L-24) 47,47,46
46 WRITE(3,1111) L,K(IB),IB 
1111 FORMAT(4110)
GO TO 50
47 IF(T(L).LE.O.) L=L+12 
IF(T(L).LE.O.) WRITE(3,98) T(L)
98 FORMAT(F20.4)
C FILTERS: U-STRATEGY 2, V=STRATEGY 3.
48 U=»Z(IB,3)-T(L)*S(L)





DO 60 LL=IG,I 
IF(U.GT.Z(LL,2)) GO TO 70 
60 CONTINUE 





C WRITE MEAN FOR THE NO. OF YEARS ONE OF THE 5 CONTRACT MO. IS
PROCESSED.
120 WRITE(3,110) N,XM,LX
110 FORMAT(' STRATEGY', 12,' MEAN RATE OF RETURN = ' ,F12.3,I10)
READ(10,82) T,S 
99 CONTINUE 






515 FORMAT(' ',14F8.B I 




DO 520 J=l,14 
520 W=W+FREQ(L,J,I)
IF(W.EQ.O.) GO TO 526 
DO 525 1=1,14
525 FREQ(L, J , I)-FREQ(L, J , I)/W*100•
526 WRITE(3,507)
507 F0RMAT('0',42X,'% FREQUENCY DISTRIBUTION'///) 
505 WRITE(3,515) ((FREQ(L,J,I), J-l,14),L=1,12)
DO 530 L-1,12 
DO 530 J=2,14 
530 FREQ(L,J,6)=FREQ(L,J-l,6)+FREQ(L, J ,6)
WRITE(3,510) RATE 
WRITE(3,535)














IF(G(M,1).EQ.O.) GO TO 5 
IA=G(M,1)









IF(X(K).LT.070158) GO TO 12
M=M+1
IA«X(K)
E(M,1) = (IA-IA/100*100)*10000+IA/100 




13 READ(1,91) X 
DO 16 K=l,19,9 









DO 50 K-1,I 
42 IF(G(K,1)-E(L,1)) 40,46,44 
44 L=L+1 























































IF(K.LT.6) GO TO 25 






















RANDOM SELECTION STRATEGIES 
Three strategies are presented in table form. Strategy 1 
is a random selection strategy. Strategy 2 is based on the same 
randomly selected dates as Strategy 1, but Strategy 2 employs a 
filter rule defined for a long position. Strategy 3 is identical 
to Strategy 2, but the filter rule is defined for a short position.
The three strategies are for the contracts July, 1956 
through May 1962, excluding the December options (Table 1-B) and 
for all wheat contracts traded in the calendar years 1967-68 
(Table 2-B). The last column of the tables in this appendix is 
the option code. The integer in column 1 represents wheat, the 
integers in the 2nd and 3rd columns are the option month and the 
last two columns are the option year. A suimnary of the mean rates 
of return for each contract may be found in Table 12 of the text.
The mean rate of return for each option and for each of 




RANDOM SELECTION STRATEGIES JULY, 1956, 
TO SEPTEMBER, 1962, OPTIONS
S T R A T E G Y 1 M E A N = » 4 3 « 876 STD DE V — 2 1 . 6 8 2 1 0 3 5 7
S T R A T E G Y 1 ME A N = 1 ■" 2 3 . 5 4  1 STD D E V — 9 . 5 5 8 1 0 3 5 7
S T R A T E G Y 1 M E A N = ■»1 1 . 483 STD DE V = 1 . 6  38 1 0 3 5 7
S T R A T E G Y 1 M EA N = - 9 . 1 2 0 S TD DE V = 0 . 9 6 6 1 0 357
S T R A T E G Y 1 MEA N ■= "» 6  • 51 2 STD D E V = 0 . 5 3 2 1 0 3 5 7
S T R A T E G Y 1 M EA N = STD DE V = 0  . 89 2 1 0 3 5 7
S T R A T E G Y 1 ME A N = - 2 . 4 2 5 STD D E V = 0. 3 7  5 1 0 3 5 7
S T R A T E G Y I M EAN = - 0 . 8 9  7 STD D E V .= 0.461 1 0 357
S T R A T E G Y 1 ME A N = 0 . 533 STD D E V = 0.611 1 0 3 5 7
S T R A T E G Y 1 M E A N = 0.911 STD D E V '= 0 . 3 0 2 1 0 3 5 7
s t r a t e g y 1 MEA N = 0  . 6 0  6 S T D D E V = 0.451 1 0 3 5 7
S T R A T E G Y 1 MEAN = 0.131 STD D E V .= 0 . 162 1 0 3 5 7
S T R A T E G Y 2 M E A N = » 2 8 .642 STD DE V 14 . 5 5 8 1 0 3 5 7
S T R A T E G Y 2 ME A N .= =“ 4 . 6 1 8 STD D E V 1 .585 1 0 3 5 7
S T R A T E G Y 2 M E A N = I •40 3 ST D DE V = 0.3 14 1 0 3 5 7
S T R A T E G Y 2 MEAN 0 . 0 S T D DE V = O•o 1 03 5 7
S T R A T E G Y 2 M E A N = «*0 . 839 S T D DE V ■= 0 . 0 4 6 1 0 3 5 7
S T R A T E G Y 2 ME A N = "*Q . 9 23 S T D DE V .= 0.2 13 1 0 3 5 7
S T R A T  EGY 2 M E A N = im0 . 736 ST D D E V = 0 . 0  1 I 1 035 7
S T R A T E G Y 2 M E A N - 0 • 2 3 9 STD DE V = 0.0 07 I 0 3 5 7
S T R A T E G Y 2 MEA N = 0 . 8 8  1 ST D DE V — 0 . 4 6 2 1 0 3 5 7
S T R A T E G Y 2 M E A N = 0 . 0 S T D DE V = o•o 1 0 3 5 7
S T R A T E G Y 2 M E A N = 0 . 0 S T D DEV ■= 0 . 0 1 0 35 7
S T R A T E G Y 2 ME A N = o0O S T D D EV = o«o 1 0 3 5 7
S T R A T E G Y 3 M E A N - 1 6  • 6  2 9 STD D E V = 5 5 . 5 6 8 I 0 3 5 7
S T R A T E G Y 3 MEA N = 10.64 9 STD D E V = 4 9 . 8  18 1 03 57
S T R A T E G Y 3 M E A N 4 0 4 . 5 5 4 STD DE V = 1 6 9 . 6 8 2 I 0 3 5 7
S T R A T E G Y 3 MEA N .= '”•0 .8 ,3 9 STD D E V = 0.091 1 0 35 7
S T R A T E G Y 3 MEA N = 2 8 7 . 5 6  1 STD D E V .= 33 3 . 1 1 1 I 0 3 5 7
S T R A T E G Y 3 M E A N = 0  . 0 STD D E V ’= 0 . 0 1 03 5 7
S T R A T E G Y 3 M E A N 0 . 0 ST D D E V = 0 . 0 1 0 35 7
S T R A T E G Y 3 M E A N = c»o S TD D E V = 0 . 0 1 0 3 5 7
S T R A T E G Y 3 M E A N = o • o S T D D EV .= 0 . 0 1 0 3 5 7
S T R A T E G Y 3 ME A N = c♦o S T D D E V •= o.o 1 0 35 7
S T R A T E G Y 3 M E A N - 0 . 0 STO D E V = 0 . 0 1 0 3 5 7
S T R A T E G Y 3 MEA N = o.c S T D DE V = o,o 1 0 3 5 7
159
S T R A T E G Y 1 M E A N = 3 0 • 34 6 STD D E V — 9.4 31 I 0 3 5 8
S T R A T E G Y 1 M E A N — 0.1 89 S T D DEV = 3.571 1 0 3 5 8
S T R A T E G Y 1 M E A N — 2. 95 7 STD D E V 1 .263 1 0 3 5 8
S T R A T E G Y 1 M E A N — 0 . 234 STD D E V = 0 .463 10 358
S T R A T E G Y 1 M E A N = "* 0 .805 S T D D E V = 0.4 16 1 0 3 5 8
S T R A T E G Y 1 M E A N ■= •«0 . 6 8 8 STD D E V ~ 0.401 1 0 3 5 8
S T R A T E G Y 1 M E A N “ 0 • 4 7  3 S T D D E V = 0 . 5 4 8 1 0 3 5 8
S T R A T  EGY 1 M E A N = - 0 . 8 1 2 S T D D E V — 0 . 2 3 9 1 0 3 5 8
S T R A T E G Y 1 M E A N - = - 0 . 1 0 2 ST D D E V ■= 0.151 1 0 3 5 8
S T R A T E G Y 1 M E A N — 0 . 9 1 9 ST D D E V 0 . 3 0 4 10 35 8
S T R A T E G Y 1 M E A N = 0 . 36 0 STD D E V = 0 . 1 4 0 1 0 3 5 8
S T R A T E G Y 1 M E A N = O*o S T D D E V — o•o 1 0 3 5 8
S T R A T E G Y 2 m e a n = - 2 4 . 3 5 9 STD D E V — 12.414 I 0 3 5 8
S T R A T E G Y 2 M E A N = - 3 . 9 8  7 STD D E V = 3.321 I 0 3 5 8
S T R A T E G Y 2 M E A N =r “*0 . 3 5 7 ST O DE V = 2 . 3 9 8 1 0 3 5 8
S T R A T E G Y 2 M E A N “”0 . 8  48 S T D D E V = 0 . 2 0 1 1 0 3 5 8
S T R A T E G Y 2 M E A N = 0 . 0 S T D D E V = o.c 1 0 35 8
S T R A T E G Y 2. M E A N = o . c S T D D E V — 0 . 0 1 03 5 8
S T R A T E G Y 2 M E A N = •»0 . 559 STD D E V — 0 . 0 3 9 I 0 3 5 8
s t r a t e g y 2 M E A N = 0 . 0 S T D D E V — 0 . 0 1 0 3 5 8
S T R A T E G Y 2 M E A N = o.o S T D D EV — o.o 1 0 3 5 8
S T R A T E G Y 2 M E A N = .1 .0 42 S T D D E V = 0 . 1 2 0 1 0 3 5 8
S T R A T E G Y 2 M E A N = 0 . 0 S T D DE V — 0 . 0 1 0 3 5 8
S T R A T E G Y 2 M E A N = 0 . 0 ST D D E V = o.o 1 0 3 5 8
S T R A T E G Y 3 M E A N = “ 2 4 . 2 2  7 STD D E V 16 .863 1 035 8
S T R A T E G Y 3 M E A N = “ 5. 15 9 STD D E V = 2 . 6 5 7 1 0 3 5 8
S T R A T E G Y 3 M E A N ■= ->1.426 STD D E V = 0 . 3 8 3 1 0 3 5 8
S T R A T E G Y 3 M E A N = — 1 . 114 STD D E V = 0 . 060 1 0 3 5 8
S T R A T E G Y 3 M E A N := 11.79 7 STD D E V ■= 3 5 . 8 5 8 1 0 3 5 8
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STRAT EGY 1 M EAN — 1 •44 A STD DEV .= 0. 0 81 1 0961
STRATEGY 1 MEAN = I•0 34 STO DEV = 0. 1 83 1 0 961
S T RATEGY 1 m e a n = 1 9 147 STD DEV •= 0. 040 10 961
S T R A T E G Y 2 M E A N = “ 1 8 • 1 35 STD O E V = 1 0 .4 1 3 1 0 96 I
S T R A T E G Y 2 M E A N = »»3 « 00 5 ST D D E V = 3. 6 9 3 1 09 6  1
s t r a t e g y 2 M E A N = 0 • 223 STD D E V — 2 .2 32 10961
S T R A T E G Y 2 M E A N = 2 0 635 STD D E V = el *0 3 7 1 0961
S T R A T E G Y 2 M E A N .= 3 •213 ST D DE V = 0 . 1 08 1 0961
S T R A T E G Y 2 M EAN - 0 « 0 STD D E V - 0 . 0 10961
S T R A T E G Y 2 M E A N = 0 • 0 STD D E V — 0 . 0 I 0961
S T R A T E G Y 2 M E A N = 0 • 0 ST D D E V = 0 . 0 10961
S T R A T  EG Y 2 M E A N .= I •5 33 STO O E V - 0 . 0  13 1 0 96 1
S T R A T E G Y 2 M E A N = 1 • 51 8 STO D E V -= 0 .0 3 7 1 0 961
S T R A T E G Y 2 M E A N = 0 0 S T O D E V — 0 . 0 1 0961
S T R A T E G Y 2 M E A N = 0 m 0 STD D E V — 0 . 0 1 096 1
STRAT EGY 3 MEAN = H U  I  Q 439 STD OEV = 10.675 1 0 961
S TRATEGY 3 MEAN = *"3 « 98 1 STD DEV = 2.0 19 10 961
STRAT EGY 3 M EAN W «  | 9 0 32 STD DEV — 0. 3 04 1 0961
STRATEGY 3 MEAN w * ( ) 9 771 STO DEV = 0.0 33 1 0 961
STRATEGY 3 MEAN = '** 0 9 56 2 STD DEV = 0.004 1 0961
S T RATEGY 3 M EAN = «*o 9 453 STD DEV ■= 0.003 1 0 961
STRATEGY 3 MEAN = 0 9 0 STO DEV ■ = o . o 1 0961
ST R A T E G Y 3 MEAN = 7 9 068 STD DEV = 6. 354 * 10 961
STRAT EGY 3 MEAN 0 9 0 STD DEV = 0.0 10961
STRATEGY 3 MEAN = 0 9 0 STD DEV = 0.0 1 0961
STRATEGY 3 MEAN 0 9 0 STD DEV — o.o 1 096 1
STRATEGY 3 MEAN = 0 9 0 STD DEV = o.o 1 0 961
182
STRAT EGY 1 MEAN = 3. 538 STO OEV '= 1.677
STRATEGY 1 MEAN = 0 . 49 0 STD DEV = 0.414
STRAT EGY 1 MEAN — 0 . 1 OS STO DEV = 0 . 3 63
STRAT EGY 1 MEAN = *--0 .102 STD DEV — 0.441
STRATEGY 1 MEAN = ""0 • 49 1 STD DEV = 0.067
STRAT EGY 1 MEAN = ■“*0 . 4 30 STD DEV — 0 .075
STRATEGY 1 MEAN = *“0 • 367 STD DEV — 0.091
s t r a t e g y I M EAN — 0 .0 STD OEV - o•o
S T RATEGY 1 MEAN = 0.0 STD DEV = 0.0
STRATEGY 1 MEAN — 0.0 STD OEV ■= 0.0
STRATEGY 1 M EAN — O•o STD DEV = o . o
S T RA TE GY 1 MEAN - o•o S T D DEV = 0.0
1 0962 





1 0 962 
1 0962 











STRAT EGY 2 MEAN
STRATEGY 2 MEAN
STRAT EGY 2 MEAN









STRATEGY 3 m e a n
STRATEGY 3 MEAN
STRATEGY 3 MEAN
STRAT EGY 3 MEAN
STRATEGY 3 MEAN
“•5. 918 STD DEV = 5.261
“»• 1 . 1 9 8 STD DEV •= 1 .453
*«0 .246 STD DEV = 0.7 1 1
0 .1 39 STD DEV = 0.562
•**0 .23 0 STD DEV = 0. 0 09
0 .0 STD OEV o . o
0 . 0 STD DEV = o « o
0 „0 STD DEV .= o • o
0 .0 STO DEV ■= 0 . 0
0 .0 STD DEV = o.o
0 .0 STD DEV = o.o
0 .0 STD DEV — 0.0
-7. 32 6 STD OEV — 5.221
1 • 555 STD DEV = 1 . 585
1 . 56 1 STD DEV = 1.665
7 .76 I STD DEV - 4.4 63
6 .8 7 3 STD DEV — 5.1 39
1 . 625 STD DEV = 0.317
1 2 .362 STD DEV — 8.037
0 .0 STD DEV = 0.0
0 .0 STD DEV = o•c
o .0 STD DEV = o*o
0 .0 STD DEV = o.o












1 0 96 2
1 0 962 







1 0 962 
10962 




RANDOM SELECTION STRATEGIES MARCH, 1968, 
TO SEPTEMBER, 1969, OPTIONS
S T R A T E G Y 1 M E A N = «> i 2 • 473 S T D D E V = 6 * 370 1 0 36 8
S T R A T E G Y 1 M E A N = ““6 • 8 6 8 STD DE V •= 3 . 5 2 9 1 036 8
s t r a t e g y 1 M E A N = • 92 7 STD DE V = 1.1 65 1 0 3 6 0
s t r a t e g y 1 M E A N = 144 S T D DEV ■= 0 .334 1 0 3 6 8
s t r a t e g y 1 M E A N = 3 176 STD OEV = 0 .559 1 0 3 6 8
s t r a t e g y 1 M EA N = 4 • 026 STD DE V 0 . 5 5 0 1 0 3 6 8
s t r a t e g y 1 M E A N = *3 •982 STD OEV = 0 .685 1 0 3 6 8
s t r a t e g y .1 M E A N = Vtt •9 6 6 STD DEV - 0 .3 85 1 0 3 6 8
s t r a t e g y 1 M E A N - 3 • 44 5 STD D E V — 2 .538 1 0.368
S T R A T E G Y 1 ME A N = *“ 0 • 1 1 2 ST D DEV — 0 . 1 5 4 1 0 3 6 8
S T R A T E G Y 1 M E A N = — 0 •027 STD D E V = 0 . 0 85 1 0 3 6 8
S T R A T E G Y 1 M E A N = 0 • 0 STD DEV = 0 . 0 1 0 3 6 8
S T R A T E G Y 2 m e a n = •“•24. 0 1 4 ST D DEV ■= 1 3.2 3.3 1 0 3 6 8
S T R A T E G Y 2 M E A N = 4 . 8  21 S TD O E V = 2. 089 1 0 3 6 8
S T R A T E G Y 2 M E A N = - 1 . 2 5 9 ST D DE V 0.3 03 1 0 3 6 8
S T R A T E G Y 2 M E A N .= o*o S T D DE V •= 0 . 0 1 0 368
S T R A T E G Y 2 ME A N = 0  . 0 STO DE V — c•o 1 0 36 8
S T R A T E G Y 2 M E A N -• 0  . 0 STD DEV = 0 . 0 1 0 3 6 8
S T R A T E G Y 2 M E A N = 0  . 0 ST O DEV = 0 . 0 1 0 3 6 8
S T R A T E G Y 2 M E A N = 0 . 0 ST D DEV = 0  . 0 1 0 3 6 8
S T R A T E G Y 2 ME A N = ’“0 .10 4 STD DEV ■= 0 . 1 2 3 1 0 3 6 8
S T R A T E G Y 2 M E A N = 0  . 158 S T D DE V = 0 . 0 5 2 1 0 3 6 8
S T R A T E G Y 2 M E A N = 0 . 1 1 1 ST D DEV — 0 . 0 34 I 0 3 6 8
S T R A T E G Y 2 M E A N = o . o S T D DEV — 0 . 0 1 0 3 6 8
S T R A T E G Y 3 MEAN *<"2 3. 0 1 6 S T D DEV = 2 1.742 1 0 3 6 8
S T R A T E G Y 3 iMEAN = 1 t .228 S T D DEV 2 9 . 9 5 3 1 0 3 6 8
S T R A T E G Y 3 MEAN = 44 . 4  56 S T D DEV = 71 .382 1 03 68
S T R A T E G Y 3 MEAN •= 1 2 3 . 0  1 1 S T D DEV = 7 0 . 2 2 6 1 0 3 6 8
S T R A T E G Y 3 MEAN = 1 5 4 . 8 4 2 STD DEV 5 . 7 8 6 1 0 3 6 8
S T R A T E G Y 3 MEAN = 3 3 2 . 8 1 0 STD DEV = 10 7.121 1 0 3 6 8
S T R A T E G Y 3 MEAN = 4 8 7 . 3 7 4 S T O DEV .= 2 3 5 . 6 6 7 1 0 3 6 8
S T R A T E G Y 3 MEAN = c•o S T D DEV — 0 . 0 1 0 3 6 8
S T R A T E G Y .3 MEAN 7 3 0 . 5 7 6 S T D DEV 2 3 8 . 5  87 1 03 6  8
S T R A T E G Y 3 MEAN = O . c S T D DEV = 0 . 0 1 0 3 6 8
S T R A T  EGY 3 MEAN = 0 . 0 S T D DEV = 0 . 0 1 0 368
s t r a t e g y 3 MEAN = o•O S T D DEV = 0 . 0 1 0 3 6 8
STRATEGY 1 MEAN — A . 20 7 STD DEV = 5.6 99 1 0 369
STRATEGY 1 MEAN ■= 3. 226 STD DEV = 2.300 1 0369
STRAT EGY 1 MEAN - " 0 . 0 4  5 STD DEV 1 . 1 95 1 0369
s t r a t e g y 1 MEAN — 1 . 69 8 STD DEV 0.5 73 1 0369
STRATEGY 1 MEAN = 1 .777 STD DEV — 0.6 72 .1 0 369
STRATEGY 1 MEAN = 0.660 STD DEV = 0 .4 02 1 036 9
STRATEGY 1 MEAN = “"0 . 990 STD DEV = 0.2 56 1 0 369
STRATEGY 1 MEAN = “"2 • 0 51 STD DEV = 0.271 1 0369
STRAT EGY 1 MEAN = *■“1.4 3 4 STD DEV ■= 0.716 1 0369
STRATEGY 1 MEAN = . 999 STD DEV — 0.001 10 369
STRATEGY 1 MEAN = 0 . 0 STD DEV o.o 1 0369
STRAT EGY 1 MEAN o • o S T D DEV = 0 . 0 1 0369
STRATEGY 2 MEAN = •"2 2 .0 78 STD DEV - 13.2 56 1 0369
STRATEGY 2 MEAN = re. 3 .040 STD DEV - 3 .738 1 0369
s t r a t e g y 2 MEAN = ,i.O.783 STD DEV = 0. 1 34 1 0369
STRATEGY 2 MEAN = 2 .459 STD DEV = 0.167 1 0369
STRATEGY 2 MEAN = 1 .029 STD DEV = 1 .844 1 0369
STRATEGY 2 MEAN = 0 . 0 STD DEV = o • o 1 0369
STRATEGY 2 MEAN .= 0 .0 STD DEV = 0.0 10369
STRATEGY 2 M EAN = 0 .0 STD DEV = o9o 10 369
STRATEGY 2 MEAN = 0 . 0 STD DEV — 0.0 1 0369
STR A T E G Y 2 MEAN = 0 . 0 STO DEV = c9o 1 0 36 9
STRATEGY 2 MEAN = 0 . 0 STD DEV = o9o 1 0369
STRAT EGY 2 MEAN = 0 . 0 STO OEV = 0.0 1 0369
STRATEGY 3 MEAN = - 18.032 STD DEV = 9.334 1 0369
STRATEGY 3 MEAN = >«5 . 459 STD DEV .= 3.273 1 0369
ST R A T E G Y 3 MEAN 12.0 78 STD DEV — 26•726 1 0369
STRATEGY 3 MEAN = -1.074 STD DEV - 0.114 1 0369
STRATEGY 3 MEAN = -'“0 .6 55 STD DEV 0 . 1 80 I 0369
s t r a t e g y 3 MEAN = c • o S TD DEV - 0.0 1 0369
STRATEGY 3 MEAN .= 46.176 STD DFV — 45.2 12 1 0369
STRATEGY 3 MEAN = 156.47 2 STD DEV = 1 05.680 1 0 369
STRATEGY 3 MEAN = 154.070 STD OEV - 132.357 1 0369
STRATEGY 3 MEAN = o9o S TD DEV ■- 0 .0 1 03 6 9
STRATEGY 3 M EAN = 0.0 STD OEV — 0.0 1 0369
STRATEGY 3 MEAN - O•O S TD DEV - 0.0 1 0369
185
STRATEGY 1 MEAN = • /7 3 STD DEV 9.004 1 0568
S TRATEGY 1 MEAN = “'7 . 178 STD DEV = 3.6 33 1 0568
s t r a t  e g y 1 MEAN = -4. 1 9 9 STD DEV = 1 .5 34 1 0568
s t r a t e g y 1 MEAN = “* 5 • 0 8 5 STD DEV •= 0.515 1 0568
s t r a t e g y 1 MEAN = •"3 .37 2 STD DEV = 1 .247 1 0563
STRATEGY 1 M EAN = - 3 . 3 1 5 STD DEV 0.5 84 10 568
STRATEGY 1 MEAN = -5.6 13 STD DEV - 0 . 384 10568
STRATEGY 1 MEAN — 0 . 0 1 0 STD OEV = 3.390 1 056 8
s t r a t e g y 1 MEAN = 1 . 536 STD DEV = 0.755 1 0568
STRATEGY 1 MEAN = - 0.0 97 STD DEV = 0.276 1 0 56 8
S T RATEGY 1 MEAN = . »0 .08 1 STD DEV = 0.094 1 0 56 8
STRATEGY 1 MEAN = ■“0 .035 STD DEV — 0.076 1 0568
S T R A T E G Y 2 M E A N = *»26*810 STD D E V ■= 15 .3 34 10 568
S T R A T  EGY 2 M EA N - * •* 4 . 75 9 STO O E V - 2.481 1 0 5 6 8
S T R A T E G Y 2 M E A N = 1 .664 S T D DE V = 0. 344 1 0 56 8
S T R A T E G Y 2 M E A N = 1 . 280 STD DE V ■= 0 . 066 10 568
S T R A T E G Y 2 ME A N = 0 . 0 STD D E V = 0 . 0 1 0 5 6 8
S T R A T E G Y 2 M E A N = 0  .0 STO OEV = o.o 1 0 5 6 8
S T R A T  EGY 2 M E A N = 0  . 0 STD D E V = o«o 1 0 5 6 8
S T R A T E G Y 2 M F A N = 2 « 359 STD DEV = 0 . 0 9 7 1 0 568
S T R A T E G Y p M E A N -= 2 . 559 STD DEV — 0. 058 1 0 5 6 8
S T R A T E G Y 2 M E A N = 0 . 0 ST D DEV .= O•o 1 0 5 6 8
S T R A T E G Y 2 M E A N - 0  . 0 STD DEV = 0 . 0 1 0 5 6 8
S T R A T  EGY 2 M E A N = 0 . 0 STD DE V = 0 . 0 1 0 5 6 8
S T R A T E G Y 3 M E A N = - 2 4 . 0 9 6 STD O E V = I 9.2 38 1 0 5 6 8
S T R A T E G Y 3 M E A N = 4 . 4 9 8 STD DE V = 2 4 . 7 9 0 1 0 5 6 8
S T R A T E G Y 3 M E A N = 4 1 .24 0 ST D DE V = 84.7 21 1 0 56 8
S T R A T E G Y 3 M E A N = 7 2 . 7 8 0 STD D E V = 9 9 . 4 9 0 1 0 5 6 3
S T R A T E G Y 3 M E A N = 125.091 STD D E V - 5 9 . 2 7  I 1 0 5 6 8
S T R A T  EGY 3 M E A N 38 7 . 9 1 9 STD D E V = 3 6 . 1 2 2 1 056 8
S T R A T E G Y 3 M E A N = 39 1 . 129 STO D E V = 1 6 8 . 0 2 9 1 0  56 8
S T R A T E G Y 3 M E A N = 5 5 5 . 9 8 5 STD D E V .= 2 2 1 . 7 4 4 1 0 5 6 8
S T R A T  EGY 3 M E A N = 0 . 0 STD D E V = 0 . 0 1 056 8
S T R A T E G Y 3 m e a n •= 0 . 0 STD D E V = 0 . 0 1 056 8
s t r a t e g y 3 M E A N = 0 . 0 STD D E V = 0 . 0 1 0 56 8
s t r a t e g y 3 M E A N - 0 . 0 STD DE V = 0 . 0 .1 0 5 6 8
186
S T R A T E G Y 1 ME A N = 3 « 104 STD O E V 4. 189 1 0 5 6 9
S T R A T E G Y 1 M E A N = I•76 3 STO D E V - 1 .33 5 1 0 5 6 9
s t r a t e g y 1 M E A N = “ 0 •54 1 S T O O E V — 1 . 0  1 6 1 0 5 6 9
s t r a t e g y 1 M E A N 1 •032 S T O O E V .= 0 .4 91 1 0 5 6 9
s t r a t e g y 1 ME A N - 1 •40 0 STO O E V = 0 .407 1 0 569
s t r a t e g y I M EA N - 0 •286 STO O E V ■= 0 .341 1 056 9
s t r a t e g y 1 M E A N = “ 0 • 36 7 STD D E V •= 0 .2 03 1 0 56 9
s t r a t  e g y 1 M E A N .= 1 •260 STD D E V — 0 . 193 1 0 5 6 9
s t r a t e g y 1 M E A N = 0 •0 ST D O E V = 0 . 0 1 0 56 9
s t r a t e g y 1 M E A N = 0 •0 S T O D E V — 0  .0 1 0 56 9
S T R A T E G Y 1 ME A N = 0 • 0 STO O E V — 0  .0 1 056  9
S T R A T E G Y 1 M E A N — 0 •0 ST D D E V = 0 . 0 1 0 56 9
S T R A T E G Y 2 ME A N = - 1 5 • 7 5  2 ST D D E V 8 . 1 78 1 0 5 6 9
S T R A T E G Y 2 M EAN = 2 . 736 ST O D E V = 2 . 8  89 10 569
S T R A T E G Y 2 M E A N = “•'0 • 6  7 5 ST O OE V ■- 0 . 0 7 4 1 0 5 6 9
S T R A T E G Y 2 M E A N = 1 .430 ST O O E V = 0 . 3 5 3 1 0 5 6 9
S T R A T E G Y 2 M E A N = 2 . 0 2 1 STD D E V — 0. 204 1 0 5 6 9
S T R A T E G Y 2 M F A N = 0  . 0 S T O O E V — 0 . 0 1 0 569
s t r a t e g y 2 M E A N = 0  . 0 STD DE V •= o.o 1 0 5 6 9
s t r a t e g y 2 M E A N = 0 . 0 STD D E V -= 0 . 0 10 569
s t r a t e g y 2 ME A N = 0 . 0 STD D E V ■= 0 . 0 1 0 5 6 9
s t r a t e g y 2 M E A N .= 0 . 0 STD O E V = o.o 1 0 5 6 9
S T R A T E G Y 2 M E A N = 0  . 0 STD D E V := o.o 1 0 5 6 9
S T R A T E G Y 2 M E A N — o.o S T D D E V = 0 . 0 1 0 5 6 9
S T R A T E G Y 3 M E A N = “*13 .610 STD D E V = 7 . 2 7 7 1 0 5 6 9
S T R A T E G Y 3 M E A N = • 0 36 STD DEV = 2.4 09 1 0 5 6 9
S T R A T E G Y 3 ME A N = 2 1 •4 34 STD D E V = 2 4 . 2 8  1 1 0 5 6 9
S T R A T E G Y 3 M E A N = *r*0 • 831 STD D E V — 0 . 0 64 1 0 5 6 9
S T R A T E G Y 3 M E A N = 3*0 •541 STD O E V •- 0 . 1 1 9 1 0 5 6 9
S T R A T E G Y 3 M E A N = 0 • 0 ST D DE V = 0 . 0 1 05 69
s t r a t e g y 3 M E A N — 5 1 • 141 S T D DE V 4 3 . 0 8 4 1 0 56 9
S T R A T E G Y 3 M E A N - 84 »794 STD O E V ■= 4 5 . 0 6 3 1 0 5 6 9
S T R A T E G Y 3 M E A N =. 0 • 0 STD D E V = c . o 1 0 5 6 9
S T R A T E G Y 3 M E A N - 0 • 0 ST D O E V .= 0 . 0 1 0 5 6 9
S T R A T E G Y 3 M E A N - 0 m0 STD O E V = 0 . 0 1 0 5 6 9
s t r a t e g y 3 M E A N = 0 • 0 ST D D E V .= c.o 1 0 5 6 9
187
S T R A T E G Y 1 M E A N = » 14. 2 24 STD DE V — 1 .249 1 076 8
S T R A T E G Y 1 M E A N = m s • * O S T D D E V = 2 .371 10 768
s t r a t e g y 1 ME A N = * 4 . 2 8 2 STD DE V = 1.092 1 0 76 8
s t r a t e g y 1 M E A N = •™>4 .4 30 STD DE V = 0 . 6 7 3 1 0 7 6 8
S T R A T E G Y 1 M E A N - 3  .145 STD D E V = 0 . 3 0 5 1 0 7 6 8
S T R A T E G Y 1 M E A N = - 3 . 1 2 0 STD D E V = 0 . 5 3 5 1 0 76 8
S T R A T E G Y 1 M E A N = 4. 40 2 ST D D E V = 0 . 7 5 3 1 0 768
S T R A T E G Y 1 M E A N = 2 . 085 STD D E V = 0 . 3 9 5 1 0 7 6 8
S T R A T E G Y 1 M E A N — 1.013 STD D E V = 0 . 6 8 2 I 0 7 6 8
S T R A T E G Y 1 M E A N - ~ 0 .19 1 STD DE V 0 . 2 44 1 0 7 6 8
S T R A T E G Y 1 M E A N = ‘" 0  . 0  8 6 STD D E V = 0 . 0 8 3 1 0 76 8
S T R A T E G Y 1 M E A N = -0 .00 9 ST D DE V = 0 . 0  8 6 1 0 7 6 3
S T R A T E G Y 2 M E A N ""25 0 834 STD D EV 13 . 7 2 4 1 0 76 8
S T R A T E G Y 2 M E A N = o 0 375 STD O E V - 3 0 85 3 I 0 7 6 8
S T R A T E G Y 2 M E A N = rasi J• 589 STD DE V 0 . 3 3 0 1 0 7 6 8
S T R A T E G Y 2 M E A N = Ml J_0 235 STD DE V ■= 0 . 1 7 2 I 0 76 8
S T R A T E G Y 2 M E A N = 0 0 0 STD D E V o . c 1 0 768
S T R A T E G Y 2 M E A N = 0 0 0 STD DEV := 0 . 0 1 0 763
S T R A T E G Y 2 M E A N 5 0 253 STD D E V — 0 . 1 9 2 1 0 7 6 3
S T R A T E G Y 2 ME A N = 0 0 0 STD D E V 0 . 0 1 0 768
S T R A T E G Y 2 M F A N = 0 0 0 STD DEV 0 . 0 1 0 7 6 8
S T R A T E G Y 2 m e a n = 0 0 0 STD DE V '= o«o 1 0 7 6 8
S T R A T E G Y 2 M E A N - 0 0 0 STD D E V o•o 1 0 7 6 8
s t r a t e g y 2 M E A N = 0 0 0 STD D E V — 0  . 0 1 076 8
S T R A T E G Y 3 M E A N = - 2 0 0 266 STD D E V = 12 . 7 1 9 10 768
s t r a t e g y 3 M EA N - 3 0 255 STD D E V = 2 4 . 2 4 9 1 0 76 8
S T R A T E G Y 3 ME A N r= 39 0 070 STD D E V — 8 2 . 0 1 4 10 76 8
S T R A T E G Y 3 ME A N 5 0 339 STD O E V = 24 .4 72 I 076 8
S T R A T E G Y 3 M E A N = 5 1 0 414 STD DE V ■= 95.711 1 0 7 6 8
s t r a t e g y 3 M E A N = 189 0 1 3 4 STD D E V = 1 5 7 . 6 7 2 1 0 7 6 8
s t r a t e g y 3 M E A N = 0 -0 0 STD DEV = 0 . 0 I 0 7 6 8
S T R A T E G Y 3 M E A N = 0 0 0 STD DEV ■= 0 . 0 1 0 7 6 8
S T R A T E G Y 3 M F A N = 0 0 0 STD D E V = o.o 1 0 7 6 8
S T R A T E G Y 3 M EA N = 0 0 0 STD DE V = 0  . 0 1 0 76 8
s t r a t e g y 3 M E A N = 0 0 0 STD DE V =: 0 . 0 1 0 7 6 8
s t r a t e g y 3 M E A N = 0 0 0 STD DE V = oo 1 0 7 6 8
S T R A T E G Y 1 M E A N = 1 .070 STD DE V = 1.341 1 0 7 6 9
S T R A T E G Y 1 M E A N - 0  . 08 6 STD DE V - 1 .058 1 0 769
S T R A T  EGY 1 M E A N = 1 . 74 4 STD DEV ■= 0 . 5 3 3 I 0 76 9
S T R A T E G Y 1 M E A N •= ■“0 .40 0 STD DE V ■= O . fc> 3 6 I 0 7 6 9
S T R A T E G Y 1 M E A N = 0 . 454 STD DEV = O. 1 99 I 0 7 6 9
S T R A T E G Y 1 M E A N = «“0 .17 7 STD D E V = 0.261 1 07 6 9
S T R A T E G Y 1 ME A N o•c S T D D EV = 0 . 0 1 0 7 6 9
S T R A T E G Y 1 M E A N = 0 . 0 STD D E V •= 0 . 0 1 0 76 9
S T R A T E G Y 1 M E A N ■= 0 . 0 STD DEV .= 0 . 0 I 0 769
S T R A T E G Y 1 M E A N — 0 . 0 ST D O EV 0 . 0 1 07 6 9
S T R A T E G Y 1 M E A N - 0 . 0 STD D E V - 0 . 0 I 0 7 6 9
ST RAT  EGY 1 M E A N 0  . 0 ST D DEV •= 0 . 0 1 0 769
S T R A T E G Y 2 M E A N — **'8 *648 STD DEV .= 6 . 0  95 1 076 9
S T R A T  EGY 2 ME A N = ** 2  . 6  55 STD D E V = 1 . 1 05 1 0 7 6 9
S T R A T E G Y 2 M E A N = ”>0 . 369 STD DE V - 0 . 0  1 0 1 0 7 6 9
S T R A T E G Y 2 M E A N = 0 . 370 STD DEV .= 0.141 1 076 9
S T R A T E G Y 2 M EA N - 0 . 743 STD D E V = 0 . 0  97 1 0 7 6 9
S T R A T E G Y 2 M E A N = o.o S T D DEV = 0 . 0 1 0 7 6 9
S T R A T E G Y 2 M E A N .= 0  a 0 STD DEV — 0 . 0 1 0 7 6 9
S T R A T E G Y 2 M E AN = 0  . 0 STD DEV = 0 . 0 1 0 769
S T R A T E G Y 2 ME A N = 0 . 0 ST D DEV - 0 . 0 1 0 7 6 9
S T R A T E G Y 2 M E A N — O.o STD DE V = 0 . 0 1 07 6 9
S T R A T E G Y 2 ME A N = 0  . 0 S T D DE V ■= 0 . 0 1 0 769
S TRAT EGY 2 ME A N .= 0  . 0 STD D E V = 0 . 0 1 0 76 9
S T R A T E G Y 3 M E A N - > » 8 . 782 STD D E V = 6 . 2 9 6 1 076 9
S T R A T E G Y 3 M E A N = 2.0 40 STD DEV = 9 . 5  02 1 0 76 9
S T R A T E G Y 3 M E A N — 13.85 5 S T D D E V ■= 2 3. 0  77 1 07 69
S T R A T E G Y 3 M E A N .= '“0 . 5 6 5 STD D E V = 0. 0 6 5 1 0 7 6 9
S T R A T E G Y 3 M E A N = 0 . 0 ST D DEV — 0 . 0 1 07 6 9
S T R A T E G Y 3 MEA N = 2 4 . 4 2  8 STD D E V - 4 . 3 6 6 1 07 69
S T R A T E G Y 3 M E A N = 0 . 0 S T D DEV = 0 . 0 1 076 9
S T R A T E G Y 3 M E A N = o . o S T D DEV ■= 0 . 0 I 0 7 6 9
S T R A T E G Y 3 ME A N o . o S T D D E V = 0 . 0 1 0 7 6 9
S T R A T E G Y 3 M E A N •= 0 - 0 ST D DEV 0 . 0 1 0 7 6 9
S T R A T E G Y 3 M E A N = O•o S T D D EV .= 0 . 0 1 076 9
S T R A T E G Y 3 M E A N — o•o S T D D EV — 0 . 0 1 0 769
189
S T R A T E G Y I M FAN = o •7 5 3  ' STO D E V = 4. 3 03 1 0 96 8
S T R A T E G Y 1 M E A N = «7 • 0 0  8 ST D DEV = 3. 0  36 1 0 9 6 8
s t r a t e g y 1 M E A N 9 141 STO DE V = 1 . 171 1 09 6 8
s t r a t e g y 1 M E A N - 2 • 37 0 STD DE V — 5 •74 7 1 0 968
S T R A T E G Y 1 M E A N = 1 1 9 321 ST O OEV = 1 .37 6 1 0 96 8
S T R A T E G Y 1 M E A N = a 9 109 STD DE V •= 1 . 3 6 7 1 0 96 8
S T R A T E G Y 1 M E A N - 4 9 468 STO DEV = 0  . 6  76 1 0 9 6 8
S T R A T E G Y 1 M E A N = 2 90 2 4 STD DEV = 0 .4 37 I 0 96 8
s t r a t e g y I M E A N 0 906 4 ST D D E V = 0  .3 40 1 0 9 6 8
S T R A T E G Y I iMEAN = « 0 9 248 SID D E V .= 0 .3 08 1 0 968
S T R A T E G Y 1 M E A N = ->0 • 0 2 1 STD DEV = 0.065 1 0 96 8
S T R A T E G Y I M E A N = 0 9 0  19 STD D E V = 0.1 06 1 0 968
S T R A T E G Y 2 M E A N = *"28 90 25 STD DE V = 1 7. 7 39 1 0 9 6 8
s t r a t e g y 2 M E A N = • 8 3 8 STD DE V - 4. 2 4 2 1 0 9 6 8
s t r a t e g y 2 M E A N = - 2 9 953 STD DEV 1 . 687 I 0 9 6 8
S T R A T  EGY 2 M E A N = 0 -975 2 STO DEV -= 5. 4 6 8 1 0 9 6 8
S T R A T E G Y 2 M E A N — 13 * 732 STD DE V = 1 .44 9 10 968
S T R A T E G Y 2 M E A N = 0 9 0 STD DEV = 0. 0 1 0 96 8
s t r a t e g y 2 M E A N — 0 9 0 STD DEV 0 . 0 1 0 9 6 8
s t r a t e g y 2 M E A N - 0 9 0 S TD DEV ■= 0 .0 1 0 96 8
s t r a t e g y 2 M E A N — 0 9 0 S T D DE V 0 . 0 1 0 9 6 8
s t r a t e g y 2 M E A N — 0 9 0 ST D DEV - 0. 0 1 0 968
s t r a t e g y 2 M E A N = 0 9 0 S T D DEV — 0. 0 1 0 968
s t r a t e g y 2 M E A N = 0 9 0 STD DEV 0 . 0 1 0 9 6 8
S T R A T  EGY 3 M E A N rr ■“ 2  1 99 95 STD D E V - 13.4 71 1 096 8
S T R A T E G Y 3 M E A N = 1 9 70 7 STD D E V •= 2 5 . 5 4 9 1 0 9 6 8
S T R A T E G Y 3 M E A N = 39 9 482 STD O E V 6 6 . 3 8 7 1 0 96 8
S T R A T E G Y 3 M E A N - 6 9 30 0 , STD D E V . = 18 . 0 2 3 1 0 96 8
S T R A T E G Y 3 M E A N ■= *»'0 9 8  76 STD DE V = 0 . 2 6 2 1 09 6 8
S T R A T E G Y 3 M E A N — «>o 9 859 STD DE V = 0 .627 1 0 9 6 8
S T R A T E G Y 3 M E A N = 9 225 ST D D E V = 0 . 5 1 6 I 0 96 8
S T R A T E G Y 3 M E A N = 0 9 0 STD D E V = o*o I 0 9 6 8
S T R A T E G Y 3 M E A N — 0 9 0 STD D E V = 0 . 0 1 0 9 6 3
S T R A T E G Y 3 ME A N = 0 9 0 STD DEV ~ 0 . 0 1 0 9 6 8
S T R A T E G Y 3 M E A N = 0 9 0 S T D D E V = 0 . 0 10 968
s t r a t e g y 3 M E A N r: 0 9 0 STD DEV — 0 . 0 1 0 96 8
IL F 2 2 5 1 P R O G R A M  I N T E R R U P T O L D  P S W  IS FF I 500 0F42 0 0 6 E D 8
190
S T R A T E G Y 1 M E A N
S T R A T E G Y 1 M LAN
S T R A T  EGY 1 M E A N
S T R A T E G Y 1 M E A N
S T R A T E G Y 1 M E A N
S T R A T E G Y 1 M E A N
S T R A T  EGY 1 M E A N
S T R A T E G Y 1 M EAN
S T R A T E G Y 1 M E A N
S T R A T E G Y 1 M E A N
S T R A T E G Y 1 M E A N
S T R A T E G Y 1 ME A N
S T R A T  EGY 2 M E A N
S T R A T E G Y 2 M E A N
S T R A T E G Y 2 M E A N
S T R A T  EGY 2 M E A N
S T R A T E G Y 2 m e a n
S T R A T  EGY 2 M EAN
S T R A T E G Y 2 M E A N
S T R A T E G Y 2 M E A N
S T R A T E G Y 2 M E A N
S T R A T E G Y 2 m e a n
S T R A T E G Y 2 M EAN
S T R A T E G Y 2 M E A N
S TR AT  EGY 3 M E A N
S T R A T E G Y 3 M E A N
S T R A T E G Y 3 M E A N
S T R A T E G Y 3 M EAN
s t r a t e g y 3 M E A N
s t r a t e g y 3 M E A N
S T R A T E G Y 3 M E A N
S T R A T E G Y 3 M E A N
S T R A T E G Y 3 M E A N
S T R A T E G Y 3 M E A N
S T R A T E G Y 3 M E A N
S T R A T E G Y 3 M E A N
" 0 .358 ST D D E V — 0 . 3 6 3
“«■().883 STD D E V = 0 . 6 3 9
‘■ 0 « 372 S T D DEV = 0 . 4 2 0
- 0 . 183 s  ro DEV = 0 . 2 2 0
0 . 0 STD DE V = o•o
0 . 0 STD DEV := o.o
0 . 0 STD DEV = o * o
0 . 0 STD D E V — o * o
0 . 0 STD DEV — 0 . 0
0 . 0 STD D E V = o • o
0 . 0 STD DE V = o»o
0 . 0 5TD D E V — o • o
«.. 6 .115 STD D E V — 3.4 39
pj.0 .89 4 ST D DEV = 0.5 80
™ 0 . 260 STD DE V .= 0 . 0 5 3
0 . 1 34 STD D E V -- 0 . 0 4 9
0 . 0 STD DE V = 0 . 0
0 . 0 STD D E V = o•o
0 . 0 S T D DE V ■= 0 . 0
0 . 0 ST D DEV = o*o
0 . 0 STO D E V = c.o
0 • 0 S T D DE V - 0 . 0
0 . 0 STD D E V = 0 . 0
0 . 0 STD DE V - 0 . 0
»<“0 . 1 78 STO DE V — 7 2 . 4 4 2
7 .579 STD DE V = 3 . 5 3 3
23 • 266 STD D E V 15 .1 12
0 . 0 STD O E V ■= 0 . 0
0 . 0 STD D E V = o.o
0 . 0 STD D E V — 0 . 0
0 . 0 STD DE V ~ c.o
0 . 0 STD D E V - 0 . 0
0 . 0 STD D E V = o•o
0 . 0 STD D E V = o . o
0 . 0 S T D OE V — 0 . 0
0 . 0 S T O DE V - o•o
1 0 9 6 9  
1 0 9 6 9  
1 0 9 6 9  
1 0 9 6 9  
1 0 9 6 9  
1 0 9 6 9  
1 0 969 
1 0 969 
1 0 9 6 9  
1 0 96 9 
10 969 
1 0 96 9
1 096 9 
1 0 9 6 9  
10 969 
1 096 9 
I 0 9 6 9  
1 0 969 
1 0 9 6 9  
1 0 96 9 
1 0 9 6 9  
1 0 96 9 
1 0 9 6 9  
1 0 96 9
1 0 9 6 9  
1 0 969 
1 0 96 9 
1 0 9 6 9  
1 0 96 9 
1 0 9 6 9  
1 0 969  
1 0 9 6 9  
1 0 9 6 9  
1 0 9 6 9  
1 0 9 6 9  
I 0 9 6 9
191
s t r a t e g y 1 M E A N = 50 . 190 ST O DEV ■= 2 8 . 2 6 0 1 1 2 6 8
S T R A T E G Y 1 M EAN - 10 .354 S TO DEV = 3 . 5 7 6 1 1 2 6 8
S T R A T E G Y 1 MEA N = 3. 546 STO O E V '= 1 .452 .1 1 2 6 8
S T R A T E G Y 1 M E A N = 5 • 2 6  6 STO DE V = 0 . 4 2 7 1 1 2 6 8
S T R A T E G Y 1 M EA N = 3.0 34 STD DE V = 0 . 7 0 5 1 1 2 6 8
s t r a t e g y 1 M E A N = 0 .974 STD DEV 0 .8 41 1 1 2 6 8
S T R A T E G Y 1 M E A N — *■*0 .94 7 STD DEV = 0 .29 3 1 1 2 6 8
S T R A T E G Y 1 M EAN = ~ 2 . 4 1 1 STD DEV = 0 . 2 2 6 I 12 6 8
S T R A T E G Y 1 M E A N = *“2 .759 STD DEV = 0 .4 7 5 1 1 2 6 8
S T R A T E G Y 1 M E A N = -■3.49 0 STD DE V ~ 0.4 17 1 1 2 6 8
S T R A T E G Y 1 M EAN = "*2.368 ST D DEV = 0 . 1 2 1 1 1 2 6 0
S T R A T E G Y I MEA N - -2 .64 8 STD OEV •= 0 . 1 2 3 1 1 2 6 8
S T R A T E G Y 2 M EA N = . ■" 25. 626 STD DEV = 22 .209 1 1 2 6 8
S T R A T E G Y 2 M E A N •- *"4.80 0 STD DEV = 7.0 74 1 1 2 6 8
S T R A T E G Y 2 ME A N - 0. 1 34 STD DEV = 3 . 1 2 6 1 1 26 8
S T R A T E G Y 2 M E A N - 1 . 447 STD DE V 3 . 2 4 7 I 1 2 6 8
ST RAT  EGY ? M E A N - 0 . 0 STD DEV o•o 1 1 2  6  8
S T R A T E G Y 2 M E A N = 0 . 0 STO O E V o . o 1 1 26 8
S T R A T F G Y 2 M E A N = 0 . 0 STD D E V 0 . 0 1 1 2 6 8
S T R A T E G Y 2 ME A N = 0  . 0 STD DEV = o • o 1 1 2 6 8
s t r a t e g y 2 M E A N = O•O S T D D E V 0 . 0 1 1 2  6  8
s t r a t e g y 2 ME A N = o•o S T O DEV o.o 1 1 2 6 8
s t r a t e g y 2 M EAN = 0 . 0 STD DEV = o.o 1 1 2 6 8
s t r a t e g y 2 ME A N 0 . 0 STD DEV 0  . 0 1 1 2 6 8
S T R A T E G Y 3 MEA N "■*2 4 . 59 2 STD DE V = 1 4 . 1 32 1 1268
S T R A T E G Y 3 MEA N = «»5 . 7 34 STD DE V 3 . 5 4 2 1 1 2  6  8
S T R A T  EGY 3 M E A N = *~1 .78 3 STD DE V = 0 . 2 6 9 1 1 268
s t r a t e g y 3 ME A N = •*« 1 . 1 1 0 STO DEV 0 . 1 37 1 1 2 6 8
S T R A T E G Y 3 MEAN '”0 . 81 5 STD DEV = 0 . 1 2 7 1 1 2 6 8
S T R A T E G Y 3 MEA N = 2 2.1 73 STO DE V = 2 0 . 2 8 9 1 1 2 6 8
S T R A T E G Y 3 MEA N = 2 9 • 7 0  5 STO D E V = 45 . 3  53 1 1 2 6 8
s t r a t e g y 3 MEA N = 9 6.5 48 STD DEV 6 2 . 7 3 8 1 I 2 6 8
s t r a t e g y 3 MEA N = 2 3 1 . 7 4 0 STD DEV •= 173. 0 8 1 1 1 26 8
S T R A T E G Y 3 MEA N - 2 2 5 . 4 0 7 STD DE V = 1 12. 8 1 0 1 1 2 6 8
S T R A T  EGY 3 MEA N — 0 . 0 STD D E V 0 . 0 I 1 2 6 8
S T R A T E G Y 3 MEA N = 0 . 0 STO DEV ■= 0  . 0 1 1 26 8
192
TABLE 3-B
MEAN RATE OF RETURN FOR EACH OPTION 1957-1962
S T R A T E G Y 1 M E A N R A T E OF R E T U R N — «*18» 232 3
S T R A T E G Y 1 M E A N R A T E OF R E T U R N — - 2 . 0 5 3 3
s t r a t e g y 1 ME A N R A T E OF R E T U R N := « 0 . 775 3
S T R A T E G Y 1 M EA N R A T E OF R E T U R N = •» 1 . 0 1  6 3
S T R A T E G Y 1 M E A N R A T E OF R E T U R N - 0 . 9 9 2 3
S T R A T E G Y 1 M E A N R A T E OF R E T U R N 72 8 3
S T R A T  EGY I ME A N R A T E OF R E T U R N = *»0. 029 3
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = 0 . 2 1 3 3
S T R A T E G Y 1 m e a n r a t e OF r e t u r n = 0 . 6 1 7 3
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = 0. 8 6  9 3
s t r a t e g y 1 ME A N R A T E OF R E T U R N = 0. 65 0 3
S TR AT  EGY 1 ME AN R A T E OF R E T U R N = 0. 45 2 3
S T R A T E G Y 2 m e a n R A T E OF R E T U R N ■= - 2  1.662 3
S T R A T E G Y 2 (MEAN R A T E OF R E T U R N = - 2 . 8 3 8 3
S T R A T E G Y 2 M E A N R A T E O F R E T U R N = - 0 . 2 0 2 3
S T R A T E G Y 2 M E A N R A T E OF R E T U R N .= 0 . 3 1 5 3
S T R A T E G Y 2 M E A N R A T E OF R E T U R N = - 0 . 3 3 4 3
S T R A T E G Y 2 M EAN r a t e OF R E T U R N = — 0 . 1 6  4 3
S T R A T E G Y 2 M E A N R A T E OF R E T U R N — ’" 0 . 1 4 5 3
s t r a t e g y 2 M E A N R A T E OF R E T U R N = 0 . 4 8 7 3
S T R A T E G Y 2 M EA N R A T E OF R E T U R N = 0 . 8 0 3 3
S T R A T E G Y 2 M E A N R A T E OF R E T U R N = 0 . 8 6 9 3
S T R A T E G Y 2 M EAN R A T E OF R E T U R N = 0. 34 0 3
S T R A T E G Y 2 M EA N R A T E OF R E T U R N = 0. 1 42 3
s t r a t e g y 3 M E A N RA TE OF r e t u r n - 1 8 . 9 9 0 3
S T R A T E G Y 3 M E A N R A T E OF R E T U R N = 0 . 6 2 3 3
S T R A T E G Y 3 M E A N R A T E OF r e t u r n = 8 7 . 7 8 0 3
S T R A T E G Y 3 M E A N R A T E OF r e t u r n = 3. 1 67 3
S T R A T E G Y 3 M E A N R A T E OF R E T U R N 5 6. 73 1 3
S T R A T E G Y 3 M E A N R A T E OF R E T U R N — 0  . 0 2 2 3
S T R A T E G Y 3 M EAN R A T E OF R E T U R N = 4 1 . 9 6  7 3
S T R A T E G Y 3 M E A N R A T E OF R E T U R N = 1 3 . 9 8 7 3
S T R A T  EGY 3 M EA N R A T E OF R E T U R N .■= 0 . 0 3
S T R A T E G Y 3 ME A N R A T E OF R E T U R N — o•o 3
S T R A T E G Y 3 MEAN R A T E OF R E T U R N — o•o 3
S T R A T E G Y 3 M EA N R A T E OF R E T U R N = o•o 3
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = "'|38« 231
S T R A T E G Y 1 m e a n R A T E OF R E T U R N = «■ 9 • 694
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = «=•7 ■ 061
S T R A T E G Y 1 M E A N R A T E OF R E T U R N ■=»4. 898
S T R A T E G Y 1 M E A N R A T E OF R E T U R N - *■3* 178
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = 2 7 7
S T R A T E G Y 1 M E A N R A T E OF R E T U R N •= •*2 .072
S T R A T E G Y 1 , M E A N R A T E OF R E T U R N = «1 .5 7 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N ■= “■1 • 1 1 7
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = ““ 0  •6 4 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N — - 0 . 32 2
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = “■ 0 • 1 1 4
s t r a t e g y 2 M E A N R A T E OF R E T U R N = - 2 1  .0 29
S T R A T E G Y 2 ME A N R A T E OF R E T U R N = -4. 2 7 7
S T R A T E G Y 2 M E A N R A T E OF R E T U R N ■= ■■*0 •91 9
S T R A T E G Y 2 M E A N R A T E OF R E T U R N = «**0 .631
S T R A T E G Y 2 M E A N R A T E OF R E T U R N •= 0.2 7 0
S T R A T E G Y 2 M E A N R A T E OF R E T U R N ■= « «0 •322
S T R A T E G Y 2 M E A N R A T E OF r e t u r n '■= “" 0  •341
s t r a t e g y 2 M E A N R ATE OF R E T U R N := ■ "0 «2 4 3
s t r a t e g y 2 M E A N R A T E OF R E T U R N - « " 0 « 076
S T R A T E G Y 2 M E A N R A T E OF R E T U R N = -*“0 . 1 06
S T R A T E G Y 2 M EA N R A T E OF R E T U R N = 0.174
S T R A T E G Y 2 M E A N R A T E OF R E T U R N = 0.2 83
S T R A T E G Y 3 ME A N R A T E OF R E T U R N •= ~ 2 0 . 143
S T R A T E G Y 3 M E A N R A T E OF R E T U R N 47 3
S T R A T E G Y 3 M E A N R A T E OF R E T U R N = 48. 844
S T R A T E G Y 3 M E A N R A T E OF r e t u r n = 71 .61 1
S T R A T E G Y 3 M E A N R A T E OF R E T U R N = 1 33. 58 3
S T R A T E G Y 3 M E A N R A T E OF R E T U R N = 29. 73 8
S T R A T E G Y 3 M E A N R A T E OF R E T U R N = 1 13. 591
S T R A T E G Y 3 M E AN R A T E OF R E T U R N .= - 0 . 056
S T R A T E G Y 3 M E A N R A T E OF R E T U R N = -0.04 0
S T R A T E G Y 3 M E A N R A T E OF R E T U R N °»0 •045
S T R A T E G Y 3 M E AN R A T E OF R E T U R N = 0.0






































S T R A T E G Y 1 m e a n R A T E OF R E T U R N = “ 1 0 « 2 5 9
S T R A T E G Y 1 ME A N R A T E OF R E T U R N — 0 .936
S T R A T E G Y 1 MEAN R A T E OF R E T U R N .= 1 . 2 32
S T R A T E G Y 1 M E A N R A T E OF R E T U R N “ 0 .0 03
s t r a t e g y 1 M E A N R A T E OF R E T U R N = »*0 B59 6
S T R A T E G Y 1 M EA N R A T E OF R E T U R N = ‘“0 B 634
S T R A T  EGY 1 M E A N R A T E OF R E T U R N .= ‘"O b 2 76
S T R A T E G Y 1 M E A N R A T E OF R E T U R N '= ” 0 b 067
S T R A T E G Y 1 M E A N R A T E OF r e t u r n ■= '“ O b 197
S T R A T E G Y 1 M EAN R A T E O F R E T U R N = i O B 1 1 3
s t r a t e g y 1 ME A N R A T E OF R E T U R N = “ * 0 B 009













S T R A T E G Y 2 ME A N R A T E OF R E T U R N ■= 1 9 B 5 36
S T R A T E G Y 2 M EAN R A T E OF R E T U R N *“3 B 345
S T R A T E G Y 2 MEA N R A T E OF R E T U R N ■= 0 . 172
S T R A T E G Y 2 M E A N R A T E OF R E T U R N •- " O b 9 15
S T R A T E G Y 2 M E A N R A T E OF R E T U R N = ‘“O b 297
S T R A T E G Y 2 m e a n R A T E OF r e t u r n — » 0 «223
S T R A T E G Y 2 M E A N R A T E OF R E T U R N ”"0 B 053
S T R A T E G Y 2 M E A N R A T E OF R E T U R N = 0 .483
S T R A T E G Y 2 M E A N R A T E O F R E T U R N = 0 .413
S T R A T E G Y 2 M EAN R A T E OF R E T U R N = 0 . 0
S T R A T E G Y 2 M EAN R A T E OF R E T U R N = 0 .344













S T R A T E G Y 3 M EA N R A T E OF r e t u r n = - 2 0 • 062
S T R A T E G Y 3 ME A N R A T E OF R E T U R N = •j»2 • 6 8 8
S T R A T E G Y 3 M E A N R A T E OF r e t u r n »o 344
S T R A T E G Y 3 ME A N R AT E OF R E T U R N = 35 •60 7
S T R A T E G Y 3 ME A N R AT E OF R E T U R N = 4 1 • 2 5 2
S T R A T E G Y 3 ME A N R A T E OF R E T U R N ■= 51 •517
S T R A T E G Y 3 ME A N R A T E OF R E T U R N — 23 « 127
S T R A T E G Y 3 M EAN R A T E OF R E T U R N = 0 *3 0 8
S T R A T  EGY 3 ME A N R A T E OF R E T U R N = 75 « 245
S T R A T E G Y 3 MEA N R A T E OF R E T U R N — 27 • 8 6 6
S T R A T E G Y 3 ME A N r a t e OF R E T U R N •= 39 • 99 7














s t r a t e g y 1 M E A N R A T E OF R E T U R N ™ 0 » 7 1 3 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = 2 . 2 4 5 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N .= 1 .726 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = 1 . 768 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N .= I .928 9
s t r a t e g y 1 M E A N R A T E OF R E T U R N = 1 . 0 1 4 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N = 0 . 6 5  6 9
S T R A T E G Y 1 m e a n R A T E OF R E T U R N ■= 0.541 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N .■= 0 . 5 8 5 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N — 0 . 6 6 9 9
S T R A T E G Y 1 ME A N R A T E OF R E T U R N - 0 . 5 5 4 9
S T R A T E G Y 1 M E A N R A T E OF R E T U R N - 0 . 5 4 4 9
S T R A T E G Y 2 M E A N R A T E OF R E T U R N ~ - 1 8 . 0 6 1 9
S T R A T E G Y 2 M E A N R A T E OF R E T U R N - 2 . 3 1 3 9
s t r a t e g y 2 M E A N R A T E OF RE TURN •= 1 ,478 9
S T R A T E G Y 2 M E A N R A T E OF R E T U R N = 1 . 6 7 0 9
S T R A T E G Y 2 M E A N R A T E OF r e t u r n '= 1 .919 9
S T R A T E G Y 2 M E A N R A T E OF R E T U R N = 0 . 0 9
S T R A T E G Y 2 M E A N R A T E OF R E T U R N 0.813 9
S T R A T E G Y 2 M E A N R A T E OF R E T U R N 0. 830 9
S T R A T  EGY 2 M E A N R A T E OF R E T U R N I .03 0 9
S T R A T E G Y 2 M E A N R A T E OF R E T U R N .= 0 . 8 9 4 9
S T R A T E G Y 2 M E A N R A T F OF R E T U R N r: 0. 574 9
S T R A T E G Y 2 M E A N R A T E OF R E T U R N ■= 0 . 0 5 5 9
S T R A T  EGY 3 M E A N R A T E OF R E T U R N
S T R A T E G Y 3 M E A N R A T E OF R E T U R N
S T R A T E G Y 3 M E A N R A T E OF R E T U R N
s t r a t e g y 3 M F A N R A T E OF R E T U R N
S T R A T E G Y 3 M E A N R A T E OF R E T U R N
S T R A T E G Y 3 M E A N R A T E OF R E T U R N
S T R A T E G Y 3 M E A N R A T E OF R E T U R N
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APPENDIX C
EMPIRICAL DATA FOR PRIOR PROBABILITIES 
This appendix presents the data used in establishing the 
prior probabilities. Tables 1-C, 2-C, 3-C, and 4-C are percentage 
distributions calculated from the frequencies of rates of return 
falling into each time period for the March, May, July, and Sep­
tember contracts respectively for the calendar years 1957-62. The 
same data is not presented for the 1967-68 calendar years by 
contract due to the small frequencies falling into each class. 
Instead, a summary of the frequencies over all contracts is pre­
sented in Table 6-C. Table 5-C is a frequency distribution summar­
izing the data on which Tables 1-C, 2-C, 3-C, and 4-C are based.
Table 7-C compares the posterior probability distributions 
from applying the exact Poisson computational formula and the 
normal approximation in calculating P(A^ B) with r = 35, t = 288.
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TABLE 1-C
PERCENTAGE DISTRIBUTION OF 14 CLASSES OF RATES OF RETURN




Number of Days Contract Was Hel<1
0-5 6-25 26-45 46-65 66-85 86-105 106-136 136-160 161-185 186-210 211-236 236-365
-10.0 or Lower . 58.3 28.2 10.3 3.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
-5.0 to -9.99 19.4 5.6 21.4 11.5 18.4 7.6 0.0 0.0 0.0 0.0 0.0 0.0
-2.0 to -4.99 0.0 1.6 5.1 10.6 4.3 8.4 16.5 0.0 0.0 0.0 0.0 0.0
-1.0 to -1.99 5.6 0.0 0.0 15.0 22.7 15.1 18.3 23.6 0.0 0.0 0.0 0.0
-0.5 to -0.99 0.0 1.6 0.0 6.2 19.1 10.1 7.3 23.6 6.2 0.0 0.0 0.0
-0.2 to -0.49 0.0 0.0 3.4 2.7 0.7 5.9 2.4 9.0 13.7 0.8 0.0 1.7
0.0 to -0.19 0.0 0.8 0.0 2.7 1.4 6.7 2.4 1.4 15.5 4.1 2.1 1.7
+0.01 to 40.19 0.0 0.0 0.9 2.7 4.3 8.4 2.4 0.0 4.3 8.3 9.9 10.2
+0.20 to 40.49 0.0 0.8 2.6 7.1 1.4 12.6 2.4 0.0 1.2 9.1 23.4 23.7
40.50 to +0.99 0.0 1.6 1.7 11.5 8.5 1.7 22.0 6.9 16.8 43.8 49.6 62.7
+1.00 to +1.99 2.8 8.9 13.7 7.1 7.1 5.9 20.7 31.9 42.2 33.9 14.9 0.0
+2.00 to +4.99 0.0 18.5 16.2 10.6 12.1 17.6 5.5 3.5 0.0 0.0 0.0 0.0
+5.00 to +9.99 0.0 14.5 24.8 8.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
+10.0 or Greater 13.9 17.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TABLE 2-C
PERCENTAGE DISTRIBUTION OF 14 CLASSES OF RATES OF RETURN




Number of Days Contract Was Held
0-5 6-25 26-45 46-65 66-85 86-105 106-136 136-160 161-185 186-210 211-236 236-365
-10.0 or Lower 55.2 42.5 28.1 23.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
-5.0 to -9.99 13.8 12.4 29.6 31.1 36.0 24.1 1.0 0.0 0.0 0.0 0.0 0.0
-2.0 to -4.99 6.9 0.9 7.4 15.6 32.5 38.8 43.3 47.3 18.6 0.0 1.5 0.0
-1.0 to -1.99 0.0 1.8 0.0 7.4 14.0 11.2 17.5 20.0 29.0 33.8 33.1 36.6
-0.5 to -0.99 0.0 0.9 0.0 1.6 0.0 12.1 21.1 21.3 17.9 20.9 16.5 4.9
-0.2 to -0.49 0.0 0.0 3.0 1.6 0.0 0.0 2.1 0.0 6.2 14.2 17.3 2.4
0.0 to -0.19 0.0 0.9 2.2 0.8 0.0 0.0 0.0 0.0 0.7 7.4 3.8 36.6
+0,01 to +0.19 0.0 0.0 1.5 0.0 0.0 0.0 0.0 0.0 12.4 8.8 2.3 0.0
+0.20 to +0.49 0.0 1.8 9.6 4.1 0.0 0.0 8.2 3.3 6.2 6.8 6.0 0.0
+0.50 to +0.99 0.0 2.7 0.0 2.5 0.0 0.0 4.6 7.3 7.6 7.4 16.5 0.0
+1.00 to +1.99 0.0 14.2 3.7 5.7 0.0 0.0 2.1 0.7 1.4 0.7 3.0 19.5
+2.00 to +4.99 6.9 7.1 14.8 5.7 17.5 13.8 0.0 0.0 0.0 0.0 0.0 0.0
+5.00 to +9.99 6.9 5.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
+10.0 or Greater 10.3 9.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TABLE 3-C
PERCENTAGE DISTRIBUTION OF 14 CLASSES OF RATES OF RETURN




Number of Days Contradt Was Held
0-5 6-25 26-45 46-65 66-85 86-105 106-136 136-160 161-185 186-210 211-236 236-365
-10.0 or Lower 50.0 3.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
-5.0 to -9.99 7.5 16.5 3.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
-2.0 to -4.99 5.0 8.7 17.3 19.4 13.2 19.5 7.5 5.7 3.9 0.0 10.6 1.0
-1.0 to -1.99 5.0 1.6 5.1 0.7 18.5 21.9 13.7 11.5 29.6 38.5 13.4 12.5
-0.5 to -0.99 0.0 2.4 5.1 24.5 29.1 12.5 15.8 25.3 5.3 15.6 8.5 0.0
-0.2 to -0.49 5.0 2.4 1.9 7.2 11.3 14.1 11.7 17.8 9.9 4.4 12.0 28.1
0.0 to -0.19 - 0.0 4.7 7.1 5.0 2.6 4.7 4.6 4.6 15.1 4.4 9.2 22.9
+0.01 to +0.19 0.0 3.1 8.3 5.0 4.0 0.0 4.6 2.3 1.3 5.2 7.0 8.3
+0.20 to +0.49 7.5 7.9 2.6 10.8 9.9 3.1 9.2 1.1 5.3 0.0 0.0 4.2
+0.50 to +0.99 0.0 7.9 6.4 2.9 0.7 7.8 17.1 4.6 5.3 0.0 7.0 11.5
+1.00 to +1.99 0.0 8.7 13.5 4.3 2.0 15.6 15.8 27.0 23.7 28.9 19.7 0.0
+2.00 to +4.99 12.5 3.1 7.7 20.1 8.6 0.8 0.0 0.0 0.7 3.0 12.7 11.5
+5.00 to +9.99 2.5 22.0 17.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
+10.0 or Greater 5.0 7.1 3.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TABLE 4-C
PERCENTAGE DISTRIBUTION OF 14 CLASSES OF RATES OF RETURN




Number of Days Contract Was Held,
0-5 6-25 26-45 46-65 66-85 86-105 106-136 136-160 161-185 186-210 211-236 236-365
-10.0 or Lower 16.0 2.1 0.0 0.0 0.0 0.G 0.0 0.0 0.0 0.0 0.0 0.0
-5.0 to -9.99 4.0 14.6 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
-2.0 to -4.99 12.0 2.1 8.3 2.8 0.0 0.0 6.6 19.2 22.0 15.5 20.8 0.0
-1.0 to -1.99 0.0 0.7 0.7 0.7 0.0 0.0 12.6 1.9 0.0 3.9 5.0 9.1
-0.5 to -0.99 0.0 1.4 0.7 7.8 12.8 3.1 3.8 0.0 0.0 0.0 0.0 0.0
-0.2 to -0.49 0.0 2.8 4.1 19.9 12.8 25.4 20.2 0.0 0.0 0.0 0.0 0.0
0.0 to -0.19 0.0 1.4 10.3 3.5 0.9 6.2 2.7 2.9 0.0 0.0 0.8 0.0
+0.01 to +0.19 0.0 4.2 11.7 9.9 2.6 5.4 2.7 4.8 0.0 1.9 7.5 6.4
+0.20 to +0.49 0.0 7.6 6.2 7.1 6.0 18.5 10.9 21.2 14.4 19.4 18.3 60.9
+0.50 to +0.99 0.0 10.4 13.1 5.7 13.7 6.9 10.9 24.0 27.1 8.7 16.7 14.5
+1.00 to +1.99 8.0 14.6 12.4 7.8 12.8 0.0 14.2 0.0 17.8 19.4 10.8 5.5
+2.00 to +4.99 52.0 7.6 20.7 17.7 27.4 33.1 15.3 26.0 18.6 31.1 20.0 3.6
+5.00 to +9.99 4.0 18.1 11.0 17.0 11.1 1.5 0.0 0.0 0.0 0.0 0.0 0.0
+10.0 or Greater 4.0 12.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TABLE 5-C
FREQUENCY DISTRIBUTION OF THE RATES OF RETURN FOR 
THE MARCH, MAY, JULY, SEPTEMBER CONTRACTS 




Number of Days Contract Was Held
0-5 6-25 26-45 46-65 66-85 86-105 106-136 136-160 161-185 186-210 211-236 236-365
-10.0 or Lower 61 91 50 33 0 0 0 0 0 0 0 0
-5.0 to -9.99 15 63 71 51 67 37 2 0 0 0 0 0
-2.0 to -4.99 7 17 55 62 63 80 141 101 59 16 42 1
-1.0 to -1.99 4 5 9 28 76 59 120 86 87 106 69 37
-0.5 to -0.99 0 8 9 54 86 46 98 110 44 52 34 2
-0.2 to -0.49 2 7 17 43 33 58 73 44 46 28 40 29
0.0 to -0.19 0 10 29 16 7 22 20 13 49 22 22 38
+0.01 to +0.19 0 10 33 24 15 17 20 9 27 32 36 21
+0.20 to +0.49 3 24 29 38 24 43 62 29 36 41 63 85
+0.50 to +0.99 0 30 31 28 29 21 106 54 78 73 122 64
+1.00 to +1.99 3 59 60 32 28 27 102 94 127 101 66 14
+2.00 to +4.99 20 46 81 72 82 81 37 32 23 36 42 15
+5.00 to +9.99 4 78 73 34 13 2 0 0 0 0 0 0
+10.0 or Greater 11 60 6 0 0 0 0 0 0 0 0 0
TABLE 6-C
FREQUENCY DISTRIBUTION OF THE RATES OF RETURN FOR 




Number of Days Contract Was Held
0-5 6-25 26-45 46-65 66-85 86-105 106-136 136-160 161-185 186-210 211-236 236-365
-10.0 or Lower 15 14 0 0 0 0 0 0 0 0 0 0
-5.0 to -9.99 2 37 30 30 2 0 4 17 7 0 0 0
-2.0 to -4.99 2 34 88 55 60 66 50 69 31 21 28 10
-1.0 to -1.99 1 42 73 11 3 2 48 32 10 0 0 0
-0.5 to -0.99 17 26 36 5 0 7 71 1 3 11 0 0
-0.2 to -0.49 8 23 22 48 0 26 7 0 9 29 4 0
0.0 to -0.19 1 11 6 10 0 8 0 0 8 18 66 19
+0.01 to +0.19 7 12 1 23 5 27 0 0 5 24 20 10
+0.20 to +0.49 0 13 6 13 34 14 0 0 6 3 0 0
+0.50 tp +0.99 0 5 8 17 24 27 0 0 15 0 0 0
+1.00 to +1.99 3 3 10 31 36 14 0 26 37 0 0 0
+2.00 to +4.99 9 34 12 14 30 3 43 35 10 0 0 0
+5.00 to +9.99 2 12 3 12 3 16 11 0 0 0 0 0
+10.0 or Greater 5 10 0 2 20 1 0 0 0 0 0 0
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TABLE 7-C
COMPARISON OF THE POSTERIOR PROBABILITY FOR r=35, t=288 
DETERMINED BY THE POISSON COMPUTATIONAL FORMULA 
WITH THE NORMAL APPROXIMATION
Rate
of Conditional Joint Posterior
Return Prior Poisson Normal Poisson Normal Poisson Norma]
-200 and Lower • to o .00 .00 .00 .00 .00 .00
-50 to -199 .20 .007411 .00662 .001482 .001324 .078 .068
-49 to +49 .23 .066337 .06552 .015258 .01507 .804 .778
+50 to +199 .23 .009615 .0129 .0022114 .00297 .117 .154
+200 and Greater .14 .000146 .00042 .0000204 .00000 .001 .000




The terms defined in this appendix are peculiar to commodity 
trading and they are defined within the context of the commodity 
market.
Arbitrage - The simultaneous purchase and sale of the same commodity 
in different futures markets. The transaction occurs because of a 
price differential.
Buying In - Closing a position prior to delivery. Otherwise known 
as liquidating a position.
Calendar Year - The Julian Calendar.
Cash Commodity - The physical commodity as opposed to a "future.'’ 
Close 1 Price - The price of the last trade of the day (see Close 2 
Price).
Close 2 Price - The price of the last trade if two trades occur 
almost simultaneously at different prices (sometimes referred to as 
split close).
Crop Year - The fiscal year for a commodity. Wheat's crop year is 
July 1 to July 1.
Distant Contracts - Sometimes referred to as deferred futures.
An imprecise time expression referring to the futures which expire 
in a calendar month more than five months distant from the current 
period.
Delivery Month - The month in which the commodity is to be delivered. 
Usually synonymous with the option month.
Downside risk - A subjective probability estimate by an investor 
of the possible drop in value of an investment in a specified 
time period.
Future - A contract to be completed at a future date by delivery 
of the commodity.
Hedge - The sale (purchase) of a commodity futures contract which 
is offset by the ownership (sale) of a.cash commodity.
Long - The purchase of an option. An agreement to pay a specified 
price upon receipt of the commodity on a specified future date.
Long Position - The speculator has more outstanding contracts 
calling for receipt of the commodity than he has for the future 
delivery of the commodity.
Margin - The cash deposit required on a futures contract as evidence 
of the investor's intent to fulfill the contract.
Near-Term Contracts - An imprecise time expression referring to the 
futures which expire within the next three calendar months from the 
current time period.
Hew Crop - The commodity to be produced from the next crop.
Old Crop - The commodity produced from the current crop or some 
preceding year.
Open Contract - A contract which has not been completed either by 
delivery of the commodity, sale, or repurchase of the contract, or 
by receipt of the commodity.
Open Interest - The actual quantity (number) of unliquidated 
contracts.
Option - The right to sell (purchase) a specified commodity at a 
specified price on or before a specified date.
Outstanding Contracts - A contract which has not been closed out 
(see Open Contracts).
Position - The speculator's open contracts (net short or long 
position).
Short Sale - The sale of a specified commodity for later delivery. 
The seller might or might not own the cash commodity.
Speculator - A party to a futures contract. Used synonymously 
with the term investor in the text.
Stop-Loss - An order placed below the current market price which 
automatically becomes a market order when the market price of the 
commodity falls to the stop-loss order point.
Straddle - A speculator has taken two positions: (1) a short
position in one delivery month, and (2) a long position in another 
delivery month. Sometimes, one of the positions is taken in another 
commodity which has a similar price movement.
Striking Price - The price at which the transaction occurred.
Volume - The total number of futures transactions for a specified 
period.
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