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Abstract In this paper, the fixed-time stability of a novel proximal dynamical system is
investigated for solving mixed variational inequality problems. Under the assumptions of
strong monotonicity and Lipschitz continuity, it is shown that the solution of the proposed
proximal dynamical system exists in the classical sense, is uniquely determined and con-
verges to the unique solution of the associated mixed variational inequality problem in
a fixed time. As a special case, the proposed proximal dynamical system reduces to a
novel fixed-time stable projected dynamical system. Furthermore, the fixed-time stability
of the modified projected dynamical system continues to hold, even if the assumptions of
strong monotonicity are relaxed to that of strong pseudomonotonicity. Connections to con-
vex optimization problems are discussed, and commonly studied dynamical systems in the
continuous-time optimization literature are shown as special cases of the proposed prox-
imal dynamical system considered in this paper. Finally, several numerical examples are
presented that corroborate the fixed-time convergent behavior of the proposed proximal dy-
namical system.
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1 Introduction
In this paper, the mixed variational inequality problem (MVIP) of the form:
Find x∗ ∈ Rn such that 〈F(x∗),x− x∗〉+g(x)−g(x∗)≥ 0 for all x ∈ Rn, (1)
is considered, where F : domg → Rn is an operator and g : Rn → R∪ {∞} is a proper,
lower semi-continuous convex function with domg := {x ∈ Rn : g(x) < ∞}. The MVIP is
succinctly represented by MVI(F,domg). Note that solving the MVIP is equivalent to the
problem of solving a generalized equation of the form:
Find x∗ ∈ Rn such that 0 ∈ F(x∗)+∂g(x∗),
where the sub-differential mapping ∂g :Rn⇒ Rn is maximal monotone (see [36]).
In particular, the focus of this paper is on designing dynamical systems such that their
solutions converge to the solution of the MVIP in a fixed time, starting from any given
initial condition.1 MVIPs have numerous applications in optimization (see, e.g., [14, 18]),
game theory (see, e.g., [8, 37]), control theory (see, e.g., [5, 29]), and other related areas
(see, e.g., [26]). Many numerical methods ranging from discrete-time gradient based ap-
proaches to continuous-time gradient flows have been proposed for solving MVIPs. Prox-
imal point algorithms are the most commonly used approaches for solving MVIPs. While
earlier approaches to solving variational inequality problems show asymptotic convergence
of proximal point algorithms (see, e.g., [16,19]), some of the more recent works have shown
exponential convergence to the equilibrium points (see, e.g., [13, 22]).
The function g in (1) is not necessarily differentiable, for instance, if it is required that
the solution of the MVIP belongs to a non-empty, closed convex set C ⊆ Rn, then g can be
chosen as the indicator function, i.e., g= δC , where
δC (x) =
{
0, if x ∈ C ;
∞, otherwise
and the MVIP reduces to a variational inequality problem (VIP) of the form:
Find x∗ ∈ C such that 〈F(x∗),x− x∗〉 ≥ 0 for all x ∈ C . (2)
The VIP is succinctly represented by VI(F,C ). Projection methods can be used to solve the
VIP, particularly when the projection mapping is easier to compute in a closed-form, and
are quite popular in the literature.
While the treatment of MVIPs is done in full generality in this paper, special emphasis
is placed on convex optimization problems. Note that a convex optimization problem of the
form:
min
x∈Rn
f (x)+h(x),
with f : domh→ R being a differentiable convex function and h : Rn → R∪{∞} being a
proper, lower semi-continuous convex function, is equivalent to an MVIP with the operator
1 The notion of fixed-time stability is defined formally in Definition 1.
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F = ∇ f and the function g = h in (1). Similarly, also consider the convex-concave saddle
point problem given by:
min
x1∈Rn1
max
x2∈Rn2
f (x1,x2)+h1(x1)−h2(x2),
where f : domh1 × domh2 → R is a differentiable convex-concave function, h1 : Rn1 →
R∪{∞} and h2 : Rn2 → R∪{∞} are proper, lower semi-continuous convex functions. This
saddle point problem can be re-cast as an MVIP, by letting x = [xT1 x
T
2 ]
T, the operator F =
[∇x1 f
T −∇x2 fT]T and the function g= h1+h2 in (1). Hence, a large class of optimization
problems can equivalently be re-formulated as MVIPs.
The use of dynamical systems has emerged as a viable alternative for solving VIPs with
a particular focus on optimization problems (see, e.g., [3, 8, 20, 22, 23, 28]). This viewpoint
allows tools from Lyapunov theory to be employed for the design and analysis of novel
dynamical systems that converge to the solution of a VIP. Under the assumptions of mono-
tonicity and strong monotonicity on the operator F in (2), it is shown in [41, 42] that the
solution of the VIP is globally asymptotically stable and globally exponentially stable, re-
spectively, for the corresponding projected dynamical system. The authors in [20] relax the
assumption of strong monotonicity by showing exponential convergence under the assump-
tions of strong pseudomonotonicity and Lipschitz continuity on the operator F in (2). The
exponential convergence results are further generalized in the context of non-smooth convex
optimization problems, in [22], under the assumptions of strong monotonicity and Lipschitz
continuity on the operator F in (1).
In contrast to the aforementioned results with asymptotic or exponential stability guar-
antees, that pertain to convergence to an equilibrium point in an infinite time, in this paper,
novel proximal dynamical systems are introduced so that the convergence is guaranteed in
a fixed time. In [7], the authors introduced the notion of finite-time stability of an equilir-
brium point, where the convergence of the solutions to the equilibrium point, is guaranteed
in a finite time. The authors also give sufficient conditions for the finite-time stability of
an equilirbrium point, in terms of the existence of a Lyapunov function. Under this notion,
the settling-time, or time of convergence, depends upon the initial conditions and can grow
unbounded with the distance of the initial condition from an equilibrium point. A stronger
notion, called fixed-time stability, is developed in [32], where the settling-time has a finite
upper bound for all initial conditions.
While there is some work on finite- or fixed-time stable schemes for certain classes of
convex optimization problems, to the best of the authors’ knowledge, this is the first paper
proposing fixed-time stable proximal dynamical systems for MVIPs or general non-smooth
convex optimization problems. In [12], authors show finite-time convergence of solutions of
the normalized gradient flow to a minimizer of the unconstrained convex optimization prob-
lem. The authors in [9] consider convex optimization problems with equality constraints,
and design a dynamical system with finite-time convergence guarantees to the minimizer of
the convex optimization problem under the assumption of strong convexity of the objective
function. In [27], the authors design a modified gradient flow scheme with fixed-time con-
vergence guarantees assuming that the objective function is strongly convex. In [17], mod-
ified gradient flow schemes are introduced for unconstrained and constrained convex opti-
mization problems, as well as for min-max problems posed as convex-concave optimization
problems. The work in [17] only considered linear equality constraints, and assumed that
the objective function is continuously differentiable, and satisfies strong or strict convexity,
or is gradient-dominated. The schemes proposed in this paper apply to a broader class of
problems, namely, MVIPs, and non-smooth convex optimization problems arise as special
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cases of the general framework considered in this paper. The proposed work has two main
contributions:
(i) A novel modified continuous-time proximal dynamical system for solving MVIPs is
proposed, and existence and uniqueness of solutions, as well as their convergence to the
unique solutions of the corresponding MVIPs are shown.
(ii) Tools from fixed-time stability theory are leveraged to demonstrate global fixed-time
convergence to the equilibrium point, i.e., all solutions of the modified proximal dynam-
ical system converge to the solution of the associated MVIP in a fixed time irrespective
of the initial conditions.
Since proximal dynamical systems are generalizations of projected dynamical systems, the
results naturally extend to global fixed-time stability of suitably modified projected dynam-
ical systems. Furthermore, a large class of optimization problems, namely convex optimiza-
tion problems with and without constraints, as well as convex-concave optimization prob-
lems with or without constraints, arise as special cases of MVIPs, and hence, can be solved
using the proposed schemes in this paper. To the best of authors’ knowledge, fixed-time
stability of continuous-time dynamical systems for solving MVIPs has not been explored
earlier, and hence, the results of this paper substantially improve and extend the existing
results available in the literature.
The rest of the paper is organized as follows. Some useful definitions in stability theory,
convexity of functions, monotonicity and Lipschitz continuity of operators are reviewed in
Section 2. The nominal proximal dynamical system is described in Section 4. The modified
proximal dynamical system is described in Section 4 and it is shown that the solutions of the
proposed proximal dynamical system exist globally and are unique, and are globally fixed-
time convergent to the equilibrium point. The proposed method is then validated through
several numerical examples in Section 5. The paper is concluded with detailed discussions
and directions for future work.
2 Preliminaries
Some useful definitions on the various notions of stability of an equilibrium point of a vector
field, convexity of functions, monotonicity and Lipschitz continuity of operators, together
with a few supplementary results are reviewed below. In what follows, an inner product on
R
n is denoted by 〈·, ·〉, and ‖ · ‖ :=√〈·, ·〉 denotes the induced norm.
2.1 Notions of Stability
Consider the autonomous differential equation:
x˙(t) = f (x(t)), (3)
where f : Rn → Rn and f (0) = 0, i.e., the origin is an equilibrium point of (3).2
Definition 1. The origin of (3) is said to be:
(i) Lyapunov stable or simply, stable, if for every ε > 0, there exists δ (ε)> 0 such that if
‖x(0)‖< δ , then ‖x(t)‖< ε for all t ≥ 0.
2 It is assumed that solutions of (3) exist in the classical sense and are uniquely determined.
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(ii) Globally asymptotically stable, if it is stable, and for any x(0) ∈ Rn, the solution of (3)
satisfies limt→∞ x(t) = 0.
(iii) Globally exponentially stable, if it is globally asymptotically stable, and there exists
a,γ > 0 such that
‖x(t)‖ ≤ ae−γ t‖x(0)‖.
(iv) Globally finite-time stable, if it is stable, and there exists a function T : Rn → [0,∞)
such that for any x(0) ∈ Rn, the solution of (3) satisfies limt→T (x(0)) x(t) = 0.
(v) Globally fixed-time stable, if it is globally finite-time stable, and there exists T¯ < ∞,
independent of the choice of the initial condition such that for any x(0)∈Rn, the solution
of (3) satisfies limt→T¯ x(t) = 0.
Lemma 1 (Lyapunov condition for fixed-time stability [32]). Suppose that there exists
a continuously differentiable function V : D → R, where D ⊆ Rn is a neighborhood of the
origin for (3) such that
V (0) = 0, V (x)> 0
for all x ∈D \{0} and
V˙ (x)≤−(a1V (x)γ1 +a2V (x)γ2)γ3
for all x∈D \{0}, with a1,a2,γ1,γ2,γ3 > 0 such that γ1γ3 < 1 and γ2γ3 > 1. Then, the origin
of (3) is fixed-time stable such that
T (x(0))≤ 1
a1γ3(1− γ1γ3) +
1
a2γ3(γ2γ3−1)
for any x(0) ∈ Rn. Furthermore, if the function V is radially unbounded and D = Rn, then
the origin of (3) is globally fixed-time stable.
Remark 1. Lemma 1 provides characterization of fixed-time stability in terms of a Lyapunov
function V . The existence of such a Lyapunov function for a suitably modified proximal
dynamical system constitutes the foundation for rest of the analysis in the paper, where the
above result is used with γ3 = 1.
2.2 Convexity of Functions
Some well-known definitions on the various notions of convexity of functions are given
below (see, e.g., [24] for more details).
Definition 2. Let Ω ⊆ Rn be a non-empty, open convex set. A differentiable function f :
Ω → R is called:
(i) Convex, if
f (x)≥ f (y)+ 〈∇ f (y),x− y〉 for all x,y ∈ Ω.
(ii) Strongly convex with modulus µ , if there exists µ > 0 such that
f (x)≥ f (y)+ 〈∇ f (y),x− y〉+ µ
2
‖x− y‖2 for all x,y ∈ Ω.
(iii) Pseudoconvex, if
〈∇ f (y),x− y〉 ≥ 0 implies f (x)≥ f (y) for all x,y ∈ Ω.
(iv) Strongly pseudoconvex with modulus µ , if there exists µ > 0 such that
〈∇ f (y),x− y〉 ≥ 0 implies f (x)≥ f (y)+ µ
2
‖x− y‖2 for all x,y ∈ Ω.
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2.3 Monotonicity of Operators
Some well-known definitions on the various notions of monotonicity of operators are given
below (see, e.g., [20, 24] for more details).
Definition 3. A mapping F : Ω → Rn, where Ω is a non-empty subset of Rn, is called:
(i) Monotone, if
〈F(x)−F(y),x− y〉 ≥ 0 for all x,y ∈ Ω.
(ii) Strongly monotone with modulus µ , if there exists µ > 0 such that
〈F(x)−F(y),x− y〉 ≥ µ‖x− y‖2 for all x,y ∈ Ω.
(iii) Pseudomonotone, if
〈F(y),x− y〉 ≥ 0 implies 〈F(x),x− y〉 ≥ 0 for all x,y ∈ Ω.
(iv) Strongly pseudomonotone with modulus µ , if there exists µ > 0 such that
〈F(y),x− y〉 ≥ 0 implies 〈F(x),x− y〉 ≥ µ‖x− y‖2 for all x,y ∈ Ω.
Remark 2. It is clear that in the definition above, (ii) implies (i) and (iv); (i) implies (iii);
and (iv) implies (iii).
Proposition 1 (Relationship between convexity of functions and monotonicity of oper-
ators [24]). Let f : Ω → R be a differentiable function on a non-empty, open convex set
Ω ⊆ Rn. Then the function f is convex (respectively, strongly convex with modulus µ and
pseudoconvex) if and only if its gradient mapping ∇ f : Ω → Rn is monotone (respectively,
strongly monotone with modulus µ and pseudomonotone). Furthermore, the function f is
strongly pseudoconvex with modulus µ , if the mapping ∇ f is strongly pseudomonotone with
modulus µ .
2.4 Lipschitz Continuity of Operators
The Lipschitz continuity of an operator is defined as follows:
Definition 4. A mapping F : Ω → Rn, where Ω is a non-empty subset of Rn, is said to be
Lipschitz continuous with Lipschitz constant L, if there exists L> 0 such that
‖F(x)−F(y)‖ ≤ L‖x− y‖ for all x,y ∈ Ω.
3 Proximal Operator and the Proximal Dynamical System
This section provides the definition of a proximal mapping (which are frequently used
in algorithms used to solve non-smooth convex optimization problems), and lays out the
foundation for the proximal dynamical system, proposed in the next section. Recall that
the proximal operator associated with a proper, lower semi-continuous convex function
w : Rn → R∪{∞} is given by:
proxw(x) := argmin
y∈Rn
(
w(y)+
1
2
‖x− y‖2
)
. (4)
Fixed-Time Stable Proximal Dynamical System for Solving MVIPs 7
For solving the MVIP, first consider the following nominal proximal dynamical system:
x˙=−κ (x−proxλg(x−λF(x))) , (5)
where κ ,λ > 0. In what follows, for the sake of brevity, set y(x) := proxλg(x− λF(x)),
where x ∈ Rn. The following lemma establishes the relationship between an equilibrium
point of the nominal proximal dynamical system and a solution of the associated MVIP.
Lemma 2. A point x¯∈Rn is an equilibrium point of (5) if and only if it solvesMVI(F,domg).
Proof. From [6, Proposition 12.26], it follows that
x¯= y(x¯) if and only if 〈(x¯−λF(x¯))− x¯,z− x¯〉+λg(x¯)≤ λg(z),
if and only if λ 〈F(x¯),z− x¯〉+λg(z)−λg(x¯)≥ 0,
if and only if 〈F(x¯),z− x¯〉+g(z)−g(x¯)≥ 0
for all z∈Rn. Hence, x¯∈Rn is an equilibrium point of (5) if and only if it solvesMVI(F,dom
g).
Remark 3. It is shown in [22] that an equilibrium point of (5) is exponentially stable for
a strongly monotone and Lipschitz continuous operator F. Hence, under a suitable stability
property of the equilibrium point of (5), it follows that the nominal proximal dynamical
system can be used to solve the associated MVIP.3
4 Modified Proximal Dynamical System
This section describes a novel proximal dynamical system such that its equilibrium point
is fixed-time stable, and solves the MVIP. In what follows, the following assumptions are
always in place, unless otherwise explicitly stated:
Standing Assumptions. The operator F is:
(i) Strongly monotone with modulus µ .
(ii) Lipschitz continuous with Lipschitz constant L.
The following theorem will be required in the proof of the main result of the paper.
Theorem 1. For every λ ∈
(
0,
2µ
L2
)
, there exists c ∈ (0,1) such that
‖y(x)− x∗‖ ≤ c‖x− x∗‖
for all x ∈ Rn, where x∗ ∈ Rn is a solution of MVI(F,domg).
Proof. For any given x ∈ Rn, from [6, Proposition 12.26], it follows that
〈y(x)− (x−λF(x)),z− y(x)〉 ≥ λ (g(y(x))−g(z)) (6)
for all z ∈ Rn. In particular, for z= x∗ and after making some re-arrangements, (6) reads:
〈y(x)− x,x∗− y(x)〉 ≥ λ (g(y(x))−g(x∗))+λ 〈F(x),y(x)− x∗〉 . (7)
3 The existence and uniqueness of a solution of the MVIP holds for a strongly monotone and Lipschitz
continuous operator F in (1) (see [2, Theorem 3.1]).
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Furthermore, from (1), it follows that
λ (g(y(x))−g(x∗))≥ λ 〈F(x∗),x∗− y(x)〉 . (8)
Using (8), (7) reads:
〈x− y(x),x∗− y(x)〉 ≤ λ 〈F(x∗)−F(x),y(x)− x∗〉 ,
which can re-written as
〈x− y(x),x∗− y(x)〉 ≤ λ 〈F(x∗)−F(y(x)),y(x)− x∗〉+λ 〈F(y(x))−F(x),y(x)− x∗〉 . (9)
From standing assumption (i), the first term in the right hand side of (9) can be upper
bounded as follows:
λ 〈F(x∗)−F(y(x)),y(x)− x∗〉 ≤ −λ µ‖x∗− y(x)‖2. (10)
Using the Cauchy–Schwarz inequality and the standing assumption (ii), the second term in
the right hand side of (9) can be upper bounded as follows:
λ 〈F(y(x))−F(x),y(x)− x∗〉 ≤ λL‖x− y(x)‖‖x∗− y(x)‖. (11)
Using Cauchy’s inequality, the right hand side of (11) can further be upper bounded as
follows:
λL‖x− y(x)‖‖x∗− y(x)‖ ≤ 1
2
‖x− y(x)‖2+ λ
2L2
2
‖x∗− y(x)‖2
and so, (11) reads:
λ 〈F(y(x))−F(x),y(x)− x∗〉 ≤ 1
2
‖x− y(x)‖2+ λ
2L2
2
‖x∗− y(x)‖2. (12)
Using (10) and (12), the right hand side of (9) can be upper bounded as follows:
〈x− y(x),x∗− y(x)〉 ≤ −λ µ‖x∗− y(x)‖2+ 1
2
‖x− y(x)‖2+ λ
2L2
2
‖x∗− y(x)‖2. (13)
Furthermore, the left hand side of (13) can be re-written as
〈x− y(x),x∗− y(x)〉= 1
2
‖x− y(x)‖2+ 1
2
‖x∗− y(x)‖2− 1
2
‖x− x∗‖2. (14)
Using (14), (13) reads:
‖x− y(x)‖2+‖x∗− y(x)‖2−‖x− x∗‖2 ≤−2λ µ‖x∗− y(x)‖2+‖x− y(x)‖2
+λ 2L2‖x∗− y(x)‖2,
which simplifies to
‖y(x)− x∗‖2 ≤ c¯‖x− x∗‖2, (15)
where c¯ := 1
1+2λ µ−λ2L2 . Note that c¯ ∈ (0,1), since by the assumption of the theorem, λ ∈(
0,
2µ
L2
)
and so, (15) can be re-written as
‖y(x)− x∗‖ ≤ c‖x− x∗‖,
where c :=
√
c¯ ∈ (0,1), which completes the proof of theorem, since c is independent of the
choice of x ∈ Rn.
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A novel proximal dynamical system is now introduced, such that its equilibrium point is
fixed-time stable. Let Fix(y) := {x¯ ∈ Rn : y(x¯) = x¯} and consider the modification of (5)
given by:
x˙=−ρ(x) (x− y(x)) , (16)
where
ρ(x) :=
{
κ1
1
‖x−y(x)‖1−α1 +κ2
1
‖x−y(x)‖1−α2 , if x ∈ Rn \Fix(y);
0, otherwise,
(17)
with κ1,κ2 > 0, α1 ∈ (0,1) and α2 > 1.
The following lemma establishes the relationship between equilibrium points of the modi-
fied and nominal proximal dynamical systems.
Lemma 3. A point x¯ ∈ Rn is an equilibrium point of (16) if and only if it is an equilibrium
point of (5).
Proof. Using (17), it is clear that if x¯ ∈ Rn is an equilibrium point of (16), then it is also an
equilibrium point of (5). To show the other implication, it suffices to note that ρ(x) = 0 for
any x ∈ Fix(y).
Remark 4. Lemma 3 shows that the equilibrium points of (5) are same as those of (16)
and also from Lemma 2, it follows that an equilibrium point of (5) coincides with a solution
of the associated MVIP. Hence, the modified proximal dynamical system can be used to
solve the associated MVIP, under the standing assumptions on the operator F in (1), which
guarantee that a solution of the MVIP exists and is unique, and also a suitable stability
property of the equilibrium point of (16), which will be shown in Theorem 2.
The following proposition establishes that the solutions of (16) exist in the classical sense
and are uniquely determined.
Proposition 2. Let X :Rn → Rn be a locally Lipschitz continuous vector field such that
X(x¯) = 0 and 〈x− x¯,X(x)〉> 0
for all x ∈ Rn \{x¯}. Consider the following autonomous differential equation:
x˙(t) =−σ (x(t))X(x(t)), (18)
where
σ (x) :=
{
κ1
1
‖X(x)‖1−α1 +κ2
1
‖X(x)‖1−α2 , if X(x) 6= 0;
0, otherwise,
(19)
with κ1,κ2 > 0, α1 ∈ (0,1) and α2 > 1. Then, starting from any given initial condition, the
solution of (18) exists in the classical sense and is uniquely determined for all t ≥ 0.
The proof of the above proposition is given in Appendix A.
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Remark 5. In the case, when the vector field X is chosen to be the one in (5), i.e., X(x) :=
x− y(x) for any x ∈ Rn, then it can be shown that the vector field X has the property:
〈x− x¯,X(x)〉> 0 (20)
for all x ∈ Rn \ {x¯}. To see this, first note that from [2, Theorem 3.1] and Lemma 2, it
follows that the vector field in (5) has a unique equilibrium point x¯ = x∗, where x∗ ∈ Rn is
the solution of MVI(F,domg), i.e., the set Fix(y) consists only of a single element x¯ = x∗.4
Furthermore, the following equality:
〈x− x¯,x− y(x)〉= ‖x− x¯‖2+ 〈x− x¯, x¯− y(x)〉 , (21)
holds for all x ∈Rn. Using the Cauchy–Schwarz inequality and Theorem 1 (keeping in mind
the fact that x¯ = x∗), the second term in the right hand side of (21) can be lower bounded
and so, (20) reads:
〈x− x¯,x− y(x)〉 ≥ (1− c)‖x− x¯‖2,
where c ∈ (0,1), from which, it follows that (20) holds for all x ∈ Rn \{x¯}.
The following lemma will also be required in the proof of the main result of the paper.
Lemma 4. For every c ∈ (0,1), there exists ε(c) = log(c)
log( 1−c1+c)
> 0 such that
(
1− c
1+ c
)1−α
> c, (22)
for any α ∈ (1− ε(c),1). Furthermore, (22) holds for any c ∈ (0,1) and α > 1.
Proof. The proof for the first claim of the lemma is shown as follows. For any given c ∈
(0,1) and α ∈ (1− ε(c),1), it is clear that the following strict inequality:
(1−α) log
(
1− c
1+ c
)
> log(c),
holds, from which, it follows that the following strict inequality:(
1− c
1+ c
)1−α
> c,
also holds.
The proof for the second claim of the lemma is shown as follows. First note that the
ratio
(
1−c
1+c
)1−α
can be re-written as
(
1+c
1−c
)α−1
for any c ∈ (0,1) and α > 1. Furthermore, it
is clear that the following strict inequality:(
1+ c
1− c
)α−1
> 1,
holds for any c ∈ (0,1) and α > 1, from which, it follows that the following strict inequality:(
1− c
1+ c
)1−α
> c,
also holds.
4 Alternatively, let x∗1 ∈ Rn and x∗2 ∈ Rn be two distinct solutions of MVI(F,domg), where their existence
follows from [2, Theorem 3.1]. Then, from Theorem 1, it follows that ‖x∗1 − x∗2‖ ≤ c‖x∗1 − x∗2‖ and since
c ∈ (0,1), it further follows that a solution x∗ ∈ Rn of MVI(F,domg) is unique. Furthermore, from Lemma
2, it follows that the vector field in (5) has a unique equilibrium point x¯= x∗ , i.e., the set Fix(y) consists only
of a single element x¯ = x∗
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The following theorem establishes the main result of the paper.
Theorem 2. For every λ ∈
(
0,
2µ
L2
)
, there exists ε > 0 such that the solution x∗ ∈ Rn of
MVI(F,domg) is a globally fixed-time stable equilibrium point of (16) for any α1 ∈ (1−
ε ,1)∩ (0,1) and α2 > 1.
Proof. First note that the vector field in (5) is Lipschitz continuous on Rn, which follows
from the Lipschitz continuity of the proximal operator (see, e.g., [6, Proposition 12.28])
and the standing assumption (ii), with a unique equilibrium point x¯ = x∗ (see Remark 5).
Furthermore, it also satisfies the required property, which is assumed in Proposition 2 (see
Remark 5). Hence, from Proposition 2, it follows that starting from any given initial condi-
tion, the solution of (16) exists in the classical sense and is uniquely determined for all t ≥ 0.
Consider now the candidate Lyapunov function:
V (x) :=
1
2
‖x− x∗‖2,
where from Lemma 3, it follows that x∗ ∈ Rn is also the unique equilibrium point of the
vector field in (16). The time-derivative of the candidate Lyapunov function V along the
solution of (16), starting from any x(0) ∈ Rn \{x∗}, reads:
V˙ (x) =−
〈
x− x∗,κ1 x− y(x)‖x− y(x)‖1−α1 +κ2
x− y(x)
‖x− y(x)‖1−α2
〉
=−
〈
x− x∗,κ1 x− x
∗
‖x− y(x)‖1−α1 +κ2
x− x∗
‖x− y(x)‖1−α2
〉
−
〈
x− x∗,κ1 x
∗− y(x)
‖x− y(x)‖1−α1 +κ2
x∗− y(x)
‖x− y(x)‖1−α2
〉
. (23)
Using the Cauchy–Schwarz inequality, the second term in the right hand side of (23) can be
upper bounded and so, (23) reads:
V˙ (x)≤−
(
κ1
‖x− x∗‖2
‖x− y(x)‖1−α1 +κ2
‖x− x∗‖2
‖x− y(x)‖1−α2
)
+
(
κ1
‖x− x∗‖‖x∗− y(x)‖
‖x− y(x)‖1−α1 +κ2
‖x− x∗‖‖x∗− y(x)‖
‖x− y(x)‖1−α2
)
. (24)
Note that by the assumption of the theorem, λ ∈
(
0,
2µ
L2
)
and so, Theorem 1 can be invoked.
Using Theorem 1 and the triangle inequality, the following inequality:
‖x− y(x)‖ ≤ (1+ c)‖x− x∗‖, (25)
holds, where c ∈ (0,1). Similarly, using Theorem 1, the reverse triangle inequality and the
fact that c ∈ (0,1), the following inequality:
‖x− y(x)‖ ≥ (1− c)‖x− x∗‖, (26)
also holds. Using (25), (26) and Theorem 1, the right hand side of (24) can further be upper
bounded and so, (24) reads:
V˙ (x)≤−
(
κ1
(1+ c)1−α1
‖x− x∗‖2
‖x− x∗‖1−α1 +
κ2
(1+ c)1−α2
‖x− x∗‖2
‖x− x∗‖1−α2
)
+
(
cκ1
(1− c)1−α1
‖x− x∗‖2
‖x− x∗‖1−α1 +
cκ2
(1− c)1−α2
‖x− x∗‖2
‖x− x∗‖1−α2
)
=−p1(α1)‖x− x∗‖1+α1 − p2(α2)‖x− x∗‖1+α2 , (27)
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where p1(α1) :=
κ1
(1−c)1−α1
((
1−c
1+c
)1−α1 − c) and p2(α2) := κ2(1−c)1−α2 (( 1−c1+c)1−α2 − c). Fur-
thermore, from Lemma 4, it follows that there exists ε(c) = log(c)
log( 1−c1+c )
> 0 such that (27)
reads:
V˙ (x)≤−
(
a1(α1)V (x)
γ1(α1)+a2(α2)V (x)
γ2(α2)
)
,
with a1(α1) := 2
γ1(α1)p1(α1)> 0 for any α1 ∈ (1−ε(c),1)∩(0,1), where γ1(α1) := 1+α12 ∈
(0.5,1) and a2(α2) := 2
γ2(α2)p2(α2)> 0 for any α2 > 1, where γ2(α2) :=
1+α2
2
> 1. Finally,
the proof can be concluded using Lemma 1.
Remark 6. Theorem 2 establishes fixed-time convergence of the modified proximal dynam-
ical system to the solution of the MVIP. Furthermore, from Lemma 1 (keeping in mind
the final inequality given in the proof of Theorem 2), it also follows that for any given
α1 ∈ (1− ε(c),1)∩ (0,1) and α2 > 1, the following inequality:
T (x(0))≤ 1
a1(α1)(1− γ1(α1)) +
1
a2(α2)(γ2(α2)−1) ,
holds for any x(0) ∈ Rn. Hence, for any given time budget T¯ < ∞, the parameters κ1,κ2,α1
and α2 in (16) can always be chosen in a suitable way so as to achieve convergence under
the given time budget T¯ , irrespective of any given initial condition.
4.1 Modified Projected Dynamical System
In the special case, when the function w in (4), is chosen to be the indicator function of
a non-empty, closed convex set C ⊆ Rn, the proximal operator reduces to the projection
operator, i.e., PC = proxδC , where the projection operator is given by:
PC (x) := argmin
y∈C
‖x− y‖
and so, the nominal proximal dynamical system reduces to a nominal projected dynamical
system:
x˙=−κ (x−PC (x−λF(x))) , (28)
which can be used to solve VIPs (see, e.g., [8,20,31,41]).5 Furthermore, the modified prox-
imal dynamical system now reduces to a novel projected dynamical system:
x˙=−ρ(x) (x−PC (x−λF(x))) . (29)
It is shown in [8,20,31,41] that the equilibrium point of (28) is globally exponentially stable
for a strongly monotone/pseudomonotone and Lipschitz continuous operator F . The follow-
ing corollary of Theorem 2 establishes the global fixed-time stability of the equilibrium
point of the modified projected dynamical system.
Corollary 1. For every λ ∈
(
0,
2µ
L2
)
, there exists ε > 0 such that the solution x∗ ∈ Rn of
VI(F,C ) is a globally fixed-time stable equilibrium point of (29) for any α1 ∈ (1− ε ,1)∩
(0,1) and α2 > 1.
5 The existence and uniqueness of a solution of the VIP holds for a strongly monotone/pseudomonotone
and Lipschitz continuous operator F in (2) (see [40, Theorem 2.1]).
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Remark 7. In the special case of a projection operator, Theorem 1 continues to hold, even
when the standing assumption (i) is relaxed to that of strong pseudomonotonicity (see the
proof of [20, Theorem 2]). Hence, Corollary 1 continues to hold, even when the standing
assumption (i) is relaxed to that of strong pseudomonotonicity. Furthermore, by following
the steps given in the proof of Theorem 2, with κ2 = 0 and α1 = 1, it can be seen that [20,
Theorem 2] is now a special case of Corollary 1, from which only the exponential stability
(instead of fixed-time stability) of the equilibrium point can be concluded now.
4.2 Application to Convex Optimization Problems
Consider the unconstrained convex optimization problem of the form:
min
x∈Rn
f (x)+h(x),
where f : domh→ R is a differentiable convex function and h : Rn → R∪{∞} is a proper,
lower semi-continuous convex function. Note that the above unconstrained convex optimiza-
tion problem subsumes the constrained convex optimization problem of the form:
min
x∈Rn
f (x)
s.t. pi(x) = 0, i= 1, . . . , l,
p j(x)≤ 0, j = l+1, . . . ,m,
where f : Rn → R is a differentiable convex function, pi : Rn → R and p j : Rn → R are
convex functions for every i ∈ {1, . . . , l} and j ∈ {l+ 1, . . . ,m}, by letting C := {x ∈ Rn :
p1(x) = 0, . . . , pl(x) = 0, pl+1(x) ≤ 0, . . . , pm(x) ≤ 0}, which is assumed to be non-empty
and the function h = δC . Furthermore, from [4, Lemma 2.1] or [30, Theorem 1-5.1], it
follows that x∗ ∈Rn is a minimizer of the above unconstrained convex optimization problem
if and only if it solves the MVIP, with the operator F = ∇ f and the function g = h in
(1). Hence, if f : Rn → R is a strongly convex function such that its gradient mapping
∇ f : Rn → Rn is Lipschitz continuous, then from Theorem 2, it follows that x∗ ∈ Rn is
a globally fixed-time stable equilibrium point of (16), with the operator F = ∇ f and the
function g= h.6
5 Numerical Examples
The fixed-time convergent behavior of the modified proximal dynamical system is illustrated
through several examples, which range from solving VIPs to anMVIP and a convex-concave
saddle-point problem. The simulations are performed in MATLAB using the “ode23s” solver
and the results are shown in log-lin plots, so as to have a better visualization of the rate of
convergence.
6 Note that from Proposition 1, it follows that the mapping ∇ f is strongly monotone.
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5.1 Variational Inequality Problems
Example 1 ([38,39]). Let C := {x∈R10 : x1≥ 0, . . . ,x10 ≥ 0} and consider now the operator
F in (2) to be given by:
F(x) = [ f1(x) . . . f10(x)]
T+Ax+b,
where
fi(x) = x
2
i + x
2
i−1+ xi+1xi+ xixi−1, i= 1, . . . ,10,
with x0 = 0 and x11 = 0, the elements of the matrix A ∈ R10×10 are given by:
ai j =


4, if i= j;
1, if i= j+1;
−2, if i= j−1;
0, otherwise
and b = [−1 . . .−1]T ∈ R10. It is not known, if the standing assumptions hold for this ex-
ample, nonetheless, the modified projected dynamical system is still used to find a solution
of the VIP. Figure 1 shows some sample results, with k1 = 10, k2 = 10, α1 = 0.85, α2 = 1.5
and λ = 0.25. Figure 2 shows some sample results for various values of α1 ∈ [0.85,1] and
α2 ∈ [1,1.5], where the color in the plots shift from blue to red as α1 decreases from 1 to
0.85 and α2 increases from 1 to 1.5.
0 0.2 0.4 0.6 0.8 1
10-5
100
0 0.2 0.4 0.6 0.8 1
10-5
100
Fig. 1: Plots of ‖x(t)−y(x(t))‖2 vs. t (Time) and ‖x(t)−x∗‖2 vs. t (Time) for various initial
conditions x(0) ∈ R10.
Example 2 ([23]). Let C := {x ∈ R2 : (x1− 2)2 + (x2− 2)2 ≤ 1} and consider now the
operator F in (2) to be given by:
F(x) = [0.5x1x2−2x2−107 0.1x22−4x1−107]T,
which according to [23] can safely be assumed to be strongly pseudomonotone with modulus
µ = 11 (using a Monte Carlo approach) and also can be shown to be Lipschitz continuous,
with Lipschitz constant L = 5. Since the standing assumptions hold for this example, from
Corollary 1, it follows that for any λ ∈ (0,0.88), the solution of the VIP is a globally fixed-
time stable equilibrium point of the modified projected dynamical system. Figure 3 shows
some sample results, with k1 = 20, k2 = 20, α1 = 0.8, α2 = 1.5 and λ = 0.44. Figure 4
shows some sample results for various values of α1 ∈ [0.8,1] and α2 ∈ [1,1.2], where the
color in the plots shift from blue to red as α1 decreases from 1 to 0.8 and α2 increases from
1 to 1.2.
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0 0.5 1 1.5 2
10-5
100
0 0.5 1 1.5 2
10-5
100
Fig. 2: Plots of ‖x(t)−y(x(t))‖2 vs. t (Time) and ‖x(t)−x∗‖2 vs. t (Time) for various values
of α1 ∈ [0.85,1] and α2 ∈ [1,1.5].
0 0.1 0.2 0.3 0.4 0.5
100
105
0 0.1 0.2 0.3 0.4 0.5
100
105
Fig. 3: Plots of ‖x(t)−y(x(t))‖2 vs. t (Time) and ‖x(t)−x∗‖2 vs. t (Time) for various initial
conditions x(0) ∈ R2.
0 0.1 0.2 0.3 0.4 0.5 0.6
10-5
100
0 0.1 0.2 0.3 0.4 0.5 0.6
10-4
10-2
100
102
Fig. 4: Plots of ‖x(t)−y(x(t))‖2 vs. t (Time) and ‖x(t)−x∗‖2 vs. t (Time) for various values
of α1 ∈ [0.8,1] and α2 ∈ [1,1.2].
5.2 Mixed Variational Inequality Problem
Example 3. Consider the following logistic regression problem with an L1-regularization
term:
min
x∈R10
100
∑
i=1
log
(
1+ exp(−aibTi x)
)
+η‖x‖1,
where ai ∈ {−1,1}, bi ∈ R10, i = 1, . . . ,100 are chosen randomly using the “rand” com-
mand in MATLAB, η > 0 and the non-smooth L1-regularization term is added to prevent
overfitting on the given data. It is not known, if the standing assumptions hold for this exam-
ple, nonetheless, the modified proximal dynamical system is still used to find a solution of
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the above logistic regression problem with an L1-regularization term. Figure 5 shows some
sample results, with k1 = 10, k2 = 10, α1 = 0.9, α2 = 1.1 and λ = 0.01.
0 20 40 60 80 100
10-5
100
0 20 40 60 80 100
10-5
100
Fig. 5: Plots of ‖x(t)−y(x(t))‖2 vs. t (Time) and ‖x(t)−x∗‖2 vs. t (Time) for various initial
conditions x(0) ∈ R10.
5.3 Convex-Concave Saddle Point Problem
Example 4 ([15]). Consider the following two-player continuous game problem:
min
x1∈C
max
x2∈C
x21−2x22+4x1x2−3x1−2x2+1︸ ︷︷ ︸
f (x)
,
where f is the payoff or utility function and C := [0,1] is the set of actions or strategies
available to each player. It can be shown that the operator F : R2 → R2, where F(x) :=
[∇x1 f (x)
T −∇x2 f (x)T]T, is strongly monotone with modulus µ = 2 and also Lipschitz
continuous, with Lipschitz constant L = 4. Since the standing assumptions hold for this
example, from Corollary 1, it follows that for any λ ∈ (0,0.25), the solution of the above
two-player continuous game problem is a globally fixed-time stable equilibrium point of the
modified projected dynamical system. Figure 6 shows some sample results, with k1 = 10,
k2 = 10, α1 = 0.8, α2 = 1.5 and λ = 0.1.
0 0.5 1 1.5 2 2.5 3
10-5
100
0 0.5 1 1.5 2 2.5 3
10-5
100
Fig. 6: Plots of ‖x(t)−y(x(t))‖2 vs. t (Time) and ‖x(t)−x∗‖2 vs. t (Time) for various initial
conditions x(0) ∈ R2.
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6 Discussions
Several numerical examples have been considered in Section 5, which corroborate the fixed-
time convergent behavior of the proposed proximal dynamical system. While methods in-
volving continuous-time dynamical systems to solve MVIPs or optimization problems are
important and have major theoretical relevance, in general, only discrete-time iterative al-
gorithms are of practical significance. It is still an open question as to what would be a
discrete-time analogue of (16), with fixed-time convergence guarantees. In the numerical
examples considered in Section 5, where the standing assumptions hold, it is observed that
the convergence is super-linear and happens within a fixed time, irrespective of any given
initial condition. Actually, this behavior holds for all the numerical examples considered
in Section 5. To show that the convergence properties are still preserved after applying a
suitable discretization scheme to a continuous-time dynamical system, is an active area of
research (see [33–35]). In [33], the authors study a particular class of homogeneous sys-
tems and show that there exists a consistent discretization scheme that preserves the finite-
time convergence property. They extend their results to practically fixed-time stable systems
in [34], where they show that the trajectories of the discrete-time system reach to an arbitrary
small neighborhood of the equilibrium point in a fixed number of time-steps, irrespective of
any given initial condition. The hope is that this theory can further be expanded to include
a more general class of finite- and fixed-time stable systems so as to be able to show that
the fixed-time convergence property is still preserved after applying a suitable discretization
scheme to the proposed proximal dynamical system.
7 Conclusions and Future Work
In this paper, a novel proximal dynamical system is presented such that its solution exists in
the classical sense, is uniquely determined and converges to the unique solution of the as-
sociated MVIP in a fixed time, under the standard assumptions of strong monotonicity and
Lipschitz continuity on the associated operator. Furthermore, as a special case, the proposed
proximal dynamical system reduces to a novel fixed-time stable projected dynamical sys-
tem, where the fixed-time stability of the modified projected dynamical system continues to
hold, even if the assumption of strong monotonicity is relaxed to that of strong pseudomono-
tonicity. Finally, even though, the formulation of the proposed proximal dynamical system
is in continuous-time, through various numerical examples considered in Section 5, it is ob-
served that the proposed proximal dynamical system also exhibits super-linear convergence
properties in the discrete-time setting.
One of the directions for future work is to investigate the fixed-time stability of the pro-
posed proximal dynamical system in the more general setting of Hilbert or Banach spaces.
Also, as mentioned in Section 6, a potential direction for future work is to investigate suitable
“convergence-preserving” discretization schemes for the proposed proximal dynamical sys-
tem, either in the finite- or infinite-dimensional setting. Finally, another potential direction
for future work is to investigate the fixed-time stability of the proposed proximal dynamical
system by further relaxing the assumptions of monotonicity and Lipschitz continuity on the
associated operator.
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A Proof of Proposition 2
Proof. The proof for the first claim of the proposition is shown as follows. First note that the equilibrium
point x¯ ∈ Rn of the vector field X is unique, since under its properties assumed in the proposition, it can
be shown that the equilibrium point x¯ ∈ Rn of the vector field −X is globally asymptotically stable and
hence, it is unique (another way to see this, is to use the Cauchy–Schwarz inequality to upper bound the left
hand side of (20)). Furthermore, the vector field in (18) is continuous on Rn. To see this, it suffices to show
that the vector field in (18) is continuous at x¯ ∈ Rn, since the function σ is continuous on Rn \{x¯} and the
vector field X is assumed to be locally Lipschitz continuous on Rn. To this end, it will suffice to show that
limx→x¯ σ(x)X(x) = 0, which clearly holds, since α1 ∈ (0,1) and α2 > 1. Hence, from [21, Theorem I.1.1],
it follows that for any given x(0) ∈ Rn, there exists a solution of (18) on some interval [0,τ(x(0))], with
τ(x(0))> 0. Furthermore, from [21, Theorem I.2.1] any such solution of (18) on the interval [0,τ(x(0))] has
a continuation to a maximal interval of existence [0, τ¯(x(0))). Consider now the candidate Lypaunov function:
V (x) :=
1
2
‖x− x¯‖2.
The time-derivative of the candidate Lyapunov function V along a solution of (18), starting from x(0) ∈ Rn,
reads:
V˙ (x) =−〈x− x¯,σ(x)X(x)〉 . (30)
Recalling that 〈x− x¯,X(x)〉 ≥ 0 and σ(x)≥ 0 for all x ∈ Rn, it follows that the right hand side of (30) can be
upper bounded and so, (30) reads:
V˙(x)≤ 0.
Hence, V (x(t))≤ V (x(0)) for all t ∈ [0, τ¯(x(0))) and it follows that a solution of (18) defined on the interval
[0, τ¯(x(0))) lies entirely in Kx(0) := {z ∈ Rn : ‖z− x¯‖ ≤ ‖x(0)− x¯‖}. Since the set Kx(0) is compact, from [7,
Proposition 2.1], it follows that τ¯(x(0)) = ∞.
The proof for the second claim of the proposition is shown as follows. For any given x(0) ∈ Rn, let γ be
a solution of (18), with γ(0) = x(0) and consider the following two cases:
(i) Let γ(0) ∈ Rn \ {x¯} and it will be shown that a solution corresponding to the vector field in (18) is
also a solution corresponding to the vector field X , under a suitable reparameterization of time (see,
e.g., [10, 11, Section 1.5]). Let T := inf{t ≥ 0 : γ(t) = x¯} and from the continuity of γ , it follows that
T > 0. Consider now the function s : [0,T )→ [0,∞) given by:
s(t) :=
∫ t
0
σ(γ(ν))dν . (31)
Since the function σ is continuous on Rn, γ is continuous on the interval [0,T ) and σ(γ(ν))> 0 for any
ν ∈ [0,T ), it follows that the function s is a strictly increasing continuous function, with ds
dt
6= 0 for all
t ∈ (0,T ). Furthermore, from the inverse function theorem, it follows that the function t := s−1 exists, is
strictly increasing, continuous and satisfies:
dt
ds
∣∣∣∣
s=s(t)
=
1
σ(γ(t))
(32)
for all t ∈ (0,T ). Let γ¯(s) := γ(t(s)) and from the chain rule, it follows that
dγ¯
ds
=
dγ
dt
∣∣∣∣
t=t(s)
dt
ds
. (33)
Using (32), (33) reads:
dγ¯
ds
=−X(γ¯(s)).
Hence, a solution corresponding to the vector field in (18) is also a solution corresponding to the vector
field X , under the reparameterization of time given in (31). Furthermore, by following the steps, similar
to the ones given in the proof of the first claim of the proposition and recalling that the vector field X
is locally Lipschitz continuous on Rn, it can be shown that for any given initial condition, there exists a
unique solution corresponding to the vector field X for all t ≥ 0 (see, e.g., [25, Theorem 3.3]). Hence, γ¯ is
uniquely determined and since the function s is injective, with s(0) = 0, it follows that γ is also uniquely
determined.
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(ii) Let γ(0) = x¯ and consider now the same candidate Lypaunov function V as the one given in the first
claim of the proposition. By following the steps given in the proof of the first claim of the proposition,
it can be shown that the time-derivative of the candidate Lyapunov function V along a solution of (18),
starting from any given intial condition is always non-positive and from [1, Theorem 3.15.1], it follows
that γ is uniquely determined.
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