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Abstract
Peatlands are an important store of carbon; they contain ∼15-30% of the world’s soil C
while covering only ∼3% of the land area. They are also the largest natural source of
methane (CH4), but the global estimate is highly uncertain. Here, this issue is addressed
by developing a combined data - modelling framework to provide optimal estimates of
CO2 and CH4 fluxes from an upland UK peat site. An Observing Systems Simulation
Experiment (OSSE), using a Bayesian inversion method, is implemented to investigate
the CH4, NEP and soil moisture observation temporal frequency and uncertainty required
to accurately constrain model parameters and to estimate model predictive uncertainty.
The OSSE is used to examine the impact of parameter correlations, bias in low-resolution
observations, and unknown model error. The highly model-sensitive parameters are con-
strained by almost all observations, with a corresponding improvement in model predic-
tive uncertainty. However there is high degree of model equifinality. Biased observations
and unaccounted-for model error can result in false confidence in inaccurate model pre-
dictions. The OSSE results demonstrate the importance of performing a synthetic exper-
iment prior to using actual data. Finally, real data are used to calibrate the model, which
is then used to determine the net CO2 and CH4 flux for the site. The results highlight
a possible source of error in the model. It is suggested this is because of an inaccurate
representation of the coupling between CO2 and CH4, due to an unaccounted for lag in
the methanotrophic activity. This has significant implications for CH4 flux modelling, as
many models use a similar formulation for CH4 dynamics. Results are compared with
satellite and ground-based measurement characteristics and recommendations are made
for the observation and modelling of ecosystems at small spatial scales. This information
is useful for modellers, space agencies and field biologists.
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Chapter 1
Introduction
The concentration of greenhouse gases (GHGs), most notably CO2, have been increasing in the
atmosphere for the last 250 years as a result of human activity, causing a change in the radiative
forcing of the atmosphere (Denman et al., 2007). Much evidence points to this causing a rise in
the global average temperature. How high the temperature will rise, however, is still the subject
of much debate. Many groups from around the world are contributing to efforts to model the
climate and its feedbacks with the land and ocean. Around 55% of the total carbon dioxide (CO2)
emissions over the last four decades were taken up by the land and ocean sinks (i.e. stores of C), but
it is widely thought the efficiency of these sinks will decrease in the future (Le Que´re´, 2010). This
decrease is not fully understood, however, and the uncertainties on the estimates are large. The
largest uncertainty is associated with the land surface, both through the natural carbon (C) cycle
of uptake and release via photosynthesis and respiration (amongst other processes), and through
land use change (Figure 1.1). Thus there is an urgent need to improve our knowledge of the C
cycle through observations and modelling, which provides a tool for combining our understanding
of the relevant processes.
The 4th Assessment Report from the Intergovernmental Panel on Climate Change highlighted
the fact that climate change might significantly impact northern peatlands (Denman et al., 2007).
Peatlands are wetlands with an organic soil layer of >30cm (Limpens et al., 2008) that occurs
beneath a living plant layer as a result of the water-logged nature of the soil restricting complete
decay of the biomass (Charman, 2002). Peatlands are important ecosystems; Boreal and subarctic
peatlands are estimated to contain 455Pg of carbon (Gorham, 1991), about 15-30% of the world’s
soil carbon (Limpens et al., 2008), and yet constitute less than 3% of the world’s total land area
(Lai, 2009) (Figure 1.2). More recent estimates which include deeper peats and permafrost soils,
show even higher values of ∼1600 Pg (Tarnocai et al., 2009).
Peatlands not only sequester CO2 through photosynthesis but also release C during micro-
bial decomposition of soil organic matter (SOM), either as CO2 under aerobic conditions or as
methane (CH4) under anaerobic, water-logged conditions. However, not all CH4 is emitted to the
atmosphere as microbial consumption of CH4 occurs in the unsaturated soil layers, resulting in
CO2 instead of CH4 being emitted to the atmosphere. Water table depth (i.e. the depth of the top
of the saturated zone in the soil) is therefore a key environmental variable controlling the net C flux
in peatlands. As climate changes this might also cause significant changes in peat accumulation
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Figure 1.1: The Global CO2 budget for both the 1990-2000 (blue) and 2000-2008 (red) periods. Taken from
Le Que´re´ (2010).
Figure 1.2: US Department of Agriculture Map of the Global Distribution of Wetlands. Organic wetlands (i.e.
peatlands) are highlighted in yellow.
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versus decomposition and its C emissions (Heinemeyer et al., 2010).
Natural sources are responsible for about 30% of annual global CH4 emissions, with wetlands
being the main contributor (Le Mer and Roger, 2001; Denman et al., 2007). Denman et al. (2007)
reported CH4 budgets of between 100 - 230Tg(CH4)yr−1. Uncertainties on estimates of the global
CH4 budget are high (e.g. Figure 1.3). Bubier and Moore (1994) (and references therein) estimated
the contribution of northern wetlands is 35Tg(CH4)yr−1. Measurements span a range of three
orders of magnitude however, from 1 mgCH4m−2y−1 to 2200 mgCH4m−2y−1. CH4 has a short
residence time in the atmosphere (10 years) but it is 20 to 30 times more efficient at absorbing
infrared radiation than CO2 (Le Mer and Roger, 2001).
Figure 1.3: Estimates of methane emission from various sources. Taken from Wania (2007).
Peat-covered landscapes are highly sensitive to changes in land management, climate and pol-
lution (Bragg and Tallis, 2001). Many have suffered degradation due to afforestation, encroach-
ment by alien species, over-grazing, artificial drainage, and either deliberate or accidental burning,
resulting in erosion, flooding, poor water quality and loss of ecological biodiversity (Holden et al.,
2004). Such damage is thought to be causing peatlands to be converted from net sinks to net
sources of carbon (Holden, 2005).
It is widely hypothesised that with higher temperatures, and a potentially more vigorous hy-
drological cycle resulting from climate change, decomposition rates in peatlands could increase,
thus releasing all the locked up C and turning the soil into a net source as opposed to a sink (Parry
et al., 2007). This is especially true in the Arctic where the C is unreactive in permafrost regions
as the soil is frozen. With increasing temperatures it is thought that the soil will thaw, opening up
a new source of C which could be released back to the atmosphere (Denman et al., 2007).
Understanding the impact of changing management, land use and climate on peatlands is of
great importance, as peatlands are such sensitive ecosystems. The balance between CO2 uptake
and CO2 and CH4 emission is complex and poorly quantified, it is clear that reducing the uncer-
tainty on estimates of CO2 and CH4 emissions is imperative to improving our understanding of
how important a role peatlands play in the land carbon cycle and climate change.
To address these issues several options are available. Ground-based observations can be used
to provide detailed process information but only at a small scale and over a limited region. In
addition ground-based measurements are often only taken over a short period of time. Earth
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Observation (EO) data are available, both of biophysical variables which affect the carbon flux,
such as soil moisture, or of trace gas fluxes calculated from columnar concentration measurements.
EO data have the advantage of covering a wide area and are taken at regular time intervals over
a relatively long time period. Such observations are not direct measurements of the variables in
question and therefore a retrieval algorithm is required in order to derive the observations from
raw radiance data. As such these observations are often highly uncertain.
Models are available which link together the processes involved in the carbon cycle based on
current understanding. These are useful as a diagnostic and prognostic tool to test the current
level of process knowledge and future scenarios relating to changes from management or climate
change. However the models are imperfect or incomplete representations of the system, either
because of lack of knowledge or because the scale or purpose of the model doesn’t require more
detail.
In recognising the drawbacks in solely using observations or models to understand the system,
combined modelling-observation approaches for estimating variables relating to the land surface
(energy, hydrology, C flux) have been investigated over the last decade or so. This field is called
data assimilation (DA) or model-data fusion (MDF), and is the process of statistically combining
observations and models in order to provide the best estimate of the variables being studied, and to
improve our knowledge of the system. Many studies have been successful in doing this with land-
based C flux observations and models (Rayner, 2010). These are reviewed further in Chapter 2.
Many problems still persist however. Whilst land surface models are evolving at an increasing rate
there is notably a lack of availability of observations to test, constrain and improve them. Satellite
observations of C fluxes, and the variables which control C flux (e.g. measurements of vegetation
dynamics including biomass and leaf area index (LAI), land surface temperature (LST) and soil
moisture), are increasingly available, and as discussed offer a clear advantage over ground-based
datasets. In order to combine the observations and the models it is imperative that an honest
assessment of the uncertainty of the data is available, as discussed by Raupach et al. (2005). This
is a challenging requirement and is an area which is severely lacking for many different types of
observation. There is a growing realisation that observational errors need to be well-characterised
in order for meaningful conclusions and estimates to be derived from looking at or using the data
(Hollinger and Richardson, 2005; Richardson et al., 2010; Dorigo et al., 2010). This is reviewed
further in the sections on the various observations in Chapter 2.
As the process of combining observations and models, with associated uncertainty, is quite
involved it is important to understand which type of observations and their error and temporal
sampling interval characteristics are needed to result in improved model estimates. Observation
System Simulation Experiments (OSSEs) are useful in that regard as they implement the DA
algorithms with synthetic “observations” with known characteristics, leading to an assessment
as to whether the necessary data are available to achieve better estimates of the C flux and its
uncertainty.
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1.1 Objectives of this thesis
The aim of this thesis is to test the ability of a combined observation - modelling approach to
improve peatland C flux estimates. A Bayesian inversion technique is used to calibrate the pa-
rameters of a simple C flux model that contains a representation of CH4 flux dynamics, with the
intention of constraining the model predictions of CO2 and CH4 flux.
The objectives of this thesis are as follows:
1. To choose a suitable model that can be used to estimate CO2 and CH4 estimates of peatland
ecosystems.
2. To perform a model evaluation and sensitivity analysis so as to determine the parameters
to which the C fluxes are most sensitive, and therefore which require calibration, and the
observations that can be used to do so.
3. To develop and implement a synthetic experiment framework (OSSE) to determine which
type of observation, and the required characteristics (i.e. temporal sampling interval and
uncertainty), that should be used to calibrate the model using the Bayesian inversion tech-
nique.
4. To apply the inversion approach, drawing on conclusions from the OSSE studies, to a test
site in North Wales, in order to obtain estimates of the magnitude and uncertainty of the net
C fluxes.
This thesis provides an example of a generic framework that could be used to test and improve
models, whether of the land surface C cycle or not. It also shows that, as well as understanding the
requirements of the observations in performing a model calibration, an OSSE is a powerful tool
that can be used to gain a better understanding of the results of the Bayesian inversion.
1.2 Outline of this thesis
This thesis is organised as follows:
1. Chapter 2 summarises the relevant literature on the peatland C cycle, C cycle models, espe-
cially those which include peatlands and CH4 dynamics, DA methods, examples of studies
using DA to improve C flux estimates, the available, relevant ground-based and satellite
observations, and finally a brief review of OSSE studies.
2. Chapter 3 outlines the methods used in the thesis, including a description of the study site,
the C flux model and driving data, the DA algorithm, and the OSSE method. Finally the real
observations used in the final chapter are described.
3. Chapter 4 briefly reviews the model and the modifications made to it, before detailing the
results of a global model sensitivity analysis.
4. Chapters 5 to 7 discuss the results of the OSSE studies using CH4 flux, NEP and soil mois-
ture observations.
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5. Chapters 7 and 8 use the same OSSE framework to examine issues relating to biased obser-
vations and unknown model error that may arise when performing the calibration.
6. In Chapter 9 the available ground-based C flux and satellite soil moisture observations are
used to constrain the model and provide a prediction of the daily C fluxes and the annual net
C balance with uncertainty estimates for the test site in North Wales.
7. Chapter 10 summarises the main findings of the work in this thesis, the contributions to
science, and makes suggestions for future work.
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Chapter 2
Literature Review
This chapter will review the literature which is relevant to the work in this thesis. Firstly peatland C
dynamics are summarised. The importance of understanding and improving estimates of peatland
C dynamics was discussed in Chapter 1. Then a brief review of C flux models, and in particular
those which contain a representation of peatland C dynamics, is provided. Following this ground-
based and satellite approaches to measuring C fluxes and soil moisture are outlined. The theory
behind data assimilation and the different data assimilation techniques are then described, together
with examples of C cycle model parameter calibration studies. Issues relating to the difficulties of
using observations to calibrate a model are briefly discussed at the end of this chapter.
2.1 Carbon flux dynamics
2.1.1 Processes controlling CO2 assimilation and emission
Photosynthesis and Net Primary Production
CO2 is assimilated into vegetation via photosynthesis. This is a process where light energy in the
visible part of the electromagnetic spectrum (photosynthetically active radiation (PAR)) is used
to convert CO2 into organic carbon compounds in the chloroplasts of green leaves (Chapin et al.,
2002). This process is carried out by autotrophic organisms (Killham, 1994), via the reaction:
CO2 + H2O
 CH2O + O2 (2.1)
The total amount of CO2 fixed by the plant in photosynthesis is termed Gross Primary Produc-
tion (GPP). There are several controls over photosynthesis, namely the availability of the reactants:
light energy, water and CO2 over timescales of seconds to minutes and nitrogen, which is required
to produce photosynthetic enzymes such as rubisco, over timescales of days to weeks (Chapin
et al., 2002).
The diurnal and seasonal change in light availability, due to the earth’s orbital parameters,
explain most of the temporal change in C assimilated into the ecosystem (Chapin et al., 2002). The
leaf area and leaf angle distribution are major factors controlling the amount of visible light a plant
can absorb. Plants have a relatively constant relationship between the amount of absorbed PAR
and the net amount of photosynthesis; a relationship is referred to as a plant’s light-use efficiency
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(LUE). If one of the reactants in the photosynthesis reaction is limited plants will acclimate over
long timescales to reduce photosynthetic pigments and enzymes or the amount of light absorbed
so the photosynthetic capacity matches the stomatal conductance and the soil resources that can
support growth; the ”co-limiting principle” (Chapin et al., 2002). For example, plants in dry
environments often have lower leaf area to try to reduce the amount of water lost, or they try
to minimise the amount of radiation absorbed (to match the reduction in CO2 availability) by
inclining their leaves (Chapin et al., 2002).
Plants uptake CO2 and transpire water through their stomata. The flux of water and CO2 is
regulated by the opening and closing of the stomata. This flux is called stomatal conductance. If a
plant is experiencing water stress it will close its stomata and there will be a resultant decrease in
stomatal conductance. This reduces the supply of CO2 to the plant and therefore its photosynthetic
rate. However, the indirect effect of increased soil moisture with decreased stomatal conductance
may result in an increase in plant growth (Chapin et al., 2002). CO2 limitation is more likely to
be a result of a change in stomatal conductance than variation in atmospheric CO2 concentration
as the atmosphere is fairly well mixed.
Also important is temperature, which limits the rates of reaction and have an effect on pho-
tosynthesis (Chapin et al., 2002). At high temperatures photosynthesis declines due to enzyme
inactivation, destruction of photosynthetic pigments and an increase in photorespiration. At lower
temperatures enzyme activity is also reduced. Leaf temperature is often different from air tempera-
ture due to the cooling effect transpiration has on the plant. The photosynthetic rate is often highest
near the temperatures experienced on sunny days, as the plants have adapted to that temperature.
Other environmental factors which affect stomatal conductance and therefore the amount of
CO2 uptake are wind speed and relative humidity. Wind speed influences the temperature gradient
and CO2 and water concentration gradients across the leaf-atmosphere boundary (Chapin et al.,
2002). Steeper gradients result in more rapid diffusion across this surface. The concentration
gradient of water is similarly affected by relative humidity.
Temperature and water availability effects can also be felt indirectly through the nutrient supply
by affecting decomposition rates. The nutrient supply will in turn influence the growth rate of
the plant which affects the photosynthetic rate (Chapin et al., 2002). Environmental controls on
decomposition will be discussed in the following section.
Respiration
The net accumulation of carbon into the ecosystem is the balance between Gross Primary Pro-
duction and ecosystem respiration. CO2 is returned to the atmosphere through plant and soil
respiration. Plant respiration involves mitochondrial oxidation of carbohydrates produced during
photosynthesis which produce energy for the plant (Chapin et al., 2002). CO2 is produced in the
process and released back into the atmosphere. It is essentially the inverse reaction of photosyn-
thesis. Energy from plant respiration is used for growth, maintenance and ion transport across
membranes.
The carbon which has been assimilated by plants and not respired is transferred to the soil organic
matter (SOM) pool via several pathways. These are i) via litterfall, the shedding of dead leaves,
branches and root detritus during senescence, or plant death, ii) via soluble organic compounds
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that are secreted by the roots, and iii) via carbon transfer to microbes which are symbiotically
associated with the roots, such as mycorrhyzae, and iv) via the waste products of animals (Chapin
et al., 2002; Killham, 1994). Plants allocate carbon between the leaves and roots depending on
where the limiting resources are (Chapin et al., 2002).
Soil organic matter is aerobically decomposed by heterotrophic organisms in the microbial soil
pool. This occurs via the same reaction as that of plant respiration and the CO2 produced is re-
leased back to the atmosphere. Decomposition results in carbon either being released as CO2,
incorporated into the cell walls of the decomposing microbes or entering a stable soil carbon
pool where decomposition rates are very low. The stable pool contains carbon that is protected
physically (relating the structural characteristics of the soil) or chemically (soil humus) from de-
composition(Killham, 1994). Over long timescales autotrophic fixation of carbon is balanced by
heterotrophic respiration (Killham, 1994). Decomposition also results in nutrients being released
that can be used for plant growth (Chapin et al., 2002).
Several factors such as temperature, moisture content, pH, Eh (reduction potential) and soil texture
influence heterotrophic activity and therefore organic matter decomposition in the soil (Killham,
1994). The quality of the litter is also important which is species specific. An increase in tem-
perature results in higher rates of microbial production and therefore influences decomposition
directly (Chapin et al., 2002). Colder temperatures may kill the microbes which would result in
an increase in available organic matter which might conversely promote decomposition. Temper-
ature also affects the amount of evapotranspiration and therefore the soil moisture content which
in turn influences decomposition.
In addition to emission of CO2 from respiration, CH4 produced in the saturated zone can be
oxidised to CO2 during diffusion through the unsaturated soil layers. This adds to the net CO2
flux. This is discussed in more detail in the following sections.
2.1.2 Processes controlling net CH4 emission
CH4 production and consumption
CH4 production and consumption in the soil column are the result of microbial activity. Differ-
ent populations of bacteria control these two processes. CH4 production takes place through the
activity of methanogenic bacteria which require water-logged, anoxic conditions, whereas CH4
consumption is the result of CH4 oxidation by aerobic methanotrophs in the unsaturated (oxic)
zone (Bubier and Moore, 1994; Le Mer and Roger, 2001; Lai, 2009). Most methanotrophic activ-
ity occurs near the boundary between the anoxic and oxic zones where the ratio of CH4 to oxygen
is highest (Lai, 2009).
The water table position determines the anoxic and oxic zones in the soil profile (Lai, 2009),
and therefore is the main factor controlling the amount of CH4 production versus consumption. In
many studies a negative correlation (or negative logarithmic correlation) has been found between
CH4 flux and water table depth, and with methanotrophic activity and soil water content (Le Mer
and Roger, 2001). An increase in water table depth can cause a substantial decrease in the CH4
flux as the zone of CH4 production is reduced and the zone of oxidation increased (Lai, 2009).
The water balance in the soil is the product of several variables including precipitation, evapotran-
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spiration, run-on and run-off. Environmental variables such as air temperature, solar radiation and
precipitation therefore indirectly affect the amount of CH4 production versus consumption as they
control the temperature and moisture profiles within the soil. Temperature and soil moisture in
turn are interrelated; soil moisture controls thermal diffusivity in soil (Bubier and Moore, 1994),
and temperature will affect the amount of evapotranspiration.
Under saturated conditions organic substrate is considered a major limiting factor for CH4
production (Segers, 1998; Lai, 2009) as plant root exudates provide substrates for methanogenesis
(Bellisario et al., 1999). Litter supply, quality and decomposability are all important (Valentine
et al., 1994). Previous work has indicated that methanogenesis is highly correlated with Net
Primary Production (NPP) and Net Ecosystem Production (NEP), amount of biomass and plant
density (Valentine et al. (1994), and references therein; Bellisario et al. (1999)), with 14C studies
suggesting that most CH4 is produced from recent organic matter (Chanton et al., 1995). Plant
species composition affects the quality and decomposability of the substrate and also influences
the physical properties of the peat (Limpens et al., 2008), as different plants produce peat with
different structures and hydraulic conductivity.
Soil temperature is an important factor in controlling the rate of microbial activity of the CH4
producers and consumers (Bubier and Moore, 1994; Bellisario et al., 1999). This is particularly
the case when organic substrate quality is high (Valentine et al., 1994), although methanotrophs
appear to be less sensitive to temperature than methanogens (Le Mer and Roger, 2001). Soil
temperature will also have an impact on the growth cycle of vascular plants (MacDonald et al.,
1998), which in turn affects the amount of available substrate.
CH4 emission
Transport of CH4 produced in the anaerobic zone beneath the water table takes place (1) via
diffusion through the possibly unsaturated top layer of soil (where it may be oxidised by methan-
otrophs), (2) through the episodic, rapid release of CH4 bubbles in solution below the water table
(ebullition), and (3) via plant-mediated transport of CH4 through the aerenchyma (internal gas-
space ventilation systems) of vascular plants (Joabsson et al., 1999; Lai, 2009). Vascular plants
are those which have complex tissue for conducting resources through the plant.
Diffusion is driven by the CH4 concentration gradient from the anaerobic peat layers to the
atmosphere (Lai, 2009). Ebullition occurs when the partial pressure of the dissolved gases in
solution is greater than the hydrostatic pressure in the peat (Lai, 2009). Plant-mediated transport
can occur through molecular diffusion and bulk flow (Joabsson et al., 1999) and has been shown
to account for a high percentage of the CH4 flux from vascular plants. Bellisario et al. (1999) for
example observed higher fluxes at sites where Carex spp. (sedges) had not been clipped compared
to sites where it had. The method of transport controls how much CH4 bypasses the zone of
oxidation and also the rate at which CH4 reaches the atmosphere (Bubier and Moore, 1994).
In addition to being an important variable in controlling CH4 production and consumption soil
temperature also influences the amount of CH4 released through ebullition and plant-mediated
transport. This is because an increase in temperature would result in increased bubble volume and
increased bulk flow due to higher pressure in the soil (Lai, 2009).
Soil characteristics also play a role in regulating CH4 emissions. Soil texture impacts the
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transfer of CH4 gas in the soil column (Le Mer and Roger, 2001). The pH of the soil can affect
the microbial population; most methanogenic bacteria have their optimum pH at 7 (Segers, 1998),
though more acidophilic methanogens have been found.
It is not thought that the size of the methanogenic or methanotrophic populations is a major
factor regulating CH4 flux as studies show that they maintain their populations under unfavourable
conditions of either drainage/drying-up or flooding respectively (Le Mer and Roger, 2001).
In summary, net CH4 emission from peatlands is a function of the competing processes of pro-
duction, consumption and the various transport mechanisms (Limpens et al., 2008). Variations in
CH4 emissions are related to temporal and spatial changes in climate and the resultant phenology
of the vegetation (Le Mer and Roger, 2001), plant species distributions and soil characteristics.
2.2 Carbon flux modelling in peatlands
2.2.1 General overview of Carbon flux and land surface models
As discussed in Chapter 1, models are useful in combining the current theoretical understanding of
the physical, chemical and biological processes of a system together, in order to better understand
how they interact, and for obtaining estimates of model state variables over wide regions. C flux
models range in complexity, mostly in the way the C is assimilated into the system. Cramer
et al. (1999) published a review of the global NPP models. They split the models up into three
categories. The first include those that simulate the phenology of the system using a satellite-
derived normalised difference vegetation index (NDVI). The models calculate the amount of C
assimilated into the system based on empirical relationships between the NDVI and the fraction
of absorbed photosynthetically active radiation (fAPAR). The fAPAR is transformed into the GPP
or NPP based on a light use efficiency parameter. This type of model is known as a Production
Efficiency Model (PEM). McCallum et al. (2010) provide a comprehensive review of the different
formulations based on this concept.
The second group of models identified by Cramer et al. (1999) use a vegetation map to ini-
tialise structural (i.e. leaf area index (LAI)) and functional parameters. The assimilation of C into
the canopy is driven by climate, soil variables and phenology-related parameters. This provides
a measure of the amount of C into the system, which is used to “grow” leaf biomass, but a struc-
turally explicit canopy is not modelled. Processes working on a leaf-scale are scaled up to the
canopy using a measure of LAI. These models are referred to as biogeochemical models.
The third group specified in Cramer et al. (1999) are the dynamic vegetation models (DVMs)
which use rules of process optimisation and competition to model the growth of specific vegetation
types. Hence no predefined vegetation maps are needed. Instead plant functional type (PFT)
parameters are required to establish the vegetation types. This modelling approach results in an
explicitly modelled vegetation structure, as well as function (i.e. C flux). Such models include the
Lund Potsdam Jena (LPJ) model (Sitch et al., 2003), ORCHIDEE (Krinner et al., 2005), Sheffield
DVM (Woodward et al., 1995) and TRIFFID (Cox, 2001). These models are generally the ones
coupled to the larger global climate models (GCMs) as they have the functionality to re-distribute
the vegetation under changing atmospheric CO2 concentrations and climate.
The models are also linked to soil C models, which calculate the transfer of C between the
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different litter and soil pools, based on differing rates of decomposition and microbial efficiency.
The soil C model most used in larger models of the C cycle or land surface is based on the the
CENTURY model (Parton et al., 1987).
These models are also coupled to energy balance and hydrology models and together they form
“land surface models”. All three cycles (energy, water and C) are linked via canopy conductance,
which is coupled to photosynthesis through the opening of the stomata, and via the available plant
and soil moisture which in part controls photosynthesis. It therefore makes sense to combine
them in order to achieve a proper representation of the land surface fluxes (Sellers et al., 1997).
A review of the evolution of energy balance and hydrology model formulation through to land
surface models is provided in Pitman (2003).
Using EO data to drive the model limits it’s predictive capability. However models which
predict the amount of vegetation often suffer from being complex and requiring many parameters.
Such models require several assumptions or are limited by the vegetation types they include in
the model. Therefore in terms of understanding other model processes, such as the effect of the
hydrology on carbon fluxes, it is useful to have a relatively simple measure of vegetation amount
that gives a realistic measure of carbon input to the system.
2.2.2 Peatland C flux models
Several different ecosystem models have been developed or adapted to model CH4 dynamics from
peatlands and wetlands. Cao et al. (1996) developed the Wetland Methane Emission Model
(WMEM) which models the amount of CH4 production simply as a function of scalars on the
C decomposition, which are dependent upon water table and temperature. Methane oxidation is a
fraction of the production, based on a measure of physiological activity. The Terrestrial Ecosystem
Model (TEM) (Raich et al., 1991) was used to calculate C inputs to the system (NPP, litter C depo-
sition and organic C deposition), with the vegetation type specified. The water table is calculated
using a simple 1D bucket model. A fraction of precipitation is intercepted and evaporated before
entering the soil. The model requires monthly air temperature, precipitation radiation and PAR.
Potter (1997) modified the existing Carnegie-Ames-Stanford-Approach (CASA) model (Pot-
ter et al., 1993) to account for CH4 dynamics (hereafter referred to as the CASA-CH4 model).
The CASA model is essentially a PEM coupled to a simplified version of the CENTURY model
for soil C and N dynamics. Potter (1997) increased the complexity of the soil hydrology and
temperature submodules by adding extra layers, in order to calculate more localised values of soil
moisture within the profile, and by modelling the diffusion of heat in the soil to better account for
changes in temperature down the profile. These factors were then used to modify the decompo-
sition of C in the soil. The C produced during decomposition was partitioned into CO2 and CH4
flux through an empirical relationship which gave the ratio of CH4:CO2 as a function of the water
table depth. The CH4 produced exits the soil via the three main pathways known to affect CH4
emissions: diffusion through the soil, and possible oxidation to CO2, plant-mediated transport (i.e.
the rapid release of CH4 via aerenchymous tissues in vascular plants), and ebullition. The model
requires daily climate drivers (air temperature, solar radiation and precipitation), daily satellite-
derived NDVI timeseries, and a vegetation map. The CASA-CH4 model is the one used in this
thesis. The reason for this choice and a more detailed descriptions of the workings in the model
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are described in Chapter 3.
The model developed by Walter and Heimann (2000) was again designed to simply model
the amount of CH4 production below the water table as a function of NPP, which was used as
a measure of substrate availability, and soil temperature. The water table depth, soil tempera-
ture and NPP were inputs to the model, with NPP being modelled by the larger ecosystem model
BETHY (Biosphere-Energy-Transfer-Hydrology) (Knorr, 2000). The water table and soil temper-
ature were not taken from BETHY however, but were either driven with site-based data or using
data from the European Centre for Medium Range Weather Forecasting (ECMWF). The three
CH4 emission pathways were represented, with more physically based descriptions of the physics
than in Potter (1997) who tended to use semi-empirical functions. The PEATLAND model (van
Huissteden et al., 2006), later PEATLAND-VU model (Petrescu et al., 2008) also used a version
of the Walter-Heimann model.
Segers and Leffelaar (2001) published results of a more complex model formulation which
models the species (i.e. CO2, CH4, electron acceptors, oxygen, nitrogen) as a function of phys-
ically based transport processes and kinetics with depth. They modelled the gas concentrations
in the profile as a function of the diffusion and aqueous convection of gases in the saturated and
unsaturated zone, and the gas exchange at roots and by diffusion in gaseous pores. The diffusion
of water and temperature were also physically modelled using the 1D Richards’ equation and a
simple diffusion equation respectively. Model inputs included climate and biomass data.
The Peatland Carbon Simulator (PCARS) model (Frolking et al., 2002) is a different class of
model. It used the Peat Decomposition Model (PDM) (Frolking et al., 2001), which builds the peat
up as a series of layers (“cohorts”) of partially decomposed litter. Thus the peat “accumulates”
over many thousands of years of model spin-up.. The amount of C assimilated into the system was
based on a simple light use efficiency model with the Beer-Lambert law used to attenuate PAR
through a vertically stratified canopy. Respiration, phenology and C allocation were modelled in a
very similar way to other biogeochemical models. CO2 and CH4 were produced in equal amounts
under anoxic conditions and all the CH4 goes into a single dissolved pool equal to the volume of
water in the pore spaces. This can be released via ebullition, plant-mediated transport or diffusion
and possible oxidation. Methane oxidation was modelled as a simple function of water table depth
and a simple population distribution of methane oxidisers. The PCARS model required air and soil
temperature, radiation, water table depth and runoff as drivers. Many other site-specific parameters
were also required to initialise the PDM model. The recently published McGill Wetland Model
(MWM) (St-Hilaire et al., 2010) used PCARS as its methane module but the multi-layered PDM
model was replaced by a two layer model divided by the depth of water table.
Heinemeyer et al. (2010) have also recently published a peat cohort model called MILLEN-
NIA. They argued that such a model is needed for peatlands as the CENTURY-type models were
based on concepts relating to mineral soils, where microbial processes thoroughly mix the layers.
This results in a higher soil bulk density compared to peat. The bulk density in turn affects the
hydrology through its impact on the soil water retention. They noted that DVMs have not been
able to produce the C stocks or peat depths measured in various peat regions and they suggested
that as a result predictions of CO2 and CH4 will be inaccurate. It remains to be seen whether such
specific peatland processes will be incorporated into larger land surface models, but given this
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would require two different soil modules this is unlikely
Kettunen (2003) produced a similarly complex model to Segers and Leffelaar (2001) based
on modelling the populations of the methanotrophic and methanogenic bacteria as state variables
together with the CH4, substrate and O2. The model was a 1D partial-differential model which
modelled the state variables with depth. The methane production by bacteria is dependent upon
the available substrates from vascular plants, which is in turn dependent upon the GPP (modelled
as a function of PAR and temp) and the oxygen concentration. Plant mediated transport of the
CH4 produced was considered. The model used daily PAR, the soil temperature profile and water
table depth as drivers.
The methane dynamics model as summarised in Zhuang et al. (2004) is similar to the others
in that it had CH4 production occurring below the water table and CH4 oxidation occurring above
it. CH4 production is a function of the ecosystem-specific maximum production rate, which was
scaled by the availability of the substrate (as a function of NPP), temperature, pH and electron
acceptor availability. CH4 oxidation is also decreased from its maximum potential values by tem-
perature, moisture and redox potential. Transport of CH4 to the atmosphere can occur via the
three pathways discussed above. The model is coupled to the Terrestrial Ecosystem Model, which
provides C, vegetation and soil temperature inputs, whilst a separate hydrology module provides
the hydrological inputs of soil moisture and water table depth. These two models require normal
climate and vegetation drivers.
More recently peatland CH4 dynamics have been incorporated into the larger DVMs. The first
to do this were Wania et al. (2009a,b) with the LPJ model. They added two extra PFTs which
were specifically able to deal with water-logged conditions, and added a methane emission model
to produce the LPJ Wetland Hydrology and Methane Emission model (LPJ-WhyMe). CH4 pro-
duction is dependent upon the available substrates and upon the level of soil saturation, rather than
the water table depth, as they recognise that some CH4 can also be produced in the near-saturated
soil above the water table. The peatland hydrology and methane emission is only “switched on”
with organic soil types.
Most of these studies model CH4 production in a similar way, but there is a varying amount of
complexity as a result of the number of parameters and whether the model formulations are semi-
empirically or physically based. Many need water table depth as a driver, which can be provided
from site-based meteorological data or from a larger land surface model. Either way this adds a
logistical problem when modelling a small site where ground-based monitoring stations have not
already been set-up, calibrated and validated for a certain time period.
2.3 C flux observations
2.3.1 Ground-based C flux measurements
Two different systems are used to make C flux (and other trace gas) measurements on the ground:
i) chamber measurements, ii) flux towers, which use the ‘eddy covariance’ technique. The first
are limited to the plot scale (tens of centimetres), and the second measures the fluxes over an
ecosystem scale (area - km2 to tens of km2).
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Chamber methods
Closed-chamber measurements are often used to measure the net flux of trace gases between the
atmosphere and soil/vegetation of bogs, peatland and wetland (and other) ecosystems (e.g. Mac-
Donald et al. (1998); McNamara et al. (2008); Schrier-Uijl et al. (2008); Dinsmore et al. (2009);
Moore et al. (2011)). A chamber, of known dimensions, is sealed over the surface of the soil
and vegetation for a certain period of time, ranging from a few minutes to around an hour and a
half (depending on the background concentration of the gas being measured), during which the
concentration of the gas is recorded. Opaque chambers measure soil and root respiration as well
as other gas fluxes (like CH4), and transparent chambers measure the NEE or net CO2 exchange,
including the uptake of CO2 via photosynthesis.
Two different systems are used to measure gases concentrations in the chamber; ’dynamic’ and
’static’ chambers. In the dynamic system an instrument, usually an infrared gas analyser (IRGA),
is used to continuously measure the change in gas concentration in the chamber. It is connected
to the chamber by a pipe and a flow of air circulates the air from the chamber to the IRGA. In a
static system samples of gas are taken from the chamber at regular intervals whilst the chamber
is sealed over the surface. These are typically taken using syringes inserted into a small plastic
tube connected to the chamber which is also sealed. The samples are then stored in pre-evacuated
exetainers and later analysed, often using a gas chromatograph, for the concentration of gases.
In both systems a change in concentration of the gas in the chamber headspace with time is then
converted into a flux, often using a simple linear regression (though some studies, discussed later,
have shown this can lead to inaccurate results). Most studies only accept the calculated flux value
if the R2 value for the linear regression is greater than a certain value (usually 0.9).
More sophisticated designs have climate-control systems that circulate air through cooling
systems to keep the temperature to within 1oC of the outside temperature and on very hot days ice
water is circulated through a heat exchanger attached to the chamber walls (e.g. Burrows et al.
(2005)). The relative humidity is also kept constant level to prevent condensation. Many systems
have a fan inside to keep the air well-mixed. Several known sources of error are discussed in a
variety of studies (e.g. Norman et al. (1997); Davidson et al. (2002); Myklebust et al. (2008);
Forbich et al. (2010)). These include i) leaks of the gas due to incomplete sealing of the chamber,
ii) pressure differences between the inside of the chamber and the outside caused by in air flow
restrictions in dynamic chambers, iii) changes in concentration gradient of the gas in the chamber
headspace as a result of the chambers being sealed over the surface for a long time, resulting in an
underestimate of the flux, iv) changes in flux during the initial deployment of the chamber, causing
changes in pressure, concentration gradient and turbulent flow, v) changes in CO2 flux from roots
cut when collars, used to connect the chamber to the soil, are inserted too far into the soil.
Whilst possible sources of systematic error in chamber measurements are known, these are
rarely cited in studies reporting C flux budgets from a variety of ecosystems, including peatlands.
Savage et al. (2008) suggest that whilst a few studies have compared chamber designs and anaylsed
the possible resultant biases, a protocol for evaluating the data uncertainties has not been developed
for chamber measurements, partly because datasets generally contain relatively few data. They
argue this is needed, especially with the introduction of automated chamber measurements which
gather large quantities of data, and with the increasing use of C flux measurements in model-data
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fusion studies.
Savage et al. (2008) propose that sampling uncertainty is a source of systematic error, i.e. the
error resulting from sampling limited locations in a heterogeneous landscape results might result
in biased flux values. As for many other studies they estimate the sampling uncertainty as the stan-
dard error of the mean of replicates of chamber measurements taken at different locations. They
suggest the random error of the measurement comes from instrument glitches and other stochastic
events and following Hollinger and Richardson (2005) use a paired flux measurements taken at the
same location but 24 hours apart (except for when there’s been precipitation in between) to assess
the magnitude of the error. They found the errors do not have a constant variance but increase
with the magnitude of flux, as did the sampling uncertainties. The resultant PDF of the errors ap-
proximated a Laplacian function (also called a double-exponential, i.e. two exponential functions
back-to-back), rather than a Gaussian. They find the magnitude of the random error is similar
to that of the sampling uncertainty for individual flux measurements (Hollinger and Richardson,
2005).
The proposed scheme for assessing the random error in the measurement is potentially flawed
as the fluxes are known to vary from day to day dependent upon the environmental conditions,
especially in a location with rapidly changing weather, although Hollinger and Richardson (2005)
specify limits of changing environmental conditions above which the method cannot be used. Even
if it does provide a good estimate of the random measurement error it has not been used to provide
error estimates in most chamber flux studies, with authors suggesting the standard error of replicate
measurements provides a good estimate of both the measurement and sampling uncertainty.
Whilst the study by Hollinger and Richardson (2005) goes further than any previous studies
in formulating a scheme for characterising the error in chamber C flux measurements it does not
consider the systematic errors in the actual measurement of the flux, as discussed above, and
in the assumptions used in the analysis of the data. The systematic error is solely attributed to
sampling uncertainties, rather than, for example, having a chamber sealed over the surface for too
long, which has been reported to result in changes in concentration gradient that might result in a
biased (underestimated) flux estimate, or incorrect assumptions made in the data analysis. Most
studies try to account for potential biases in the observations by modifying the chamber design or
the method of analysis used. Davidson et al. (2002) suggest that CO2 fluxes are underestimated
by <15% and can be corrected for with curve-fitting and/or having a sealed chamber for a short
period of time. Kutzbach et al. (2007) suggest using an exponential regression model instead of
a linear regression between the concentration of the gas and the time of measurement, to account
for the changes in concentration gradient discussed above. They found the underestimate of the
flux using a linear regression model could be as high as 40%, depending on the vegetation type,
soil conditions and the CO2 flux strength. Forbich et al. (2010) also tested linear and exponential
regression functions on CH4 data. They found most measurements showed linear increases in
CH4 with time and thought non-linear changes occurred during periods of changing water table
(ebullition flux perhaps). They argue that without further knowledge of CH4 concentration profiles
in the soil they could not determine if the non-linear changes in concentration were natural or an
artifact of the measurement. They state that flux estimates from the exponential function at the
beginning of the measurement time period can be significantly higher than the linear regression
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function for those data that might contain non-linear changes in concentration, but as the source
of the non-linearity is unclear they suggest using both the initial and final slope of the exponential
function as the measure of uncertainty in the flux estimate.
Clearly no scheme of data analysis has yet been universally adopted as studies are reporting
different findings on the nature of the increase in gas concentration in the chamber headspace. The
ability to detect an exponential increase in concentration will also depend on the sampling interval
of the concentration measurements (Forbich et al., 2010). Few studies include a measure of the
random measurement error and systematic biases. Repeat measurements in space and time with
the same instrument/experiment design cannot assess systematic biases in the actual measurement,
only independent methods of measuring fluxes can do that. Some studies, discussed later, have
compared chamber measurements with eddy covariance (flux tower) measurements and even with
aircraft data. These have the potential of assessing biases in the measurement techniques.
No study so far has also included the effects of gap-filling and scaling of errors temporally
or spatially. More work is to be done if all sources of measurement error, sampling uncertainty
and uncertainty relating to data analysis are to be compounded into one estimate of uncertainty
of a flux, which is crucial for model-data fusion studies. Error characterisation is an issue for
most observations, but more and more studies that are attempting to address these issues are now
appearing in the literature (e.g. Hollinger and Richardson (2005); Savage et al. (2008).
Eddy covariance techniques
Eddy covariance is a technique that is used to measure the net flux of trace gases across the
atmosphere - soil/vegetation surface. It is based on the principle of conservation of mass, that
states that the rate of change of the mixing ratio (concentration - i.e. ρtracegas / ρair) of a trace gas
is balanced by the mean horizontal and vertical advection, by the flux divergence/convergence in
three dimensions and by the strength of the source/sink across the atmosphere - soil/vegetation
surface (Baldocchi et al., 1988; Baldocchi, 2003). It is assumed that the rate of change of the
mixing ratio is zero and that the underlying surface is homogenous and on flat terrain, therefore
the advection term is zero as are the horizontal components of the flux divergence (Baldocchi,
2003). Hence the equation reduces to the balance between the vertical flux divergence and the
source/sink strength. The instantaneous mass flux density is a product of the wind speed and the
density of the trace gas. The eddy covariance technique aims to estimate the mean vertical flux
density by a statistical analysis of the covariance between the wind speed and the change in the
mixing ratio of the trace gas over a certain time span. (Baldocchi, 2003). It therefore samples the
turbulent movement of upward and downward flowing air parcels (eddies) that contain the trace
gases. Sonic anenometers are often used to measure the vertical wind speed and direction and
infrared gas analysers are used to measure the trace gas flux concentration.
Random errors in eddy covariance systems result from the different instruments used to mea-
sure the flux (infrared gas analyser, sonic anenometer etc), errors associated with the turbu-
lent transport and errors relating to the heterogeneity of the flux tower footprint (Hollinger and
Richardson, 2005; Richardson et al., 2006). Several recent studies have tried to characterise the
random measurement error of eddy flux measurements through statistical analyses; systematic er-
rors need to be identified via a different method (Hollinger and Richardson, 2005). The studies use
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the standard deviation of pairs of independent flux measurements made repeatedly under identical
conditions to calculate random error. This can be achieved by analysing data from two flux towers
located close together (Hollinger and Richardson, 2005), or by analysing measurements taken 24
hours apart at the same flux tower (Hollinger and Richardson, 2005; Richardson et al., 2006).
However one tower approach is unlikely to represent full spatial uncertainty in an ecosystem, re-
sulting in an underestimate of the uncertainty. In addition if the environmental conditions between
the days are not perfect this could result in an overestimation of the uncertainty (Richardson et al.,
2008).
All the studies find that the flux errors are represented Laplacian (double-exponential) PDFs,
rather than Gaussian distributions. The data are heteroscedastic (i.e. have differing variance) with
the variance increasing with the magnitude of flux (Richardson et al., 2006). Random errors are
roughly three times higher for peak fluxes in the summer growing season. This is compounded by
the fact that low flux magnitudes are more common than high flux. The other factor contributing to
the shape of the PDF is the fact that eddy flux data often contain extreme outliers due to problems
with the measurement systems including power fluctuations and insects in the sonic anenometers
(Hollinger and Richardson, 2005). Richardson et al. (2006) report that the random error decreases
with increasing wind speed and when a closed-path , rather than an open-path, gas analyser is used.
The one tower approach is even less likely than the two-tower approach to represent full spatial
uncertainty in an ecosystem, which would result in an underestimate of the uncertainty. If the en-
vironmental conditions between the measurement periods are not perfect however this could result
in an overestimation of the uncertainty (Richardson et al., 2008). If the assumptions of horizontal
and homogenous terrain are not met inaccuracies can be introduced into the flux measurements as
a result of the other terms in the conservation of mass equation being ignored. Baldocchi (2003)
discuss these sources of error in more detail and the methods that have been derived to solve the
problems. Changing footprints, as discussed, are also a cause of uncertainty due to changing wind
direction (Oren et al., 2006; Papale et al., 2006). Oren et al. (2006) compared the difference in
the standard deviations from six flux tower eddy covariance measurements arising from gap-filling
methods, instrument errors and spatial variability. They found gap-filling tends to contribute the
most to the overall uncertainty (range from 47 to 93% for 7 years), followed by the spatial variabil-
ity (6 to 49%) and then the instrument error (1 to 6%). The spatial variability can clearly be quite
high even over a uniform vegetation type (Oren et al., 2006). Oren et al. (2006) also found that
increasing averaging time resulted in lower errors from spatial variability; at an averaging time of
30 minutes, half the observed variability was due to spatial variability. This is obviously affected
by the distance between flux towers compared to the spatial heterogeneity of the scene and needs
to be considered if using eddy covariance data that is an average of several towers.
Systematic errors are more difficult to quantify and tend to affect the flux on varying time-
scales (Richardson et al., 2008). If the assumptions of horizontal and homogenous terrain are
not met inaccuracies can be introduced into the flux measurements as a result of the other terms
in the conservation of mass equation being ignored. Baldocchi (2003) discuss these sources of
error in more detail and the methods that have been derived to solve the problems. There are
time periods when the turbulent flux crossing the location of the sensors is not high enough to be
able to use to calculate the source/sink strength. This can occur during the night when thermal
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stratification of the atmosphere prevents vertical flow of the air, resulting in an underestimate of
the nighttime trace gas flux (Baldocchi, 2003). As the sun heats the air in the morning a more
vigorous mixing of the previously stratified layers results in an overestimate of the trace gas flux
due to the sudden release of high concentrations of trace gas stored in the canopy air below the
instruments (Baldocchi, 2003; Papale et al., 2006). Techniques have been adopted to correct for
these conditions. A correction can be made for canopy trace gas storage, but this requires trace gas
concentration profiles through the canopy, which are not always available (Papale et al., 2006).
The “u∗” (friction velocity) correction is used to discriminate between periods of poorly mixed
and well mixed air. When the air is not well mixed the data is replaced by the expected flux given
the climate and time of day from well-mixed periods. This is based on an assumption of equivalent
fluxes which is not proven (Papale et al., 2006). These corrections do add uncertainty to the data,
but eliminate outliers and biases.
The errors in eddy covariance C flux measurements are dependent upon the meteorological
conditions, the land surface type, whether good corrections have been made. The characterisation
of those errors relies upon independent measurements. Richardson et al. (2006) argue fairly that
quantification of the random error in the flux measurements is a prerequisite to model-data syn-
thesis but systematic measurement errors need to be accounted for. Whilst several studies, some
of which are summarised here, have examined the systematic errors, to date no formalised method
for accounting for all these errors has been put forward. Indeed Richardson et al. (2008) conclude
that a logical further step would be to reconcile random and systematic errors under a common
framework so an estimate of the total uncertainty is achievable. They also suggest that differing
time scales of error should be investigated and distinguished as well as the differences between
random and systematic errors.
Comparison of ground-based techniques
The eddy covariance technique provide observations at an ecosystem scale which is intermediate
between very small scale chamber measurements and observations provided by aircrafts or even
satellites (Myklebust et al., 2008). They are near-continuous and therefore can be scaled up to any
time period of interest for comparison with C flux models. Savage et al. (2008) report that eddy
covariance errors are larger on the whole than chamber measurements, both in relative and absolute
terms. Flux towers are also expensive and difficult to set-up and maintain. Chambers on the other
hand are low-cost and portable, therefore they can be set up anywhere in the landscape. This
enables a better exploration of the effect of spatial heterogeneity on the C fluxes. Clearly much
work to be done in characterising the uncertainties associated with both sets of observations, and
in developing a framework which can provide full uncertainty estimates with the observations.
They don’t provide an estimate of the fluxes over a wide area however, which therefore results in
a large discrepancy in the spatial scale between the observations and the models.
2.3.2 Satellite C flux measurements
The “top-down” approach to calculating surface C flux involves measurement of the spatial and
temporal concentration of the trace gases in the atmosphere, either from a ground-based station or
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a satellite. Following this an atmospheric chemistry - transport inversion model is used to calculate
the magnitude and spatial distribution of the net surface flux (Hungershoefer et al., 2010). The
measurement of trace gas concentration is based upon the absorption of different wavelengths of
the electromagnetic spectrum by different trace gases. Two different wavelengths are used, <3µm
(solar spectroscopy), and the thermal infrared region (>4µm) (thermal infrared sounding) (Breon
and Ciais, 2010). The atmospheric transmission of light is also dependent upon temperature and
pressure. The TIROS Operational Vertical Sounder (TOVS) instrument onboard the NOAA me-
teorological satellites, the Atmospheric Infrared Sounder (AIRS) onboard NASA’s Aqua satellite
and Infrared Atmospheric Sounding Interferometer (IASI) onboard ESA’s MetOp satellite were
originally designed to estimate the atmospheric temperature profile, assuming a known concentra-
tion of trace gases. More recently they have been used to estimate CO2 concentrations by assuming
a known temperature profile. Breon and Ciais (2010) give a detailed review of these studies but in
general the results are not promising. This is partly because the sensitivity to CO2 concentration is
smaller than to temperature. In addition the measurements are sensitive to the upper troposphere
whereas a sensitivity to the lower troposphere is needed for deriving surface flux measurements.
Solar spectroscopy provides another option for measuring trace gas concentrations as it is
sensitive to gas concentrations in the lower troposphere. The radiance received at the satellite
is from reflected sunlight, either from the surface or atmospheric constituents. Again there are
narrow wavelength bands in which certain trace gases absorb the reflected radiation. The width
of the absorbing band is proportional to the amount of trace gas present (Breon and Ciais, 2010).
The method requires a high sun angle to limit scattering in the atmosphere, and as with all optical
reflectance measurements, no clouds. This results in fewer observations in cloud free areas and
also limits the time that the measurements can be taken (Breon and Ciais, 2010).
At present there are two satellites with spectrometers that use this technique to measure trace
gas concentrations in the atmosphere: the Scanning Imaging Absorption Spectrometer for At-
mospheric Chartography (SCIAMACHY) onboard the European ENVISAT satellite (launched
in 2002) and a spectrometer on board JAXA’s Global Greenhouse Gas Observation by Satellite
(GOSAT - launched in 2009).
Most studies use algorithms based on Differential Optical Absorption Spectroscopy (DOAS),
which compares the measured absorption lines with reference spectra which have passed through
little/none of the trace gas(es) in question, to calculate vertical column densities. The Weight-
ing Function Modified-DOAS (WFM-DOAS) algorithm fits reference spectra, based on different
climatological regimes, to the observations using a least squares regression (e.g. Buchwitz et al.
(2000). The fit parameters are weighting functions for each vertical profile of trace gas and tem-
perature. They represent the change in radiance as a function of change in the concentrations of
the respective variable (Barkley et al., 2006b). Error estimates are provided from the covariance
matrix. In the original version a look up table (LUT) of reference spectra was used. In a later
paper Barkley et al. (2006a), the algorithm was improved by using a reference spectrum that is
calculated for each observation based on known properties of the surface and atmosphere at the
time of the measurement. This is termed the Full Spectral Initiation WFM-DOAS. A radiative
transfer algorithm is used to create the reference spectra, and is dependent upon inputs such as
surface albedo, temperature, pressure and water vapour profiles, aerosol concentration and a prior
49
trace gas vertical profiles. Frankenberg et al. (2006) use a different algorithm called the Iterative
Maximum A Posteriori - DOAS (IMAP-DOAS) which iterates over the possible vertical column
densities (VCDs) from a model representation until the modelled total optical density fits the mea-
surement. The VCD is then normalised to produce vertical mixing ratio. To do this the total
atmospheric column which has been measured, which depends on the atmospheric pressure and
light path (Frankenberg et al., 2006).
As well as instrument noise the sensitivity of the retrieved total column mixing ratios de-
pends upon the possible systematic and random errors in the retrieval algorithm which include
errors in the temperature, pressure and water vapour profiles (Buchwitz et al., 2005; Frankenberg
et al., 2005), interferences between different absorbers (Frankenberg et al., 2005), aerosols, sur-
face albedo and inaccuracies in the cloud detection algorithms (Buchwitz et al., 2005). The errors
in the retrieval algorithms have been characterised using simulated reference spectra.
The trace gas VCDs or mixing ratios are often validated using aircraft or balloon data (Berga-
maschi et al., 2009), ground-based spectrometer measurements or a global chemistry-transport
model (Barkley et al., 2006b; Frankenberg et al., 2011). Barkley et al. (2006b) report accuracies
of ∼1% and a bias of <4% for CO2 concentrations from SCIAMACHY. Frankenberg et al. (2011)
show that accuracies can be as high as 0.3% when comparing SCIAMACHY CH4 concentrations
to ground-based data over the Sahara where “ideal comparison conditions are met”. Elsewhere
they report accuracies mostly <1% but in the tropics they find negative anomalies which may be
due to pixel degradation and in SE Asia they find positive anomaly between August and November
which does correspond to chemistry-transport models but the origin is as yet unknown. This could
be due to inaccuracies in the retrieval algorithm, though this is unlikely as it corresponds well to
atmospheric chemistry-transport models, or it could be due to incomplete knowledge of the CH4
cycle. A pronounced period of an increase in CH4 is seen in the model and observations from the
beginning of 2007 for each of the areas focused on in Frankenberg et al. (2011): Australia, Africa,
South America and SE Asia. Two problems with using SCIAMACHY data are the low spatial
resolution (typically 30 x 60km), which means that completely cloud-free pixels are unlikely to be
achievable, and the spectral resolution, which is not fine enough to resolve individual absorption
lines (Breon and Ciais, 2010). Several groups are currently working on CO2 and CH4 concen-
trations from GOSAT, though no validated results from the post-calibration period have yet been
published.
As stated above, surface C flux estimates are derived from the satellite total column C concen-
trations using a Bayesian inversion approach. This essentially “updates” the prior knowledge of
the surface fluxes, which can be from inventory data or model estimates or both, with the use of
an atmospheric chemistry-transport model. Meirink et al. (2008) find that CH4 observations from
SCIAMACHY result in error reductions in the annual CH4 emissions estimates of up to 60-80%
compared to the prior uncertainty estimates. Bergamaschi et al. (2009) report that CH4 emission
patterns at small scales are greatly constrained by the concentration measurements but that the
fluxes are show a high sensitivity to the a prior emission inventories. They found significantly
different spatial patterns compared to bottom-up inventories, which they suggest is due either to
inaccuracies in the bottom-up inventories, such as the magnitude of the wetland emissions, or
unidentified sources. They note that independent validation of C fluxes over large regions is dif-
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ficult but that further validation needs to take place. Bergamaschi et al. (2010) go on to compare
CH4 emissions over NW Europe ground-based stations which measure the concentration of trace
gases in air (flask) samples taken at regular intervals over the day. They also find that the obser-
vations constrain the prior flux estimates and region emission patterns that correspond to those of
the bottom-up inventory and United Nations Framework on Climate Change (UNFCCC) values.
The inversion results overestimate both of the other datasets by 21 and 40% respectively. As they
report the uncertainties on the observations are not well-characterised due to the difficulties in do-
ing so, but given their assumption of 30% uncertainty, the three datasets are consistent with each
other.
Several synthetic studies have been carried out to investigate the relative magnitude of possible
error sources on the C flux inversions from SCIAMACHY (Meirink et al., 2006; Hungershoefer
et al., 2010), GOSAT (Chevallier et al., 2009; Hungershoefer et al., 2010) and NASA’s Orbiting
Carbon Observatory (OCO), which was destroyed during launch in 2009 (Chevallier et al., 2007;
Feng et al., 2009; Baker et al., 2010; Hungershoefer et al., 2010). Meirink et al. (2006) suggest that
if the accuracy of CH4 concentrations is less than the estimate precision of 1.5 - 2% will contribute
greatly to the reduction in error of CH4 flux estimates. If systematic biases are lower than % good
retrieval will also be necessary, but identification and elimination of systematic biases must be a
priority. They suggest that pixels partially covered by clouds must be taken into account in order to
get enough data for the inversions, but that ultimately the presence of clouds might result in higher
uncertainties than measurement error. Chevallier et al. (2009) report error reductions in the yearly
CO2 flux estimates of 50-80% for sub-continental regions using GOSAT data and Chevallier et al.
(2007) suggest error reductions of up to ∼40-50% over vegetated areas for the 8-day and monthly
means with a model grid cell resolution of 3.75o x 2.5o for OCO data.
Hungershoefer et al. (2010) performed an extensive synthetic study to test the reduction in
uncertainty between prior and posterior CO2 flux estimates from existing and hypothetical surface
networks, all three satellites mentioned above, from a potential active lidar system, which also
would measure the absorption spectra and from various combinations of the above observing sys-
tems. They use observation uncertainty estimates from theoretical studies done by the retrieval
algorithm teams of the respective satellites. They provide therefore a useful summary of the con-
tribution of different variables to the different instruments’ retrieval algorithms. For example for
OCO simple radiative transfer simulations show that viewing geometry, aerosol amount and char-
acterisation of the surface reflectance cause variation in the magnitude of error. The same issues
apply to SCIAMACHY but the observations have a larger random error due to the lower signal-
to-noise ratio and the lower spectral resolution (Hungershoefer et al., 2010). Of course ground-
based concentration measurements are more precise but may not be as representative of the model
grid cell. Hungershoefer et al. (2010) provide results of weekly averaged and annual posterior
uncertainties as well as the % reduction in uncertainty. All systems provide useful information
on constraining the surface CO2 fluxes. Weekly flux posterior uncertainties range from 0.51 to
2.12gCm−2d−1 for one single region (France) using each individual satellite data. The active lidar
system achieves the best results and the AIRS instrument the worst. This amounts to reduction
in uncertainty of ∼20 to 80%. The posterior uncertainty is improved if the existing networks are
included in the retrieval, and if the estimates are produced for a larger area. For example over
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Europe the range in posterior uncertainty decreases to 0.06 to 0.28gCm−2d−1 using the individual
satellites.
This is an extremely comprehensive OSSE. However the errors in the transport model are not
included. Meirink et al. (2006) argue that transport errors are not as important as they will not
affect the total column concentrations measured by the satellite and are lower resolution than the
satellite data themselves. A simulation study by Houweling et al. (2010) suggests that inaccu-
racies in the transport models will lead to limitations on the possible error reduction in the flux
measurements.
Whilst useful, the OSSE studies do not provide a full error characterisation as would indepen-
dent validation. As is the case with other EO data, validation exercises, the results tend to show
that observation uncertainties are larger than the theoretical estimates from retrieval algorithm sim-
ulations due to unaccounted for processes or effects. Houweling et al. (2010) point out that while
useful, it is difficult to account for correlated uncertainties and biases in OSSE studies. Clearly
further validation is required before the nature of the random and systematic uncertainties is fully
understood. Validation of bottom-up inventories are also needed (Bergamaschi et al., 2010).
Several websites routinely provide C flux inversions using satellite concentration observations.
For Europe these include the CarbonTracker Europe project (http://www.carbontracker.eu/index.html)
which would provide 1 x 1 degree fluxes at a three-hourly resolution, and CarboScope
(http://www.carboscope.eu/), which provides the results of different inversion algorithms from dif-
ferent research groups (and different version) for CO2 and CH4 flux monthly and yearly timeseries
at the scale of continents, hemispheres or the entire globe.
Meirink et al. (2006) recommend that C flux observations could be improved with finer spectral
resolution, a smaller pixel size, in order to retrieve more cloud-free pixels, and better characterisa-
tion of aerosols and clouds. The OCO satellite had the possibility of aiming at specific targets. If
another OCO satellite is launched this will mean that the instrument could regularly point at spe-
cific location for calibration purposes and more extensive validation exercises could be carried out
(Breon and Ciais, 2010). It does not appear to be the case, from this literature review, that satellite
C flux data are compared to eddy covariance tower measurements of C fluxes. It is possible these
data would be useful in validation studies, even though their footprint would not be as large as
the size of the satellite pixel. Full uncertainty analysis, including all possible sources of random
and systematic errors, and validation studies, are needed before these data can be reliably used in
data-model fusion studies. Having said that the flux retrieval algorithm effectively does just that,
it updates the model flux estimates. The concentration data could therefore be used in a similar
data assimilation inversion approach to update the state variables, and the parameters, of any C
flux model, as long as anthropogenic emissions were also taken into account.
2.4 Soil moisture observations
2.4.1 Ground-based soil moisture observations
Ground based soil moisture measurements are usually measured with a theta probe, which mea-
sure the electrical impedance of the soil (related to the dielectric constant) or a neutron probe. In
the latter method “fast” neutrons produced by the decay products of americium are released into
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the soil. When they collide with hydrogen atoms (in a water molecule for instance) they lose much
of the energy. The probe detects the “slow” neutrons, allowing an estimate of the soil moisture.
Several ground-based soil moisture networks and campaigns have been run over the past ten to 15
years. The Soil Moisture Experiments (SMEX) in 2002-2005 inclusive, run by the Hydrology and
Remote Sensing Laboratory of the United States Department of Agriculture Agricultural Research
Service (http://hydrolab.arsusda.gov/smex05/) were undertaken to facilitate the validation of satel-
lite soil moisture data, and have been extremely useful in this regard. The SMOSREX (Surface
Monitoring Of the Soil Reservoir EXperiment) campaign (de Rosnay et al., 2006) has also been
used for satellite soil moisture validation, as have in-situ networks including the REMEDHUS
(Soil Moisture Measurement Stations Network) network in Spain and the SMOSMANIA network
in southern France (Calvet et al., 2007), which was designed for the validation of soil moisture
observations from ESA’s Soil Moisture and Ocean Salinity (SMOS) radiometer.
Until recently the Global Soil Moisture Data Bank was held at Rutgers University (Robock
et al., 2000). It consisted of soil moisture observations from around the globe, most taken in-
situ using gravimetric methods, and was used not only for validating soil moisture retrievals from
satellites but for validation of atmospheric and land surface models, to examine trends in soil
moisture, and for the design of soil moisture networks. The gravimetric method uses the difference
in weight of a sample of soil before and after it has been oven-dried to calculate the soil moisture
percentage.
Recently Dorigo et al. (2011) have announced the start-up of the International Soil Moisture
Network (ISMN - http://www.ipf.tuwien.ac.at/insitu) whose aim is to collate ground-based soil
moisture measurements from around the globe in order to provide more data for the validation of
satellite soil moisture observations and land surface model predictions. The data from the Global
Soil Moisture Data Bank has now been moved to the ISMN, along with other datasets. Dorigo
et al. (2011) suggest this is the first step towards a global soil moisture observing system.
2.4.2 Satellite-based microwave remote sensing of soil moisture
Why use microwave wavelengths?
The theoretical basis for using the microwave part of the spectrum to measure soil moisture is due
to the fact the microwave signal is partly dependent upon the dielectric properties of the soil, which
are very different in wet and dry soils. For example at L-band microwave frequency the dielectric
constant of water is ∼80, whereas the dry soil has a dielectric constant of ∼3-5 (Engman and
Chauhan, 1995). In addition the relatively long microwave wavelengths are unaffected by clouds
and other atmospheric constituents and can penetrate deeper into the soil when compared to optical
and thermal domains (Moran et al., 2004). Optical and thermal wavelengths have been used to
look at soil moisture indirectly, through it’s affect on surface temperature, evapotranspiration or the
direct reflectance of bare soil, but all of these measures have shown a relatively weak relationship
to soil moisture, unless an empirical calibration is carried out for a particular site,and no conclusive
methods have been developed (Moran et al., 2004).
53
Measurement principles
Three different measurement principles are used in satellite remote sensing of soil moisture; ra-
diometry, scatterometry and Synthetic Aperture Radar (SAR). Radiometry is a passive technique
which measures the intensity of microwave emission from the surface and near-surface (Engman
and Chauhan, 1995). This is referred to as the brightness temperature (TB) (Wagner et al., 2007a).
TB is proportional to the product of the surface emissivity and surface temperature (Engman and
Chauhan, 1995). Scatterometry and SAR are active techniques, which transmit a pulse of mi-
crowave energy and measure the backscattered radiation (given as the backscatter coefficient - σo)
from the interaction of the radar wave with the surface and vegetation. The difference between the
two is that scatterometers use a real-aperture radar, whereas the synthetic aperture radar systems
synthesise a longer antenna length electronically by processing the phases of many transmitted
pulses of energy as the satellite moves past the target using Dopler principles (Ulaby et al., 1982).
The purpose is to achieve a higher azimuthal (along-track) resolution. Azmiuthal resolution is
inversely proportional to wavelength, therefore very long antennas (hundreds of metres) would
need to be constructed to achieve a resolution of hundreds of metres to kilometres at microwave
wavelengths. SAR instruments are thus able to produce higher resolution datasets (tens of metres)
than scatterometers (tens of kilometres).
Different microwave instruments use different wavelengths, with the most common being
wavelengths in the 2.4 - 3.8cm (X-band), 3.9 - 7.5cm (C-band) and more recently 15 - 30cm (L-
band) ranges. The longer the wavelength the greater the penetration depth through the canopy and
into the subsurface (Jensen, 2000). Longer wavelength microwaves interact with smaller scale
scattering objects in the vegetation canopy such as leaves and small branches, whereas L-band
wavelengths will penetrate through even thick vegetation canopies and into the top surface of the
soil. The penetration depth is commonly calculated as 14 to
1
2 the wavelength of the transmitted
pulse, therefore longer wavelengths are preferred for remote sensing of soil moisture.
Retrieval algorithms
Several variables, other than soil moisture, affect the emitted or backscattered microwave signal
and therefore the measurement of soil moisture; surface roughness, vegetation and to a lesser ex-
tent, soil texture, which impacts the soil dielectric constant (Engman and Chauhan, 1995). In
radiometry the brightness temperature is proportional to the product of the surface emissivity
and surface temperature, if the negligible contributon of the atmosphere is ignored (Engman and
Chauhan, 1995). The emissivity (1 - reflectivity) is related to the reflection coefficient, which can
be calculated from the Fresnel equations, and is dependent upon polarisation and the soil dielec-
tric permittivity and view angle. The soil dielectric permittivity is mainly dependent upon soil
moisture and texture. Several models exist which relate these two variables (e.g. Dobson et al.
(1985). The reflectivity is also affected by surface roughness, which is relative to the wavelength
of the microwave wavelength. The surface roughness enhances emission of the microwave signal
and decreases the reflectivity. Surface roughness effects are commonly accounted for using two
parameters, ’Q’ and ’h’, which modify the soil specular (smooth surface) reflectivity and which
depend on the root mean squared height of the surface variations, wavelength (Wang and Choud-
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hury, 1981; Engman and Chauhan, 1995; Wigneron et al., 2003).
If vegetation is present it acts to attenuate the emission from the soil and to add to the mi-
crowave emission, depending upon the amount of vegetation and the wavelength of the microwave
signal (Engman and Chauhan, 1995). A simple radiative transfer model, known as the tau-omega
(‘τ - ω’) model, is often used to account for vegetation attenuation and scattering effects in ra-
diometry at low microwave frequencies (Wigneron et al., 2003). τ is the optical depth and ω is the
single scattering albedo, both of which are used to modify the soil reflectivity. τ has been shown,
(e.g. by Jackson and Schmugge (1991)), to be linearly related to the vegetation water content via
the ’b’ parameter which is dependent upon vegetation type, polarisation and frequency, and which
has to be calibrated.
To estimate soil moisture the surface roughness and vegetation effects need to be accounted
for, either by empirical calibration for the site or vegetation type, or explicitly in the retrieval al-
gorithm. Most passive algorithms use a version of the τ-ω model but parameterise the model in
different ways. For example Yang et al. (2007c) use a different method of calculating the optical
depth to Kerr and Njoku (1990). Wang and Schmugge (1980) use a relationship between the soil
dielectric constant and specular emissivity whereas Dobson et al. (1985) developed an equation be-
tween the soil dielectric constant and reflectivity. In some models the vegetation water content is a
function of LAI (Koike et al., 2004), which can be prescribed from ancillary EO information. Soil
textural prorperties and soil porosity also need to known or estimated a priori from independent
sources. This can be difficult on a global scale. As the variables are mostly either polarisation or
frequency dependent, and vary with viewing angle, multi-polarisation, multi-frequency and multi-
angular measurements can be used to distinguish the variables. For example at increasingly lower
frequencies the soil emission increasingly becomes the dominant contribution to the microwave
signal and at higher viewing angles the signal has a longer pathway through the vegetation, there-
fore the microwave signal is increasingly attenuated (Wigneron et al., 2003).
Wigneron et al. (2003) give an excellent review of the retrieval algorithms that are used in
passive microwave remote sensing and how they each account for the various variables that con-
tribute to the microwave signal. They separate the algorithms into four groups; i) those that use
ancillary information based on land cover type to give information on vegetation and soil prop-
erties, ii) ancillary information from remote sensing indices to account for the vegetation effects
and/or surface temperature, iii) and iv) two and three parameter retrievals, which make use of the
multi-configuration characteristics of the of the sensor. Some non-parameteric models (i.e. linear
empirical functions that fit soil moisture to TB) have been successful in obtaining good estimates
of soil moisture, especially with microwave indices, such as polarisation ratios, but these tend to be
site-specific and unable to retrieve good results elsewhere (Wigneron et al., 2003). Even the third
and fourth algorithm types cannot solve for all parameters in the model and therefore a good repre-
sentation of the vegetation attenuation properties needs to be obtained from ancillary information,
however these algorithms have been more successful in general (Wigneron et al., 2003).
Examples of multi-configuration retrieval algorithms include Owe et al. (2001) who assumed
that τ and ω were polarisation independent in all vegetation types except those with extreme
preferential orientation such as vertical stalks in crops. They therefore used the TB equations at
V and H polarisation (multi-polarisation difference index) to solve for the soil moisture and τ
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simultaneously. It assumes constant values for ω and surface roughness. The surface temperature
is derived from the 37GHz frequency channel based on the fact that 37GHz TB is highly correlated
with land surface temeperature (Owe et al., 2001). This model is later referred to as the Land
Parameter Retrieval Model (LPRM). Some studies use a ratio of vertically polarised 18.7GHz
to 6.9GHz TBs to account for surface temperature by assuming a constant temperature at low
microwave frequencies, (e.g. Yang et al. (2007c); Qin et al. (2009)).
One issue of using a simple radiative transfer algorithm such as the τ-ω model in radiometry
is the relatively low resolution (∼50km), which results in pixels which cover heterogeneous land-
scapes where the vegetation and surface roughness are dramatically different from one vegetation
type to another. Setting pixel average values for vegetation properties can lead to errors in the
satellite measurements.
Although surface roughness does need to be taken into account in passive microwave retrieval
algorithms, it is not as serious a limitation as for active techniques, as there is more interaction
between the microwave energy and the surface (Engman and Chauhan, 1995). A rough surface
(relative to the wavelength of the microwave radiation) increases the amount of backscattered en-
ergy, however the backscatter is increasingly insensitive to soil moisture due to the sharp decrease
in reflectivity with increasing roughness. Therefore for active systems the effect of roughness on
backscatter can be greater than the effect of soil moisture, and for this reason it is imperative to ac-
curately account for the vegetation and surface roughness effects in active microwave soil moisture
retrieval algorithms (Engman and Chauhan, 1995).
Moran et al. (2004) and Wagner et al. (2007a) both provide a good overview of the current
status of active microwave retrieval algorithms. They conclude that whilst a vast body of work has
been carried out in this area there is still no widely used, operational retrieval algorithm. This is
due to the complexity of the interaction of the microwave pulse with the surface, and the fact that
most instruments don’t have multi-configuration capabilities. In addition SAR systems, though
capable of high resolution, consequently have a long revisit time and are therefore not useful for
change detection algorithms (discussed below).
σ0 is comprised of more components than TB, which is just the result of direct emission from
the soil attenuated by the canopy, direct vegetation emission and emission from the vegetation
which is reflected by the soil and then attenuated by the canopy. σ0 is a function backscatter from
the soil surface, the two-way attenuation of the vegetation, direct backscatter from the vegetation
and multiple scattering between the vegetation and soil elements (Moran et al., 2004)
Empirical approaches require parameter calibration and are therefore site-specific or only valid
for a given sensor, land cover, climate and possibly season (Moran et al., 2004), therefore Wagner
et al. (2007a) suggests that the more physically based radiative transfer models that account for
multiple-scattering effects are the most useful. Some semi-empirical approaches try, as in pas-
sive retrieval algorithms, to account for the vegetation-related backscatter using a simple radiative
transfer algorithm, before forming an empirical relationship between the surface backscatter com-
ponent and the soil moisture. One often used semi-emipirical model which accounts for the effects
of vegetation scattering is the ’water cloud model’. This represents the canopy as a uniform cloud
of spherical droplets where the canopy is defined by LAI or vegetation water content (Moran et al.,
2004). More complex approaches expand on this idea by using explicit descriptions of the differ-
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ent elements of the canopy (Wagner et al., 2007a). Purely theoretical radiative transfer approaches
usually require surface roughness parameters to be defined a priori, but choosing such a parameter
which adequately describes this variable is difficult (Wagner et al., 2007a). As with passive ap-
proaches this is usually described using the root mean squared height of the surface vegetation and
correlation length (i.e. an autocorrelation function). Probably the most widely used microwave
backscatter radiative transfer model is the ’Integral Equation Model’ (IEM) (Fung et al., 1992;
Wagner et al., 2007a) which is a bare soil model. Many additions and refinements have been made
to the IEM to account for vegetation effects. However Moran et al. (2004) report that numerous
studies have shown the IEM doesn’t always work well, even with a very good, ground-based,
characterisation of surface roughness. In general Wagner et al. (2007a) conclude that models have
failed to accurately account for the surface roughness, partly due to the complex geometry of the
surface, and partly due to the fact that microwaves can be longer, comparable to or shorter than
the scales of variations in the vegetation elements (leaves, branches etc). As most SAR systems
are not multi-angular and do not operate at more than one frequency it will be difficult to account
for surface roughness and vegetation effects and therefore accurate determination of soil moisture
is limited (Moran et al., 2004).
In order to take into account the surface roughness and vegetation effects Wagner et al. (1999b)
and Wagner et al. (1999a) at TU-Wien University proposed a change detection method for scat-
terometer data from the instrument on board the European Remote Sensing (ERS) satellite (Ta-
ble 2.1) which exploited the multi-angular nature of the data to account for the changes in backscat-
ter due to the vegetation phenology (the contribution of surface roughness is assumed constant).
The data are normalised to a reference angle of 40o and are then related to reference backscatter
timeseries for completely dry and wet soil conditions, calculated from many years of data, that
take into account the vegetation phenology. The dry reference backscatter value at time t is sub-
tracted from the measured value and this is then normalised to range in the dry and wet reference
backscatter values, in order to derive a relative measure of soil moisture (assuming a linear rela-
tionship between soil moisture and backscatter) (Wagner et al., 2003; Naeimi et al., 2009a). The
TU-Wien model has been used in the same way to derive relative soil moisture measurements from
the Advanced Scatterometer (ASCAT) onboard the MetOp satellites (Naeimi et al., 2009b,a).
Current Satellites
Table 2.1 provides an overview of the current operational satellites that are capable of measuring
soil moisture and one planned future mission. The instruments are grouped according to mea-
surement technique. The satellite is detailed along with the launch data and then the instrument
charactersitics. The revisit time is dependent upon the swath width, which tends to be higher for
lower resolution satellites, offering a temporal trade-off with poorer spatial resolution. SAR in-
struments provide the highest spatial resolutions compared to radiometer and scatterometer data.
As discussed above the longer the wavelength the greater the penetration of the canopy and sur-
face soil, which is important for remote sensing of soil moisture. A summary of the observation
uncertainty resulting from validation studies is provided in the next section.
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Measurement Instrument Satellite Launch Frequency (GHz) Polarisation Resolution Swath Re-visit
Technique (Agency) Date (km) Width (km) Period (days)
Passive - Radiometry AMSR-E Aqua (NASA) 2002 6.925, 10.65, 18.7 HV 56, 38, 21 1445 1-2
23.8, 36.5, 89 24, 12, 5.4
MIRAS SMOS (ESA) 2009 1.4 (L-band) HV 30-50 1000 3
Active - Scatterometry ASCAT MetOp (ESA) 2006 5.255 (C-band) VV 25-50 500 (x2) 1-2
Wind Scatter. ERS-2 (ESA) 1995 5.3 VV 50 500 2-7
Active - SAR SAR ERS-2 (ESA) 1995 5.3 VV 0.03 100 35
ASAR ENVISAT (ESA) 2002 5.3 HH/VV 0.03-1 0.005-0.4 35
PALSAR ALOS (JAXA) 2006 1.27 combination 0.007-0.1 70-360 46
Future - SAR C-band SAR Sentinel-1 (ESA) 2013 5.405 VV+VH,HH+HV 0.005-0.02x0.04 80-400 12
Future - both SMAP (NASA) 2014 1.26 (Radar) VV HH HV 1-3 1000 1-2
1.41 (Radiometer) HV 40
Table 2.1: The characteristics of various satellite-based microwave instruments used to retrieve soil moisture
observations.
Observation uncertainty and validation
The uncertainty in satellite soil moisture observations is determined by sensor characteristics and
retrieval algorithms (Wagner et al., 2007b). Satellite soil moisture products have mostly been
validated by comparing the data with ground-based in-situ soil-moisture observations. However
validation with point measurements of soil moisture is problematic as discussed below. The reso-
lution of the satellite data, particularly passive systems, is often large (few km2 to several thousand
km2) and soil moisture can change over small spatial scales due to topography and soil processes
(Wagner et al., 2008). Variability in atmospheric forcing (i.e. precipitation, temperature, wind,
humidity etc) can be large enough to have an effect on the spatial soil moisture patterns within the
resolution of some satellite instruments. Heterogenous land cover and soil type within a pixel also
contribute to uncertainty in the soil moisture signal, especially if the variability in surface charac-
teristics are not accounted for in the retrieval algorithm Jackson et al. (2010). Differences between
the ground-based observations and the satellite data may not be due to errors in the retrieval al-
gorithms, sensor characteristics or instrument calibration but may just be the result of comparing
datasets which actually represent different things. Often the mean of point measurements made
across the pixel is used to compare with the spatial average recorded by the satellite sensor. The
ground-based observations often have a high spatial variability due to the reasons discussed above
(Owe et al., 2008). In addition the satellite footprint size is not fully known for radiometers and
a specific ground location might be located in a different part of the satellite footprint with every
satellite pass (Jackson et al., 2010). The vertical resolution of the data may not be the same either.
Ground-based observations are often made at depths of >5cm, which is below the penetration
depths of most microwave wavelengths, whereas only the topmost ∼<=2cm of the soil contributes
to the signal received at the satellite. The penetration depth also changes with the saturation of
the soil (Owe et al., 2008; Jackson et al., 2010). Differences in the time of day, or date, that
the ground-based and satellite data are acquired will also possibly result in differences between
the datasets, especially if there has been precipitation in-between. This is more of a problem for
regions which experience high, frequent rainfall.
Despite several large campaigns aimed at measuring ground-based soil moisture for satellite
validation, as summarised in Section 2.4.1, Owe et al. (2008) point out there are very few ob-
servational datasets that exist at the temporal and spatial scales necessary (both horizontally and
vertically) for good quality validation of the satellite data and therefore suggest it is more mean-
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ingful to compare the temporal trends rather than the absolute values. Many of the validation
studies that have been undertaken for currently operating satellites are summarised in Table 2.2.
Whilst no validation studies have been carried out over the peatlands, the literature summarised in
Table 2.2 covers validation studies of similar vegetation types to the shrubs and grasses found in
UK peatlands. Some of the main issues arising from these studies are discussed below.
In the majority of validation studies the satellite soil moisture corresponds well with the low
frequency, seasonal scale, temporal dynamics, but the absolute values are over- or underestimated
(e.g. Gruhier et al. (2010)). The satellite observations often show higher variability than ground-
based measurements on a shorter timescale (e.g. Paris Anguela et al. (2008); Albergel et al.
(2009)). This is thought to be due to the fact that most ground-based sensors are positioned at a
depth of >5cm whereas the satellites ’see’ only the top few cms of the soil, which responds faster
to atmospheric forcing (precipitation, humidity, temperature and wind) than lower layers (Wagner
et al., 2007a). Many studies report a good response of the satellite data to precipitation (e.g.
Mladenova et al. (2010)), and in some studies rainfall has not been captured by the in-situ data
(Gao et al., 2006). A quicker ’dry-down’ is sometimes observed in satellite data when compared
with ground-based observations (Gao et al., 2006). High RMSE values might result from high soil
moisture variability in response to highly changeable precipitation forcing, such as in a Monsoon
period (Gruhier et al., 2010), where high biases might just be the result of a lag time between
the satellite measured surface soil moisture and the in-situ soil moisture measured at a greater
depth. If high correlations are found during these periods, however, then the the algorithms are
capturing the dynamics well, which is important in areas where the land-atmosphere feedback to
precipitation is strong (Gruhier et al., 2010).
To understand what temporal scales are contributing to the correlation Rudiger et al. (2009)
computed the soil moisture anomaly correlations, i.e. the difference from the mean over a time
window. They found that the correlation was mainly due to seasonal effects as the anomaly cor-
relations are lower at certain parts of the year. The satellite data and ground observations didn’t
correlate as well in winter, which they propose is due to soil freezing and the reduced dynamics
of the soil moisture signal. On the contrary Albergel et al. (2009) found that the anomalies had
as high a correlation as the soil moisture timeseries, and therefore suggested the correlations were
not dominated by the seasonal dynamics. Gao et al. (2006) grouped the data into seasons before
examining the correlations and found a large seasonal variability in the correlation values, with
the highest correlations found in autumn and the lowest in winter.
From studies which look at several different locations it is obvious that soil moisture data can
have very different error characteristics, possibly due to differences in the climate, soil properties
and vegetation type and amount (Reichle et al., 2004; Ni-Meister et al., 2005; Gruhier et al.,
2010). Therefore, a validation study from one location or region cannot be relied upon to give
an idea of the error characteristics of another region. A number of issues arise when transferring
the results of a validation exercise at one site to another location. Error estimates might be small
due to low soil moisture values or dynamic range (e.g.Li et al. (2010); Gruhier et al. (2010)).
Differences can also result from inadequate parameterisations in the retrieval algorithms which
give accurate parameter estimates for one region but not for another (Reichle et al., 2004). It is
therefore potentially not very useful to obtain an average RMSE for a range of locations (Li et al.,
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2010), and/or dates as many studies do. Champagne et al. (2010) argue that long term datasets are
required to truly validate soil moisture accuracy and evaluate the dynamics, not just as because of
changing seasonal dynamics, but because of longer term changes in surface vegetation or climate.
The RMSE between satellite observations and ground-truth data is often affected by the spatial
uncertainty in the ground-based data. Data from different stations within the pixel area are used
calculate a mean value to compare with the single satellite observation. Some studies report a
relatively high spatial scaling error between the stations, (e.g. 0.034m3m−3, Ceballos et al. (2005)
and 0.03m3m−3, Reichle et al. (2004)). Point-based soil moisture measurements follow the same
temporal trend as the mean so taking a linear average is valid (Ceballos et al., 2005). Ni-Meister
et al. (2005) point out the need to account for in-situ measurement error and for horizontal and
vertical scaling errors, as the satellites will mostly likely be measuring the soil moisture of a
thinner surface layer than the ground-based observations.
Gruhier et al. (2010) compared five different passive and active sensors and retrieval algo-
rithms and found the soil moisture products varied greatly in terms of the overall range and vari-
ability. However the mean relative difference between the five products was very low, showing the
mean values correspond well over longer time periods. The two AMSR-E products (Table 2.2)
showed a strong temporal correlation but the absolute values varied, especially in the dry season,
resulting in an RMSE of 0.058 (Gruhier et al., 2010). The two ERS Scatterometer products (Ta-
ble 2.2) compared well in terms of temporal variability and absolute value (Gruhier et al., 2010)
as did the two different sensors that used the LPRM algorithm (Owe et al., 2001), with a partic-
ularly high correlation of 0.82. Gruhier et al. (2010) concluded that both frequency, sensor type
and retrieval algorithm are important in determining an accurate estimate of soil moisture. de Jeu
et al. (2008) suggest that if soil moisture products from different sensors and retrieval algorithms
have similar error statistics for a given region then they likely do represent the actual soil moisture
dynamics as it is very unlikely to see the same systematic errors in independent datasets. However
this does not suggest they have the correct absolute values as a bias can still be present due to
vertical and horizontal scaling errors etc.
Several studies calculated the profile average soil moisture (SWI - Soil Wetness Index) from
the surface, satellite-derived soil moisture using a two-layer water balance model and found the
profile average to compare better with in-situ profile averaged soil moisture, as the high temporal
variability of the satellite observations is dampened with depth (Ceballos et al., 2005; Brocca
et al., 2010). This is potentially an important finding for data assimilation studies because the
SWI might contain more information on soil dynamics than the surface soil moisture. The profile
average soil moisture can easily be calculated in the model and compared to the data.
When comparing with relative soil moisture measurements (i.e. % saturation) the ground
based data are either transformed into relative soil moisture by scaling between the minimum and
maximum of the in-situ observations (Rudiger et al., 2009), or alternatively the satellite relative
soil moisture data are transformed into absolute values using the known or theoretical porosity and
wilting point, (Drusch et al., 2004) or the dynamic range of the in-situ data (Albergel et al., 2009).
There is a potential issue in comparing “like-with-like” in these data in terms of what is defined as
the minimum and maximum. The change detection algorithms use the minimum and maximum
value of a climatology of microwave backscatter data spanning several years and assume that these
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values correspond to completely dry and wet conditions (Wagner et al., 2003). For some areas the
minimum and maximum of the satellite data might not correspond to the actual wilting point and
porosity of the soil, yet the porosity is used to transform the data into absolute values. Equally,
the minimum and maximum of the in-situ data is often used to transform the data into relative soil
moisture and this might not correspond to the same conditions which resulted in the minimum and
maximum backscatter data that is used to calculate the satellite observations. Wagner et al. (2003)
recognise this issue and discuss an empirical correction that is applied to very dry soils which
might never reach saturation. They also discuss using the backscatter value for frozen soils at high
wet latitudes where the opposite is true. However in temperate, wet climates the soil may never
reach its wilting point or be frozen. Whether this is indeed a problem for near-saturated soils in
these climates, and whether it is accounted for in the model needs further clarification.
Wagner et al. (2007a) argue that evaluation with ground-based data alone is insufficient due
to the problems discussed above, and that pair-wise comparison with other datasets can alleviate
this problem. Recently other methods of determining the error characteristics of satellite soil
moisture datasets have been introduced. Scipal et al. (2008) introduced the “triple collocation”
technique for understanding error characteristics of various soil moisture products, even in the
absence of ground-truth data. The method allows systematic differences between the “truth” and
satellite data to be taken into account. This is achieved by assuming a linear relationship between
the measured and “true” soil moisture, including the residual random error (+ e), and solving
for the “calibration constants” of the linear function for each dataset in order to calculate the
residual RMSE (Scipal et al., 2008). This approach assumes the errors of the individual datasets
are uncorrelated. It also requires enough coincident data points; Dorigo et al. (2010) suggest
over 100. Scipal et al. (2008) only included data points which had a correlation of higher than
0.2 between the measured and true values in order to make sure the datasets were measuring the
physical soil moisture. One problem with the method is that the user needs to define a “truth” or
reference dataset and therefore the resultant RMSE values are relative to the reference dataset and
will change depending on the dynamic range of that dataset (Dorigo et al., 2010). To determine
the relative magnitude of the errors, independent of the reference dataset, Scipal et al. (2008)
normalise the values by scaling between the maximum and minimum of the reference dataset
soil moisture. They compared the ERS-2 Scatterometer and the TRMM TMI instrument with the
ERA-Interim climatology as the reference dataset. The resultant RMSE (and relative error) values
were 0.028m3m−3 (9.4%), 0.046m3m−3 (15.6%) and 0.02m3m−3 (6.9%).
Dorigo et al. (2010) used the triple collocation method but defined the problem slightly dif-
ferently. They looked at the trends in the uncertainty due to the different observation principles of
active and passive systems and for different frequencies. Instead of examining the absolute soil
moisture values they investigated the temporal anomalies so as to investigate the ability of the
data to capture the temporal dynamics (Dorigo et al., 2010). They found global average RMSE
values of 0.017m3m−3 for the ASCAT anomalies and 0.019m3m−3 for AMSR-E compared to the
ERA-Interim reference dataset with RMSE of 0.018m3m−3. They find AMSR-E performs better
than ASCAT in dry areas, probably due to the volumetric scattering confounding effects in the
active ASCAT data. However AMSR-E has a higher RMSE value in dense vegetation, which they
ascribe to problems in the simple linear radiative transfer retrieval algorithm of the AMSR-E data
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(Owe et al., 2001), which doesn’t fully account for higher order scattering effects in the vegeta-
tion canopy, compared to the change detection algorithm Wagner et al. (2003), which by its design
deals with the problem of characterising the vegetation effects on microwave scattering. No RMSE
value greater than 0.05m3m−3 is reported in Dorigo et al. (2010).
Although this method effectively takes the systematic errors into account in order to determine
the random error in the observations, it is still necessary to determine and specify the absolute
biases between the satellite data and the in-situ truth for data assimilation studies using the satellite
soil moisture data. But this method allows a more in depth exploration of the different possible
sources of error in datasets.
Rudiger et al. (2009) point out that for atmospheric studies it is more important to capture the
right temporal dynamics than to obtain the correct absolute value, however Ni-Meister et al. (2005)
stressed the need for accurate soil moisture initialisation in data assimilation systems, therefore
ascertaining the differences between the satellite data and observations is crucial. Reichle et al.
(2004) argue therefore that the bias needs to be accounted or corrected for, or the values re-scaled,
before incorporating the data into the data assimilation system. For parameter calibration exercises
an accurate value of the soil moisture is necessary, as it is not the temporal trend of the model which
is being “updated/adjusted” by the observations.
It is clear that a wide range of RMSE and bias values are possible and that validation stud-
ies from one site cannot be transferred even to a nearby location. Thus until a wider databank
of validation studies has been carried out, it is imperative to validate any soil moisture data with
ground-based data from individual study sites, or at least similar ecosystems, before using it in
model calibration or data assimilation studies. Wagner et al. (2007b) discussed the need for intro-
ducing a standardised validation method (as has been done for other EO datasets such as LAI, e.g.
De Kauwe et al. (2010)), and collective datasets that can be used for validation, in order to directly
compare the accuracy obtained from the evaluation of different satellite products. This would
go a long way in improving understanding of the error characteristics of satellite soil moisture.
The need for robust error characterisation is increasingly being realised with many observation
datasets, including for EO data. Studies such as those by Dorigo et al. (2010) are also an impor-
tant step towards understanding the observation uncertainty. Hopefully in the near future good
quality error fields will be provided with each dataset. This will in turn encourage more people to
use the data, as an independent validation is not always possible, and if a global modelling study
is being undertaken, it is simply impossible.
Unfortunately the only operational soil moisture products currently available are based on ra-
diometer or scatterometer data, both of which have a low resolution. The benefit of this is that
high temporal revisit period is possible, but significant biases can occur in the pixel values if the
pixel covers a heterogeneous landscape and only one part of the pixel is being studied. SAR
enables a much finer resolution to be achieved and therefore more detailed spatial patterns of
soil moisture fields. Results from Pathe et al. (2009) show a very high correlation (0.9) between
ERS scatterometer soil moisture data and co-registered 50km linearly-averaged ASAR data with
a low RMSE and bias of 0.04m3m−3 and ∼0.008 respectively. It is possible that high resolution
coincident SAR soil moisture data can bridge the gap in scale between the point-based in-situ
data and the coarser resolution radiometer and scatterometer data for validation purposes or for
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downscaling low resolution data Wagner et al. (2008). Although as SAR validation studies show
(Table 2.2), there is a need for improvement in the SAR retrieval algorithms before this will be
possible. Other optical and thermal datasets have also been used for to disaggregate low resolu-
tion soil moisture data (e.g. Merlin et al. (2009, 2010), resulting in reasonably low RMS errors
(∼0.01 - 0.06m3m−3) and biases -0.045m3m−3 and high correlation coefficients (>0.9). Standard-
ised algorithms may soon become available to create higher resolution datasets from low resolu-
tion radiometer and scatterometer data. NASA’s Soil Moisture Active Passive (SMAP) satellite,
currently planned for launch in 2014, will contain, for the first time onboard a satellite, an L-
band radar and an L-band radiometer. Algorithms have been developed to merge the two datasets
to provide high resolution (9km) soil moisture datasets that will meet or better the 0.04m3m−3
mission accuracy requirement (Das et al., 2011) and daily composite products will be provided
(http://smap.jpl.nasa.gov/science/dataproducts/). This might be the best option for retrieving high
resolution data as the instruments are onboard the same satellite.
No validation studies have yet been undertaken to compare low resolution satellite soil mois-
ture with ecosystems which have near-saturated soil for most of the year, as is the case for peat-
lands and areas of wetlands which are not inundated. It is unclear whether any biases will be
present in the data as a result of systematic errors in the retrieval algorithms, or whether the ran-
dom error increases or decreases for higher values of soil moisture. As is the case for many
ecosystems further validation and error characterisation is needed before the data can be used with
confidence without site-specific validation.
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2.5 Data assimilation - optimal combination of observations and mod-
els
Data assimilation (DA) comprises of a set of statistical techniques aimed at integrating models
(prior knowledge of a system) and observations (new information) to improve model predictions
and to obtain an estimate of the distribution of the model prediction (i.e. the uncertainty) (Wikle
and Berliner, 2007). This follows Bayes’ Theorem which is described. Following this a brief
summary of the different DA techniques is presented along with their comparative advantages and
disadvantages. Examples of carbon cycle DA studies are then provided and finally the benefits
and potential issues that may arise when using this method are discussed.
2.5.1 Bayes’ Theorem and Bayesian Inference
Bayes’ Theorem is a theory of probability which relates a conditional probability of one event
upon another, to its inverse probability and a prior knowledge of the independent probability of
each event occurring. It can be derived from the multiplication rule in probability theory and the
definition of conditional probability.
P(A ∩ B) = P(A)P(B|A) (2.2)
This is the probability of both event A and event B occurring together if event B is conditional
on event A having already happened (P(B|A)). The probabilities are expressed as probability dis-
tributions, which are summarised in the form of a mean vector and a covariance matrix. Similarly:
P(A ∩ B) = P(B)P(A|B) (2.3)
From this we can derive Bayes’ Theorem which states the probability of event A occurring
given event B has already occurred is dependent on the probability of event B occurring given
event A, multiplied by the unconditional probability of event A occurring, and divided by the
probability of event B occurring:
P(A ∩ B) = P(B|A)P(A) = P(A|B)P(B) (2.4)
P(A|B) = P(B|A)P(A)
P(B)
(2.5)
P(A|B) and P(B|A) are conditional probabilities. P(A|B) is referred to as the posterior distri-
bution and P(B|A) is called the ”likelihood function”. P(A) as the prior distribution and P(B) is a
normalising constant.
Bayes’ theorem is appropriate in addressing scientific questions, as it provides a simple way
of updating the prior probability of a hypothesis given new observations or evidence (Sivia, 2006).
Say event A is the hypothesis and event B is the data. So the equation can now be expressed as:
P(hypothesis given the data) ∝ P(hypothesis) x P(data given the hypothesis) (2.6)
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P(hypothesis) describes the prior knowledge of the hypothesis. This provides a method of
improving our knowledge of a quantity of interest, using not only the new data but also the knowl-
edge of the hypothesis we already have. This approach is often referred to as Bayesian Inference
(Wikle and Berliner, 2007). It is useful also in that it applies a probability to a hypothesis, rather
than just accepting or rejecting it. Bayes’ Theorem therefore allows conclusions to be drawn even
with uncertain information.
This is the basis of DA; the process of combining data with prior knowledge of the variables
of a physical system to obtain an improved estimate of the variables. The framework can be used
to analyse a model when combined with observed data. The model is the hypothesis in the above
example, i.e.:
P(model, given the data) ∝ P(model) x P(observations given the model) (2.7)
The observations are used to update a model parameters, the initial state vector or both. Taking
the example of updating the model parameters, using Bayes’ Theorem the probability distribution
of the parameters, θ, of the model, given the data, is a function of the prior probability of the model
parameters and the probability distribution of the data given the model parameters:
P(θ|D) ∝ P(Θ) P(D| f (Θ)) (2.8)
where f(θ) is the model with specified parameters.
Even if little information about the prior probability distribution of the parameters is available
this prior knowledge is still utilised. For example if only the physically limiting intervals of a
parameter are known a simple uniform distribution can be used.
The likelihood function, which is the probability distribution of the differences between the
observations and the model, can be determined by running the model using a certain set of pa-
rameters and comparing the resultant modelled state variables with observed values. Data can be
used in a very simple way to improve the probability distribution of the parameters and is there-
fore useful as a calibration tool. As new data becomes available the probability distribution of the
parameters can be further constrained. This process is often called optimisation and/or inversion.
In summary a Bayesian inference approach can be used to provide improved estimates of the
parameters of a model with associated uncertainty, uncertainty in model outputs and information
on the correlations between parameters. To use this approach you need an estimate of the prior dis-
tribution and estimates of the uncertainties in your observations. Bayesian inference is a powerful
tool. Wikle and Berliner (2007) argue that it is an ideal probabilistic framework for combining all
the relevant information including any prior knowledge of the system, the available observations
and the model, including the associated uncertainties.
2.5.2 Methods of Data Assimilation
Wikle and Berliner (2007) provide an excellent overview of the different methods of DA in a
Bayesian context. Many authors distinguish two types of DA techniques: sequential and batch.
Sequential methods (sometimes referred to as ‘filters’) update the model parameters or the state
variables at the point that a new observation becomes available. Batch methods (sometimes re-
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ferred to as ‘smoothers’) change the initial parameterisation to produce a model run which best
fits the observations over a certain time window, thereby incorporating more information.
One example of a sequential method is the Kalman Filter. This essentially calculates a weighted
average of the uncertainty in both the observations and the model, with the highest weight given to
whichever has the lowest uncertainty (Maybeck, 1979). Hence the model state and/or parameters
are updated by the observations if they provide useful information. The Kalman Filter assumes
that the model and observation operator are linear and that the model parameters have a Gaussian
distribution. The Ensemble Kalman Filter (Evensen, 2003) works around the assumption of a lin-
ear model by creating ensembles of model runs which provide the error statistics for the model.
However Gaussian distributions are still assumed for the observation operator and observations.
Variational DA techniques attempt to minimise a cost function which represents the difference
between the models and the observations. The errors in the forward model, priors, observations
and observation operator need to be included as terms in the cost function. The model can therefore
act as a constraint in how well the observations improve the prior information.
Variational methods look for the maximum value of the posterior distribution (i.e. the most
likely value of the parameters or state variable being estimated) by solving for the minimum of
the cost function. This can be found using gradient descent methods such as the Newton Raphson
method. The second derivative (Hessian) of the cost function provides an estimate of the covari-
ance. To obtain the minimum of the cost function, the derivative of the cost function has to be
derived and for that the partial derivatives of the model, with respect to the parameters or initial
variables are required. This is called the adjoint (Jacobian) and describes the linear sensitivity
of the model to all the other model variables and parameters. The adjoint is the transpose of the
tangent linear model which gives the derivatives of the state vector. The tangent linear model can
be used without the adjoint but this takes longer as the model has to be run with every change in
the initial state variables or parameters. This method is often referred to as “3d-var”. If observa-
tions are used over a time window the method is termed “4d-var”. The major disadvantage of this
method is that the adjoint needs to be calculated. This can be particularly difficult if the processes
in the model are formulated in a non-differentiable way, for example if there are switches between
one function and another depending on certain inputs or conditions.
In cases where an analytical derivation of the posterior distribution is not possible because the
observations, parameters and model are strongly non-linear, the uncertainties are non-Gaussian,
or the adjoint is difficult to calculate, Markov Chain Monte Carlo (MCMC) approaches are useful
(Wikle and Berliner, 2007). MCMC methods obtain the posterior distribution by sampling the
prior parameter space. These are termed “global search” methods. The technique is more flexible
as no assumptions of the distribution of the model parameters, state variables or observations, and
no linearisation of the model is required. However MCMC is more computationally expensive
which prohibits its use for optimising larger models.
MCMC methods can be both sequential or batch. They also differ mostly in how they sample
the prior distribution and in how they accept or reject the values to produce the posterior distri-
bution. The particle filter is an example of a sequential MCMC algorithm, and the Metropolis-
Hastings algorithm is used in a variational framework. The chosen data assimilation method is
described in more detail in Chapter 3.
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2.6 Carbon cycle data assimilation
Rayner (2010) provides a good general overview of the carbon cycle DA studies to date and the
current status of field. The field of carbon cycle DA is divided between “top-down” inversions of
satellite atmospheric C concentration measurements to provide land surface flux estimates, which
do not include the use of a process-based model (except perhaps for the provision of prior flux
estimates), and “bottom-up” approaches which use a process-based model to infer land surface C
fluxes (Wang et al., 2009; Rayner, 2010). Wang et al. (2009) review the advances made in five
different applications of carbon cycle data assimilation: flux estimation, parameter estimation,
model error analysis, evaluation of sampling strategies and forecasting. The inversion approach is
essentially the same for all studies, though different studies use different assimilation techniques
to suit their purposes. A few studies have combined both approaches (Rayner et al., 2005; Scholze
et al., 2007).
The “top-down” approach was discussed in some detail in Section 2.3.2, so it is not discussed
further here. Both approaches are also used to infer oceanic C fluxes as well as terrestrial, but the
following discussion focuses solely on the land surface.
Most carbon cycle data assimilation studies to date have used either satellite-derived vegetation
indices, LST or evapotranspiration, satellite observations of atmospheric CO2 and CH4 concen-
trations, eddy covariance data and soil carbon measurements to constrain the parameters or state
variables of a model. A brief outline of some of these studies is given below. Other observa-
tions could also be used, including intensive chamber-based measurements of C flux, hydrological
observations, and historical data on land use, land use change and disturbance (Raupach et al.,
2005).
2.6.1 DA with ground-based C flux observations
The majority of carbon cycle Bayesian inversion studies with process-based models have used
eddy covariance C flux data to constrain the parameters, and in some cases C pool sizes, of an
ecosystem or land surface model (Braswell et al., 2005; Knorr and Kattge, 2005; Williams et al.,
2005; Santaren et al., 2007; Chen et al., 2008; Richardson et al., 2010; Vuichard et al., 2010;
Bonan et al., 2011; Ricciuto et al., 2011; Verbeeck et al., 2011). These studies not only looked
at the constraint of different types of parameters but also the reduction in uncertainty between the
prior and posterior PDF and the correlations between the parameters. Some discussed the impact
of different time periods of data that were included in the inversion and the ability of this approach
to identify errors in the model.
Knorr and Kattge (2005) found half-hourly eddy covariance CO2 and H2O fluxes substantially
reduces the uncertainty of 5 parameters of the BETHY model. They found that in some cases
the result depended strongly on the choice of prior uncertainties, suggesting the need for a full
assessment of the information that might be available to provide accurate priors.
Santaren et al. (2007) used eddy covariance CO2 flux data, as well as latent and sensible heat
fluxes and net radiation to constrain the parameters of the ORCHIDEE model. They tested the
timescales of improvement and found the fit to the diurnal cycle of the flux was better than the
seasonal cycle, even when using a whole year of flux data. The parameters controlling photosyn-
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thesis and the energy balance were well constrained whereas the parameters controlling respiration
were not. The autotrophic and heterotrophic respiration terms could not be distinguished. They
also discussed the ability of “edge-hitting” parameters (i.e. where the parameter is constrained to
one end of the posterior PDF (PPDF)), in identifying structural deficiencies in the model.
Richardson et al. (2010) focused on the impact of different types of data, including eddy co-
variance, on the posterior PDF of C stocks and fluxes in the DALEC model. They also emphasised
the need for a proper characterisation of the observation uncertainty and propagation of the un-
certainty through the models. Most parameters were well-constrained by the available data apart
from initial values of the fine root and soil C pool. Richardson et al. (2010) suggested this is not
due to their limited impact on the model but down to the fact correlations with other parameters
are compensating for the values. This is known as model equifinality (Beven, 2006). They con-
cluded that including structures in the model for which observations cannot be readily obtained
is not very beneficial, and will lead to a higher degree of model equifinality. A crucial finding of
this study was that multiple streams of data both improves the model predictions and reduces the
associated uncertainties.
Eddy covariance data were also used to constrain the Local Terrestrial Ecosystem Carbon
model (Ricciuto et al., 2011). The headline result of this study was that the uncertainty in the
parameters and model predictions were strongly dependent on the length of the time period of
observations. The uncertainty reduction increased as up to and including 5 years worth of data
were added. As expected, parameters associated with short timescale processes such as photo-
synthesis and hydrology were well-constrained by short data records and vice versa. Adding in
observations relating to the initial C pools and annual aboveground woody increment reduced the
uncertainty in NEE predictions by 50%, as the model was very sensitive to these variables. They
found that the number of parameters which were correlated increased with the length of the data
record, suggesting there needs to be a trade-off between length of calibration and the number of
well-constrained parameters. This was one of the only studies to perform a synthetic experiment
prior to using actual data, which allowed an evaluation of the ability of the method without con-
founding factors such as model error. When actual data were used the inability of the model to
reproduce the observations signified the presence of structural deficiencies in the model, which
they suggested would need addressing in future modelling studies.
The use of chamber-based C flux data in model inversion has been demonstrated by Yeluri-
pati et al. (2009), Richardson et al. (2010) and Hashimoto et al. (2011). Richardson et al. (2010)
found that, in addition to eddy covariance observations, chamber measurements of soil respiration
provided a valuable constraint on the model parameters and argued that this type of observation
should be included as they are routinely made by field biologists. Yeluripati et al. (2009) constrain
the initial values of soil C pools of the DAYCENT model (the daily timestep version of the CEN-
TURY model), which they argue is necessary as the soil C pools may not be in equilibrium due to
changing management and land use. They showed the uncertainty on the initial pool sizes could
be reduced by the inversion. This was based on accurate information on the total soil C at the site,
which was used as prior information. Arguably if this had not been available the results would not
be as good quality. This information is hard to obtain for most sites.
Site-based vegetation characteristics and data available on C stocks was often used as ancillary
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information to C flux measurements (e.g. Van Oijen et al. (2005); Xu et al. (2006); Richardson
et al. (2010); Hashimoto et al. (2011). Xu et al. (2006) used datasets of woody biomass, foliage
biomass, litterfall, C content in the litter layers and C content in the mineral soil, together with
measurements of soil respiration, to constrain estimates of C transfer coefficients between the soil
C pools. This resulted ina good constraint of the transfer coefficients of the biomass and litter
pools but not the microbial, slow and passive soil C pools. This was attributed to either the lack of
experimental data or the mismatch in timescales between the available data and the parameters.
2.6.2 DA with satellite observations of variables related to C flux
Vegetation dynamics
Several satellite data relating to the vegetation phenology have been assimilated into ecosystem
models in order to constrain the C flux estimates. Demarty et al. (2007) used two years of satellite
LAI data from the MODIS instrument onboard NASA’s Terra and Aqua satellites to constrain the
phenology-related parameters of the ORCHIDEE model. The inversion resulted in advances in
the onset and end of the growing season at high northern latitudes which reduces the global annual
estimates of GPP and NPP by 5 and 3% respectively. They find that the assimilation of LAI results
in a better fit to independent eddy covariance data despite the errors in the LAI retrieval, unknown
model errors and the mismatch between the scale of the flux tower footprint and the model grid
cell.
Knorr et al. (2010) used satellite-derived fAPAR from the Medium Resolution Imaging Spec-
trometer (MERIS) onboard ESA’s Envisat satellite to constrain 14 phenology- and 24 photosynthetic-
related parameters of a generic phenology model. They found that one parameter set can accu-
rately reproduce the fAPAR measured at 20 flux tower sites across boreal, temperature, semiarid
and humid-tropical climates, with corresponding moderate reductions in the NPP uncertainty es-
timates. They suggested that the data could also be used to infer PFT fractions and the maximum
plant available water content parameter of the model.
Quaife et al. (2008) argued that instead of using satellite-derived LAI or fAPAR, which are
“high-level” EO products, i.e. those which require the use of an observation operator to convert
the raw radiances into the observations required, surface reflectance data should be used in the
assimilation. Surface reflectance, corrected for angular effects resulting from the viewing and illu-
mination geometry, is a “low-level” product, i.e. only the correction of atmospheric effects and the
conversion to reflectance from radiance is required. No further retrieval algorithm, which is either
semi-empirically based, therefore probably calibrated to certain sites, or physically based, there-
fore involving assumptions on the type of vegetation, its structure, extent etc, is required. Products
of the same variable but from different satellites might make different assumptions in their retrieval
algorithms, and this may not match with the assumptions that the process-model makes for that
same variable. Hence Quaife et al. (2008) argued that the reflectance should be modelled forward
using a radiative transfer algorithm and then matched to the satellite observations. The errors in
the retrieval can therefore be tracked and included in the inversion. They followed this approach
in constraining the parameters of the simple ecosystem model DALEC, and the parameters of the
observation operator. The results were compared to eddy covariance measurements. The results
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showed a reduction in the CO2 fluxes (NEP and total respiration) but the foliar biomass (and to
some extent GPP) is overestimated after calibration. This is attributed to a few possible sources
including error in the retrieval algorithm, lack of observations in the winter and shortcomings in
the model, including the issue of setting the initial state and rate parameters which are taken from
another study and assumed constant over the study area.
Land surface temperature and soil moisture
Other related EO variables which are important in terms of carbon fluxes are Land Surface Tem-
perature (LST) and soil moisture. LST and soil moisture are important in calculating how much
carbon enters the system by controlling the optimal conditions that the plants can function at. LST
is useful in determining the surface energy balance and therefore the soil temperature profile and
the amount of water in the system. LST influences the amount of evapotranspiration and there-
fore the water available in the surface layer and soil moisture changes the thermal conductivity
of the soil. Although ideally for the modelling of CH4 fluxes, observations of water table depth
would be available, soil moisture is useful in modelling water table dynamics. Soil moisture and
temperature also determine the amount of decomposition and therefore CO2 loss from the system.
Several LST products are available from satellite instruments which have thermal channels,
e.g. the Moderate Resolution Imaging Spectrometer (MODIS) on board NASA’s Terra and Aqua
satellites and Advanced Along-Track Scanning Radiometer (AATSR) on board ESA’s Envisat
satellite. Daily observations (both day and night) of LST are available at 1km from MODIS.
LST observations at a resolution of 1km every couple of days are available from AATSR. Both
instruments will likely have gaps in the data at this location due to cloud cover.
Relatively few studies to date have assimilated soil moisture or LST into land surface models,
and the number decreases if only studies using satellite observations are considered. No studies
have rigorously quantified the impact on the C flux predictions and uncertainties. Zhu et al. (2009)
constrained the parameters of the terrestrial ecosystem model BEPS (Boreal Ecosystem Produc-
tivity Simulator) using soil moisture data derived from MODIS data. Their aim was to improve
the soil moisture predictions of the model, but parameters relating to canopy transpiration were
also considered which would have an impact on the C fluxes, though this was not discussed.
The improvement in modelled LST and evapotranspiration from assimilating LST into the
Common Land Model (COLM) was investigated by Meng et al. (2009). They reported that, aside
from time periods with heavy rainfall, a better comparison with in-situ data was achieved when
the assimilation was performed once per day. They found no noticeable improvement if the as-
similation was performed twice in most cases. Barbu et al. (2011) assimilated the soil wetness
index (as well as LAI) derived from ground-based instrumentation into the ISBA-A-gs model (In-
teraction between Soil Biosphere and Atmosphere - with CO2 dynamics). They mainly looked at
the improved estimates of root zone soil moisture and LAI but provided a brief discussion on the
effect of data assimilation on the model CO2 fluxes, reporting a decrease in the RMSE between
observed and modelled NEE of 5%.
Ghent et al. (2011) assimilated satellite-derived LST into the land surface model JULES (Joint
UK Land Environment Simulator). They examine the improvement in soil moisture model es-
timates after the assimilation using satellite-derived soil moisture from the ERS Scatterometer,
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showing how EO data can also be useful in validating models as well as for assimilation. They
show the RMSE between the model and the satellite-derived estimates of soil moisture are 27.4
and 32.2% lower for West and North Africa respectively. The assimilation results in a reduction in
the mean daily evapotranspiration and NPP but the reduction in the uncertainty of these estimates
is not quantified.
Other studies which present results from satellite soil moisture assimilation with a land surface
model include Pathmathevan et al. (2003), Yang et al. (2007c) and Qin et al. (2009). Again, they
only look at the soil moisture, water balance and/or the energy balance and don’t go further to
comment on the impact on C fluxes. This coupled effect should be considered in the near future if
full use of satellite-based LST and soil moisture observations is to made.
2.6.3 Energy balance and hydrological model data assimilation
Examples of studies using satellite based estimates of LST and soil moisture to improve mod-
els of the energy balance and hydrological cycle in a data assimilation framework are briefly
summarised. Those studies which have attempted to use these observations to improve model
estimates of C flux in LSMs were detailed in the previous section.
Walker and Houser (2005) provide a review of hydrology-related data assimilation as does
Moradkhani (2008). Many studies have looked at assimilating soil moisture observations into hy-
drological models. This includes soil-vegetation-atmosphere-transfer (SVAT) models (Wigneron
et al., 1999), conceptual rainfall-runoff models (Crow et al., 2005; Brocca et al., 2010), simple
1-d hydrological models (Walker et al., 2001), and semi- to fully distributed catchment and water-
shed models (Walker et al., 2002; Reichle et al., 2007; Yang et al., 2007a; Pan et al., 2010; Chen
et al., 2011), as well as combinations of a catchment and SVAT model (e.g. the TOPMODEL -
based Land Atmosphere Transfer Scheme (TOPLATS) - Crow and E.F.Wood (2003)). Many of
these studies show the soil moisture observations help to correct for inaccurate precipitation in-
puts, which is a particular problem for reanalysis data. Several synthetic studies have also been
carried out (e.g. (Hoeben and Troch, 2000; Li et al., 2010).
As discussed in the previous section, whilst some soil moisture studies have been used to
improve estimates of the energy balance or hydrology in existing land surface and terrestrial bio-
sphere models, they have stopped short of assessing the impact on C flux estimates. Catchment-
based hydrological models in the past decade or so are now being included in land surface models
to provide a 2-dimensional modelling capability. These examples offer “proof-of-concept” studies
for when soil moisture and LST are used in more complex land surface models.
2.7 Issues with data assimilation and model calibration
There has been a general move over time to produce more complex, physically-based models,
with a corresponding increase in the number of parameters. This can lead to the problem of model
“equifinality” (Franks et al., 1997), where many combinations of the parameters of a model result
in similar model outputs. In a calibration framework the model can display a degree of model
equifinality if there is not enough information in the observations, or the priors (if a Bayesian
method is used) to find a unique solution to the values of the parameters. The problem is therefore
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“ill-posed”. If the model calibration is ill-posed due to the high number of parameters, or the com-
plex interactions between the parameters, more information has to be determined a priori (Combal
et al., 2002; Wang et al., 2009; Williams et al., 2009). Sensitivity analyses which determine the
relative importance of the parameters can aide in determining a) to which parameters the model
most sensitive, therefore which require calibration, and b) the interactions between the parame-
ters (Saltelli et al., 2006). This type of analysis should therefore be performed prior to a model
calibration.
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Chapter 3
Data and Methods
This chapter outlines the main tools used in this thesis. First the study site is described, and then the
decisions made in choosing a peatland C flux model are summarised. Following this the CASA-
CH4 model formulation is outlined together with some assumptions that were made in coding
up the model. The model parameters are then summarised, including the references used and
decisions made in defining the default value (used as the “true” value in the OSSE experiments),
and ranges of each parameter. After that the driving data are detailed and the source of the data
is specified. Where the raw data required further processing a description of these steps is also
provided. The model setup, including the spin-up period and the specific driving data used in the
OSSE experiments is then detailed. Following this, a sensitivity analysis method is outlined and
then the Bayesian inversion framework, used in the model calibration, is described. The OSSE
method is then set out, including the experiments which will be performed and the metrics used to
evaluate the results. Finally the real observations that are used to constrain the CASA-CH4 model
for the Lake Vyrnwy site in Chapter 9, are described.
3.1 Study Area
The study site is an upland blanket peatland site on the RSPB Lake Vyrnwy Reserve in the Berwyn
Special Area of Conservation (SAC), North Wales (52.8oN, 3.5oW). his site was used because of
the availability of C flux data. However the site is very representative of UK peatlands, which in
total cover about 8% of the UK land surface (Bragg and Tallis, 2001). The British Isles contains
10-15% of the world’s blanket peat (Tallis, 1997). The land is mainly used for sheep grazing and
the vegetation forms a heterogeneous landscape of patches of Calluna vulgaris (heather), Carex
sp. (sedge), Molinia sp. (grass), Sphagnum sp. (moss) and Juncus sp. (rush) patches. Recent
management practices (past 5 years) include the blocking of grips and heather mowing. Figure 9.1
shows the test site with the paired catchments set up to test the impact of management on the
area. This management is being carried out as part of the EU-LIFE Active Blanket Bogs in Wales
Project (www.blanketbogswales.org).
Table 3.1 provides a summary of the ground-based data that were available at the Lake Vyrnwy
site. These are detailed further later in this chapter in Section 3.8, together with satellite-derived
soil moisture data which cover this location for the time period studied (2009).
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Figure 3.1: Map of the RSPB Lake Vyrnwy Reserve site and the management set-up. Red circles show the lo-
cations of the meteorological stations and ground-based CH4 flux measurements (Section 3.3.6 and Chapter 9).
Data Method Date of collection
CH4 flux Chamber 2009 (monthly)
Total CO2 respiration Chamber 2009 (monthly)
NEP eddy covariance flux tower (only four dates processed so far)
Soil moisture theta probe 2009, 2010 (19 dates in months of May-July)
Air temp. weather station 2009 (hourly)
Solar radiation weather station 2009 (hourly)
Precipitation weather station 2009 (hourly)
Table 3.1: Table summarising the ground-based data which were available at the Lake Vyrnwy site.
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3.2 Choice of model
The aim of this thesis is to test a combined observation - modelling framework and to investigate
how observations can be used to improve and better understand a model. The task of using obser-
vations to constrain models is not easy. More complex models necessarily have more parameters
which require calibration and this in turn makes the task of data assimilation quite difficult. There-
fore the choice of model is directed by the requirement of the simplest possible model of CO2
and CH4 dynamics that allows the desired level of process understanding and represents the main
factors which control the C fluxes. This is so the results of the combined observation - modelling
experiments can be easily interpreted and understood, and not lost in the complexity of a larger
model at this stage.
The CASA-CH4 model (briefly described in Chapter 2 Section 2.2.2) was chosen to model the
CO2 and CH4 fluxes at this site, because from the reviews of the peatland C models, it was the sim-
plest, yet fullest description of CO2 and CH4 dynamics (for example it included a representation
of all three CH4 transport pathways). It also required the fewest driving data. Most of the other
models, whilst using a similar approach to modelling the partitioning of C decomposition into CO2
and CH4 flux based on water table depth, required the water table depth as an input. Such data
were not available at the timescales required at the study site. A larger land surface model could
have been used, but again this would have added to the complexity. Most of the other peatland
C flux models had many more site-specific parameters which would require calibration and some
papers detailing the model descriptions failed to outline the derivation of all the parameters. Some
models contained representations of processes that could not readily be measured and therefore
were too complex, for example Kettunen (2003) modelled the populations of methanotrophic and
methanogenic bacteria in the soil, which. Others did not include model formulations which could
be easily compared to any observations (Cao et al., 1996; Segers and Leffelaar, 2001).
The final deciding factor in choosing a model was the availability of the code. None of
the model codes were available which meant the model had to be coded up. A simpler model
suited that demand much better than some of the more complex models which either didn’t have
a complete description in the literature or were too complex (e.g. Kettunen (2003) model the
methanogenic and methanotrophic bacteria populations) to be considered. Potter et al. (1993) and
Potter (1997) provided a near full description of the model, and where detail was lacking some
basic assumptions were made as detailed below.
The fact that the CASA-CH4 model uses EO data as a driver demonstrates another use of EO
data in improving model estimates. The landscape at this site is extremely heterogeneous. Some
of the more complex models would require many parameters to model the C assimilation into the
system. In addition, unless a DVM such as LPJ-WHyMe were used, the impact of management
practices at the site could not be effectively modelled. A satellite-based dataset to prescribe the
vegetation phenology gets round these complexities. This is a relatively simple approach. Further
work could compare this model formulation to other more complicated biogeochemical represen-
tations of C assimilation. Model comparisons, whilst interesting, were not the focus of this thesis
however, and there is not enough data on C assimilation (GPP, NPP) available from the study site
to do so.
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3.3 The CASA-CH4 model
The original Carnegie-Ames-Stanford approach (CASA) biosphere model (Potter et al., 1993)
was developed with the purpose of simulating global terrestrial ecosystem production and soil
microbial respiration using monthly satellite, climatological and soil attribute data as drivers. This
was further modified by Potter (1997) to model daily methane production and emission from
wetlands. The combined model is described below and a schematic of the model is shown in
Figure 3.2.
Figure 3.2: A schematic of the CASA-CH4 model (following Potter (1997)).
3.3.1 Net Primary Production
Net primary production (NPP) is modelled as a product of the intercepted photosynthetically ac-
tive radiation (IPAR) and a light use efficiency term (LUE) that is scaled by temperature (T) and
moisture (W) stress terms, (Potter et al., 1993):
NPP(x, t) = IPAR(x, t) LUE T (x, t) W(x, t) (3.1)
where x and t are the location and time respectively. IPAR is the product of the total solar radiation
(SOL) incident on the grid cell and the fraction of PAR (FPAR) intercepted by green vegetation.
A factor of 0.5 accounts for the fact that approximately half the radiation is in the PAR waveband
(0.4µm - 0.7µm),
IPAR(x, t) = S OL(x, t) FPAR(x, t) 0.5 (3.2)
FPAR is calculated as a linear function of the simple ratio (SR), originally developed for the
Advanced Very High Resolution Radiometer (AVHRR) by Sellers et al. (1996):
FPAR(x, t) = min[
S R(x, t)
(S Rmax − S Rmin) −
S Rmin
(S Rmax − S Rmin) , 0.95], (3.3)
where SR is a function of the normalised difference vegetation index (NDVI), (equation 3.4),
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S R(x, t) =
1 + NDVI(x, t)
1 − NDVI(x, t) (3.4)
NDVI identifies vegetated amount and dynamics by exploiting the large difference in the red
(RED) and near-infrared (NIR) reflectances of green leaves compared with other materials.
NDVI =
NIR − RED
NIR + RED
(3.5)
NDVI is calculated from the surface reflectance of the RED and NIR bands of a satellite (e.g.
the Moderate Resolution Imaging Spectroradiometer, MODIS) before being input into the model.
SRmin in equation 3.3 represents the SR for unvegetated areas and is set to 1.08 in Potter et al.
(1993). SRmax is an approximation of the value at which all radiation is intercepted and is designed
to correct for effects of canopy architecture and residual cloud contamination. An upper limit of
0.95 for FPAR has been included to take into consideration the finite limit of leaf area.
The temperature stress scalar (equation 3.1) is the product of two terms, T1 and T2. T1 depresses
the light use efficiency term () at very high and low temperatures and when the temperature is
above or below the optimum temperature (Topt). Topt is the optimum growing temperature and is
defined as the mean daily temperature in the month in which the NDVI reaches a maximum for
the year. This assumes that plant growth is adapted to local ambient conditions.
T1(x, t) = 0.8 + 0.02Topt(x) − 0.0005(Topt(x))2 (3.6)
This scalar represents the fact that plants in very cold environments have very low growth rates
and plants in very hot environments have high growth rates but are limited in their efficiency by
simultaneous high rates of respiration (Potter et al., 1993).
The T2 term is incorporated in the temperature stress scalar to account for the reduced efficiency
of the light utilisation of the plant when the temperature is not Topt.
T2(x, t) = 1.1814/(1 + e(0.2(Topt(x)−10−Tair(x,t))))(1 + e(0.3(−Topt(x)−10+Tair(x,t)))) (3.7)
The water stress scalar on net primary production is a function of the estimated and potential evap-
otranspiration (EET and PET respectively), which are calculated in the soil moisture submodel,
(3.3.4).
W(x, t) =
1
2
[1 +
EET (x, t)
PET (x, t)
] (3.8)
This scalar depresses the efficiency of the plant photosynthesis in drier environments. If the tem-
peratures are below zero, snow accumulates on the surface (see the soil moisture submodel) and
therefore the W from the previous timestep is used.
3.3.2 Litter allocation and soil carbon flux
The CASA model contains litter, microbial and soil organic (slow and old) carbon pools, (Potter
et al., 1993). The model formulation is based on the CENTURY soil C and N dynamics model
(Parton et al., 1987). Organic soils were assigned to the coarse/medium Food and Agriculture
Organisation (FAO) texture class (Potter et al., 1993). Annual NPP (NPPann) is distributed over
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the year as an input to the soil carbon submodel in the form of litterfall (LTLAI) which is a function
of changes in leaf area index (LAI).
LTLAI(x, t) = NPPann(x)(LTcon(x) + LTvar(x, t)), (3.9)
where LTcon(x) = (LAImin(x)/LAIav(x)) / n
and LTvar(x, t) = [∆LAI(x, t)/Σ∆LAI(x, t)][1 − (LAImin(x)/LAIav(x))]
where n is the number of timesteps in one year and LAImin and LAIav are the minimum and average
LAI values for that year respectively. The litterfall term is a product of constant and varying frac-
tions of NPP. A fraction of NPP is distributed evenly throughout the year (LTcon), and a fraction
unevenly (LTvar), depending on the phenological cycle of the plants in question. The LTvar term
is therefore calculated as a function of the sum of all the timesteps where there is a decrease in
LAI. For completely constant evergreen ecosystems the LTvar term is zero for all timesteps and for
ecosystems which contain completely deciduous vegetation the LTcon term is zero (Potter et al.,
1993).
The litterfall fraction is allocated evenly between leaf, roots and wood plant tissue (or only be-
tween leaf and roots if the plant functional type (PFT) is non-wood). For the leaf and root pools
the carbon is then partitioned between the metabolic and structural fractions dependent upon the
lignin-to-nitrogen ratio (LN) according to the relationship:
MT f (x, t) = 0.85 − (0.018 LN(x, t)) (3.10)
where MT f is the metabolic fraction. Potter and Klooster (1997) fixed the lignin-to-nitrogen ratio
in the CASA model depending on ecosystem type. The same approach was adopted in this study;
the ratio is a fixed parameter that can be calibrated. This can be updated by adding nitrogen (N)
dynamics into the model.
All the lignin residue resides in the structural pool (Potter et al., 1993). The lignin has an
impact on the transfers of C from the leaf and root litter structural pools to the soil C pools Parton
et al. (1993). Firstly the fraction of lignin in the litter structural pool is determined from the
vegetation lignin fraction, and then the effect on the C transfers is calculated as per:
structural lignin′, f raction = ((vegegtation lignin f raction∗0.65)/0.45)/(1−metabolic f raction)
(3.11)
lignin e f f ect = exp−3∗structural lignin f raction (3.12)
The lignin fraction for each vegetation class is given in Potter et al. (1993). An average of the
values for the perennial grasslands and broadleaf shrub with grass ecosystems was therefore used
here (0.15).
The cycling of carbon in the soil is shown in Figure 3.3. Transfer of carbon from the litter to
the microbial pools and microbial to the soil organic pools is governed by the equation:
Ctrans(x, t)i = C(x, t)i ki Ws(x, t) Ts(x, t) Me (3.13)
where C is the carbon content of pool i, k is the maximum decay rate constant for pool i, Ws
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Figure 3.3: Schematic diagram of the ecosystem carbon model pools and fluxes, Potter et al. (1993). Dark
arrows connecting boxes are the carbon transfers between pools with associated CO2 loss as a result of decom-
position (shorter dark arrows). The values in the boxes are the C:N ratios, which would be used in the full
CENTURY model which includes N dynamics.
80
and Ts are scalars for the effect of soil moisture and temperature on decomposition in pool i
respectively and Me is carbon assimilation efficiency of the microbes. The amount of CO2 lost
due to microbial decomposition during each transfer between the carbon pools is calculated using
the above equation, with (1-Me) in place of Me.
The temperature scalar in the decomposition equation is modelled as a Q10 response function
(Potter et al., 1993), i.e.
Ts(x, t) = Q
((Tair(x,t)−30)/10)
10 (3.14)
where T(x,t) is the air temperature and Q10 is the increase in soil biological activity with a 10oC
rise in soil temperature. Potter et al. (2001) recommend using a different value for the C transfers
from litter and the soil. Therefore two different parameters Q10 litter (Q10 l) and Q10 for the soil
(Q10 s) are included as parameters in the model.
The scalar for the effect of soil moisture stress on decomposition was modeled as in Potter
(1997). This was modified from the original formulation in Potter et al. (1993) to account for
reduced decomposition rates in poorly-drained organic soils following the algorithms of Doran
et al. (1990). The scalar is a function of water-filled pore space or volumetric soil water content
(Θw). The equation for medium-to-fine textured soils is used:
Ws(x, t) = 5.63 Θw − 4.64 Θ2w − 0.745 (3.15)
In this interpretation of the decay rate constant for each pool, the model values were taken
from Parton et al. (1993) apart from the wood pool which was taken from Potter et al. (1993). Me
is set to 0.45 for most soil carbon pool transfers (Potter et al., 1993). The two exceptions are i)
the transfer of lignin from the structural and wood pools straight to the slow pool with a Me of 0.7
(Parton et al. (1987); Potter et al. (1993)) and ii) the carbon assimilation efficiency of microbes
for transfers from the soil microbial (active) pools to the slow pool. The latter is a function of silt
plus clay (SC) content, which for organic soils assigned to the coarse/medium texture class. The
equation for fraction of C lost as CO2 from soil microbes during the transfer to the slow pool (i.e.
1-Me) is:
S LOW f = 0.85 − 0.68 (S C), (3.16)
therefore the Me for this transfer is set to 0.422. The carbon content of each pool is updated
according to the amount of carbon transferred in or out of that pool for each timestep. The net
amount of CO2 lost during decomposition (soil respiration) is used to calculate the amount of
methane produced, (section 3.3.3).
3.3.3 Methane submodel
Methane production
Methane production is estimated from the CO2:CH4 microbial production ratio which is in turn a
function of water table depth (WTD). This is a hypothesised relationship based on experimental
studies by Moore and Knowles (1989) and Funk et al. (1994) for water table depth intervals of
5cm and a range ±20cm, with the soil surface at 0cm and a positive value of water table depth
above the surface.
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Methane transport and emission
As outlined in Chapter 2 Section 2.1.2, methane emission from the soil profile occurs through 3
main pathways: diffusion though the soil column, ebullition and vascular plant-mediated trans-
port.The methane sub-model of Potter (1997) implemented these processes as functions of CH4
production, water table depth and plant-type.
If the water table depth is below the surface, gaseous diffusion of methane produced beneath
the water table through the unsaturated soil column will result in oxidation of some or all of
the methane. Potter (1997) simulated diffusion empirically based on a hypothesised relationship
between potential methane oxidation and water table depth that is derived from data reported by
Sundh et al. (1995). All the methane is oxidised if the water table depth is > -20cm and no methane
oxidation occurs if the water table is at or above the surface.
Ebullition is the release of methane gas bubbles that have formed beneath the water table.
It occurs when the partial pressure of the gases in solution exceeds the hydrostatic pressure of
the water column (Potter, 1997). Potter (1997) used a declining water table as a proxy for a
reduction in hydrostatic pressure, based on studies by Moore et al. (1990) and Shurpali et al.
(1993) and summarised in Bartlett and Harriss (1993). Therefore an ebullition event occurs in the
model when the water table drops by 1cm d−1 over four consecutive days. All the methane in the
saturated zone beneath the water table is released during the event.
Following studies of Chanton and Dacey (1991), Morrissey and Livingston (1992) and Schimel
(1995) plant-mediated transport through vascular plants took precedence over the other methods of
methane transport in the Potter (1997) model, with the fraction emitted dependent upon the plant
types of the Schutz et al. (1991) grouping scheme. For the purposes of modelling upland peat
ecosystems the important groups are i) freshwater rooted with soft epiderm, including species
such as Carex, Eriophorum and Typha, and ii) freshwater rooted with hard epiderm, including
Juncus, Cladium, Glyceria and Scirpius. No methane is emitted via this pathway for non-vascular
plants.
3.3.4 Hydrology and Temperature submodel
In the modified version of the CASA model for methane, Potter (1997) divided the soil profile into
3 layers: surface organic matter (M1, 0-0.3m), topsoil (M2, 0.3-1.0m) and subsoil to rooting depth
(M3, 1.0m). This allows the scalars for the effect of moisture and temperature on decomposition
to represent the conditions at the depth of each carbon transfer. The temperature and soil moisture
amount for the surface organic matter are used to calculate the scalars for decomposition of the
litter pools, and decomposition of the soil carbon pools use the topsoil values. The soil moisture
and temperature are uniform within each soil layer, as is the porosity.
Hydrology
The soil moisture storage was modelled in Potter et al. (1993) as a function of inputs of precip-
itation or volumetric percolation minus outputs of evapotranspiration for each layer, scaled by a
relative drying rate (RDR) term if the precipitation (PPT) is less than the potential evapotranspira-
tion (PET), equation 3.18.
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S OILM(x, t) = S OILM(x, t−1) −
RDR(PET (x, t) − PPT (x, t))
f or PPT (x, t) < PET (x, t) (3.17)
(3.18)
S OILM(x, t) = S OILM (x, t−1) +
PPT (x, t) − PET (x, t)
f orPPT (x, t) ≥ PET (x, t) (3.19)
PPT is the average amount of precipitation for that timestep. Potential evapotranspiration
(PET) is modelled using a modified version of the Priestly and Taylor (1972) method, described
in Bonan (1989). The algorithm uses inputs of air temperature (oC) and solar radiation (Rs - cal
cm−2 d−1), equation 3.20.
PET (x, t) = a (Ts + b) Rs (3.20)
where Ts is the temperature at the litter-soil surface following empirical relationships in Yin and
Arp (1993); Potter (1997). The calculation of Ts is detailed in equation 3.29. The constants a
and b are functions of saturation vapour pressure and elevation (Jensen and Haise (1963); Jensen
(1973)).
a = [38 − (2E / 305) + (380 / (e2 − e1))]−1 (3.21)
b = 2.5 + 0.14 (e2 − e1) + E / 550 (3.22)
where E is elevation in metres and e1 and e2 are the saturation vapour pressures (mbar) during the
mean maximum and mean minimum daily temperature (Tair) of the warmest month of the year
respectively, using an approximation from Bosen (1960):
e1 = 33.8639 [ ( 0.00738 Tair max + 0.8072 )8 − 0.000019 | 1.8 Tair max + 48 | + 0.001316 ] (3.23)
e2 = 33.8639 [ ( 0.00738 Tair min + 0.8072 )8 − 0.000019 | 1.8 Tair min + 48 | + 0.001316 ] (3.24)
Potter (1997) noted that conversion of PET to units of cm d−1 can be achieved by dividing by
the latent heat of vapourisation and that soil surface temperature could replace air temperature in
equation 3.20.
The relative drying rate in equation 3.18 was designed to simulate a reduced rate of soil drying
with decreasing soil moisture content. Potter et al. (1993) used a transformation of the relationship
between soil water potential and volumetric water content (Saxton et al., 1986) to derive the RDR
scalar.
RDR(x, t) = (1 + a) / (1 + a Θb) (3.25)
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The constants a and b are texture-dependent empirical coefficients (Potter et al., 1993) and are
calculated from equations 5 and 6 of Saxton et al. (1986) using the coarse/medium clay and sand
percentages given in Potter et al. (1993). Θ is the volumetric water content, which is the ratio of
the volume of water to the total volume of the soil column.
The estimated evapotranspiration (EET) used in the NPP soil moisture scalar is calculated using
parameters defined above and the soil moisture storage at the previous timestep. If the precipitation
is greater than the potential evapotranspiration then EET is set to PET, else it is based on the
amount of water available for evapotranspiration.
EET (x, t) = min[ PPT (x, t) + RDR(PET (x, t) − PPT (x, t)) ] ,
[ PPT (x, t) − (S OILM(x, t−1) −WPT (x)) ]
f or PPT (x, t) < PET (x, t) (3.26)
EET (x, t) = PET (x, t)
f or PPT (x, t) ≥ PET (x, t) (3.27)
Note therefore that equations 3.18 and 3.19 can be written as:
S OILM(x, t) = S OILM(x, t−1) + (PPT (x, t) − EET (x, t)) (3.28)
Potter (1997) assumes a “three-layered bucket model” in that the top layer fills up to water
holding capacity (pore saturation) before excess water percolates through to next layer down in
the soil profile and so on. Water accumulates in a ponded surface layer (M0) if all the layers exceed
their pore capacity. An approximate water table depth is modelled as the change in net soil water
balance (Potter, 1997).
Temperature
As stated earlier, Potter (1997) recommended using empirical relationships from Yin and Arp
(1993) to derive the temperature at the litter-soil surface. This is calculated as follows:
Ts = Tair + [(−0.11 + 0.96Tair − 0.00008T 3air) − Tair] ln[1 + min(LAI, LAImax)] / ln(1 + LAImax)
(3.29)
Ts was used to force the upper boundary of the soil temperature profile, as detailed below.
The soil temperature profile was calculated using Fick’s Laws of Diffusion (Potter, 1997). The
equation calculates the amount of heat conducted across a unit area (δz) per timestep (δt):
δT
δt
=
δ2T
δz2
(K
C
)
(3.30)
where K is the soil thermal conductivity and C the thermal diffusivity. K and C are a function of
soil moisture content.
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3.3.5 Model assumptions
It was assumed that the PEM approach for calculating the C assimilation into the soil (equation 3.1
calculates GPP and not NPP, following other PEM models (McCallum et al., 2010). Therefore an
“autotrophic respiration parameter” was added to the model to determine the fraction of GPP that
was respired as CO2. This was subtracted from the amount of C calculated in equation 3.1 in order
to provide an estimate of NPP.
Potter (1997) does not detail how the plant-mediated transport process worked in the model,
particularly with reference to how much plant mediated transport dominated over the other meth-
ods of methane transport and whether there was a difference in plant-mediated flux between the
two vascular plant types of Schutz et al. (1991). Therefore the following additional information
was used to implement this component of the model.
Many studies (Sebacher et al., 1985; Chanton and Dacey, 1991; Whiting and Chanton, 1992; Mor-
rissey and Livingston, 1992; Schimel, 1995; Shannon et al., 1996; MacDonald et al., 1998) have
reported that up to 90% of methane emission in wetlands is via plant-mediated transport through
the aerenchymous tissue of species in the the first plant group of Schutz et al. (1991). However,
only Sebacher et al. (1985) presented a study of plant-mediated transport from the second plant
group (freshwater rooted with hard epiderm) of Schutz et al. (1991). The methane emitted from
Juncus in the Sebacher et al. (1985) study is 4.1% of the average amount of methane emitted by
the first group. Taking the reported average percent of the total methane flux emitted by Carex and
Eriophorum in Schimel (1995) of 75%, the fraction of methane emitted through plant-mediated
transport by the soft epiderm plant group was therefore set to 0.75 and the value for the hard epi-
derm group to 0.0375.
The diffusion equation for soil temperature profile was solved using a Crank-Nicholson scheme
(Xi, 2008) as the method for doing so was not specified in Potter (1997). This uses weighted con-
tributions of the temperature in the layers above and below and at the previous and current timestep
to calculate the value for that layer for the current timestep (Stroud and Booth, 2003). The thermal
diffusivity, C, in equation 3.30 is calculated for each layer in the soil profile as a linear sum of the
volumetric heat capacities of soil (Cs, 1.26 x106Jm−3K−1), water (Cw, 4.2 x106Jm−3K−1) and air
(Ca, 1004 Jm−3K−1), weighted by volumetric soil water content (Xi, 2008), e.g.
C(Θw) = Θw Cw + (1 − Θs) Cs + (Θs − Θw) Ca (3.31)
where Θs is the maximum volumetric soil water content (porosity). Θw(x, t) is calculated in the
hydrology submodel and used in the soil temperature calculation. The thermal conductivity, K, is
also calculated for each layer in the soil profile and has the form:
K(Θw) = 420 e−(2.7+P f ) P f ≤ 5.1 (3.32)
K(Θw) = 0.1774 P f > 5.1 (3.33)
following Xi (2008). Pf is a power function derived in Cosby et al. (1984) relating Ψs, the
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saturated soil potential (suction), and Θ (Xi, 2008),
P f = log (Ψs (Θs /Θw)b) (3.34)
where b is the slope log Ψs versus log (Θs/Θw)b) regression. Ψs, Θs and b depend on the soil
texture. Cosby et al. (1984) used the United States Department of Agriculture (USDA) soil texture
classification which differs from the FAO classification used by Potter et al. (1993). Based on
the sand, clay and silt percentages of the coarse/medium FAO texture class to which organic soils
belong, the “sandy clay loam” USDA texture class values of Ψs and b in Cosby et al. (1984) were
used in the initial model runs. In Xi (2008) the upper boundary was forced with air temperature.
Here the model was forced at the upper boundary with Ts, as detailed above.
Potter (1997) specified that evapotranspiration outputs would be subtracted from the water
inputs for each soil layer. However it was not suggested how the total amount of PET, already
calculated using equation 3.20 should be divided up between the layers. To account for this, the
PET was divided up so equal amounts were subtracted from the top layers (down to a depth of 1m
- as the roots of some vegetation types such as sedge and juncus will extend to this depth). As the
layers get thicker with depth, this means a smaller proportion of the PET will be subtracted from
each layer.
3.3.6 Driving data
Inputs to the model include (daily or monthly) climate drivers for solar radiation (Wm−2), air tem-
perature (oC) and precipitation amount (mm) from meteorological station data, the Normalised
Difference Vegetation Index (NDVI), derived from satellite optical reflectance data, as a proxy
for vegetation amount and dynamics, and finally fractional plant cover data sets derived from a
classification of airborne imagery.
Meteorological data
Meteorological data were collected at three weather stations (WS-GP1, Delta-T Devices, Cam-
bridge, UK) located at (OSGB coordinates) SH 292336 322015 (“Eunant” location), SH 296619
321523 (“Hafod” location) and SH 294839 321011 (“Hirddu” location) at the Lake Vyrnwy site
during 2009 (Figure 9.1). Air temperature and relative humidity were measured using a combined
sensor (RHT2nl-CA) which was positioned 2m above the ground. Precipitation was measured
with a rain gauge (RG2+WS-CA), and solar radiation was measured in the 300 and 3000nm range
(D-PYRPA-CA).
Satellite-derived NDVI data
Surface reflectance data collected by the Moderate Resolution Imaging Spectrometer (MODIS) in-
strument on board NASA’s Terra and Aqua satellites were used to calculate the NDVI timeseries.
The NDVI values were calculated from the red and NIR reflectance bands of the Nadir BRDF-
Adjusted Reflectance 16-Day L3 Global 500m product (MCD43A4) with quality flags derived
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from the BRDF-Albedo product (MCD43A2) (Schaaf et al., 2002). MODIS data were used as the
Nadir-adjusted reflectance product was available and easy to download. The two products were
downloaded using the MODIS Python (http://www.python.org/) client, which is available through
the MODIS web service (http://daac.ornl.gov/MODIS/MODIS-menu/modis webservice.html). The
client allows the user to download subset the MODIS tiles for certain products by date and location
(pixel number or latitude and longitude).
The nadir BRDF-adjusted reflectance was used so as to eliminate any spurious data points that
might result from angular effects due to changes in the illumination - viewing angle geometry.
Only the “good” or “best” quality, full inversion data were used. Due to the presence of clouds
relatively few data points could be retrieved over this site, therefore to derive a daily timeseries a
spline was fitted to the data. Two different splines were tested for interpolation; a univariate spline
a and B- spline, both using the Python Scipy (scientific tools for Python - http://www.scipy.org/)
interpolation module.
A B-spline with a k value of 4 and an s value of 3 was chosen as the best fit to the data.
Vegetation classification
Fractional cover was derived from 25cm resolution aerial images collected in 2006 (Cowi Vexcel
2006, Nextmap) and were licensed for use through the Countryside Council for Wales (CCW).
The fraction of each vegetation type (across the site) was calculated using a maximum likelihood
supervised classification (Mather, 2004) in the ENVI image processing software ( c© ITT Visual
Information Solutions). The outline is in conjunction with the edge of MODIS pixels that cover
the site. It covers most of the peatland area to the west of Lake Vyrnwy but masks the surround-
ing mineral soils and forested regions. It also encompasses three separate catchments of the Lake
Vyrnwy reservoir. Ground-truth data, used to “train” the maximum likelihood algorithm, were
collected across the site in 2008-2010 using a Thales MobileMapper differential GPS handheld
device, which had an accuracy of <2m, and the accompanying PocketGIS software. The coordi-
nates of polygons depicting areas of homogeneous vegetation cover were taken and converted to
shapefiles. The fractional cover of seven different cover types were derived in the classification:
bracken, sedge, heather, grass, forest, road and juncus. Figures 3.4 and 3.6 shows the original
RGB image and the classified image. A small subset (∼2%) of the training pixels were used to
validate the classification. The overall accuracy of the classification was 73% and 2.6% of the
pixels remained unclassified. The algorithm had the most difficulty identifying the sedge cover
type. This is not surprising, as the sedge can appear very different even on the ground. It can be
clumped into tufts or can have a very similar appearance in texture to grass. The landscape at the
Lake Vyrnwy site is very heterogeneous. The length scales of change in vegetation type can be as
small as a few metres. It was extremely difficult to find homogeneous patches of vegetation that
were large enough to collect the coordinates for use as training and validation data. Ideally with
more time, more ground-truth data would be collected and a higher resolution dataset would be
used for the classification. The classification was then split up into the MODIS pixel areas using
the coordinates given by the MODIS Python client, and the fractional cover of each vegetation
type was calculated for each pixel.
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Figure 3.4: Original RGB aerial image (Red dots show the location of the MODIS pixels).
88
Figure 3.5: Location of the training pixels used in the classification shown in red.
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Figure 3.6: Maximum Likelihood Classification for the Vyrnwy site. (Colour codes of the classified vegetation
types are listed in the key).
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3.3.7 Model set-up
Each model grid-cell which contained the weather stations, with its respective driving data was
spun-up for 1000 years, using the mean daily values of each model input from the previous five
years (2003-2008), until the litter and soil C pools were stabilised. The weather stations were not
set up at the Lake Vyrnwy site until the end of 2008, so the meteorological drivers were taken from
a UK Meteorological Office MIDAS weather station located next to Lake Vyrnwy (grid reference
52.757oN 3.46411oW). The data were downloaded from the British Atmospheric Data Centre. The
use of only five years worth of recent driving data is a limiting factor in the model calculations.
However, as no data are available for the past 1000 years another source of data is required. In
this study it was decided that meteorological data from a weather station close to the site would
be better than reanalysis datasets as such data consistently underestimate the precipitation for this
site. Using NDVI data will not reflect the vegetation phenology over the last 1000 years due to
climate and land use change. Again it is difficult to quantify the uncertainty in these driving data,
and it is recognised that this might introduce significant uncertainties into the C flux estimates. In
addition as only three model grid-cells were spun-up due to time constraints, the spatial estimates
of C fluxes of grid cells that do not cover the weather stations might be biased. However it is
assumed that this source of uncertainty will be smaller than that introduced from only using 5
years worth of recent data for the spin-up period.
Another source of uncertainty in the spun-up C pool and NPP estimates is that only the default
parameters were used, which may be inaccurate. It is too time consuming to run the Bayesian
inversion with the 1000 year spin up period. A possible solution to this problem would be to
include the C pool sizes as initial states in the model calibration. This is outside the scope of this
study however.
The annual NPP from the previous year was also recorded. These litter and soil C pool sizes,
and the annual NPP, were then set in the model, but the other state variables which required
spinning up were set to zero (such as the soil temperature and soil moisture). Each model iteration
in the Bayesian inversion was then spun-up for a further three years before the actual model run,
which provided the necessary spin up time for the state variables which were not set in the model.
This was particularly necessary for the soil moisture submodule during calibration, as if the values
of porosity for example, changed dramatically between the spin up and calibration runs the result
would be an odd pattern in the soil moisture at the beginning of the year. Of course this would
also be a problem for the litter and soil C pools, but the changes in the values there are much
smaller and only really affect the slow and old C pools which stabilise over a longer period of
time. The effect of the amount of C in the slow and old pools on the daily C fluxes is very small,
so it was assumed that the values could be set in the model. The Bayesian inversion could be used
to calibrate the initial conditions, such as the C amount in the litter and soil C pools, and indeed
this was the focus of the study by Yeluripati et al. (2009). This is beyond the scope of this thesis
however.
For the initial model evaluation and OSSE experiments, the model was run using the meteo-
rological input data from the Hirddu weather station, the NDVI data from the pixel which covers
the Hirddu weather station and the corresponding fractional vegetation cover. In Chapter 9, real
data (where available) are used to calibrate the model at all three weather station locations, using
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the respective meteorological data and NDVI and fractional cover from the corresponding MODIS
pixels. Following this, the calibrated parameters are used to derive the annual fluxes for the whole
site as outlined in Figure 3.6.
3.4 Model parameters
The full set of model parameters are outlined in Table 3.2. A description of their purpose is given
and the “default” value used in the initial model evaluation and OSSE experiments, as well as the
range. The first reference in the last column of Table 3.2 was the one used to define the default
parameter value, and the second (if given) was the one used to define the parameter range. If the
parameter is a scalar between 0.0 and 1.0 a reference is not given as these bounds define the range.
A second reference is also not given if the first reference was used to define both the default value
and the range.
The autotrophic respiration scalar is the fraction of GPP that is partitioned into autotrophic
respiration. The decision to model the autotrophic respiration as a constant fraction but which
could be calibrated followed an extensive literature review but is summarised in Gifford (2003)
who suggested that a constant fraction of GPP is a simple and practical way to model autotrophic
respiration and is just as good as other more complex methods. The default value for the au-
totrophic respiration scalar (0.5) was derived following McCallum et al. (2010) who reported that
autotrophic respiration is roughly half of GPP (range 48 to 60%) in their review of satellite-based
terrestrial production efficiency modelling.
The SR max parameter is described in the model description (equation 3.4). Sellers et al.
(1996) derived the value of SRmax for different ecosystem groups. For the study of upland peat
ecosystems a value of 5.13 has been used as this is value given to perennial grasslands and
broadleaf shrub with grass ecosystems. The maximum LAI is also set for these vegetation types
as per Sellers et al. (1996), as is the lignin fraction. Potter et al. (1993) give values for the light
use efficiency for each vegetation class for months when the temperature is greater than zero. The
light use efficiency values for the perennial grassland and broadleaf shrub ecosystems are 0.299
and 0.229 respectively, therefore an average of 0.264 is used here.
The value for porosity was given in Potter et al. (1993) based on the fact that organic soils
were assigned to the coarse/medium texture class. The wilting point followed the same reasoning
but was set to a percentage of the porosity for calibration purposes.
Several parameters were calculated on the basis of the soil textural properties (Me a, soil suc-
tion, Kb, rdr a and rdr b). The references in Table 3.2 give the calculations used for the respective
parameter. There is no soil texture parameter that can be used to define an organic soil in the CEN-
TURY soil module. To account for this the percentage of sand, silt and clay are set to 98, 1 and
1% respectively following (Raich et al., 2000) and (Chimner et al., 2002) and the calculations are
based on those percentages. For these parameters their range is based on the range of percentages
of the different soil textural classes. The inundation ratio parameter is discussed more in Chapter 4
Section 4.2.
92
Pa
ra
m
et
er
D
es
cr
ip
tio
n
C
al
cu
la
tio
n
D
ef
au
lt
Va
lu
e
R
an
ge
R
ef
er
en
ce
au
to
.r
es
p.
au
to
tr
op
hi
c
re
sp
ir
at
io
n
sc
al
ar
N
PP
0.
5
0
-1
M
cC
al
lu
m
et
al
.(
20
10
)
L
U
E
lig
ht
us
e
effi
ci
en
cy
N
PP
0.
26
4
0
-2
.8
8
Po
tte
r
et
al
.(
19
93
)
SR
m
ax
m
ax
im
um
va
lu
e
of
SR
ra
tio
N
PP
5.
13
4
-9
Se
lle
rs
et
al
.(
19
96
),
Po
tte
r
et
al
.(
19
93
)
L
A
Im
ax
m
ax
im
um
va
lu
e
of
L
A
I
te
m
p.
at
th
e
lit
te
r-
so
il
5
1e
-5
-1
5
Se
lle
rs
et
al
.(
19
96
),
A
sn
er
et
al
.(
20
03
)
su
rf
ac
e
an
d
L
A
If
ro
m
FP
A
R
Q
10
l
Q
10
va
lu
e
fo
rl
itt
er
te
m
p.
sc
al
ar
on
lit
te
r
1.
5
1
-3
0
R
ai
ch
an
d
Po
tte
r
(1
99
5)
,P
ot
te
r
(1
99
7)
C
de
co
m
po
si
tio
n
Q
10
s
Q
10
va
lu
e
fo
rs
oi
l
te
m
p.
sc
al
ar
on
so
il
2
1
-3
0
R
ai
ch
an
d
Po
tte
r
(1
99
5)
,P
ot
te
r
(1
99
7)
C
de
co
m
po
si
tio
n
M
e
s
m
ic
ro
bi
al
C
st
an
da
rd
tr
an
sf
er
of
C
0.
45
0
-1
Po
tte
r
et
al
.(
19
93
)
as
si
m
ila
tio
n
effi
ci
en
cy
be
tw
ee
n
so
il
C
po
ol
s
M
e
l
m
ic
ro
bi
al
C
lig
ni
n
tr
an
sf
er
s
in
0.
7
0
-1
Po
tte
r
et
al
.(
19
93
)
as
si
m
ila
tio
n
effi
ci
en
cy
th
e
so
il
C
su
bm
od
ul
e
M
e
a
m
ic
ro
bi
al
C
ac
tiv
e
to
sl
ow
po
ol
0.
16
36
0
-1
Po
tte
r
et
al
.(
19
93
)
as
si
m
ila
tio
n
effi
ci
en
cy
so
il
C
tr
an
sf
er
s
sm
sc
al
ar
so
il
m
ic
ro
bi
al
sc
al
ar
sc
al
es
C
tr
an
sf
er
s
fr
om
sl
ow
po
ol
0.
98
5
0
-1
Po
tte
r
et
al
.(
19
93
)
(S
L
O
W
f
in
eq
n
3.
16
)
lig
.f
ra
c
ve
ge
ta
tio
n
lig
ni
n
fr
ac
tio
n
sc
al
es
C
tr
an
sf
er
s
fr
om
0.
15
0
-1
Po
tte
r
et
al
.(
19
93
)
st
ru
ct
ur
al
lit
te
rp
oo
ls
L
N
ra
tio
lig
ni
n
to
ni
tr
og
en
ra
tio
pa
rt
iti
on
lit
te
rf
al
li
nt
o
m
et
ab
ol
ic
15
0
-4
0
Po
tte
r
an
d
K
lo
os
te
r
(1
99
7)
an
d
st
ru
ct
ur
al
fr
ac
tio
ns
in
un
d.
ra
tio
in
un
da
tio
n
ra
tio
de
te
rm
in
es
m
ax
.C
H
4:
C
O
2
0.
2
0.
00
1
-1
.7
W
an
ia
(2
00
7)
ra
tio
in
sa
tu
ra
te
d
so
il
po
ro
s.
po
ro
si
ty
m
ax
.s
oi
lm
oi
st
ur
e
0.
55
1e
-5
-1
Po
tte
r
et
al
.(
19
93
)
rd
r
a
re
la
tiv
e
dr
yi
ng
ra
te
sc
al
e
hy
dr
ol
og
ic
al
flu
xe
s
7.
01
e-
3
1.
81
e-
24
-1
.2
4
Sa
xt
on
et
al
.(
19
86
)
pa
ra
m
et
er
A
rd
r
b
re
la
tiv
e
dr
yi
ng
ra
te
sc
al
e
hy
dr
ol
og
ic
al
flu
xe
s
-3
.4
8
-6
0.
18
--
3.
41
Sa
xt
on
et
al
.(
19
86
)
pa
ra
m
et
er
B
w
pt
w
ilt
in
g
po
in
t
m
in
.s
oi
lm
oi
st
ur
e
0.
3
(*
po
ro
s.
)
0.
-1
.
Po
tte
r
et
al
.(
19
93
)
so
il
su
c.
sa
tu
ra
te
d
so
il
w
at
er
so
il
te
m
pe
ra
tu
re
0.
06
9
1e
-5
-1
2
C
os
by
et
al
.(
19
84
),
Le
tts
et
al
.(
20
00
)
po
te
nt
ia
l(
su
ct
io
n)
K
b
co
ns
ta
nt
th
er
m
al
co
nd
uc
tiv
ity
ca
lc
ul
at
io
n
2.
7
1
-1
6
Le
tts
et
al
.(
20
00
)a
nd
La
w
re
nc
e
an
d
Sl
at
er
(2
00
8)
s
pm
t
fr
ac
tio
n
of
pl
an
t-
m
ed
ia
te
d
C
H
4
dy
na
m
ic
s
0.
75
0
-1
(s
ee
Se
ct
io
n
3.
3.
5)
tr
an
sp
or
ti
n
se
dg
e
j
pm
t
fr
ac
tio
n
of
pl
an
t-
m
ed
ia
te
d
C
H
4
dy
na
m
ic
s
0.
03
75
0
-1
(s
ee
Se
ct
io
n
3.
3.
5)
tr
an
sp
or
ti
n
ju
nc
us
Ta
bl
e
3.
2:
D
es
cr
ip
tio
n,
de
fa
ul
tv
al
ue
an
d
ra
ng
e
of
th
e
C
A
SA
-C
H
4
m
od
el
pa
ra
m
et
er
s,
an
d
th
e
re
fe
re
nc
es
us
ed
to
de
fin
e
th
es
e
va
lu
es
.
93
3.5 Morris Sensitivity Analysis
The motivation for performing a sensitivity analysis (SA) was discussed in Chapter 2 Section 2.7.
It is imperative in a modelling framework to define the uncertainty in a model prediction. A sen-
sitivity analysis identifies what the uncertainty in the model outputs is attributable to in the model
inputs (parameters in this case). This is achieved by running the model for many different random
samples of the parameter space to determine their impact on the model outputs. It provides infor-
mation on how much of the output variance is controlled by each parameter. The more complex,
variance based SA methods (e.g. Sobol’, FAST ETC) give a quantitative estimate of the percentage
of the variance that each parameter is responsible for. Less complex “screening” methods provide
qualitative information by ranking each parameter in terms of how great an impact they have on
the model outputs. These methods are less computationally expensive. The Morris method is an
example of a screening method which can efficiently determine the importance of the parameters
(Yang, 2010), and produces results comparable to the more complex methods (Confalonieri et al.,
2010).
The Morris method is based on determining incremental ratios, or “elementary effects”,from
which basic statistics are used to define the model sensitivity (Morris, 1991; Campolongo et al.,
2007). The elementary effects are based on changing the value of one parameter at a time in
sequence for many (r) trajectories which populate the parameter space. The difference in the model
outputs is recorded and the mean and standard deviation of the difference from all trajectories for
each parameter is calculated once the sampling has finished. Therefore the parameter values are
changed as per a “one-at-a-time” (OAT) sensitivity analysis, but the value of the other parameters
are different each time the parameter in question is changed. This is therefore a global search
method. It aims to determine which parameters have a negligible impact on the model, those
which have a linear and additive effect, and those which are non-linear and are involved with
interactions with other factors (Campolongo et al., 2007).
The individual randomised OAT experiments are set up over the whole joint parameter space
with θi, i=1,...k (where k equals the number of parameters) varying over p set levels (Campolongo
et al., 2007). At each point in the trajectory the model is run with a step change (∆) in only
one of the parameters. Therefore the entire parameter space is explored using a k-dimensional,
p-level grid. Under the assumption that the parameters are uniformly distributed in [0,1] (if not
they should be transformed or re-scaled) the elementary effect of the ith parameter is:
EEi =
M(θ1, ...θi + ∆, ...θk) − M(θ)
∆
(3.35)
where ∆ is the step in the p by k grid and is equal to p/[2(p-1)] (Campolongo et al., 2007). The
r trajectories of parameters (θ) are sampled from the p by k grid. The starting point in the p by k
grid is randomly chosen for each trajectory. In this thesis the number of levels in the grid (p) was
set to 30 and 400 trajectories were used to sample the parameter space. The values for the number
of levels and trajectories were increased until the rankings of the parameters from the sensitivity
analysis did not change.
The model outputs daily values. For this sensitivity method one value for the model output
is required. The annual C flux could be used, but as the observations are also provided as daily
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estimates it is important to determine the influence of the parameters on the daily model outputs.
In this study therefore the mean of the difference in the daily model outputs with each iteration
was used to calculate the elementary effects.
Once the model has been run for each of the k parameters in each trajectory, the mean µ, and
standard deviation σ, of the elementary effects for each parameter are calculated. Campolongo
et al. (2007) suggest also looking at the mean of the absolute values µ∗, which solves the problem
that changes in the parameter value might result in model outputs with changing sign. The value of
µ∗ can be used to rank the importance of the parameters in terms of their relative influence on the
model (higher values equal higher sensitivity of the model to that parameter) but the information
on the sign of the effects is also interesting. The µ or µ∗ of the elementary effects determines the
overall sensitivity of the model to the parameter, and σ provides information on the higher-order
effects, i.e. if the model exhibits non-linear behaviour with changing parameter value or if the
parameters are correlated. The values of µ∗ and σ are plotted on the same graph to compare the
behaviour of the parameters, and µ∗ of each parameter is used to rank them. The rankings of the
parameters and the values of µ∗ are used to determine which parameters should be included in
the model calibration, i.e. which are the most important parameters that contribute most to the
variance in the output.
3.6 Bayesian model inversion
The method used to constrain the parameters of the model was based on a Markov Chain Monte
Carlo (MCMC) method, which was briefly described in Chapter 2. This technique was chosen
over other methods as no assumptions are made as to the distributions of the prior parameters and
a linear model is not a requirement. As the CASA-CH4 is a non-linear dynamic model, and there
is little information on the prior distributions of the parameters, this method is appropriate to use.
It also does not require an assumption of a Gaussian distribution of the observation uncertainty
and therefore provides a framework for testing the error structures in the observations. It is a very
versatile method as all the different sources of error with potentially differing distributions can be
taken into account. In addition it allows an exploration of the correlations between the parameters.
Two studies have compared optimisation algorithms and found the different algorithms were
able to find similar parameters estimates (Fox et al., 2009) and that choice of algorithm did not
have as much of an influence as the choice of the cost function (used to describe the differences
between the model and the observations) (Trudinger et al., 2007). Many studies have adopted an
MCMC approach in the inversion of C flux models, as reviewed in Chapter 2, e.g. Knorr and
Kattge (2005); Xu et al. (2006); Ricciuto et al. (2011).
MCMC is rooted in Bayesian inference (Chapter 2 Section 2.5.1). It provides a method of
finding the posterior distribution of parameters, given the data, by sampling from the prior distri-
bution of the parameters and accepting or rejecting the parameter value with a given probability
(Chapter 2 Section 2.5.2). The algorithm used is based on the Metropolis Hastings MCMC al-
gorithm (MH-MCMC), which provides a method for the acceptance or rejection of a parameter
based on the acceptance probability. An adaptation to this which uses a more sophisticated sam-
pling algorithm, the Differential Evolution Markov Chain with snooker updater and fewer chains
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(DE-MCZS ) (ter Braak and Vrugt, 2008), was used to sample from the joint prior parameter prob-
ability distribution. Firstly the general Metropolis Hastings MCMC algorithm is described, and
following this the DE-MCZS sampler in Section 3.6.2.
3.6.1 MCMC and the Metropolis-Hastings algorithm
In MCMC, a parameter value is accepted or rejected in a model calibration or data assimilation
sense by comparing how well a model output, using a given parameter value(s), is able to produce
(match) the observed data. This information is contained in the likelihood function as we’ll see
below. The acceptance of only certain parameter values leads to convergence on the posterior
distribution of the parameters. Figure 3.7 shows a schematic diagram of the Bayesian inversion.
Figure 3.7: A schematic of the Bayesian inversion.
Markov Chain Monte Carlo simulation offers a way to systematically sample the parameter
space of the prior distribution. The prior distribution of the parameters, (P(θ)), describes the
knowledge of the distribution of the parameters values prior to the calibration. In this thesis, the
prior of each parameter is taken from the literature of all possible values for that parameter, or is set
to the physical limits of the parameter. The prior predictive uncertainty of the model outputs can
be determined by random sampling of the parameters from the prior distribution. The posterior
distribution of the parameters P(f(θ)|D) is the joint probability distribution of the parameters of
the model after calibration. The posterior probability distribution function will be referred to as
PPDF from here on.
At each iteration of the Markov Chain a new parameter value is proposed. This “candidate”
value or values can be generated by taking a small step from the existing value. The small step
can be chosen from a proposal distribution which depends on the current value and the covariance
matrix, (Gelman et al., 2004) or the proposed candidate can be drawn independently of the current
step from the proposal distribution. A chain is set up to take a random walk through the defined
parameter space. The step size and chain length should be sufficient to sample all of the param-
eter space. MCMC therefore allows for a complete sampling and characterisation of the PPDF,
whatever form that takes.
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At each step in the chain a new parameter set is defined and the new distribution of the parame-
ters p(Θ’) calculated. The model is then run using the new parameter set. The likelihood function
is then calculated. The likelihood is the probability distribution function of the data, given the
parameters (P(D|f(θ)):
P(D| f (Θ)) = f (Θ) − D = N(0, σ2) (3.36)
This is essentially the probability that the data and corresponding modelled state variable are
equivalent. In practice several sources of uncertainty will result in a disagreement between the
values: error in data collection, model formulation and driver inputs and issues relating to auto-
correlation. These sources of error are described by the likelihood function by fitting a probability
distribution to the differences between the model outputs and the data.
In this thesis it is assumed that the differences between the model and the observations are a
result of uncertainty in the observations only (σ2) and that they have a Gaussian distribution about
a mean of zero. It is assumed that the model has no uncertainty associated with it. The impact of
this assumption being incorrect on the results of the calibration is explored in Chapter 8. It is also
assumed that the observations are independent, i.e. they are not temporally or spatially correlated.
Different error models could be used and the likelihood function could be adapted to account for
correlations in the observations. This is discussed in more detail in later chapters. Trudinger et al.
(2007) emphasised the need to choose the error model carefully.
The Metropolis Hastings algorithm assigns an acceptance probability (α)to the new parameter
set. This is calculated by taking the ratio of the prior distribution of the proposed parameter set
(Θ’) multiplied by the likelihood of the proposed parameter set to the prior distribution of the
current parameters P(θ) multiplied by the likelihood of the current parameter set in the Markov
chain.
α =
P(Θ′) P(D| f (Θ′))
P(Θ) P(D| f (Θ)) (3.37)
If the model run using the new parameters produces a value of a state variable which more
closely matches the observed data the acceptance probability will be higher than 1.0 and that pa-
rameter set will be accepted. If not, the parameter set is accepted only if the acceptance probability
is greater than a randomly generated number between 0 and 1. This ensures the parameter space
is properly sampled as the chain will not get ‘stuck’ at the margins of the parameter set on values
which do not have a high likelihood. As stated above a sophisticated method of sampling the pa-
rameter space was used in this thesis. This is described in the following section (Section 3.6.2. If
the acceptance ratio is lower than the generated random number the parameter set is rejected and
the previous one retained for the next iteration of the chain (Gelman et al., 2004).
Convergence of the chain will occur when each step in the chain produces a parameter set
which gives a similar likelihood ratio to the one before and therefore the acceptance ratio will
near unity. Once convergence has occurred the PPDF of the parameters has been found. Several
methods can be employed to ascertain whether convergence has been reached. This simplest of
these is a visual inspection of the trace plots of the parameter values for each iteration. These will
show that the parameter space has been adequately sampled. Other more sophisticated methods
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can also be used (Gelman et al., 2004) such as running parallel chains to confirm that both reach
the same distribution. A commonly used diagnostic is the “rhat” (Rˆ) statistic (Gelman and Rubin,
1992). This is based on assessing the total variance of the target (posterior) distribution which is
a weighted average of the “within chain” and “between chain” variance. Only when the the total
variance is comparable to the “within chain” variance has convergence been reached. Typically
an Rˆ value of 1.2 is used to confirm the chains have converged on the posterior distribution. Once
convergence is reached the PPDF of the parameters has been found.
Once the algorithm has converged on the joint PPDF of all the parameters the marginal dis-
tribution of each parameter is examined to see if the observations have been able to improve on
the information provided in the prior distribution of the parameter. The reduction in 95% confi-
dence interval between the prior and the posterior of the parameter is also examined to see how
“well-constrained” the parameters are as a result of the calibration. If the parameter has been
well-constrained by the observations the shape of the marginal PPDF is used to ascertain which
probability distribution the parameter most corresponds to. The correlations between the parame-
ters is also investigated using their marginal distributions. To determine the impact on the model
predictions and uncertainty in those predictions as a result of the parameter constraint, the model
is run 500 times (“forward runs”) using random samples from the joint PPDF of the parameters.
500 forward runs were used to ensure adequate sampling of the joint PPDF. This was typically
required for the less well-constrained PPDFs. The mode and the 95% confidence interval of the
forward runs for each model output is then calculated. This is referred to as the posterior distri-
bution of the model state variable in question. The prior distribution of the model state variable
is also determined using random runs from the prior joint distribution of the parameters and the
95% confidence interval determined. Therefore the reduction in model predictive uncertainty is
calculated between the prior and posterior 95% confidence intervals of the model runs.
3.6.2 The DE-MCZS sampler
DE-MCZS stands for Differential Evolution Markov Chain (DE-MC) with snooker updater and
fewer chains (ter Braak and Vrugt, 2008). It is a more robust algorithm for sampling the whole
parameter space. DE-MC is based on the MCMC algorithm but has multiple chains running
in parallel in order to sample the parameter space more fully. It helps in exploring multi-modal
distributions and was shown to be more efficient than the normal random walk Metropolis sampler.
It solves the difficult problem of choosing the scale and orientation of jump between the current
and proposed parameters (Braak, 2006). The Metropolis ratio, outlined in the previous section, is
still used to accept or reject the proposed parameter.
In DE-MC N chains are run in parallel and the jump is generated from the other N-1 chains.
In brief the jump is created by randomly choosing two vectors, taking the difference, scaling it by
a factor γ, and adding this to another random vector. The idea is that the difference between the
two randomly chosen chains contains the information on the scale and orientation of the jumping
distribution (ter Braak and Vrugt, 2008). A problem with DE-MC is that for it to work well the
number of chains must be larger than the number of parameters d. Braak (2006) showed that
for distributions that are more complicated than a unimodal distribution, N = 10d to 20d should
be used. However this results in the convergence time increasing by a factor of N than for a
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single chain presenting a real problem for slowly converging chains (ter Braak and Vrugt, 2008).
Fewer chains would therefore be desirable. This also reduces the possibility of an “outlier” chain
taking a much longer time to find the mode than the other chains. It also makes the problem less
computationally expensive.
ter Braak and Vrugt (2008) presented an update to the DE-MC algorithm to account for the
high number of chains required when the posterior is complex and/or the number of parameters
is high (high-dimensional problem). They sample the difference vectors (difference between two
other randomly chosen chains) from past states of the chains. This makes the algorithm an adaptive
Metropolis sampler (ter Braak and Vrugt, 2008). The chains’ history will initially represent the
entire parameter space. The past states only include those parameters that have been accepted by
the algorithm so as the chains converge on the mode of the posterior the past states will contain an
increasingly higher number of parameters that are close to the mode. In addition to this they add
a “snooker-update”. This effectively randomly pushes a chain in a different direction, which aims
to solve the problem of a chain getting stuck in a local minimum.
The exact steps of the algorithm are detailed in ter Braak and Vrugt (2008). They show
that DE-MC can work for d of up to 50-100 with far fewer chains N=3. The initial matrix of
past states for all chains can be found by randomly sampling from the prior distributions of the
parameters. ter Braak and Vrugt (2008) found that a reasonable size (Mo) for this sample was
10d. Different values for Mo (80-500) and N (3-10) were tested in several trial-runs of the DE-
MCZS algorithm with the maximum number of parameters that would be calibrated. The iterations
were compared based on the speed of convergence and the ability to retrieve the correct parameter
values. Following this the values of N=6 and Mo=100 were chosen for all the DE-MCZS runs.
The scaling factor, γ was chosen as suggested by Braak (2006) to be equal to 2.38/
√
2d.
3.6.3 Experimental set-up
Priors
The prior distributions of the parameters in this study are based on the range of values reported in
the literature, as detailed in Table 3.2. As no further information is available on the distributions,
uniform prior distributions are used, with the minimum and maximum value corresponding to the
lower and upper limit of the range respectively. The prior distributions of the parameters used
in each model calibration exercise are summarised in the experimental set-up sections in each
chapter.
Observations
The uncertainty in the observations is used as the standard deviation of the normal distribution of
the differences between the model and the observations in the likelihood function. This is assuming
that the differences are solely due to uncertainty in the observations and not the model. In the
synthetic experiments, detailed in Section 3.7, random Gaussian noise is added to the observations.
The standard deviation used to generate the random noise is therefore defined as the standard
deviation of the observations. It is this value that is used to calculate the normal distribution in the
likelihood.
99
The real data, and associated uncertainties, used in the Bayesian calibration in Chapter 9,
are described at the end of this Chapter (Section 3.8). Again the uncertainty associated with each
dataset is used to define the standard deviation of the normal distribution of the differences between
the model and the observations in the likelihood, assuming no model error.
Outputs of the Bayesian inversion
Once the algorithm has converged on the joint PPDF of all the parameters the marginal distri-
bution of each parameter is examined to see if the observations have been able to improve on
the information provided in the prior distribution of the parameter. The reduction in 95% confi-
dence interval between the prior and the posterior of the parameter is also examined to see how
“well-constrained” the parameters are as a result of the calibration. The correlations between the
parameters is also investigated using their marginal distributions.
To determine the impact on the model predictions and uncertainty in those predictions as a
result of the parameter constraint, the model is run 500 times (“forward runs”) using random sam-
ples from the joint PPDF of the parameters. The mode and the 95% confidence interval of the
forward runs for each model output is then calculated. This is referred to as the posterior distri-
bution of the model state variable in question. The prior distribution of the model state variable
is also determined using random runs from the prior joint distribution of the parameters and the
95% confidence interval determined. Therefore the reduction in model predictive uncertainty is
calculated between the prior and posterior 95% confidence intervals of the model runs.
3.7 Observation Systems Simulation Experiment
As previously discussed data assimilation is used as a tool for integrating models and observations
in order to provide optimal estimates of state variables. EO data is useful in allowing this approach
to be applied over wide spatial scales. As well as obtaining an improved characterisation of the un-
certainty on model outputs, the observations are useful in testing our model understanding. Using
the MH-MCMC approach, the advantages of which were discussed in Chapter 2 Section 2.5.2, if
no set of parameters is able to bring the model closer to the observations then we can infer that the
underlying model formulation needs improvement. This is based on the assumption that we trust
our observations more than the model. In practice both the observations and the model have uncer-
tainty associated with them, and therefore combining the two is the optimal use of the information
in providing an estimate, given the current state of our knowledge and available data. The obser-
vations are used to update the prior knowledge, which is represented by the model. Firstly though
it is important to determine the characteristics of a set of observations that would be required to
test the model and improve estimates of uncertainty. The model formulation might be such that it
needs updating with frequent observations that have low uncertainty. Real data that match these
requirements may not currently be available. It is useful therefore to perform an experiment with
synthetic observations before calibrating the model with real observations.
The aim of Chapters 5 to 8 is to use an Observation Systems Simulation Experiment (OSSE)
to identify which observational characteristics (temporal sampling interval and observation error)
result in accurate and well-constrained CASA-CH4 model parameters and a reduction in the model
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predictive uncertainty. The temporal sampling interval is examined as well as differing amount of
observation uncertainty. In addition the impact on the model of different types of observations can
be investigated. The OSSE is a powerful tool, as it allows an exploration of how the algorithm
would work under different scenarios, for example with unidentified model error or inaccurate
observations. It tests the ability of the observations to improve quantities of interest and tries to
elucidate whether the observations have enough information to constrain a model inversion. A
set of experiments in this regard have been performed in this thesis to demonstrate the usefulness
of this tool. These experiments are only performed under one set of driving conditions (i.e. spe-
cific climate and ecosystem type). A more extensive study would explore many different climatic
regimes and ecosystem types. The OSSE also enables an exploration of the workings of the model,
what is possible to achieve with the model and what is not. Therefore an assessment can be made
as to the validity of the model in answering the scientific questions posed. Even with a relatively
simple model with relatively few parameters, such as the CASA-CH4 model, it is impossible to
track the subtle workings of the model behaviour simply by understanding the calculations in-
volved, as the relationships between the model physics and parameters are quite complex. In a
calibration exercise the observation characteristics only add to this complexity. A synthetic exper-
iment is the only way to gain even a simple understanding of the model, and the assimilation of
the observations with the particular model, as the “true” parameter values and model outputs are
known.
The following questions shall be addressed in the OSSE experimental results chapters:
1. Which observational characteristics, for each type of observation, result in accurate and
well-constrained model parameters and a reduction in the predictive uncertainty of the daily
and annual modelled C flux?
2. Which type of observations are most useful in constraining the model parameters and state
variables?
3. What is the impact of unknown model error on the Bayesian inversion results, and can the
results identify this error and/or account for it?
4. What is the impact of unknown bias in the observations on our ability to constrain the model
parameters, and what is the best way to account for it?
3.7.1 Method
The OSSE involves synthetic “twin” experiments, i.e. synthetic observations are generated from
a default model output with a known (true) set of parameters. These “observations” are degraded
by adding random Gaussian noise and thinned to create differing temporal frequencies. The ob-
servations are then used in the Bayesian inversion to test the calibration of the model parameters.
A schematic of the OSSE is presented in Figure 3.8.
The synthetic “observations” are taken from the state variable outputs of the default run of
the model with the parameter values specified in Table 3.2. Subsequently the uncertainty of the
observations is increased by adding random Gaussian noise with increased standard deviation to
the observations. Following this, the temporal sampling interval of observations is reduced by
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Figure 3.8: A schematic of the sythentic experiment used to determine the ’ideal’ characteristics of observations
require to improve model estimates.
taking an observation every tth day, where t is the temporal sampling interval. The seasonality
of observations is also tested by concentrating observations in different seasons of the year. The
prior parameter distributions used in the algorithms are also outlined in Chapter 4. The set of
observations created by this process is then combined with the model by specifying the difference
between the observations and the model, and the standard deviation of the difference, in the like-
lihood of the MH-MCMC algorithm. The prior is combined with the likelihood function resulting
from the synthetic observations, to find the posterior distribution of the model parameters. This is
repeated for each set of observational characteristics with increasing error and decreasing temporal
sampling interval.
Choice of observation error and temporal sampling interval
The typical magnitude of errors that are associated with ground-based and satellite measurements
of soil moisture and C fluxes were taken from the literature (Chapter 2 Sections 2.4 and 2.3).
The range of errors associated with the satellite soil moisture measurements were from studies
across many different types of ecosystem, but mostly temperate grass and croplands (Table 2.2),
as there were no specific studies that had looked at temperate or boreal peatland ecosystems.
The range of errors associated with the C flux measurements are from specific peatland C flux
studies (for ground-based measurements) and from the limited existing literature on satellite C flux
data, including the results of OSSE experiments that look at the theoretical uncertainty associated
with the retrieval of C flux data from current and future satellites that can be used, or have been
designed, for this purpose (e.g. Hungershoefer et al. (2010)). The range of observation errors
for each observational type is listed in Table 3.3. The spacing of the errors was non-linear, as
there tended to be a higher number of smaller errors for all observation types, therefore a smaller
spacing between different magnitudes of error is needed.
The parameters which were shown to have a greater sensitivity in mean daily flux than the
smallest error were therefore chosen for each model output/observation type. In practice this in-
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volved choosing parameters which had an absolute mean elementary effects value that was double
that of the smallest error, due to the way in which the elementary effects are calculated in the
Morris algorithm (see Section 3.5). The chosen parameters for each observational type are listed
in Table 3.4. The same temporal sampling interval was chosen for all observational types and
reflected typical sampling frequencies available for measurements both in the field and from satel-
lite data, in particular the higher sampling intervals were chosen to reflect typical satellite revisit
periods (see Chapter 2 Sections 2.4 and 2.3). It also included the possibility that only a few ob-
servations are available over an extended period of time, which is the case for some agencies or
companies which only provide satellite data for targeted aquisitions. The choice of observational
temporal sampling interval is also listed in Table 3.3.
Temporal Sampling Vol. soil moist. Relative soil moist. CH4 flux NEP flux
Interval error (m3m−3) error (%) error (gCm−2d−1) error (gCm−2d−1)
1 0.02 2 0.002 0.05
5 0.04 5 0.005 0.1
10 0.06 10 0.01 0.2
15 0.08 15 0.02 0.5
30 0.1 20 0.05 1.0
60 0.15 30 0.1 2.0
180 0.2 50 0.2 5.0
Table 3.3: The temporal sampling interval used to ‘thin’ the synthetic observations and random Gaussian error
added to the synthetic observations in each OSSE experiment.
Soil moisture CH4 flux NEP flux
porosity Q10 l Q10 l
rdr a Q10 s LUE
rdr b LUE SR max
wilting point porosity porosity
Me s auto. resp.
Me l
LN ratio
lignin frac.
SR max
innund. ratio
auto. resp.
Table 3.4: The parameters chosen to be included in the Bayesian inversion for each observation type, based on
the sensitivity of the model outputs relating to each observation type to the model parameters. (See Chapter 4
Section 4.4).
Experiment outputs
The outputs of the experiments and metrics used to evaluate the efficacy of the algorithm and
different observation characteristics are listed below:
103
• Histograms of each parameter posterior PDF (PPDF) for all observational characteristics.
• Table of the bias between the Maximum A Posteriori (MAP), or mode, of the PPDF and the
“true” (default) parameter value for all observation characteristics. A negative bias suggests
the mode is lower than the true value and vice versa.
• Table of the reduction in 95% confidence interval between the prior and posterior parameter
distributions.
• Plots of the forward model outputs of NEP and CH4 flux (and where appropriate, other
model outputs) for each observational characteristic showing an ensemble of 500 model
runs sampled from the posterior parameter distribution (with all non-calibrated parameters
remaining at the default values), with the prior and posterior forward model ensemble 95%
confidence intervals and the “true” model output derived from the default model parameters.
• Histograms of the annual flux PPDF for both the NEP and CH4 flux for all observational
characteristics.
• Table of the bias between the Maximum A Posteriori (MAP), i.e. mode, of the posterior
annual C flux PDF and the “true” (default) annual C flux value for all observation charac-
teristics. A negative bias suggests the mode is lower than the true value and vice versa.
• Table of the reduction in 95% confidence interval between the prior and posterior annual C
flux distributions.
• Plots of the root mean squared difference (RMSD) between the daily forward model mode
and the true value for all observational characteristics.
• Correlations between each parameter pair for each observation characteristic.
The aims of the metrics are to quantitatively assess both how well the algorithm constrains the
parameter and flux estimates (through the reduction in 95% confidence interval) and whether the
true values are accurately retrieved (through the mode - truth bias). The correlation coefficients
between the parameters describe the level of interaction between each parameter pair, and the
resultant influence on the model outputs.
This is real advantage of a synthetic twin experiment. If such a synthetic experiment is not
performed there is no confidence that the data assimilation exercise will produce a true estimate
(± uncertainty) of the model output.
The discussion following the OSSE results in each chapter will address the questions posed for
this chapter and will also comment on the suitability of the model and the Bayesian inversion for
deriving accurate flux estimates. The results of each experiment are compared to determine which
circumstances result in improved model estimates, and the required “ideal” sets of observations are
compared with the available datasets that can or will be obtained from current and future satellite
missions and ground-based datasets.
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Notation
There are many instances in the OSSE chapters where the characteristics of the synthetic observa-
tions need to be referred to. However it is a bit long-winded to keep describing the observational
characteristics with a phrase such as ”observations with a temporal sampling interval of t days and
an uncertainty of ε (units of measurement)”. Instead, the following notation is adopted throughout
this thesis in order to refer more easily to the observational characteristics. The temporal sampling
interval and uncertainty of a set of synthetic observations is specified by two numbers, enclosed in
curly brackets, and separated by a forward slash. For example a set of observational characteristics
is referred to as ”the {t/ε} observations”, where the temporal sampling interval is denoted by t (in
days) before the forward slash and the observation uncertainty is indicated by ε after the forward
slash. The units of the uncertainty are the same as the units of the observations, i.e. m3m−3 for
volumetric soil moisture observations, % for relative soil moisture observations and gCm−2d−1 for
both the CH4 and NEP flux observations.
Figure and table captions
In the OSSE chapters in order to avoid long figure captions which essentially repeat the same
information, the details of what the tables, histogram and forward model figures show are given
here. This will be repeated for the first figure (for both the histograms and the forward model
plots) and table of each OSSE results chapter.
The histogram plots, which compare the prior and posterior parameter distributions of the
parameters and annual C fluxes, are arranged with increasing observation uncertainty along the
columns and increasing temporal sampling interval down the rows. The magnitude of the ob-
servation uncertainty is given in the top row, and the temporal sampling interval is given in the
right-hand column.
The axes are the same for all histograms, and are shown at the bottom and left hand side of
the figure. The red line shows the prior distribution and the blue, the posterior. The vertical black
dashed line shows the true value.
Tables of both the reduction in the 95% confidence interval between the prior and posteriors,
and the bias between the MAP estimate of the posterior distribution and the true value, for both
the parameters and annual C fluxes, are also arranged with increasing observation uncertainty
along the columns and increasing temporal sampling interval down the rows. The magnitude of
the observation uncertainty is listed in the top headings of the table, and the temporal sampling
interval is listed in the headings in the left-hand column. Both are shown in bold.
The units of the temporal sampling interval are days. For OSSE studies using CH4 flux and
NEP observations (Chapters 5 and 6 respectively), the units of the observation uncertainty are
gCm−2d−1. For the OSSE studies using volumetric soil moisture observations (Chapter 7 Sec-
tion 7.3), the units of the observation uncertainty are m3m−3. For the OSSE studies using relative
soil moisture observations (Chapter 7 Section 7.6), the units of the observation uncertainty are %.
In the forward model plots the green area shows the prior 95% confidence interval of the
respective model state variable, using 3000 random samples from the joint prior distribution of
the parameters that are being calibrated in that OSSE experiment. The pink area is the posterior
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95% confidence interval and the red line is the forward model mode for an ensemble of 500
model runs sampling randomly from the posterior parameter PDFs. These results are compared
to the model run with the true set of parameters, which is denoted by the blue dashed line. For
OSSE experiments which examine model error in Chapter 8, the blue line represents the altered
(now “true”) model timeseries and the black line represents the original (now “inaccurate”) model
timeseries.
This information will be provided in the first figure and table of each of the OSSE chapters,
but thereafter only the relevant new information on each figure and table will be provided in the
caption.
3.7.2 Outline of the OSSE experimental chapters
The results of the OSSE experiments are outlined in Chapters 5 to 8. Chapter 5 describes the OSSE
experiment using synthetic CH4 flux observations to constrain the CH4 flux sensitive parameters.
Chapter 6 does the same for NEP flux observations, which are used to constrain the NEP flux
- sensitive parameters. Chapter 7 presents the results of OSSE experiments using both absolute
volumetric soil moisture observations and relative (%) soil moisture observations. It also examines
the impact on the OSSE results of a) poorly defined prior parameter distributions and b) biased
observations, as this is likely to occur with the available satellite soil moisture observations for
this area. Finally Chapter 8 investigates the effect of an unknown, and therefore unaccounted
for, model structural error on the ability of the Bayesian inversion to constrain the parameter and
model predictive uncertainty.
3.8 Real data sources
The observations which are used to constrain the CASA-CH4 model at the Lake Vyrnwy site
are presented in this section. The temporal trend, magnitude and variability are discussed and
compared to both ground-based observations, in the case of satellite data, and to the model run
with the default (un-calibrated) parameter values.
3.8.1 Ground-based CH4 observations at Lake Vyrnwy
Monthly ground-based CH4 flux chamber measurements were available for the Lake Vyrnwy for
the whole of 2009. The data were collected and provided by J. Stockdale (Department of Biology,
University of York. pers. comm.). The data were collected at three different locations across
the Lake Vyrnwy site, named “Eunant”, “Hafod” and “Hirddu”, corresponding to the names of
the catchments in which the measurements were taken. Meteorological stations at each location
measured the air temperature, precipitation and the irradiance, which were used to drive the model.
The CH4 measurements were taken using the static chamber technique (see Chapter 2 Sec-
tion 2.3.1), with samples taken every 20 to 30 minutes over a total sampling time of around 100
minutes. The inert gas SF6 was injected into the chamber headspace in order to detect and cor-
rect for leakages from the sealed chamber. The samples were stored in exetainers and analysed in
the lab using a Perkin Elmer AutoSystem XL gas chromatograph (GC; PerkinElmer Instruments,
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Shelton, CT, USA) for CO2, CH4 and SF6. The fluxes (in mgCH4m−2hr−1) were subsequently
calculated using a linear regression relating the concentrations of each gas to time (J. Stockdale,
pers. comm.).
The data were then converted to gCm−2d−1 by multiplying the hourly measurements by 24,
following Moore et al. (2011). Some studies have observed a diurnal cycle in CH4 observations
(e.g. (Hendriks et al., 2010)) but the cycles are not as clear or as pronounced as the diurnal cycle
of CO2. Given the observations were mostly taken in the middle of the morning or afternoon, and
given the lack of information on the CH4 diurnal cycle, the assumption of scaling by 24 hours is
justified, but may result in a slight overestimate of the flux.
The CH4 flux was measured at five different plots for each of the four different vegetation
types, grass, sedges, juncus and heather, at each location. The mean and standard error of the mean
(SEM) were calculated for the five replicates for each vegetation type at each location. Figure 3.9,
Figure 3.10 and Figure 3.11 show the mean and SEM of the ground-based CH4 flux observations
for each vegetation type at the Eunant, Hafod and Hirddu locations, compared to the site-averaged
value and the vegetation-weighted value. The ground-based observations are also compared to the
CASA-CH4 model run using the default (un-calibrated) parameters, for reference. It appears that
the model is overestimating the flux observations in the winter and autumn months. However until
the calibration has been performed an analysis of the possible causes discrenpancy between the
two cannot be carried out. It is possible that the simple partitioning of decomposed C into CO2
and CH4 fluxes is too simplistic, or that the hydrology submodule is inaccurate. This is discussed
further in Chapter 9 which details the results of the model calibration using these data. In order to
compare to the model, and because there is a clear difference in the magnitude of CH4 flux from
the different vegetation types, the fractional cover of each vegetation type was used to scale up the
mean and SEM of the fluxes for each vegetation type to the area of the MODIS NDVI pixel used
to drive the model, using the classification produced for the site (Chapter 3). In many cases the
vegetation-weighted mean was not much different to the un-weighted mean for each site, as seen
in the figures below.
The mean flux is close to zero, or negative, in the first ∼5 months of 2009 for all locations
and vegetation types. The increase in flux in the summer months occurs later than in the modelled
values (end of June), suggesting the temporal trends might be out of phase, although the model
has not been calibrated. The flux magnitude is greater at the Hafod location for the summer and
autumn months when the flux is higher, and the increase in flux starts earlier in the year, around
the end of May. There is a gradual increase in CH4, apart from the end of July where the flux is
lower, until the peak flux in the middle of August. By comparison the peaks in CH4 in the model
occur in June. For the Eunant and Hirddu sites the magnitude of peak flux is lower and broader.
The fluxes do not start increasing until the end of June for these sites and the maximum flux is
seen at the end of July. The CH4 flux declines almost to zero again in November and December
for the Eunant and Hirddu location, whilst the flux at the Hafod location remains high.
In general the lowest fluxes throughout the year, and particularly in the summer and autumn
months, are from measurements taken over grass and heather. This is expected as these vegetation
types do not have aerenchymous tissues which result in rapid transport of CH4 from beneath the
water table to the atmosphere. The highest fluxes are seen for the sedge and juncus, which do
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have aerenchymous tissue, in the summer and autumn months. Exceptions to this are seen for
grass and sedge at the Eunant and Hafod locations at the end of July, where the grass flux is much
higher than the sedge. It is not clear why this is the case. The fluxes measured for the juncus at the
Hirddu location are uncharacteristically low given they have roots which extend deep into the soil
and aerenchymous tissue that can rapidly transport the CH4 produced below the water table to the
surface. This may be due to the fact that the measurements (at all sites) were taken from sites at
the hill top, where the water table might be lower than it otherwise would be elsewhere. However
high fluxes are still seen for other vegetation types and at other locations so it is probably a more
localised effect.
These observations show that the variability, even for one vegetation type measured on one
day and at one location, is quite high. The variability increases with the magnitude of flux, and
the change in magnitude of the flux between months can be considerable, even during the months
where the fluxes are the highest. There is an underlying factor that results in higher fluxes from
the Hafod location compared to the other two sites. The high variability suggests that the factors
which control the CH4 flux are quite complex and clearly operate on a number of scales. The SEM
associated with these measurements in part include the measurement error, but they also include
a measure of the spatial uncertainty in the observation as a result of measuring the flux at one
location over another. It is therefore probably an overestimate of the real error in the observation.
This is remedied in part by taking the standard error of the mean, but the associated errors are still
significant, especially for the months where the CH4 flux is highest.
3.8.2 Ground-based NEP observations
Two flux towers taking eddy covariance measurements of CO2 net flux (NEP) were located ap-
proximately 100m apart at the Lake Vyrnwy site for part of 2009 (grid reference: OSGB 2934
3232). Only data collected on the same four dates as ground-based NEP chamber measurements
have so far been processed, but these data have been provided by A. Heinemeyer (Stockholm En-
vironment Institute, University of York. pers. comm.). All four dates contain gaps in the data,
but two were considered to have too many gaps to be useful. The remaining two dates (17th and
18th August) contained only small gaps in the dataset (less than a few hours). Without any an-
cillary data at the time of the gaps which could be used for gap-filling, the missing points were
replaced with an average of the data points either side of the gap. The SEM of the two flux towers
was taken as a representation of the random error associated with the observations, which were
recorded every half an hour. The data were summed, and the SEM combined to calculate a daily
flux in gCm−2d−1. The data are shown, together with the standard error of the mean in Figure 3.12,
and are compared to the default model run for the Eunant location, as this is the nearest weather
station to the flux tower. The observations are ∼1-1.5gCm−2d−1 higher than the default model
using the uncalibrated parameter set, but given the prior range in the NEP flux model for the NEP-
flux sensitive parameters, it is very possible that parameter calibration with adequate observations
would result in the model correctly capturing the magnitude of the observations. The prior model
distribution (for example see Figure 6.6 in Chapter 6) encompasses the observations, therefore
an analysis of any possible discrepancy between the model and the NEP observations should be
carried out after the calibration, as was the case for the CH4 flux observations. This is discussed
111
further in Chapter 9.
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Figure 3.12: Graph showing the NEE observations from the eddy covariance measurements compared to the
default model run for the Eunant location.
3.8.3 Satellite soil moisture data
Satellite soil moisture data from the AMSR-E radiometer onboard NASA’s Aqua satellite are
available for the Lake Vyrnwy site for 2009. The algorithm used to derive the soil moisture data
is referenced below and the data are compared, where possible, to the available ground-based
soil moisture data (M. Carroll, unpub.). Ground-truth data were kindly provided by M. Carroll
(Department of Biology, University of York. pers. comm.). The soil moisture was measured at
randomly sampled locations across the Lake Vyrnwy site using a theta probe. These values were
averaged to give a site-mean value for each day of data collection, in order to compare with the
low resolution satellite data.
AMSR-E data
The AMSR-E volumetric soil moisture data were derived using the LPRM (VUA) algorithm (Owe
et al., 2001) and described in Chapter 2 Section 2.4.2. The data can be downloaded, along with
dataset product description pages and related documents, from the VUA website
(http://geoservices.falw.vu.nl/). The data were then processed to obtain only the pixels that
were flagged as “good quality” as specified on the dataset product pages. The spatial resolution
of the data is ∼50km. The resultant timeseries is compared to the available ground-based data in
2009 and 2010, though only 2009 data will be used in the model calibration. No estimate of error
is provided with these observations but (de Jeu et al., 2008) estimated the accuracy of the observa-
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tions is 0.06m3m−3. Scipal et al. (2008) and Dorigo et al. (2010) examined the random error in the
AMSR-E observations as opposed to the systematic error from biases in the observations. Their
results suggest that the 0.06m3m−3 estimate appears to be fair representation of the magnitude of
the error in the observations, though these studies were not for sites with near-saturated soils.
Figure 3.13: Plot to show a comparison of the coverage of the AMSR-E pixel with the Lake Vyrnwy site.
As the AMSR-E pixel resolution is larger than the Lake Vyrnwy site (see Figure 3.13), it was
expected that the AMSR-E data would underestimate the ground-based soil moisture observations,
as the surrounding mineral soils will have lower soil moisture values. As Figure 3.14(a) shows
this is indeed the case. Although the satellite soil moisture observations are negatively biased, the
timeseries shows the temporal variability is well-approximated by the AMSR-E observations. The
correlation between the satellite and ground-based soil moisture (0.44) is shown in Figure 3.14(b).
This increases to 0.79 if the data point on the 29th June is excluded, where the ground-truth data
are close to 1.0m3m−3. These values are only based on a limited dataset for the summer months,
but the results are encouraging. In particular the high variability of the soil moisture, expected
of the thin upper layer of the soil is seen in both the satellite data and ground-truth data, also
suggesting the two datasets are capturing the dynamics of the system well.
Figure 3.14(d) shows a comparison of both the AMSR-E and ground-truth observations with
the default model run. The dips in the model appear to correspond well to both sets of observations,
though the AMSR-E observations in particular are more highly variable than the model and do not
appear to reach a maximum value. This may be due to the bias in the satellite observations. It
might also be due to the fact the AMSR-E observations are probably “seeing” a thinner, more
variable, surface layer of the soil than the 5cm surface layer of the model. It is very difficult
to know the exact penetration depth of the microwave signal, but it might help if the model had
five 1cm-thick layers at the surface with which to compare to the satellite observations, instead
of one, 5cm thick layer. The default model run is based on a porosity of 0.55. This incidentally
113
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corresponds well to the AMSR-E observations. However as already discussed the satellite data
contain a bias will needs to be taken into account when performing the model calibration. This is
discussed further in Chapter 9 Section 9.3.
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Chapter 4
Model evaluation and sensitivity
analysis
4.1 Introduction
The aim of this chapter is to perform an initial model evaluation, detail the modifications made to
the original model formulation as set out in Potter et al. (1993) and Potter (1997) and to conduct
a sensitivity analysis on the model.
The model evaluation is intended to provide a brief overview of the model. In particular it
is used to investigate which inputs and/or subsidiary state variables, such as soil moisture and
temperature, control the magnitude, variability and trend of the different C fluxes.
The objective of the sensitivity analysis is to determine which parameters the model state
variables, in particular the C fluxes, are most sensitive to. This is key for determining which
parameters should be included in the Bayesian model calibration.
Both the initial model evaluation and the sensitivity analysis are used to determine which
observation datasets would be most useful for constraining the model parameters and model pre-
dictive uncertainty, with particular reference to EO datasets.
The model modifications are described at the beginning of the chapter so that the model runs
with the default parameters are consistent for the remainder of the thesis. Following this a brief
summary of the model state variables is provided. Finally the results of the sensitivity analysis are
detailed and discussed. The main findings of this chapter are discussed and summarised at the end
of the chapter.
4.2 Modifications to the model
Two main modifications were made to the model in addition to those mentioned in Chapter 3
Section 3.3.5. Firstly the formulation for calculating the ratio between the CO2 and CH4 flux, as
described in Potter (1997) resulted in CH4 fluxes that were too low, based on the ground-based
flux results that were available from the Lake Vyrnwy site. The water table is mostly below the
surface by up to 40cm at the Lake Vyrnwy site. Potter (1997) gives ratios of CH4:CO2 of <=0.01
for water tables at or below the surface (0.01 for a water table of 0.0m, decreasing logarithmically
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to 0.0001 for water tables of -0.2m). Figures 4.1(a) and 4.1(b) show examples of the CH4:CO2
ratios for the two locations where C flux observations were taken throughout 2009; the first for a
grass patch, and the second for a sedge patch. It was hypothesised that the grass would not emit
much CH4, especially compared to the sedge, which has aerenchymous tissues. Yet both show
the maximum ratio exceeds 0.01, even when the water table is >0.2m below the surface. The
CH4:CO2 ratio reaches values of ∼0.21 for the sedge.
The magnitude of the ground-based flux measurements could not have been achieved with
the ratios of CH4:CO2 that were given in Potter (1997). Wania (2007) concludes that the ratio
of CH4:CO2 is difficult to predict, given the high range of values in the literature (0.001 to 1.7)
Figures 4.1(a) and 4.1(b) support this finding, as clearly the ratio can be very different even for
measurements taken on the same day and at a similar time, in the same location and for the same
vegetation type. They therefore chose to have the ratio at soil saturation as a parameter that can
be calibrated, and to decrease the ratio based on the degree of soil saturation. This formulation
was adopted for the CASA-CH4 model. Figure 4.1(c) shows a comparison of the original and the
LPJ-WHyMe model formulation. The original formulation never produced a flux that increased
much above ∼0.0gCm−2d−1, whereas the LPJ-WHyMe formulation can capture the magnitude of
the higher summer fluxes. The “inundation ratio” parameter, i.e. the ratio of CH4:CO2 when the
soil is saturated, can be calibrated to account for the changing magnitude of the fluxes throughout
the year. Based on Wania et al. (2009a,b) a range of 0.001 to 1.7 was chosen for the inundation
ratio parameter. The other benefit of using the LPJ-WHyMe formulation is that it depends on the
saturation of the soil, and therefore the volumetric soil moisture, rather than the model water table
depth, which appeared to be much higher than the low water table depths seen in the initial mea-
surements. Volumetric soil moisture is much easier to measure that water table depth in the field
and satellite-derived soil moisture estimates of the thin layer near the surface are also available.
The CH4 flux dynamics of the observations do not seem to be represented well by either of the
model formulations however. A full assessment of this discrepancy is not possible until the model
has been calibrated. However it might be the case that the ratio used to partition the C into CO2
and CH4 flux may not be accurate, and the model formulation may need to be changed.
The ground-based observations occasionally were negative as a result of the uptake of CH4
into the soil. The CASA-CH4 model does not take into account CH4 uptake and therefore no
negative fluxes can be predicted. As the magnitude of the CH4 uptake is very small, a decision
was taken not to add further complexity to the model by adding a submodule that could account
for the uptake of CH4 into the soil.
The second modification made to the model was to add a thin surface layer (5cm thick) to the
soil temperature and moisture submodules. This is because satellite soil moisture estimates are de-
rived from the top few cm (wavelength dependent) of the soil, due to the fact the microwave wave-
lengths cannot penetrate to greater depths. In order to use satellite soil moisture measurements
to calibrate the model it is necessary to compare them to the model output from an equivalent
depth in the soil, otherwise the disparity might simply be due to the different vertical resolution
of the measurement. The depths of the other boundaries in the soil remained the same at 30cm,
1m and 2m. This modification resulted in a greater magnitude of variability in soil moisture in
the uppermost layer, as it is only 5cm thick instead of 30cm, and a subsequent slight reduction
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(a) Comparison of the ground-based CH4:CO2 ratios with the water table depths for a grass
location at the Lake Vyrnwy site.
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(b) Comparison of the ground-based CH4:CO2 ratios with the water table depths for a sedge
location at the Lake Vyrnwy site.
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Figure 4.1: Plots to show the of the original CH4:CO2 ratios put forward in Potter (1997)
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in the lower layers, as seen in Figure 4.2. However the total variability of soil moisture hardly
changes. Only a very, slight increase in the reduction in soil moisture is seen for the largest dip
in soil moisture in the summer months (data not shown). Therefore the overall magnitude of the
C flux is only fractionally larger. This is due to the fact that there is an overall increase in the
moisture variability of the upper two layers that are used to calculate the scalars that control the
decomposition of the litter, which produces a higher fraction of the total daily soil C flux than the
microbial and soil layers.
4.3 Model Evaluation
The initial model evaluation is based on model runs using the default parameters as detailed in the
Chapter 3 Table 3.2. Most of the behaviour of the model can be predicted from the model physics.
NPP is dependent mainly upon the temporal evolution of air temperature, solar radiation and
NDVI. It is also affected to a lesser extent, by the soil moisture, as the EET, used to calculate the
moisture scalar for the NPP calculation, is influenced by the saturation of the soil. The soil C fluxes
(CO2 and CH4) correspond closely to each other, as expected (Figure 4.3(a)). As already discussed
the temporal trend of the CH4 flux, i.e. the “long autumn shoulder” seen in the observations, may
be different to the temporal trend of the soil respiration. As such the model representation of CH4
flux dynamics may be incorrect. The temporal variability of the NEP flux is dominated by that of
the NPP, and not the soil respiration as its magnitude is much smaller (Figure 4.3(b)).
The magnitude of the soil C fluxes depends on the amount of C entering the system, the cycling
of C between the various C pools and the soil temperature and moisture. Soil temperature and
moisture are used to calculate the scalars which, in part, control the amount of C decomposition
in the soil and the transfers between the C pools at various depths. An increase in soil temperature
and a decrease in soil moisture result in an increase in C flux.
Whilst the magnitude of the C flux is controlled by the amount of C assimilation and the
soil temperature and moisture, the daily variability in C flux is modulated by that of the soil
temperature and moisture. This can be seen if the soil temperature submodule is driven with a
sinusoidal variation of temperature about the annual mean temperature, rather than the actual air
temperature, as was initially put forward in Potter (1997). Figure 4.4(a) shows a comparison of
the soil respiration that results with the soil temperature being forced at the upper boundary with
air temperature and with the sinusoidal oscillation. The trend in soil temperature and moisture
is also shown. The smooth oscillation used to force the soil temperature submodule results in a
smooth C flux temporal trend, except for the time periods where there is a dip in the soil moisture
(Figures 9.10(i) and 9.10(i)). Decomposition is severely inhibited when the soil is saturated and
therefore the temporal variability is dominated by the soil temperature. When the soil is saturated
sharp peaks in the C flux are seen. This is clearly evident even when the soil temperature is driven
with the variable air temperature timeseries, suggesting a reduction in soil moisture has a more
dramatic impact on the C flux than the soil temperature.
This behaviour is demonstrated for the soil respiration, but the same behaviour is seen for the
CH4 flux, which as already discussed, is closely linked to the soil CO2 flux. As discussed the
magnitude of the soil respiration and CH4 flux is also controlled by the assimilation of C into
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(a) Three-layered model.
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(b) Four-layered model.
Figure 4.2: Plots to show the change in soil moisture of the layers in the upper 1m of the soil and the subsequent
soil respiration (CO2) flux for the three- and four-layered model (resulting in two and three layers respectively
in the uppermost 1m of the soil).
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Figure 4.3: Plots to show the relationships between the various C fluxes of the CASA-CH4 model.
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(b) Soil respiration compared to the soil temperature timeseries
of the uppermost layer when forced with air temperature.
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(c) Soil respiration compared to the soil temperature timeseries
of the uppermost layer when forced with a sinusoidal
oscillation about the annual mean air temperature.
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(d) Soil respiration compared to the soil moisture timeseries of
the uppermost layer when the soil temperature submodule is
forced with air temperature.
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(e) Soil respiration compared to the soil moisture timeseries of
the uppermost layer when the soil temperature submodule is
forced with a sinusoidal oscillation about the annual mean air
temperature.
Figure 4.4: Plots to show the effect of soil temperature and moisture on the daily variability in soil C fluxes.
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the soil. This is dependent upon many parameters and the model physics, but is crucially driven
by the NDVI and meteorological data. The NDVI timeseries is doubly important as it is used to
calculate the LAI, from which the timing of litterfall is approximated. A visual assessment of the
importance of the magnitude and trend of NDVI data on the NPP is also provided. Figure 4.5
shows the original NPP compared to the interpolated NDVI timeseries, followed by the change in
NPP that would be expected a) for a shift in the magnitude of NDVI of ±0.1 (Figure 4.5(b)), and
b) a shift in the phase of the NDVI timeseries of ±1 month (Figure 4.5(c)). The annual flux is also
given in the top right hand corner. The plots suggest an error in the magnitude of the NDVI would
have a greater impact on the daily variability, and the annual flux, than an error in the temporal
trend. This is most likely due to the fact slightly different temporal trends of the air temperature
and solar radiation have a more direct control on the annual cycle of the NPP. It is important to
use good quality satellite NDVI data that has been corrected for atmospheric, cloud and angular
effects associated with the viewing and illumination geometry. Additionally a robust interpolation
of the satellite NDVI data is also required.
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(a) Comparison of the default NPP with the NDVI timeseries.
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Figure 4.5: Plots to show the influence of the NDVI magnitude and temporal trend on the NPP.
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4.4 Results of the Morris sensitivity analysis
The Morris sensitivity analysis method was detailed in Chapter 3 Section 3.5. The sensitivity
analysis was performed for the model NPP, soil respiration (CO2), NEP and CH4 flux. The results
are presented below.
The Morris sensitivity analysis of the mean daily differences in model outputs as a result of chang-
ing parameter values produced the parameter rankings for each model output shown in Table 4.1.
The rankings are based on the mean of the absolute value of the elementary effects. The highest
ranking parameters for all of the C flux model outputs are those directly involved in the calculation
of C flux, either through the NPP calculation, the soil CO2 respiration, or the CH4 flux calcula-
tion, where relevant. The next most important parameters are those involved in the soil moisture
calculations, and in particular for the NEP and CH4 flux, the porosity. None of the soil tempera-
ture related parameters have a significant impact on any of the model outputs, and are always the
lowest ranked parameters.
Ranking NPP Soil respiration (CO2) NEP CH4 flux
1 LUE Q10 l auto. resp. Q10 l
2 auto. resp. Me s LUE Me s
3 SR max auto. resp. SR max auto. resp.
4 poros. LUE Q10 l inund. ratio
5 rdr b inund. ratio poros. LUE
6 rdr a LN ratio Me s LN ratio
7 wpt Q10 s rdr b Q10 s
8 LAI max SR max wpt lig. frac.
9 lig. frac inund. ratio SR max
10 Me l rdr a Me l
11 poros. Q10 s poros.
12 Me a LN ratio LAI max
13 wpt lig. frac. wpt
14 sm scalar Me l Me a
15 LAI max Me a sm scalar
16 rdr b LAI max rdr b
17 s pmt sm scalar s pmt
18 rdr a s pmt j pmt
19 j pmt soil suc. rdr a
20 soil suc. j pmt soil suc.
21 Kb Kb Kb
Table 4.1: The Morris rankings for each parameter for each C flux in the CASA-CH4 model. See Chapter 3
Table 3.2 for a description of the parameters.
NPP is related to parameters that control assimilation of C into the soil in equations 3.1 and 3.3
(LUE, autotrophic respiration scalar and SR max), as well as parameters controlling moisture lim-
itation (equation 3.8), either directly by controlling the soil moisture (porosity and rdr parameters)
or indirectly through its impact on the PET (LAI max).
For the soil CO2 respiration flux the two most important parameters are directly related to the cy-
cling of the C through the litter and soil C pools (Figure 4.7). The next most parameters important
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Figure 4.6: Morris sensitivity analysis of the NPP flux. µ∗ is the mean of the absolute values of the elementary
effects σ is the standard deviation. The parameters that do not affect the the NPP as much are shown in the
inset.
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are those involved in the calculation of NPP, which controls the amount of C assimilated into the
litter and soil on a daily basis. Following these parameters the next most important parameter is
the inundation ratio, which controls the partitioning of decomposed C into CO2 and CH4 flux and
is dependent on saturation of the soil. The remaining parameters which have a significant impact
on the soil CO2 are again related to the assimilation of C into, or the cycling of C within, the litter
and soil C pools.
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Figure 4.7: Morris sensitivity analysis of the soil CO2 flux. µ∗ is the mean of the absolute values of the
elementary effects σ is the standard deviation. The parameters that do not affect the the CO2 flux as much are
shown in the inset.
The NEP flux is clearly most sensitive to the three parameters involved in the NPP calculations,
the autotrophic respiration scalar, LUE and SR max (Figure 4.8). This is not surprising given the
obvious dominance of NPP in the temporal trend of the NEP flux (Figure 4.3(b)). Interestingly
the NEP flux is more sensitive to the porosity parameter than to any of the parameters involved in
the calculation of soil respiration CO2 flux because it is used in both the NPP and soil respiration
CO2 flux calculations, through the soil moisture scalars on C transfer in the soil (assimilation or
decomposition). Following this the NEP flux is sensitive to parameters related to the cycling of
soil C, with Q10 l being the highest ranking, and to the rdr parameters (see inset of Figure 4.9).
As was the case for the soil CO2 flux, the CH4 flux is unsurprisingly most sensitive to the pa-
rameters involved in the cycling of C in the litter and soil (Figure 4.9), as the C produced during
decomposition is divided between the CO2 and CH4 flux through the inundation ratio parameter,
as already discussed. The order of the rankings of parameters the CH4 flux is sensitive to is very
similar to the CO2 flux, however it appears the CH4 flux is more sensitive to the inundation ratio,
which has a higher ranking, as does the Me s parameter, especially in relation to the LUE and
autotrophic respiration scalar parameters. This is to be expected as the CH4 flux is a) further down
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Figure 4.8: Morris sensitivity analysis of the soil NEP flux. µ∗ is the mean of the absolute values of the
elementary effects σ is the standard deviation. The parameters that do not affect the the NEP as much are
shown in the inset.
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the chain of calculations involving C flux, thereby less responsive relatively to the NPP calcula-
tions, and b) the CH4 flux is much smaller in magnitude than the soil CO2 flux, and therefore a
change in the inundation ratio produces a higher relative magnitude of change for the CH4 flux.
There is a limited body of literature on the Q10 parameters which are often used in C flux models
(e.g. CHEN and TIAN (2005)). If the C fluxes are very sensitive to this parameter then more
experimental work needs to be done to better quantify the value of Q10 for different soil processes
in different ecosystems.
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Figure 4.9: Morris sensitivity analysis of the soil CH4 flux. µ∗ is the mean of the absolute values of the
elementary effects σ is the standard deviation. The parameters that do not affect the the CH4 flux as much are
shown in the inset.
4.5 “One-at-a-time” (OAT) sensitivity analyses
OAT sensitivity analyses are performed by changing only one parameter at a time. The other
parameters remain fixed at their default value (see Chapter 3 Table 3.2). The following plots show
the response of a change in each parameter on the soil moisture, NEP and CH4 flux observations,
as corresponding observations will be used in the Bayesian inversions later in the thesis. The
parameter space was divided into five equal segments and the model run for each value of each
parameter. The outputs are compared to the default value of the parameter.
Whilst local OAT sensitivity analyses are not useful for understanding the impact of the whole
model parameter space on the model outputs, it is informative to look at plots of OAT analyses of
parameter behaviour on the model output in question, keeping all other parameters than the one in
question set to their default values, as it gives an idea of the kind of response that might be expected
in the model output with changing parameter value. However it is imperative to keep in mind that
for different values of the other parameters, the behaviour, and in particular the magnitude, of
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changes in the model outputs might be very different. Rather than show numerous plots of the
response of each model output to all the parameters, plots of the OAT analyses of parameters that
most affect the model outputs to be constrained by the MH-MCMC algorithm in later chapters are
shown. The effect of all parameters on the various model outputs is briefly summarised however.
The volumetric soil moisture is affected by the porosity, which mainly controls the maximum
value (Figure 4.10(a)) and the relative drying rate (rdr) parameters, which control the amount the
volumetric soil moisture decreases from the maximum value, which happens when the outputs
of the hydrology module (i.e. evapotranspiration) are greater than the inputs (i.e. rainfall). An
increase in the rdr a parameter reduces the drop in soil moisture during times when the soil mois-
ture dips below its maximum value (Figure 4.10(b)). An increase in the rdr b parameter results in
the opposite effect, and Figure 4.10(c) shows that the volumetric soil moisture is potentially not
sensitive to the whole range of parameter values (although this cannot be assumed for different
values of other parameters).
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Figure 4.10: OAT sensitivity analyses of the effect of different related parameters on the volumetric soil mois-
ture.
It is clear from the sensitivity analysis of the soil moisture that whilst the wilting point parameter is
used in the calculations relating to the soil moisture, in this type of climate with high precipitation
that the wilting point parameter is not important as the soil moisture never reaches the wilting
point. Therefore it is a redundant parameter and should not be included in the calibration.
The response of the relative soil moisture to porosity is different from the volumetric soil moisture
as it is a relative measure (Figure 4.11(a)). At very low values of porosity the relative soil moisture
drops dramatically at times when there is a big drop in soil moisture due to limited rainfall or
increased evapotranspiration. The response of the relative soil moisture to the rdr parameters
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(Figures 4.11(b) and 4.11(c)), is much the same as for the volumetric soil moisture.
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Figure 4.11: OAT sensitivity analyses of the effect of different related parameters on the relative (%) soil
moisture.
The effect of the parameters on the NEP flux is discussed in order of their importance. An increase
in the autotrophic respiration scalar results in a decrease in the NEP flux if above ∼-0.15gCm−2d−1,
and an increase if below, and therefore a decrease in the amplitude of the annual cycle (Fig-
ure 4.12(a)). At values close to 1.0 it appears the daily variability is greatly reduced and shows the
opposite sign to the NEP flux for other values of the autotrophic respiration scalar. The magnitude
of variability is greater for higher values of NEP flux. The same pattern emerges for the LUE
parameter but with a decrease in the flux above zero and an increase below (Figure 4.12(b)). LUE
appears to result in the largest variability in NEP but this is contingent on the choice of the other
default parameters.
The SR max parameter shows different behaviour at different times of the year. Mostly an increase
in the value of the parameter results in a decrease in flux when the NEP values are greater than
∼-0.2gCm−2d−1 and an increase if below. However the amount the flux decreases when the values
are greater than zero is different throughout the year, resulting in slightly non-linear behaviour
(Figure 4.12(c)). Generally an increase in porosity results in an increase in NEP flux for values
above ∼-0.2gCm−2d−1 and a decrease below (Figure 4.12(d)). The magnitude of the variability is
much greater for higher values of NEP flux. The final parameter which the NEP flux is significantly
sensitive to is the Q10 l parameter. An increase in the Q10 l parameter results in an increase in
the NEP flux, however the behaviour is non-linear. Above a value of ∼8gCm−2d−1 the NEP flux
doesn’t change. In addition at lower values of NEP flux the sensitivity of the flux to changing
parameter value is higher.
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Figure 4.12: OAT sensitivity analyses of the effect of different related parameters on the NEP flux.
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The NEP flux is less sensitive to the remaining parameters, but a change in their value does result
in a small change in the flux. An increase in the wilting point parameter results in a decrease in
the NEP flux above a value of ∼-0.2gCm−2d−1 and an increase below it, though the behaviour
appears to be sensitive only to a small region of the parameter space between the values of 0.3 and
0.5. An increase in the rdr a parameter results in a small decrease in NEP flux but only at higher
values, whereas an increase in the lignin-to-nitrogen ratio results in a very small increase in NEP
flux in the winter months (November to February) when the NEP flux is negative. Higher values
of the inundation ratio, lignin fraction, Me s, Me l and Me a parameters all result in a linearly
spaced but small increase in the NEP flux at all times of the year. The Q10 s parameter shows
the same behaviour as its litter counterpart, with limited change to the NEP flux above a value
of ∼8gCm−2d−1, and increasing variability with changing parameter value at lower fluxes. An
increase in the soil microbial scalar results in a non-linearly spaced and very small decrease in
the NEP flux. The NEP flux hardly changes with changing value of the maximum LAI or the soil
suction and Kb parameters, which are involved in the soil temperature calculations. Finally, the
NEP flux is insensitive to the sedge and juncus plant mediated transport parameters as these are
only involved in the CH4 flux calculations.
The CH4 flux is most sensitive, according to the Morris sensitivity analysis (Table 4.1), to the
Q10 l parameter, as this is the biggest control on the soil C decomposition. With increasing
Q10 l, the CH4 flux decreases in a non-linear way (Figure 4.13(a)). Much the same as the NEP
flux, above a certain value of Q10 l the CH4 is relatively insensitive to changing parameter value.
Notably, towards a value of 1.0, the CH4 flux annual temporal trend is inverted.
With increasing Me s there is an increasing decrease in the CH4 flux (Figure 4.13(b)). The re-
sponse to the autotrophic respiration scalar however shows a linear decrease in CH4 flux with
increasing parameter value (Figure 4.13(c)).
The CH4 flux increases with increasing values of the LUE parameter (Figure 4.13(d)). An increase
in the inundation ratio results in a gradually smaller increase in CH4 flux (Figure 4.13(e)). Changes
in the Q10 s parameter result in the same behaviour in the CH4 flux as for the Q10 l parameter
except for the fact the annual temporal trend does not change at values close to 1.0 (Figure 4.13(f)).
In general an increase in the lignin-to-nitrogen ratio results in a decrease in the CH4 flux, but the
magnitude of change in the flux is not the same throughout the year (Figure 4.14(a)). In the months
of October and November it appears that the lowest values of the ratio result in a decrease in flux,
clearly demonstrating the non-linear behaviour of this parameter. The is also true for the SR max
parameter, which generally shows a linear increase in CH4 flux with decreasing parameter value,
but for the months of mid-October to mid-December, where the lowest value of SR max does not
result in the highest flux (Figure 4.14(b)).
The CH4 flux decreases linearly with increasing lignin fraction up to a value of 0.5, above which
the CH4 flux does not appear to change (Figure 4.14(c)). An increase in the value of Me l results
in a linear decrease in the CH4 flux (Figure 4.14(d)). The CH4 flux is mostly sensitive to changes
in low values of the porosity parameter, although at times of peak flux, when the soil moisture
decreases from the maximum value, it is clear that an increase in the porosity results in a decrease
in the CH4 flux (Figure 4.14(e)).
The results of the Morris sensitivity analysis show the CH4 flux is relatively insensitive to the
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Figure 4.13: OAT sensitivity analyses of the effect of different related parameters on the CH4 flux.
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Figure 4.14: OAT sensitivity analyses of the effect of different related parameters on the CH4 flux.
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remaining model parameters,with some exceptions. The CH4 flux only appears to be sensitive
to changes in the maximum LAI between values of ∼3 to 5.0, and noticeably only at times of a
decreased flux. An increase in the soil microbial scalar results in a small increase in CH4 flux,
whereas an increase in the Me a parameter results in a small, linear decrease in CH4 flux. Like the
NEP the CH4 flux only appears to be sensitive to changes in the wilting point parameter between
the values of 0.3 and 0.5. The rdr a parameter only affects the peak CH4 flux, as this is when
the soil moisture dips below its maximum value. An increase in rdr a results in a decreased flux,
but an increase in rdr b results in an increased flux (but only above a certain value). The plant
mediated transport parameters have almost no bearing on the CH4 net flux, and the soil suction
parameter results in an extremely small increase. Like the NEP the CH4 is insensitive to the Kb
parameter. The soil suction and Kb parameters are involved in soil temperature calculations.
4.6 Discussion and conclusions
This chapter has introduced the model and has outlined the modifications made to the model and
the reasoning behind them. The results of a global (Morris) and OAT sensitivity analysis were also
presented. The Morris sensitivity analysis crucially enabled a ranking of parameters in terms of
their impact on the C fluxes. This has informed which observations should be used to constrain the
model, the choice of which parameters should be included in the Bayesian calibration, as outlined
in Chapter 3. The OAT sensitivity analysis is useful for understanding the behaviour of the model
in response to the parameters constrained by the Bayesian inversion, as presented in the following
chapters.
4.6.1 Value of EO data
As discussed in Chapter 2, EO data are particularly useful in being able to drive a model, validate
the model outputs and in an assimilation framework aimed at improving a model, over a wide area
where other ground-based data may not be available. The advantages of using satellite NDVI data
to drive a model such as this have also already been discussed in Chapter 2. Both soil moisture and
temperature control the daily variability of the C fluxes. In particular the magnitude of the peak
fluxes is controlled by the decrease in soil moisture. Estimates of both variables can be derived
from satellite measurements. These data are useful in that they take measurements frequently over
a wide area. In addition satellite C flux estimates are now becoming available (see Chapter 2
Section 2.3.2). All these data could be useful in validating and/or calibrating the model in an
assimilation framework.
4.6.2 Observations required to constrain the most important model parameters
The results of sensitivity analysis showed that soil moisture data and satellite C flux data would
be the most useful for constraining the parameter estimates of the model. This is because the C
fluxes are most sensitive to parameters directly related in the C flux calculations, and next to the
soil moisture-related parameters, in particular the porosity. Land surface temperature (LST) data
could be used in a data assimilation framework, such as the one used in this thesis. to constrain the
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soil temperature-related parameters, but the sensitivity analysis showed these were the parameters
to which the C fluxes were least sensitive. This is because air temperature is used to force the
diffusion of heat in the top layer of the soil in the model. LST could also be used to force the
soil temperature submodule at the upper boundary if no good-quality air temperature data were
available. The global sensitivity analysis is crucial for determining which are the most impor-
tant parameters that require calibration. Without the rankings provided by the Morris sensitivity
analysis it would be unclear as to which parameters should be included in the inversion.
4.6.3 Parameters and processes constrained using soil moisture and C flux obser-
vations
The soil moisture observations will be used to constrain the soil moisture-related parameters. If the
inversion results in good parameter constraint this will lead to improved estimates of soil moisture.
Soil moisture is used to calculate scalars which modify the amount of C assimilated into the system
as well as the cycling of C between the litter and soil C pools. Soil moisture is also involved in
determining the ratio of CH4:CO2 flux, as this depends on the saturation of the soil.
NEP is most sensitive to parameters associated with the assimilation of C into the system
(LUE, autotrophic respiration scalar and to some extent SR max) and in the decomposition of C
in the litter layers (Q10 l). Parameters relating to the decomposition of soil C and transfers of
C between soil pools do not impact the NEP enough to require calibration. This is due to the
dominance of the NPP on the NEP model outputs. The processes involved in the C assimilation
and transfer of decomposition of litter operate on a shorter timescale and are more directly affected
by changes in atmospheric forcing than the processes in the soil C module. Therefore they result
in a higher variability in C flux. The NEP is also sensitive to the porosity. This is due to the impact
soil moisture has on the different C flux calculations, as previously discussed.
The CH4 flux is most sensitive to parameters relating to the cycling of C in the litter and soil,
and to the assimilation of C into the system. It is more sensitive to parameters involved in the
decomposition of litter and soil C as the magnitude of the CH4 flux is directly proportional to the
amount of decomposed C. However the process of C assimilation exerts a strong control on the
amount of C in the system and therefore the relevant parameters also have an impact on the CH4
flux. As per NEP the CH4 flux is also sensitive to porosity, again due to the various processes that
depend on the soil moisture.
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Chapter 5
OSSE using synthetic CH4 flux
observations
5.1 Introduction
As previously discussed data assimilation is useful in providing a robust, statistical framework
for combining the information in both the model and observations in order to obtain optimal es-
timates of the variables under investigation, together with an estimate of their uncertainty. This
technique is routed in Bayesian inference (Chapter 2 Section 2.5.1). In this thesis a Bayesian inver-
sion method is used to calibrate the parameters of the CASA-CH4 flux model in order to improve
model predictions of C fluxes (CH4 and NEP). This provides an estimate of the parameter distri-
butions, not just the most likely value. The resultant (posterior) distributions are conditioned on
the information in the model and the observations, as well as prior information as described by the
prior parameter distributions. This is a robust framework for combining all sources of information
with estimates of the uncertainty in that information.
Chapter 4 examined which observations would be useful in constraining the model, and which
were the most important parameters to constrain. However, as discussed in Chapter 2 Section 3.7,
it is difficult, if not impossible, to know the observational characteristics (uncertainty and temporal
sampling interval) that would be able to a) accurately determine the most likely parameter value
and b) reduce the uncertainty in the parameter distributions. To investigate this an synthetic exper-
iment (OSSE) is required, where the “true” values of the parameter are known, and the inversion is
tested with synthetic observations with different characteristics. The OSSE method was outlined
in Chapter 3 Section 3.7.
The results of Chapter 4 showed that the most CH4 flux was most sensitive to parameters which
were directly related to the calculations of the C cycle. Thus C flux observations are required to
constrain those parameters. In this chapter, the OSSE method is used to investigate the ability
of synthetic CH4 flux observations, with different characteristics, to constrain the parameters to
which the CH4 flux is most sensitive. The aim is to determine a set of requirements against which
real observations should be compared before they are used in a calibration exercise for a particular
site. More generally, this and the following two chapters provide an example how powerful a tool
an OSSE can be in assessing how well a Bayesian inversion scheme might work in practice.
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The following questions will be addressed in this chapter:
1. Which CH4 flux observational characteristics, i.e. which temporal sampling interval and
observation uncertainty, result in a robust estimate of the model parameters and C flux?
2. Which model processes are constrained by the observations?
3. Do the CH4 observations result in improved estimates of NEP?
4. Do real observations, both ground-based and satellite, meet the requirements as set out in
the OSSE?
The next section provides a summary of the methods used in this chapter, which were detailed
in full in Chapter 3. The results are then presented. Firstly the parameter uncertainty (i.e. 95%
confidence interval of the marginal distributions of the parameters) will be examined and following
this the model predictive uncertainty (i.e. the 95% confidence interval of the forward model runs).
Subsequently the results are discussed according to the questions laid out in the introduction to
this chapter, and finally the main conclusions of this chapter are detailed.
Finally, a note on the sign of the CH4 observations. Positive CH4 fluxes represent a net CH4
emission from the soil.
5.2 Experimental set-up
Chapter 3 provided an comprehensive overview of the methods used in this chapter. These are
briefly summarised below and the specific details which are pertinent to the experiments in this
chapter are outlined.
The Bayesian inversion algorithm used to calibrate the model was described in Chapter 3
Section 3.6. The OSSE method was detailed in Chapter 3 Section 3.7. The synthetic observations
used to calibrate the model in the following experiments were derived from the CH4 flux model
output using the default parameters (summarised in Chapter 3 Table 3.2). The added random
Gaussian noise is outlined in Chapter 3 Section 3.7 in the 4th column of Table 3.3. The temporal
sampling interval of the synthetic observations is decreased by the number of days listed in the
first column of the Table 3.3. The observational characteristics used to create CH4 flux synthetic
observations in the following experiments are repeated in Table 5.1 for clarity.
The parameters which are included in the calibration in the following experiments are those
to which the CH4 flux is most sensitive, following the Morris sensitivity analysis in Chapter 4
Section 4.4 - see Figure 4.9 and Table 4.1. The default parameters used to create the synthetic ex-
periments are referred to as the “true” parameter values in the following experiments, as the OSSE
is testing whether the observations with added noise and decreased temporal sampling interval can
retrieve these values. Uniform prior distributions of the parameters are used in this experiment as
detailed in Chapter 3 Section 3.6. The maximum and minimum of the uniform distributions are set
to the upper and lower limit of the range of parameter values, which were summarised in Chap-
ter 3 Table 3.2). The parameters included in these experiments, their “true” value and their prior
distributions are summarised in Table 5.2. The notation U(a,b) is used to define the distributions,
where a is the minimum value of the parameter, and b is the maximum.
139
Temporal CH4 flux
Frequency error (gCm−2d−1)
1 0.002
5 0.005
10 0.01
15 0.02
30 0.05
60 0.1
180 0.2
Table 5.1: The temporal sampling interval and random Gaussian noise used to create the synthetic CH4 obser-
vations.
Parameter True Value Prior distribution
Q10 l 1.5 U(1,30)
Me s 0.45 U(0,1)
auto. resp. 0.5 U(0,1)
inund. ratio 0.2 U(0.001,1.7)
LUE 0.264 U(0,2.88)
LN ratio 15 U(0,40)
Q10 s 2 U(1,30)
lig. frac. 0.15 U(0,1)
SR max 5.13 U(4,9)
Me l 0.7 U(0,1)
poros. 0.55 U(1e-5,1)
Table 5.2: A summary of the parameters constrained using CH4 flux observations in the Bayesian inversion in
this chapter.
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The outputs of the OSSE experiments were detailed in Chapter 3 Section 3.7.1. Further details
relating to the notation and figure captions were also provided in Chapter 3 Section 3.7.1. In brief,
the notation {t/ε} is used to denote the observations with a t temporal sampling interval and ε
uncertainty. An explanation of what information is provided in the figures and tables in the results
section was also provided in Chapter 3 Section 3.7.1, as it is standardised for each type of figure
and table. This will be summarised in the first example of each figure and table in the results, and
from then on only the information pertaining the specific figure will be given in the caption.
5.3 Results
5.3.1 Parameter posterior PDF (PPDF)
As the observation error increases and the temporal sampling interval decreases, most parame-
ters do not show a gradual transition from being well-constrained, with the true value accurately
retrieved, to being poorly-constrained, and/or the true value not clearly estimated. This can be
seen in the histogram plots, and in the tables of posterior parameter mode - truth bias and error
reduction in the 95% confidence interval. A subset are chosen to highlight general patterns and
behaviour.
The Q10 l parameter is the most well-constrained (highest reduction in 95% confidence in-
terval between the prior and posterior), especially at low observational error and high temporal
sampling interval (Figure 5.1). This results in a large reduction in the 95% confidence intervals
between the prior and posterior parameter distribution (Table 5.3), a small bias between the mode
of the posterior distribution and the true value (Table 5.4). In general the posterior uncertainty
decreases, and the bias increases as the observational error increases and the temporal sampling
interval decreases. However, the results from some observational characteristics do not conform
to this pattern, for example the {5/0.005} observations. The Q10 l value is constrained well here
(∼91% error reduction) but the true value is not well approximated and therefore the bias is quite
high. This is due to parameter coupling and model equifinality, and is discussed in more detail
below. Similarly some observations do not result in well-constrained Q10 l posterior, for example
for the {15/0.02} observations. In this case the posterior is wider than the prior.
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 98.7 99.9 99.5 97.4 75.3 42.6 94.2
5 99.8 91.2 98.5 99.2 92.5 20.7 77.1
10 98.4 99.0 98.6 80.4 29.2 73.9 43.1
15 99.5 88.8 98.8 -1.19 46.5 18.5 33.8
30 99.6 98.5 98.2 97.3 96.6 54.7 7.4
60 99.5 44.1 10.5 97.1 12.5 2.59 41.4
180 53.1 20.7 67.0 96.8 10.4 2.82 90.9
Table 5.3: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence interval)
for the Q10 litter parameter, for each observational characteristic. (Prior 95% C.I.: 27.55). The magnitude of
the observation uncertainty is listed in the top headings of the table, and the temporal sampling interval is listed
in the headings in the left-hand column.
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Figure 5.1: Posterior distributions for the Q10 litter parameter, using CH4 flux observations, for each observa-
tional characteristic. The axes are the same for all histograms, and are shown at the bottom and left hand side of
the figure. The x-axis is the width of the prior distribution and the blue, the posterior. The vertical black dashed
line shows the true value. In all other histogram plots the red lines shows the prior distribution. The histogram
plots are arranged with increasing observation uncertainty along the columns and increasing temporal sampling
interval down the rows. The magnitude of the observation uncertainty is given in the top row, and the temporal
sampling interval is given in the right-hand column.
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 -0.158 0.225 -0.038 -0.017 27.2 17. 0.280
5 -0.024 4.11 -0.068 -0.340 -0.053 15.0 2.90
10 0.538 -0.004 -0.242 23.4 19.1 7.79 25.3
15 0.244 -0.100 0.339 0.453 26.9 0.212 12.0
30 -0.220 -0.345 0.148 -0.486 -0.371 23.1 7.26
60 -0.119 22.9 10.5 -0.143 27.5 20.0 5.49
180 28.1 24.5 24.3 -0.221 5.95 15.3 0.561
Table 5.4: The bias between the mode of the Q10 litter posterior parameter distribution and the true parameter
value for each observational characteristic.
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This general pattern is to be expected as Q10 l is the parameter the CH4 flux is most sensitive
to (see Chapter 4 Figure 4.9). Figure 5.2, Figure 5.3 and Figure 5.4 show examples of a depar-
ture from the general pattern for the autrotophic respiration scalar, porosity and inundation ratio
parameters respectively. The reduction in 95% confidence intervals is often high (>80%) for ob-
servations with low error and high temporal sampling interval. This reduces with increasing error
and decreasing frequency. However the bias between the MAP estimate and the true value of the
parameters is also quite high for most parameters, even those constrained using the “best-case”
observational characteristics. High biases can exist both for cases where the parameter is well
constrained but to the wrong value, and where the parameter is not well constrained but the values
are skewed. The former tends to occur for observations with a lower associated error, and the latter
for parameters constrained using observations with a higher associated uncertainty.
The uncharacteristic behaviour is not limited to a few specific observational characteristic sets
for each parameter. As can be seen in these figures, it is also often the case that the parameter
can be poorly constrained but exhibit a significant bias or skewed behaviour. This is demonstrated
in the error reduction and mode-truth bias values (e.g. for the autotrophic respiration parameter
Tables 5.6 and 5.8).
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Figure 5.2: Posterior distributions for the autotrophic respiration scalar parameter, using CH4 flux observations,
for each observational characteristic.
The light use efficiency (LUE) parameter generally increases in spread with increasing ob-
servational error and decreasing temporal frequency (Figure 5.5). The pattern of bias between the
mode of the posterior parameter PDF and the true value is not systematic, with some observational
characteristics resulting in a high positive bias or negative bias (Table 5.5).
For parameters to which the CH4 flux is slightly less sensitive, there is a generally lower pa-
rameter constraint, even with observations with low error and high temporal sampling interval.
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Figure 5.3: Posterior distributions for the porosity parameter, using CH4 flux observations, for each observa-
tional characteristic.
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Figure 5.4: Posterior distributions for the innundation ratio parameter, using CH4 flux observations, for each
observational characteristic.
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Figure 5.5: Posterior distributions for the light use efficiency parameter, using CH4 flux observations, for each
observational characteristic.
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 0.276 0.683 -0.066 2.56 1.75 -0.244 2.611
5 0.154 -0.215 2.12 0.868 -0.223 0.283 1.661
10 0.701 -0.012 2.50 -0.054 2.48 2.45 -0.137
15 1.14 1.75 2.52 2.06 0.444 1.68 -0.256
30 1.16 0.742 1.32 -0.177 1.07 0.299 2.107
60 1.39 2.37 0.000 -0.201 2.00 1.09 1.691
180 -0.160 0.605 -0.124 1.33 1.58 -0.084 2.581
Table 5.5: The bias between the mode of the light use efficiency posterior parameter distribution and the true
parameter value for each observational characteristic.
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This doesn’t change as dramatically with increasing error and decreasing frequency. This is be-
cause the observations is not providing any information which can reduce the prior PDF. Therefore
the posterior approximates the prior.
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 94.9 98.5 62.9 86.0 51.9 62.0 80.2
5 96.3 82.2 4.1 32.1 72.5 64.5 39.6
10 85.0 73.6 89.7 87.4 63.6 45.0 42.4
15 86.5 76.7 82.0 8.09 -1.27 18.5 20.7
30 96.1 94.1 73.9 68.8 56.6 74.7 3.37
60 81.6 81.1 -0.60 69.1 8.89 49.0 55.4
180 23.3 56.5 78.2 73.5 2.00 3.00 16.7
Table 5.6: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence interval)
for the autotrophic respiration scalar parameter, for each observational characteristic. (Prior 95% C.I.: 0.95).
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 89.6 86.2 70.2 54.2 91.9 25.1 17.5
5 93.1 82.0 23.3 84.1 73.3 45.5 9.18
10 97.5 31.6 83.0 84.6 42.7 50.4 26.7
15 88.3 51.5 76.7 26.2 7.93 10.0 -0.76
30 87.6 72.1 9.60 60.4 13.0 81.2 43.7
60 91.3 77.2 15.6 11.2 11.5 5.77 48.0
180 34.0 60.9 27.4 9.54 4.17 1.57 19.9
Table 5.7: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence interval)
for the standard microbial C efficiency parameter, for each observational characteristic. (Prior 95% C.I.: 0.95).
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 0.369 0.451 -0.045 0.373 -0.427 0.455 0.305
5 0.026 -0.263 -0.233 0.331 -0.377 -0.361 0.059
10 0.230 -0.367 -0.494 -0.257 -0.500 -0.400 -0.394
15 0.162 0.444 0.355 -0.379 -0.134 -0.375 -0.373
30 0.458 0.489 -0.492 -0.266 0.352 -0.429 0.468
60 0.370 -0.455 -0.423 0.254 -0.370 -0.330 -0.370
180 0.091 -0.500 -0.426 -0.383 0.484 -0.067 -0.163
Table 5.8: The bias between the mode of the autotrophic respiration scalar posterior parameter distribution and
the true parameter value for each observational characteristic.
5.3.2 Parameter correlation
Whilst some systematic patterns are seen in these results, the fact that the observational character-
istics don’t conform to the systematic pattern of gradually decreasing constraint of the parameter
posterior PDF, and the fact that parameters which are well-constrained often have a high bias in
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the MAP estimate, suggests that the parameters might be correlated and the model has a high de-
gree of model equifinality. If this is the case, even if a certain parameter value is wrong, another
parameter will diminish the effect on the model output by also having an incorrect value.
To examine this further each of the parameter posterior PDFs has been assigned a colour based
on whether the posterior is well-constrained or not and the level of bias between the MAP and the
true value of the parameter (Table 5.9 and Figure 5.6). This gives an idea of the more general
patterns that exist between the parameters and tests the hypothesis that the parameters are corre-
lated. Figure 5.6 shows that the correlations are generally higher for observations with a lower
uncertainty and higher temporal sampling interval. Therefore observations with a small error and
a high temporal sampling interval are better able to constrain the model parameters but potentially
to the wrong value. Observations every day and 5 days with an error of <=0.005gCm−2d−1 have a
high number of parameters that are very well constrained but with a high bias (red colour in Fig-
ure 5.6). For most observational characteristics many parameters are relatively well-constrained
(>50%), with either a high or low bias (blue, cyan, red and yellow colours). Generally as observa-
tional error increases and temporal sampling interval decreases fewer parameters are constrained
well (green and grey colors) and mostly show a relatively high bias (grey colour code).
Colour code Error reduction Bias (% of param.
prior range)
Blue >90% <10%
Red >90% >10%
Cyan 50% - 90% <10%
Yellow 50% - 90% >10%
Green <50% <10%
Grey <50% >10%
Table 5.9: The codes used to group the parameter posterior PDFs in Figure 5.6 on the basis of their posterior
parameter constraint and the level of bias between the MAP and the true value of the parameter.
Figures 5.1 and 5.6 show that the Q10 l parameter is most well-constrained and approximates
the truth better than all other parameters. It is also the case that if the Q10 l parameter is not
relatively well-constrained then the Q10 s parameter is, at least for lower observational error and
higher temporal sampling interval of observations. Examining the correlation coefficients between
each pair of parameters for all the observational characteristics does not help to identify patterns
in the parameter correlations. As as can be seen in Figure 5.6, it is not always the same pairs
of parameters that are correlated. Even the correlation coefficient between the Q10 l and Q10 s
parameters, which might be expected to show a more systematic pattern, are wide ranging and of
differing sign (Table 5.10). High correlation coefficients are observed between the two parameters
for certain observational characteristics though, proving that these parameters can have a great
impact on each other if the conditions allow it. This is true for many of the parameter pairs,
for example the LUE and inundation ratio (Table 5.11). This also can be the case between two
parameters that the model is relatively insensitive to, for example the lignin fraction and lignin-to-
nitrogen ratio (Table 5.12) and the SR max and Me s parameters (Table 5.13). Even correlation
coefficients of 0.4-0.5 are significant.
Rather than looking at all possible pairwise correlations it is more informative to examine
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Figure 5.6: Plots to show the level of parameter constraint and bias from the true value in the parameter
posterior PDFs. Parameters are in order clockwise from top: Q10 l, Q10 s, Me s, Me l, LN rato, lignin fraction,
LUE, SR max, autotrophic respiration scalar, inundation ratio and porosity. Parameter PDFs are grouped as per
Table 5.9
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 -0.68 0.41 0.64 -0.16 0.07 0.15 -0.33
5 0.32 0.26 0.61 0.49 -0.14 -0.41 -0.20
10 -0.59 0.11 0.45 0.09 0.00 -0.00 0.07
15 0.92 -0.52 0.33 -0.63 0.05 -0.16 0.48
30 -0.33 0.61 0.05 -0.29 -0.12 -0.16 -0.11
60 -0.01 0.48 0.23 -0.10 -0.35 -0.08 0.13
180 0.39 -0.08 -0.20 0.01 -0.15 0.06 -0.05
Table 5.10: Correlations between the Q10 l and Q10 s parameters using synthetic CH4 flux observations from
2009 with different observational characteristics and no underestimation of observational error.
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0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 0.34 -0.62 0.28 0.04 -0.42 -0.14 -0.11
5 -0.83 -0.53 -0.45 0.58 -0.85 0.30 0.27
10 -0.30 0.16 0.29 -0.51 -0.16 0.14 -0.17
15 -0.29 0.09 -0.40 -0.23 0.15 -0.21 0.04
30 -0.53 0.05 -0.17 -0.64 -0.23 0.21 -0.26
60 0.13 -0.67 0.13 -0.22 0.06 0.15 -0.17
180 0.02 -0.57 -0.46 -0.69 0.13 0.20 -0.48
Table 5.11: Correlations between the LUE and innundation ratio parameters using synthetic CH4 flux observa-
tions from 2009 with different observational characteristics and no underestimation of observational error.
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 0.03 -0.04 0.29 -0.01 0.37 0.08 -0.09
5 -0.14 0.37 -0.06 0.58 0.38 -0.37 -0.15
10 -0.26 0.11 -0.29 0.91 -0.24 0.06 -0.43
15 -0.21 0.06 0.10 0.17 0.29 0.13 -0.08
30 0.94 0.67 0.47 -0.17 -0.73 -0.19 -0.09
60 0.37 -0.26 -0.15 -0.23 0.05 0.28 -0.18
180 -0.02 0.55 -0.34 0.14 -0.00 0.13 -0.22
Table 5.12: Correlations between the lignin-to-nitrogen ratio and lignin fraction parameters using synthetic
CH4 flux observations from 2009 with different observational characteristics and no underestimation of obser-
vational error.
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 -0.40 -0.07 -0.02 0.02 0.03 -0.16 -0.06
5 -0.16 -0.54 -0.09 -0.58 -0.28 0.21 0.43
10 0.11 -0.12 -0.36 0.51 -0.10 0.50 -0.31
15 -0.52 0.17 -0.35 -0.19 -0.11 0.20 -0.07
30 -0.08 -0.29 0.13 -0.16 0.27 0.01 0.32
60 -0.43 0.01 -0.05 -0.08 0.27 -0.02 0.19
180 -0.02 0.26 -0.69 -0.05 0.13 0.18 0.27
Table 5.13: Correlations between the Me s and SR max parameters using synthetic CH4 flux observations from
2009 with different observational characteristics and no underestimation of observational error.
149
0.002 0.005 0.01 0.02 0.05 0.1 0.2
1 0.72 0.54 0.40 0.27 -0.23 0.41 0.22
5 -0.36 -0.45 0.05 -0.01 -0.13 0.36 0.00
10 -0.74 0.03 0.51 -0.06 -0.14 -0.18 0.22
15 -0.59 -0.04 0.52 0.03 0.07 -0.05 -0.03
30 -0.32 0.48 0.13 0.23 -0.15 -0.24 0.02
60 0.12 -0.01 0.02 0.10 -0.48 -0.05 0.13
180 -0.03 -0.02 -0.17 0.41 -0.01 0.20 0.27
Table 5.14: Correlations between the lignin fraction and innundation ratio parameters using synthetic CH4 flux
observations from 2009 with different observational characteristics and no underestimation of observational
error.
whether those observational characteristics which appear to have a high number of correlated
parameters actually do so by looking at the correlation coefficients between all the parameters for
that particular set of observational characteristics. Comparing correlation coefficients constrained
using the {1,5/0.002} observations (Tables 5.15 and 5.16 respectively), which result in a high
number of relatively well-constrained but with a high bias between the MAP and true value, to
parameter correlation coefficients constrained using the {30,60/0.2} observations (Tables 5.17 and
5.18 respectively), which result in poorly-constrained parameters, this is indeed the case. The
“good” ({1,5/0.002}) observations result in 26 and 19 out of 55 pairs of parameter correlation
coefficients that are >0.4, respectively, whereas the “poor” ({30,60/0.2}) observations result in
only 2 and 3 out of the 55 pairs of parameter correlation coefficients that are >0.4, respectively.
The information provided by the observations is fairly low therefore.
Q10 l Q10 s LUE POROS ME S ME L LN RATIO LIG FRAC SR MAX innund ratio AUTO RESP
Q10 l 1.00 -0.68 -0.29 -0.17 -0.74 0.61 0.29 -0.37 0.16 -0.66 -0.12
Q10 s -0.68 1.00 0.62 0.28 0.67 -0.37 -0.48 0.12 0.15 0.64 0.04
LUE -0.29 0.62 1.00 0.24 0.62 0.26 -0.66 -0.34 0.30 0.34 0.19
POROS -0.17 0.28 0.24 1.00 0.07 -0.15 0.24 -0.33 0.57 -0.08 0.03
ME S -0.74 0.67 0.62 0.07 1.00 -0.51 -0.53 0.48 -0.40 0.88 -0.11
ME L 0.61 -0.37 0.26 -0.15 -0.51 1.00 -0.22 -0.83 0.52 -0.66 0.46
LN RATIO 0.29 -0.48 -0.66 0.24 -0.53 -0.22 1.00 0.03 0.13 -0.54 -0.60
LIG FRAC -0.37 0.12 -0.34 -0.33 0.48 -0.83 0.03 1.00 -0.89 0.72 -0.43
SR MAX 0.16 0.15 0.30 0.57 -0.40 0.52 0.13 -0.89 1.00 -0.62 0.28
innund ratio -0.66 0.64 0.34 -0.08 0.88 -0.66 -0.54 0.72 -0.62 1.00 -0.08
AUTO RESP -0.12 0.04 0.19 0.03 -0.11 0.46 -0.60 -0.43 0.28 -0.08 1.00
Table 5.15: Parameter Correlations using synthetic CH4 observations every day with added random Gaussian
noise of 0.002 gCm−2d−1.
5.3.3 CH4 flux forward model mode and model predictive uncertainty
Many of the observational characteristics result in a large reduction in the 95% confidence interval
between the prior and posterior forward CH4 model ensembles, and the true magnitude and trend
of the flux is often approximated well by the forward CH4 flux model mode. Although most
parameters are not accurately estimated, an accurate measure of CH4 flux can still be determined
due to model equifinality, i.e. where several combinations of parameters result in the same model
output. This was summarised in Chapter 2 Section 2.7, and is discussed in more detail later in
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Q10 l Q10 s LUE POROS ME S ME L LN RATIO LIG FRAC SR MAX innund ratio AUTO RESP
Q10 l 1.00 0.32 -0.18 -0.14 0.33 -0.26 0.07 -0.62 0.19 0.43 -0.35
Q10 s 0.32 1.00 -0.18 -0.32 -0.00 -0.22 0.15 -0.37 0.29 0.14 0.04
LUE -0.18 -0.18 1.00 0.30 0.65 0.65 -0.47 -0.12 0.08 -0.83 -0.13
POROS -0.14 -0.32 0.30 1.00 0.36 0.41 0.38 -0.48 0.10 0.14 -0.56
ME S 0.33 -0.00 0.65 0.36 1.00 0.05 0.01 -0.41 -0.16 -0.34 -0.09
ME L -0.26 -0.22 0.65 0.41 0.05 1.00 -0.59 -0.25 0.59 -0.41 -0.63
LN RATIO 0.07 0.15 -0.47 0.38 0.01 -0.59 1.00 -0.14 -0.47 0.51 0.19
LIG FRAC -0.62 -0.37 -0.12 -0.48 -0.41 -0.25 -0.14 1.00 -0.50 -0.36 0.76
SR MAX 0.19 0.29 0.08 0.10 -0.16 0.59 -0.47 -0.50 1.00 0.20 -0.73
innund ratio 0.43 0.14 -0.83 0.14 -0.34 -0.41 0.51 -0.36 0.20 1.00 -0.36
AUTO RESP -0.35 0.04 -0.13 -0.56 -0.09 -0.63 0.19 0.76 -0.73 -0.36 1.00
Table 5.16: Parameter Correlations using synthetic CH4 observations every 5 days with added random Gaussian
noise of 0.002 gCm−2d−1.
Q10 l Q10 s LUE POROS ME S ME L LN RATIO LIG FRAC SR MAX innund ratio AUTO RESP
Q10 l 1.00 -0.11 -0.00 0.12 0.04 0.25 0.18 -0.18 -0.09 0.00 -0.24
Q10 s -0.11 1.00 -0.04 0.18 0.03 -0.18 0.03 0.08 -0.09 0.03 0.23
LUE -0.00 -0.04 1.00 -0.19 0.01 0.08 -0.06 0.09 0.08 -0.26 0.04
POROS 0.12 0.18 -0.19 1.00 0.39 0.01 0.08 -0.29 0.09 0.02 0.12
ME S 0.04 0.03 0.01 0.39 1.00 -0.08 -0.10 -0.26 0.32 0.11 0.19
ME L 0.25 -0.18 0.08 0.01 -0.08 1.00 0.21 -0.00 -0.15 -0.12 -0.41
LN RATIO 0.18 0.03 -0.06 0.08 -0.10 0.21 1.00 -0.09 0.03 0.36 -0.47
LIG FRAC -0.18 0.08 0.09 -0.29 -0.26 -0.00 -0.09 1.00 0.04 0.02 -0.11
SR MAX -0.09 -0.09 0.08 0.09 0.32 -0.15 0.03 0.04 1.00 0.05 0.09
innund ratio 0.00 0.03 -0.26 0.02 0.11 -0.12 0.36 0.02 0.05 1.00 -0.18
AUTO RESP -0.24 0.23 0.04 0.12 0.19 -0.41 -0.47 -0.11 0.09 -0.18 1.00
Table 5.17: Parameter Correlations using synthetic CH4 observations every 30 days with added random Gaus-
sian noise of 0.2 gCm−2d−1.
Q10 l Q10 s LUE POROS ME S ME L LN RATIO LIG FRAC SR MAX innund ratio AUTO RESP
Q10 l 1.00 0.13 0.44 0.12 -0.57 -0.11 0.03 -0.13 -0.18 -0.18 -0.11
Q10 s 0.13 1.00 0.15 -0.27 0.04 -0.41 -0.05 0.02 -0.21 0.05 0.01
LUE 0.44 0.15 1.00 -0.28 -0.34 -0.15 0.15 -0.26 -0.02 -0.17 -0.08
POROS 0.12 -0.27 -0.28 1.00 -0.21 0.16 0.06 0.23 -0.22 -0.21 -0.19
ME S -0.57 0.04 -0.34 -0.21 1.00 -0.09 -0.13 0.36 0.19 0.39 -0.07
ME L -0.11 -0.41 -0.15 0.16 -0.09 1.00 -0.10 -0.17 0.04 -0.20 -0.11
LN RATIO 0.03 -0.05 0.15 0.06 -0.13 -0.10 1.00 -0.18 -0.00 -0.16 0.09
LIG FRAC -0.13 0.02 -0.26 0.23 0.36 -0.17 -0.18 1.00 0.02 0.13 0.19
SR MAX -0.18 -0.21 -0.02 -0.22 0.19 0.04 -0.00 0.02 1.00 0.07 0.01
innund ratio -0.18 0.05 -0.17 -0.21 0.39 -0.20 -0.16 0.13 0.07 1.00 0.12
AUTO RESP -0.11 0.01 -0.08 -0.19 -0.07 -0.11 0.09 0.19 0.01 0.12 1.00
Table 5.18: Parameter Correlations using synthetic CH4 observations every 60 days with added random Gaus-
sian noise of 0.2 gCm−2d−1.
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this chapter. In order to understand the model mode and the posterior 95% confidence interval,
it is necessary to systematically examine the magnitude and trend of the observation-model error,
the parameter PPDF simultaneously and the sensitivity of the CH4 flux to the parameters. Several
different catagories of model behaviour are evident in these results:
1. Good constraint (large reduction in 95% C.I.) of the CH4 flux and true value approximated
well.
2. Good constraint of the CH4 flux with temporal variability well-approximated but the true
value under- or overestimated by the forward model mode.
3. Good constraint of the CH4 flux but the temporal variability and annual trend are poorly
approximated.
4. Poor constraint of the CH4 flux (wide posterior 95% C.I.) with the true value approximated
as in points 1, 2 and 3.
Narrow posterior 95% C.I., accurate forward mode
In general the low uncertainty observations ({1-15/<=0.02}, {30,60/<=0.01} and {180/<=0.002})
result in a well-constrained posterior CH4 flux, with the forward model mode closely correspond-
ing to the true value (e.g. Figure 5.7). This is unsurprising, given the high number of parameters
which appear to be relatively well-constrained. Some of these observational characteristics result
in a posterior mode which is indistiguishable from the forward model mode, for example observa-
tions with a temporal sampling interval of 5 days and a low error of 0.002gCm−2d−1.
Narrow posterior 95% C.I., true flux under- or overestimated
Observational characteristics which result in a general negative bias of the posterior forward mode
include the {10,15/0.2}, {30/0.1,0.2} and {180/0.05,0.1} observations (Figure 5.8). Most of these
observations result in a positive bias for one or both of the Q10 parameters. From the OAT analysis
(Chapter 4 Figures 4.13 and 4.14) this results in a large decrease in the CH4 flux. For some of these
observations the negative bias in the forward mode could also have been achieved with a negative
bias in the autotrophic respiration scalar and LUE parameters.
In contrast to the negative bias seen above, the {180/0.2} observations result in a significant
positive bias in the forward model mode and a large posterior 95% confidence interval (Fig-
ure 5.13). Although several parameters are relatively well-constrained, this is likely due good
constraint of the LUE parameter posterior PDF and the fact it is positively biased towards the up-
per end of its prior range (Figure 5.5). This constraint is potentially strengthened by the negative
bias of the autotrophic respiration scalar.
Poor approximation of temporal variability annual trend
The temporal variability of the forward model mode varies from that of the true CH4 flux in
three ways: i) the winter months are generally overestimated and the summer underestimated, ii)
the opposite case, with some observational characteristics resulting in an overestimation of the
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(a) Synthetic {5/0.002} observations.
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(b) Synthetic {30/0.01} observations.
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(c) Synthetic {180/0.002} observations.
Figure 5.7: The CH4 net flux from an ensemble of 500 forward model runs using the posterior parameter
distributions constrained with synthetic CH4 flux observations with varying temporal sampling interval and
added random Gaussian noise. The green area shows the prior 95% confidence interval of the CH4 flux using
3000 random samples from the joint prior distribution of the parameters that are being calibrated in this OSSE
experiment. The pink area is the posterior 95% confidence interval and the red line is the forward mode. These
results are compared to the model run with the true set of parameters, which is denoted by the blue dashed line.
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(a) Synthetic {10/0.2} observations.
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(b) Synthetic {30/0.2} observations.
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(c) Synthetic {180/0.1} observations.
Figure 5.8: The CH4 net flux from an ensemble of 500 forward model runs using the posterior parameter
distributions constrained with synthetic CH4 flux observations with varying temporal sampling interval and
added random Gaussian noise.
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Figure 5.9: The CH4 net flux from an ensemble of 500 forward model runs using the posterior parameter
distributions constrained with synthetic CH4 flux observations a temporal sampling interval of 180 days with
added random Gaussian noise of 0.2gCm−2d−1.
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peak flux during the summer months, and some in a general overestimation during the summer
months, and iii) no clear temporal trend and a loss of daily variability. The first case is seen
with the {60,180/0.02}, {30/0.05} and {1/0.2} observations (Figure 5.10). From the OAT sensitivity
analyses (Chapter 4 Figures 4.13 and 4.14), it is suggested that this behaviour is the result of a
negative bias in the Q10 l parameter as all but the daily observations show a negative bias for the
Q10 l parameter, suggesting this could be part of the reason for this departure. The {5/0.1,0.2} and
{10,60/0.05,0.1} observations all show a greater amplitude of seasonal cycle than the true CH4 flux
to varying degrees (Figure 5.11).
Examining the OAT sensitivity analyses and the parameter biases, it is likely that an inaccurate
temporal variability in the forward CH4 flux mode is caused by positive biases in the Q10 l, LUE
and inundation ratio parameters. A positive Q10 l parameter bias accounts for the underestimate
during the winter months. Conversely a positive bias in both the LUE and, for three out of six of
these observational characteristics, the inundation ratio, both result in an overestimate of the CH4
flux, especially during the summer months.
Wide CH4 flux posterior 95% C.I.
A wider posterior CH4 flux 95% confidence interval occurs mostly at errors of >0.1gCm−2d−1
(e.g. (Figure 5.12), though not at all temporal frequencies, suggesting that this is not the only
cause of a limited reduction in forward model uncertainty.
In contrast to the negative bias seen above, the {180/0.2} observations result in a significant
positive bias in the forward model mode and a large posterior 95% confidence interval (Fig-
ure 5.13). Although several parameters are relatively well-constrained, this is likely due good
constraint of the LUE parameter posterior PDF and the fact it is positively biased towards the up-
per end of its prior range (Figure 5.5). This constraint is potentially strengthened by the negative
bias of the autotrophic respiration scalar.
RMSD between the daily forward mode and the true flux
The root mean squared difference between the forward model daily mode and the true value ranges
from 0.0025 to 0.0575gCm−2d−1 (Figure 5.14), i.e. between ∼4% and 91.3% of the true mean
daily flux (0.06308gCm−2d−1). For observations with a temporal sampling interval of >=30 days
the RMSD increases more so with increasing observational error, although observations with a
temporal sampling interval of 15 days show a slight decrease in RMSD compared to observations
every 10 or 30 days. This is possibly due to the periodicities of variation that the 15 day observa-
tions are picking out, or just because the random Gaussian error added to the 15 day observations
happen to have a slightly lower overall RMSE. However the RMSD increases significantly using
observations with a temporal sampling interval of 60 days, except for at the highest associated
error of 0.2gCm−2d−1.
Annual CH4 flux
The bias between the annual CH4 flux MAP estimate at the true value ranges from between -
1.0 to 1.0gCm−2y−1 for observational characteristics which constrain the flux well, and to ∼-
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(a) Synthetic {1/0.2} observations.
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(b) Synthetic {30/0.05} observations.
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(c) Synthetic {180/0.02} observations.
Figure 5.10: The CH4 net flux from an ensemble of 500 forward model runs using the posterior parameter
distributions constrained with synthetic CH4 flux observations with varying temporal sampling interval and
added random Gaussian noise.
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(a) Synthetic {5/0.1} observations.
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(b) Synthetic {10/0.1} observations.
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(c) Synthetic {60/0.1} observations.
Figure 5.11: The CH4 net flux from an ensemble of 500 forward model runs using the posterior parameter
distributions constrained with synthetic CH4 flux observations with varying temporal sampling interval and
added random Gaussian noise.
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Figure 5.12: The CH4 net flux from an ensemble of 500 forward model runs using the posterior parameter
distributions constrained with synthetic CH4 flux observations a temporal sampling interval of 60 days with
added random Gaussian noise of 0.2gCm−2d−1.
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Figure 5.13: The CH4 net flux from an ensemble of 500 forward model runs using the posterior parameter
distributions constrained with synthetic CH4 flux observations a temporal sampling interval of 180 days with
added random Gaussian noise of 0.2gCm−2d−1.
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22gCm−2y−1 for the worst-case observational characteristics, although the {180/0.2} observations
result in a bias of 98.9gCm−2y−1 (Figure 5.15). Ignoring the latter outlier, this corresponds to ∼ 4
- 95% of the true annual flux of 23.02gCm−2y−1.
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Figure 5.14: Plot to show the root mean squared difference between the MAP of the forward modelled NEP
flux and the true daily values using CH4 flux observations and different observational characteristics.
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Figure 5.15: Posterior distributions for the annual CH4 flux, using CH4 flux observations for each observational
characteristic.
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5.3.4 NEP forward model mode and model predictive uncertainty
Although all the parameters constrained using the CH4 flux are involved in the calculation of NEP,
it is highly sensitive to only a few of the parameters constrained using the CH4 flux observations,
and mostly to the parameters involved in the NPP calculation (Chapter 4 Table 4.1). It can be seen
from the temporal variability that NPP is the dominant control of NEP, especially in the summer
months when the variability in flux is highest (Chapter 4 Figure 4.3(b)). An examination of the
forward model NEP mode and 95% confidence interval confirms that NEP is mainly controlled
by the relative sign and magnitude of the bias in the MAP of the LUE and autotrophic respiration
parameters PPDFs and how well-constrained their PPDFs are.
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Figure 5.16: Posterior distributions for the annual NEP flux, using CH4 flux observations for each observational
characteristic.
General patterns
The histograms of the annual NEP flux reveal the observational characteristics which result in
a constrained NEP posterior flux, and those which do not correspond to the general pattern of
decreasing NEP flux constraint (Figure 5.16). The pattern corresponds well with the daily flux
timeseries. Generally the {60/0.02}, {<=30/<0.005} and {1/0.01} observations result in a good
constraint of the NEP flux and the true value is well approximated, although in most cases the flux
is very slightly over- or underestimated (Figures 5.17(a) and 5.17(b) respectively). The bias of the
forward modelled mode of the NEP flux is due to under- or overestimation of both the LUE or au-
totrophic respiration parameters but it is usually the case that one or the other has a slightly greater
effect on the NEP flux. For example for the case of the {10/0.005} observations, the biases between
the parameter MAP and true value for the autotrophic respiration scalar and LUE parameters were
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-0.367 and -0.012 respectively. The relatively large negative bias in the autotrophic respiration
scalar results in an increase in NEP flux. On the contrary the relatively small negative bias in the
LUE parameter results in a decrease in the NEP flux, but it is not large enough to overcome the
positive bias imposed by the autotrophic respiration scalar and as a consequence the modal flux
slightly overestimates the true flux. If there is a large positive bias in the LUE parameter and a
large negative bias in the autotrophic parameter the forward model mode will greatly overestimate
the true value. This can be seen in Figure 5.18.
The above examples resulted in well-constrained posterior NEP fluxes as the LUE param-
eter constraints were both >90% and the autotrophic respiration scalars were both constrained
to >70%. If the posterior parameter PDFs are not well-constrained and slightly biased then the
forward model posterior 95% confidence interval will not be as well-constrained.
RMSD between the daily forward mode and the true flux
The RMSD between the forward model daily mode and the true value is shown for all observa-
tional characteristics (aside from observations with a temporal sampling interval of 180 days) in
Figure 5.19. Values range from 0.0 to 7.2gCm−2d−1. The RMSD remains low for observations
with a temporal sampling interval of <=30 days and does not increase with increasing observa-
tional error. However using observations with a temporal sampling interval of 60 days the RMSD
increases significantly, as per the forward modelled CH4 flux, with a slightly lower RMSD for
observations with the highest associated error of 0.2gCm−2d−1.
Annual NEP flux
The range in the bias between the NEP annual flux MAP estimate and the true value is large
(-62.3gCm−2y−1 to ∼2141gCm−2y−1 - Figure 5.16). For the best-case observational character-
istics which result in a well-constrained and accurate forward model mode the bias is generally
<100gCm−2y−1.
5.4 Discussion
5.4.1 Observational characteristics which result in well-constrained parameters
and model
The results show that observations with a low uncertainty are needed to constrain the parameters
even if the temporal sampling interval is low, suggesting that it is more important to get a low
observation uncertainty that to obtain observations with a high temporal sampling interval. Many
of the parameter PPDFs show a significant reduction in the 95% confidence interval with respect
to the prior when the {1-15/<=0.02}, {30,60/<=0.01} and {180/<=0.002} CH4 observations are
used to constrain the model. However the with the exception of the Q10 l parameter, the MAP
of the parameter PPDFs are biased with respect to the true parameter value. However, the same
observations result a well-constrained posterior CH4 flux, with the forward model mode closely
corresponding to the true value. This suggests that many different sets of parameter values exist
162
01/
01/
09
01/
02/
09
01/
03/
09
01/
04/
09
01/
05/
09
01/
06/
09
01/
07/
09
01/
08/
09
01/
09/
09
01/
10/
09
01/
11/
09
01/
12/
09
01/
01/
10
Date
−5
0
5
10
15
20
25
30
N
et
E
co
sy
st
em
P
ro
d
u
ct
io
n
(g
C
m
−2
d
−1
)
Fwd model mode default Posterior 95 Prior 95
(a) Synthetic {10/0.005} observations result in a slight overestimate of the NEP flux.
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(b) Synthetic {5/0.005} observations result in a slight underestimate of the NEP flux.
Figure 5.17: The NEP flux from an ensemble of 500 forward model runs using the posterior parameter distri-
butions constrained with synthetic CH4 flux observations with varying temporal sampling interval and added
random Gaussian noise.
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Figure 5.18: The NEP flux from an ensemble of 500 forward model runs using the posterior parameter distribu-
tions constrained with synthetic CH4 flux observations observations every 10 days and an error of 0.01gC−2d−1.
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Figure 5.19: Plot to show the root mean squared difference between the MAP of the forward modelled NEP
flux and the true daily values using CH4 flux observations and different observational characteristics.
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which produce the same model output - i.e. there is a high degree of model equifinality. The
high correlation coefficients between the parameter pairs for these observations confirm this. The
correlation magnitude and sign of each parameter pair are not the same for all the observational
characteristics however. This is because the correlation structure depends on the bias of the MAP
of each parameter and its reduction in uncertainty. This is discussed in more detail below. If the
Q10 l parameter is not accurately retrieved the forward mode and posterior uncertainty will be
incorrect. This confirms the results of the sensitivity analysis which showed that the CH4 flux is
most sensitive to the Q10 l parameter (Chapter 4 Figure 4.9).
5.4.2 Causes of non-systematic patterns in the parameter bias and correlations
There is no clear pattern in the biases between the MAP estimate and true value for each parameter,
nor in the correlations between the parameter pairs. The bias in the well-constrained parameters
depends on i) the magnitude, sign and trend of the observation-model difference, and ii) the sen-
sitivity of the CH4 flux to the parameters. The random noise added to the observations (noise
realisations) in each synthetic experiments may happen to produce specific observations which re-
sult in biased parameter PPDFs. Extreme values in the observations should therefore be examined
carefully before being used in the calibration therefore. Strong biases in a few parameters, specific
to each noise realisation of the observations, might govern the resultant correlations between all
the parameters.
It might also be the case that only part of the range of two parameters would result in a strong
interaction and therefore high correlation between them. If the parameters are constrained, con-
ditional on the observations, in a region of the parameter space to which the model CH4 flux
is sensitive then a high correlation might exist as a consequence. The same pair of parameters
might not be correlated if a different set of observations constrained each parameter in a different
part of their parameter space. As a result for different observational characteristics the number of
correlated parameters varies as well as the specific parameter pairs which are correlated.
5.4.3 Implications of model equifinality
Apart from the Q10 l parameter the other parameters, albeit well-constrained for the best-case
observations, just compensate for each other. If the Q10 l parameter is not accurately retrieved the
forward mode and posterior uncertainty will be incorrect, given the prior information and observa-
tions that have been used in the inversion. These results suggest the model is over-parameterised.
The parameters to which the CH4 flux is sensitive are directly related to calculations of NPP, soil
respiration, or CH4 flux itself. The one parameter which is not involved, porosity, is indirectly
used in the calculation of all three C fluxes (Chapter 4 Table 4.1). The model physics is quite
complex, and therefore it is perhaps not surprising that all the parameters are highly correlated.
The issue of model equifinality has been discussed by many authors (Beven, 2006; Medlyn
et al., 2005; Wang et al., 2009; Williams et al., 2009). If a model has a high degree of equifinality
it suggests with the information available, in the observations, prior distributions and the model
itself, a unique solution to the problem cannot be found. The inversion is therefore “ill-posed”.
The well-constrained but inaccurate parameter PPDFs may result in an accurate approximation of
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the true flux, but this is conditioned on the observations used in the inversion. The model cannot
be reliably used to make predictions at other sites or at a different time period for the same site
therefore.
The parameters may well be better constrained if there was more information in the observa-
tions (i.e. lower uncertainty) or the prior distributions (i.e. a narrower 95% confidence interval).
The latter can be achieved by considering the error model used for the distributions. As seen in the
results some parameters have regions of the parameters space to which the CH4 is relatively in-
sensitive. The uniform distribution should therefore be curtailed. If some parameter values are not
very likely, which could be discerned from field-based observations, a different prior distribution
could be used that would curtail the influence of the unlikely values.
The fact that most of the parameters to which the CH4 flux is sensitive cannot be accurately
constrained suggests that instead of focusing just on improving the prior distribution of the param-
eters, the model could be simplified. Further investigation would be required as to how to approach
simplifying the model. In addition, this analysis has only looked at using the model in one type
of climate and ecosystem. If the drivers of the model were different then the parameters to which
the model was sensitive might be different and as such very different parameter correlations might
occur. It might be necessary in that case to get a better constraint of a different parameter or group
of parameters. A site comparison should be one step which is carried out before the model is
simplified, as it may be the case that the complexity of the model is necessary for other locations.
As the correlated parameters are well-constrained for the observations which result in an ac-
curate flux, it would be difficult to determine if the MAP of the PPDF was correct if a synthetic
experiment had not been carried out. The degree of equfinality in the model can be robustly anal-
ysed with the use of a synthetic experiment, giving further proof of how useful a tool an OSSE can
be.
5.4.4 Processes constrained by the observations
The only process which is accurately constrained by the observations is the temperature effect
on the decomposition of litter (through the Q10 l parameter). Again this confirms the sensitivity
analysis. As already discussed in Chapter 4, There is not a large body of literature on the Q10
parameters, which are often used in C flux models. Although the Q10 l parameter is accurately
found and well-constrained by the observations, it is suggested that more experimental work needs
to be done to better quantify the value of Q10 for different soil processes in different ecosystems.
It might be hypothesised that parameters relating to the assimilation of C into the system would
have the greatest impact on C fluxes in the model, as they operate at a shorter timescale and have
a higher temporal variability due to the direct response to atmospheric forcing. However the CH4
flux is one step further removed from the assimilation of C into the system than any other C process
in the model. It is directly proportional to the magnitude of C decomposition, therefore it is not
surprising that the parameters to which the model is most sensitive are those which control the
decomposition (Table 4.1).
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5.4.5 Impact of unconstrained parameter PPDFs on the forward model ensembles
Above the uncertainty specified above for each temporal sampling interval, the observations do
not provide any new information with which to reduce the parameter prior uncertainty, i.e. there is
more room for a range of parameter values to match the observations. Therefore the posterior 95%
confidence interval of the forward model ensembles is generally not constrained by the observa-
tions. In addition the parameters are not highly correlated, which might otherwise act to constrain
the 95% confidence interval of the forward model. The mode can approximate the true value of
the C flux if the parameter biases result in roughly equal but opposite behaviour in the forward
model ensembles. If one parameter is particularly biased then this will have the dominant effect
on the model output. This is all down to the specific noise realisations.
It is possible to have a relatively narrow posterior 95% confidence interval if the parameters a
not well-constrained, but skewed to a region of their parameter space to which the CH4 flux is less
sensitive. The posterior CH4 flux 95% confidence interval is quite narrow for the observational
characteristics which result in an underestimate of flux, despite the fact that very few, if any, of
the parameters are well-constrained. This is likely due to the fact that the Q10 parameter PPDFs
are positively skewed. The CH4 flux is less sensitive to this end of the parameter range (see OAT
analyses - Chapter 4 Figures 4.13(a) and 4.13(f)). As previously discussed, improved parameter
priors will result in better parameter constraint, and therefore can also help to avoid large biases
in any one parameter.
5.4.6 Ability of the CH4 observations to constrain NEP model estimates
The parameters are constrained with observations of CH4 flux which has a different relationship
to the parameters than the NEP flux. The biases in the parameters are the result of the interaction
between the CH4 flux sensitivity and observation - model error and therefore the same correlation
structures which might act to constrain the CH4 flux are not the same as those that affect the NEP
flux.
The NEP flux behaviour is dominated mostly by the relative biases and posterior parameter
constraints of the LUE and autotrophic respiration scalar parameters. This confirms the results
of the sensitivity analysis, which showed these are the two parameters to which the NEP is most
sensitive (Chapter 4 Figure 4.8). As neither of these alter the trend in the NEP flux with changing
parameter value the trend of the NEP flux is always well-approximated but the true flux may well
be over- or underestimated and the posterior 95% confidence interval can be relatively high. In
order to better constrain the two parameters that dominate the NEP flux behaviour it would be
better to use observations of NEP flux instead of CH4 flux, as the range in RMSD values between
the NEP forward model mode and true flux is high, as is the bias in the annual NEP flux MAP
estimates. However if no NEP flux observations are available, it appears that if observations with
an uncertainty of <=0.005gCm−2d−1 with a relatively temporal sampling interval of up to 30 to 60
days are used, the LUE and autotrophic parameters can be correctly found and well-constrained
with CH4 flux observations and therefore an accurate estimate of NEP flux with a reasonably low
associated uncertainty can be determined.
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5.4.7 Significance of inaccurate model C flux estimates
Both the RMSD values and the bias in the foward modal annual flux are very large for the worst
case observational characteristics. This is hardly surprising as the CH4 flux tends to be low, so
small shifts amount to a high proportion of the true value. These error estimates suggest if the flux
is not modelled correctly a significant underestimate, amounting to a near-zero flux, could be the
result of the parameter calibration.
The highest value RMSD value for the NEP (7.2gCm−2d−1) is considerable given the mean of
the daily true NEP flux is -0.0046gCm−2d−1 and the maximum is ∼1.35gCm−2d−1. As the mean
is so close to zero most of the range of RMSD values would result in the daily average net NEP
flux switching from a sink to a source. It is crucial to be able to get the daily flux well-constrained
in order to understand the net C cycle of an ecosystem.
The same is true for the annual NEP. The true annual NEP flux is -1.68gCm−2y−1, therefore
even the lowest bias of 1.144gCm−2y−1 is close to switching the annual net NEP flux from a sink to
a source. Most of the biases in the annual NEP MAP estimates would cause a switch from a slight
sink in CO2 to a considerable source, and some biases would result in a significant underestimate
of the NEP net flux. Regardless of whether it is a sink or a source, the bias in the annual NEP flux
could undoubtably be considerable when trying to constrain the model with CH4 flux observations,
and for many observational characteristics would result in a very inaccurate picture of the annual
net NEP flux.
5.4.8 Real ground-based and satellite observations of CH4 flux
The literature on ground-based measurements of peatland C fluxes suggests that obtaining obser-
vations with the required uncertainty should be feasible. However, two problems exist. One, the
uncertainty given in many studies scales with the magnitude of the C flux. Therefore the peak
fluxes in the summer months may have an uncertainty which is higher than the requirements set
out here. This poses a problem for determining the correct temporal trend. The second problem is
that a full characterisation of the error in these observations, including both random and system-
atic errors, has not been achieved yet, and is certainly not routine for many studies. Studies such
as Hollinger and Richardson (2005) and Savage et al. (2008) have used pairwise comparisons to
understand the random nature of the errors in C flux measurements, but their investigation does
not include systematic errors. On the other hand many studies have looked into understanding the
systematic errors that arise from various parts of the measurement and data analysis, but a for-
malised and universally adopted protocol for dealing with these errors is not available yet. Some
studies report a high proportion of the error is related to the sampling uncertainty. Oren et al.
(2006) suggested however that this could be alleviated if the flux towers were correctly spaced,
and the same would be true for chamber measurements, although this would be much harder to
achieve in practice.
In general it is unlikely that chamber measurements will be available at regular temporal sam-
pling intervals. Often such measurements are taken in field campaigns which last a few weeks
or months and only at certain times of the year. This will not provide the information required.
In addition the sampling uncertainty is likely to be very high as the chambers can only measure
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very small patches of the surface. Scaling these fluxes temporally and up to the model spatial scale
will result in additional uncertainty in the observations. In contrast eddy covariance measurements
from flux towers measure the flux over a whole ecosystem and at regular intervals over the whole
day and are often in place for long periods of time. These data can be easily be scaled to the
daily flux values and are potentially more representative of the spatial scale of a model grid cell
than chamber-based measurements. If two or more flux towers are in place, a good assessment
of the random errors, including the spatial uncertainty, can be achieved, following the examples
of Hollinger and Richardson (2005); Richardson et al. (2006). However a coherent method for
dealing with the systematic errors, for example the underestimation of the flux at night, would also
need to be in place. Flux towers are expensive however and they require a lot of effort to get them
in place and to keep them running. There are a few hundred flux tower sites around the world,
as part of the FLUXNET project, which provide very useful CO2 flux data but not CH4 flux, as
instrumentation required to accurately measure CH4 fluxes using the eddy covariance technique
has not been developed until recently, and is expensive. However this could feasibly be achieved.
Obtaining and setting up a flux tower in a different ecosystem/location that might only be being
studied for a short period of time will be difficult, and prohibitively so if a large team is not in-
volved in the project. If a modeller wants to calibrate a particular small-scale model or a particular
region which doesn’t have a flux tower, they should not rely upon being able to obtain ground-
based measurements to do so.
Satellite CH4 flux observations will alleviate this problem. No CH4 flux measurements from
satellites are operationally available yet but this is likely in the near future with new satellites such
as GOSAT which are dedicated to C flux measurements. Methane emission results from several
studies have been published (Bergamaschi et al., 2009, 2010; Frankenberg et al., 2011) using
SCIAMACHY data. Although only three-monthly average daily a posteriori values are reported
in Bergamaschi et al. (2009) it seems likely that the requirements for observations with a temporal
sampling interval of 1 to 15 days could possibly be met. Bergamaschi et al. (2010) presented
results of validation exercises based on ground-based flask measurements at certain sites around
the globe and found that the satellite data overestimated the ground-based data. The uncertainty
estimation was more qualitative than quantitative due to the difficulties in characterising the un-
certainties. Clearly some biases exist in the satellite data that have not been accounted for yet.
Full error analyses of the CH4 flux data, including random errors, errors in the retrieval algorithm
and atmospheric chemistry-transport models, are not available yet, and theoretical OSSE studies
have not been performed for CH4 flux observations. As retrieval algorithms are improved upon
the uncertainty in the observations will be reduced. However, another problem for a small-scale
model is that the resolution of the data is currently ∼30 x 60km. The satellite measurements are
measuring the net emissions, and this scale this includes anthropogenic emissions which are not
modelled by most biogeochemical or land surface models. The pixel size alone is likely to produce
biased flux estimates if the model operates on a smaller scale, especially for peatland ecosystems
which will have a may have higher CH4 flux than the surrounding area due to the near-saturation
of the soil.s On top of that, ancillary information on these emissions would be required to separate
out the anthropogenic emissions from the net surface exchange.
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A Bayesian inversion approach is used to calculate the fluxes from average atmospheric C con-
centrations, using an atmospheric chemistry-transport model. This method essentially “updates”
prior estimates of the surface C fluxes. Often a land surface model, plus anthropogenic emissions
estimates, is used to produce the prior flux map and the concentration measurements improve those
prior estimates in much the same way as the Bayesian inversion works in this study. It is possibly
circular to use C flux estimates produced using prior C flux estimates from a different land surface
model to constrain the model parameters, although if all the uncertainty is accounted for this is
essentially just another retrieval algorithm. In practice it would be much better to use the C flux
estimates of the model being calibrated as a prior in the Bayesian inversion of the satellite C con-
centration data. In this way the parameters and C flux estimates could be constrained at the same
time. This has not yet been done using a CH4 flux model. Spahni et al. (2011) use CH4 inversions
from SCIAMACHY to evaluated the distribution of CH4 emissions of the LPJ-WHyMe model but
they don’t use it to constrain the model flux estimates.
It is unclear at present whether satellite C flux measurements could be used to constrain the
parameters of this model. It is possible the uncertainties are small enough but the resolution is
too high for small-scale studies. As technology improves the resolution of the data is likely to
increase, which would make the data more useful in this instance. Using the C fluxes from the
model as priors in the Bayesian inversion would make better use of the C flux data. Separate OSSE
experiments would be required in that case, to investigate the error on the satellite C concentration
data that would be adequate for this task.
5.5 Conclusions
The main findings of the experiment in this chapter are summarised as follows:
• The {1-15/<=0.02}, {30,60/<=0.01} and {180/<=0.002} observations result in well-constrained
PPDFs only for the most important parameters and therefore in a well-constrained posterior
CH4 flux, with the forward model mode closely corresponding to the true value. However
the MAP estimates of the parameters only approximate the true value or the Q10 l parameter
to which the CH4 flux is most sensitive.
• Low observation uncertainty is more important for constraining the parameters of the CH4
flux - sensitive parameters with CH4 flux observations than the temporal sampling interval.
• Where the observation uncertainty is low enough to allow good parameter constraint, many
combinations of parameter values exist which result in the same CH4 flux model mode.
Therefore there is a high degree of model equifinality.
• Observations with a high uncertainty will result in an inaccurate forward model mode and
wide posterior 95% confidence interval, though this depends on the number of biased pa-
rameters and whether they are skewed towards a region to which the model is sensitive to.
• As the NEP flux has a different relationship to the parameters than the CH4 flux the resultant
parameter values often result in an over- or underestimate of the NEP flux and a wider 95%
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confidence interval. Therefore fewer observational characteristics result in an accurate NEP
forward flux mode. These are the {<=60/<=0.005} observations.
• Ground-based observations, ideally eddy covariance data, which would meet the observa-
tional characteristic requirements maybe available, but the sampling uncertainty is likely to
be very high, especially with chamber measurements. Full error characterisation of the data
is not often carried out, which presents a problem.
• It is possible that satellite C flux data that meet the observational characteristic requirements
are available, although full error analyses of these data have not yet been carried out. The
resolution of the data will also present a problem for small-scale studies.
The results of this experiment have demonstrated how useful a tool an OSSE is for a data-
model fusion exercise. The OSSE confirms the results of the sensitivity analysis, but without it
it would be unclear as to which observations would be able to accurately constrain the most im-
portant parameters. The OSSE also allows for a much fuller understanding of the workings of the
model, for example the influence of different parameters and the correlations between parameter
pairs can be explored. These results show it is helpful to performing a synthetic experiment before
trying to calibrate a model. This type of framework has not previously been used in peatland C
flux model calibration studies.
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Chapter 6
OSSE using synthetic NEP flux
observations
6.1 Introduction
The motivation for performing a Bayesian inversion to calibrate the parameters of a model, and
for using an OSSE framework to test the ability of the observations to accurately constrain the
parameters, has been discussed in Chapters 1, 2, 3 and in the introduction of the previous chapter.
As also discussed in the introduction of the previous chapter, the results of the sensitivity
analysis in Chapter 4 showed the CASA-CH4 model C fluxes are most sensitive to several param-
eters directly related to the calculation of the C flux. Therefore C flux observations are needed
to constrain these parameters. This chapter uses an OSSE framework to test the ability of NEP
observations in constraining the model parameters and C flux predictions.
The following questions will be addressed in this chapter:
1. Which NEP flux observational characteristics, i.e. which temporal sampling interval and
observation uncertainty, result in a robust estimate of the model parameters and C flux?
2. Which model processes are constrained by the observations?
3. Do the NEP observations result in improved estimates of CH4 flux?
4. Which C flux observations are most useful in constraining the model, NEP or CH4 flux?
5. Do real observations, both ground-based and satellite, meet the requirements as set out in
the OSSE?
The lay-out of this chapter is very similar to Chapter 5. The next section provides a summary
of the methods used in this chapter, which were detailed in full in Chapter 3. The results are then
presented. Firstly the parameter uncertainty (i.e. 95% confidence interval of the marginal distri-
butions of the parameters) will be examined and following this the model predictive uncertainty
(i.e. the 95% confidence interval of the forward model runs). Subsequently the results are dis-
cussed according to the questions laid out in the introduction to this chapter, and finally the main
conclusions of this chapter are detailed.
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6.2 Experimental set-up
Chapter 3 provided an comprehensive overview of the methods used in this chapter. These are
briefly summarised below and the specific details which are pertinent to the experiments in this
chapter are outlined.
The Bayesian inversion algorithm used to calibrate the model was described in Chapter 3
Section 3.6. The OSSE method was detailed in Chapter 3 Section 3.7. The synthetic observations
used to calibrate the model in the following experiments were derived from the NEP model output
using the default parameters (summarised in Chapter 3 Table 3.2). The added random Gaussian
noise is outlined in Chapter 3 Section 3.7 in the 5th column of Table 3.3. The temporal sampling
interval of the synthetic observations is decreased by the number of days listed in the first column
of the Table 3.3. The observational characteristics used to create synthetic NEP observations in
the following experiments are repeated in Table 6.1 for clarity.
Temporal NEP flux
Frequency error (gCm−2d−1)
1 0.05
5 0.1
10 0.2
15 0.5
30 1.0
60 2.0
180 5.0
Table 6.1: The temporal sampling interval and random Gaussian noise used to create the synthetic NEP obser-
vations.
The parameters which are included in the calibration in the following experiments are those to
which the NEP is most sensitive, following the Morris sensitivity analysis in Chapter 4 Section 4.4
- see Figure 4.8 and Table 4.1. The default parameters used to create the synthetic experiments
are referred to as the “true” parameter values in the following experiments, as the OSSE is testing
whether the observations with added noise and decreased temporal sampling interval can retrieve
these values. Uniform prior distributions of the parameters are used in this experiment as detailed
in Chapter 3 Section 3.6. The maximum and minimum of the uniform distributions are set to
the upper and lower limit of the range of parameter values, which were summarised in Chapter 3
Table 3.2). The parameters included in these experiments, their “true” value and their prior distri-
butions are summarised in Table 6.2. The notation U(a,b) is used to define the distributions, where
a is the minimum value of the parameter, and b is the maximum.
The outputs of the OSSE experiments were detailed in Chapter 3 Section 3.7.1. Further details
relating to the notation and figure captions were also provided in Chapter 3 Section 3.7.1. In brief,
the notation {t/ε} is used to denote the observations with a t temporal sampling interval and ε
uncertainty. An explanation of what information is provided in the figures and tables in the results
section was also provided in Chapter 3 Section 3.7.1, as it is standardised for each type of figure
and table. This will be summarised in the first example of each figure and table in the results, and
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Parameter True Value Prior distribution
auto. resp. 0.5 U(0,1)
LUE 0.264 U(0,2.88)
SR max 5.13 U(4,9)
Q10 l 1.5 U(1,30)
poros. 0.55 U(1e-5,1)
Table 6.2: A summary of the parameters constrained using NEP observations in the Bayesian inversion in this
chapter.
from then on only the information pertaining the specific figure will be given in the caption.
Finally, a note on the sign of the NEP flux. Positive NEP represents a net flux of C into the
soil (i.e. a C sink) and vice versa.
6.3 Results
6.3.1 Parameter posterior PDF (PPDF)
Q10 l parameter
Although the sensitivity analysis (Chapter 4 Table 4.1) showed that the Q10 litter (Q10 l) parame-
ter was the least important of the parameters to which the NEP was sensitive, the true value of the
Q10 l parameter is correctly found and very well-constrained for most of the “good” observational
characteristics, i.e. low error and/or high temporal sampling interval (Figure 6.1). The Q10 l pa-
rameter shows a systematic pattern of increase in the bias between the MAP estimate and true
value (Table 6.3) and a decrease in the reduction of the 95% confidence interval between the prior
and posterior parameter PDF (Table 6.4). The width of posterior parameter PDF doesn’t gradu-
ally increase with increasing error or decreasing temporal sampling interval but rather broadens
slightly or reverts back to the prior at certain values of error for different temporal frequencies. The
{<=5/<=1.0}, {10,15/<=0.2} and {<=180/<=0.1} observations result in a well-constrained and ac-
curate Q10 l parameter estimate. For all other observational characteristics the posterior remains
unchanged from the prior.
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 0.013 0.035 0.032 -0.017 0.112 16.2 19.6
5 0.015 -0.151 -0.265 0.076 -0.086 3.78 7.14
10 0.006 -0.073 1.02 17.9 11.0 25.5 2.47
15 -0.114 0.056 -0.158 28.2 2.15 0.053 5.35
30 -0.005 -0.256 -0.113 25.8 20.7 -0.408 8.72
60 -0.109 0.686 0.795 0.366 19.4 3.56 6.30
180 -0.438 -0.311 1.20 4.81 7.97 28.5 26.5
Table 6.3: The bias between the mode of the Q10 litter posterior distribution and the true parameter value for
each observational characteristic. The magnitude of the observation uncertainty is listed in the top headings of
the table, and the temporal sampling interval is listed in the headings in the left-hand column.
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Figure 6.1: Posterior distributions for the Q10 litter parameter, using NEP observations, for each observational
characteristic. The axes are the same for all histograms, and are shown at the bottom and left hand side of
the figure. The x-axis represents the width of the prior distribution and the blue, the posterior. The vertical
black dashed line shows the true value. In all other histogram plots the red line shows the prior distribution.
The histogram plots are arranged with increasing observation uncertainty along the columns and increasing
temporal sampling interval down the rows. The magnitude of the observation uncertainty is given in the top
row, and the temporal sampling interval is given in the right-hand column.
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0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 99.7 99.4 99.1 97.6 96.8 9.67 1.30
5 99.3 98.7 97.6 1.00 56.9 11.6 12.2
10 99.0 98.7 94.8 -3.58 2.49 19.6 35.3
15 99.1 97.1 94.3 -4.15 1.56 0.850 12.9
30 98.7 97. 36.6 22.4 -0.940 18.4 -2.64
60 98.1 95.9 12.0 0.870 17.9 6.80 2.66
180 99.1 85.8 3.51 28.0 -0.730 -3.47 -0.250
Table 6.4: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence interval)
for the Q10 litter parameter, for each observational characteristic. (Prior 95% C.I.: 27.55).
SR max parameter
The SR max parameter also shows systematic behaviour of increase in mode - truth bias and
decrease in posterior 95% confidence interval with increasing observational error and decreasing
temporal sampling interval (Figure 6.2). However even for narrow distributions some bias in
the MAP estimate is present. Unlike the Q10 l parameter however this change is more gradual.
The {<=30/0.1} observations (or for daily observations an error of <=0.5gCm−2d−1) result in an
accurate and well-constrained estimate of the SR max parameter (Tables 6.5 and 6.6). The {5-
15/0.2} observations result in a well-constrained parameter PDF but with a strong negative bias.
Most other observational characteristics appear unable tos constrain the parameter well and some
result in positively or negatively skewed parameter PDFs, which might be the result of parameter
correlation.
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 0.006 0.131 0.121 0.308 -1.12 -0.258 -0.584
5 0.097 -0.415 -0.944 -0.939 0.046 2.71 -0.789
10 0.064 -0.360 -1.002 3.69 -0.878 3.28 1.01
15 -0.121 0.061 -0.511 3.21 3.29 1.39 -1.04
30 -0.153 0.628 -0.347 -0.760 0.474 -0.636 3.23
60 -0.974 0.206 0.040 2.82 2.78 1.23 3.73
180 3.53 -0.697 -0.920 0.062 2.67 1.22 3.73
Table 6.5: The bias between the mode of the SR max posterior distribution and the true parameter value for
each observational characteristic.
Autotrophic respiration scalar parameter
From the sensitivity analysis he NEP flux is most sensitive to the autotrophic respiration scalar
parameter (Chapter 4 Table 4.1) and yet no observtional characteristic result in it being well-
constrained and accurately retrieved Figure 6.3). It is often well-constrained but with a positive
bias between the MAP estimate and true value (Tables 6.7 and 6.8). This includes all daily
observations and all observations with the lowest errors of 0.05 and 0.1gCm−2d−1 (except for the
176
4.0 9.0
PD
F
SR max
0.0
5.0
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1
5
10
15
30
60
180
Figure 6.2: Posterior distributions for the SR max parameter, using NEP observations, for each observational
characteristic.
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 95.8 91.7 87.5 46.2 4.57 17.2 19.8
5 94.3 89.6 79.3 39.4 0.700 8.26 0.290
10 88.7 87.6 83.6 46.0 24.7 14.0 16.0
15 82.5 71.8 77.7 -1.16 7.10 0.500 -1.91
30 82.5 78.3 -0.120 -0.230 -1.01 39.1 9.34
60 62.3 27.7 26.7 34.3 32.7 9.380 20.4
180 78.5 1.88 17.4 -1.07 10.3 15.6 -2.04
Table 6.6: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence interval)
for the SR max parameter, for each observational characteristic. (Prior 95% C.I.: 4.75).
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{30/0.1} observations). The {5-15/0.2} observations also result in a well-constrained, positively
biased parameter PDF. Most other posterior parameter PDFs are relatively poorly constrained
but show either no bias or a strong postive bias, with the exception of observations every 60
days and an error of 0.2gCm−2d−1. The poorly-constrained parameter PDFs show no systematic
pattern in how positively skewed they are. This together with the fact posterior PDFs for the
“good” observational characteristics produce well-constrained but biased results shows evidence
of correlations with other parameters.
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Figure 6.3: Posterior distributions for the autotrophic respiration scalar parameter, using NEP observations, for
each observational characteristic.
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 0.376 0.007 0.181 0.409 0.484 0.444 0.457
5 0.420 0.150 0.277 -0.272 0.426 0.409 0.200
10 0.397 0.115 0.452 0.438 0.491 0.209 -0.011
15 0.242 0.231 -0.294 0.158 0.085 0.153 0.397
30 0.325 -0.440 0.412 0.294 0.397 -0.290 -0.473
60 0.250 0.237 -0.379 -0.227 0.388 -0.097 0.216
180 0.256 0.361 0.315 0.086 0.296 -0.422 0.481
Table 6.7: The bias between the mode of the autotrophic respiration scalar posterior distribution and the true
parameter value for each observational characteristic.
Light Use Efficiency (LUE) parameter
Like the autotrophic respiration scalar parameter the LUE is well-constrained, particularly for
temporal frequencies of <=60 days with low observational errors of 0.05 and 0.1gCm−2d−1, but
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0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 96.3 28.2 87.9 64.2 60.2 63.7 76.0
5 93.6 78.5 67.6 10.6 83.1 43.4 18.3
10 95.2 79.5 83.9 79.5 48.9 14.5 10.40
15 92.1 65.1 16.3 39.9 28.3 24.7 1.61
30 51.2 70.6 54.9 45.5 59.1 -1.7 -1.38
60 85.3 51.0 43.9 6.07 52.80 6.00 16.5
180 81.0 74.1 11.8 -0.340 6.71 5.54 16.5
Table 6.8: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence interval)
for the autotrophic respiration scalar parameter, for each observational characteristic. (Prior 95% C.I.: 0.95).
often are postively biased (Figure 6.4 and Table 6.9), though there is no systematic pattern to the
bias between the MAP estimate and true parameter value. At higher observational uncertainty
the posterior is the approximately the same as the prior (Table 6.10), therefore the observaitons
provide no new information to constrain the PPDF. The well-constrained yet biased behaviour of
many of the parameter constraints from observations with a low error and high temporal sampling
interval suggest that the LUE parameter is correlated with other parameters.
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Figure 6.4: Posterior distributions for the light use efficiency parameter, using NEP observations, for each
observational characteristic.
Porosity parameter
Most of the porosity parameter PDFs are relatively poorly constrained but often with a positive or
negative skew, suggesting they too are sometimes correlated with other parameters (Figure 6.5).
Only the {1,5/<=0.1} observations result in well-constrained parameter PDFs.
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0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 0.808 0.050 0.167 1.00 2.53 2.23 2.25
5 1.42 0.124 0.337 -0.040 1.50 2.09 2.11
10 0.983 0.041 1.70 1.56 2.22 -0.177 0.287
15 0.282 0.187 0.068 0.179 0.088 0.211 2.22
30 0.477 -0.114 0.674 0.123 2.50 0.237 0.398
60 0.261 0.566 -0.182 -0.207 2.46 -0.098 0.040
180 0.583 0.656 0.412 -0.147 1.13 -0.076 0.110
Table 6.9: The bias between the mode of the light use efficiency posterior distribution and the true parameter
value for each observational.
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 87.8 77.7 94.1 35.8 7.72 16.6 10.4
5 53.7 93.3 82.5 69.4 12.7 7.55 9.90
10 78.8 93.7 24.7 18.3 -1.01 10.8 -4.08
15 93.9 66.6 50.0 52.0 2.49 11.3 -3.34
30 31.0 97.7 46.6 4.60 30.8 -4.07 21.6
60 86.0 78.6 91.9 49.8 2.69 11.7 6.90
180 55.1 16.0 9.29 55.0 43.1 -1.55 3.38
Table 6.10: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence inter-
val) for the light use efficiency parameter, for each observational characteristic. (Prior 95% C.I.: 2.736).
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Figure 6.5: Posterior distributions for the porosity parameter, using NEP observations, for each observational
characteristic.
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6.3.2 Parameter correlation
The correlation coefficients between the LUE and autotrophic respiration scalar parmaters are high
for most observation characteristics and are almost always >0.7 for the observational character-
istics that result in accurate and well-constrained estimates of the Q10 l parameter (Table 6.11).
For all other observational characteristics the correlation coefficient values remain high, and of-
ten above 0.4, except for an observation error of 5.0gCm−2d−1 for most temporal frequencies. It
is likely, as the Morris and OAT sensitivity analysis show that the autotrophic respiration scalar
and LUE parameters are the two the NEP flux is the most senstive to, that low observational er-
ror in particular allows high correlation coefficient between these two parameters, which in turn
forces the good constraint of the Q10 l parameter, as the pattern of the observational characteristic
behaviour matches perfectly.
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 0.99 0.87 0.93 0.76 0.80 0.66 0.59
5 0.97 0.96 0.92 0.85 0.50 0.51 0.55
10 0.95 0.93 0.74 0.48 0.65 0.43 0.39
15 0.91 0.89 0.90 0.68 0.71 0.54 0.59
30 0.78 0.86 0.71 0.64 0.51 0.64 0.40
60 0.96 0.49 0.67 0.52 0.50 0.35 0.27
180 0.95 0.71 0.71 0.48 0.58 0.51 0.06
Table 6.11: Correlations between the LUE and autotrophic respiration scalar parameters using synthetic NEP
flux observations from 2009 with different observational characteristics and no underestimation of observational
error.
All other parameter pairs do not show much evidence of parameter correlation. There is a cor-
relation coefficient between the Q10 l and autotrophic respiration scalar parameters for the {60/0.2}
observations (0.5) which could be related to that between the Q10 l and SR max parameters, but
this pair of parameters also shows several strong correlation coefficients at other observational
characteristics. All but 3 (out of 29) of the parameter pairs (with different observational charac-
teristics and not including the LUE - autotrophic respiration scalar correlation coefficient), with
correlation coefficients >=0.4 result in the opposite effect on the NEP flux, according to the OAT
sensitivity analysis.
6.3.3 NEP forward model mode and model predictive uncertainty
General patterns
The daily forward model plots show that all of the observational characteristics that show very high
correlation coefficients between the LUE and autotrophic respiration scalars, and accurately, well-
constrained Q10 l parameter posterior PDFs, result in the daily forward NEP flux mode matching
that of the true value, and an extremely narrow posterior 95% confidence interval (Figure 6.6).
As the PPDF of one or both of the of the LUE and autotrophic respiration scalar parameters
broadens with increasing observational error, and to a lesser extent, decreasing temporal sampling
interval, the correlation becomes weaker. Instead the bias of each parameter, resulting from the a
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(a) Synthetic {5/1.0} observations.
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(b) Synthetic {180/0.1} observations.
Figure 6.6: The NEP flux from an ensemble of 500 forward model runs using the posterior parameter distri-
butions constrained with synthetic NEP flux observations with varying temporal sampling interval and added
random Gaussian noise. The green area shows the prior 95% confidence interval of the CH4 flux using 3000
random samples from the joint prior distribution of the parameters that are being calibrated in this OSSE ex-
periment. The pink area is the posterior 95% confidence interval and the red line is the forward mode. These
results are compared to the model run with the true set of parameters, which is denoted by the blue dashed line.
Both plots show a well-constrained and accurate modal NEP flux.
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complex interplay between the sensitivity of the flux to the different parameters and the magnitude,
bias and trend of the observation-model error, has a more dominant impact on the the mode of the
forward flux and the posterior 95% confidence interval. As a result several different groups of
forward model behaviour emerge.
1. Well-constrained forward model mode which accurately retrieves the true flux.
2. An overestimate of the true flux throughout the year, but with a wide posterior 95% confi-
dence interval which encompasses the true value.
3. No daily variability, with the modal flux around 0.0gCm−2d−1 for the entire year.
4. Underestimation of the true peak flux in the summer months and an overestimation in the
winter months (often with the modal flux around 0.0gCm−2d−1).
5. A slight increase in the amplitude of the annual cycle of the mode compared to the true flux
(only for the {30/2.0} observations).
The different groups correspond to the same parameter behaviour, unlike the CH4 flux. The
{<=5/<=1.0}, {10,15/<=0.2} and {<=180/<=0.1} observations result in a well-constrained and ac-
curate foward model NEP flux (group one). The forward model behaviour of the second group
occurs with high observational errors of 1.0 or 5.0gCm−2d−1 which results in poor constraint of all
the parameters but a strong positive bias in the LUE parameter, and in most cases a bias in either
the autotrophic respiration scalar, SR max or Q10 l parameters. These results in an increase in the
NEP flux. This is the case for the {5-60/5.0} and {30,60/1.0} observations. An example is shown
in Figure 6.7.
The behaviour of the third group occurs mostly when the autotrophic respiration scalar is
relatively well-constrained and positively biased, or when the LUE parameter is relatively well-
constrained and negatively biased. In both cases all other parameters are poorly constrained. This
behaviour from both parameters results in a NEP flux which shows almost no variability through-
out the year and remains close to 0.0gCm−2d−1. The correspondance between these parameters’
behaviour and the forward model behaviour is unsurprising. The {10,60,180/0.5}, {5,10,180/2.0}
and {180/5.0} observations all result in forward modelled NEP fluxes which display this behaviour
(e.g. Figure 6.8). The {60/0.5} observations are all close to zero, which will constrain the parame-
ter estimates to produce a forward NEP flux which is also close to zero.
The posterior of the third group tends to be relatively well-constrained, but encompasses the
true flux. The only exception to this is for the observations with a temporal sampling interval
of 180 days which have the widest posterior 95% confidence interval of all the forward models
(e.g. Figure 6.9). This is perhaps due to the very positively biased and poorly constrained Q10 l
parameter (biases of 28.5 and 26.5) due to the high flux in July.
Despite the biases in the autotrophic respiration scalar and LUE, the daily forward model mode
is always relatively close to the true value, despite the biases discussed here. The RMSD ranges
from 0.0 to 0.57gCm−2d−1.
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Figure 6.7: The NEP flux from an ensemble of 500 forward model runs using the posterior parameter distribu-
tions constrained with synthetic NEP flux observations with a temporal sampling interval of 10 days and added
random Gaussian noise of 5.0gCm−2d−1.
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Figure 6.8: The NEP flux from an ensemble of 500 forward model runs using the posterior parameter distribu-
tions constrained with synthetic NEP flux observations with a temporal sampling interval of 60 days and added
random Gaussian noise of 0.5gCm−2d−1.
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Figure 6.9: The NEP flux from an ensemble of 500 forward model runs using the posterior parameter distri-
butions constrained with synthetic NEP flux observations with a temporal sampling interval of 180 days and
added random Gaussian noise of 5.0gCm−2d−1.
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Annual NEP
Almost all of the annual NEP flux posterior paramter PDFs are well-constrained (>60%) and the
MAP estimate approximates the true value relatively well considering the large prior 95% confi-
dence interval. This shows that whilst some observational characteristics result in a biased daily
forward model mode, in general all will result in a relatively accurate annual flux estimate (Fig-
ure 6.10). Having said that the pattern of bias between the mode and true value is non-systematic
and the range quite high (between -43.63 and +253.22gCm−2y−1), although the observations that
constrain the flux well result in very small biases of -1.0 to 1.0gCm−2y−1 (Table 6.12).
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Figure 6.10: Posterior distributions for the annual NEP flux, using NEP observations for each observational
characteristic.
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 0.671 2.00 -3.19 -6.86 -28.1 42.0 79.8
5 0.100 -0.883 -7.86 83.5 -32.2 -38.0 209
10 1.48 -5.04 1.38 6.18 -5.32 -13.0 214
15 2.02 1.44 1.37 44.4 29.9 0.151 187
30 5.57 -6.40 -13.1 49.1 203 23.8 167
60 -6.71 -0.402 -7.39 -43.6 253 -2.44 168
180 -18.8 -2.15 43.7 -12.6 157 -11.3 -22.1
Table 6.12: The bias between the mode of the annual NEP flux posterior distribution and the true annual flux
value for each observational characteristic.
The pattern of constraint shows very systematic behaviour, i.e. it decreases with increasing
observational error and decreasing temporal sampling interval, and following the same pattern
as the high correlation coefficient in LUE and autotrophic respiration parameters and the well-
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constrained Q10 l parameter. As seen in both the daily annual fluxes, none of observational char-
acteristics result in large posterior 95% confidence intervals, which is probably mostly result of the
strong, counteractive correlations between the autotrophic respiration scalar and LUE parameters,
but also due to the few relatively strong, but counteractive, correlations which do exist between
the other parameters that the NEP flux is also sensitive to.
6.3.4 CH4 flux forward model mode and model predictive uncertainty
General patterns
The patterns of parameter behaviour that result from constraint using NEP fluxes result in a slightly
different forward modelled CH4 flux behaviour, due to the different sensitivity of the CH4 flux to
the parameters. As a result, the CH4 flux tends to become less well-constrained at a lower observa-
tional error than the NEP flux. The forward modelled CH4 flux mode accurately approximates the
true flux and has a narrow 95% confidence interval for the {5,15,30,60/0.05}, {10/0.1} and {1/0.2}
observations (e.g. Figure 6.11(a)). At all other observational characteristics the forward modelled
CH4 flux tends to be underestimated, for at least part of the year and often significantly, with
the 95% confidence interval only sometimes wide enough to encompass the true value (e.g. Fig-
ure 6.11(b)). Only a few observational characteristics result in the CH4 flux forward model mode
overesitmating the true flux (e.g. Figure 6.11(c)). This occurs for the {5/0.1,0.2}, {30/0.2,2.0} and
{180/0.05,0.1} observations.
The RMSD values for the CH4 flux range from 0.0 to 0.052gCm−2d−1, similar to the RMSDs
found when using CH4 flux to constrain the parameters.
Annual net CH4 flux
The annual flux shows a systematic pattern of decrease in constraint and increase in the bias
between the MAP estimate and true value (Figure 6.12 and Tables 6.13 and 6.14). The true
flux is accurately found for the {1,5/<=1.0}, {10,15/<=0.2} and {>=30/<=0.1} observations. The
reduction in 95% confidence interval can be quite high, even for low temporal frequencies and
high observational errors, though this is not the general pattern. The bias between the MAP and
true annual flux estimates can be as high as ∼-17gCm−2d−1 however due to the impact of certain
parameters which have the opposite relationship with NEP than the CH4 flux.
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 -0.016 -0.270 0.411 -1.86 -1.31 -17.6 -17.7
5 0.128 1.76 4.01 -10.9 -5.14 -15.2 -17.6
10 -0.823 -0.540 -5.50 -17.6 -17.3 -17.7 -15.1
15 1.05 -0.824 1.14 -17.7 -11.7 1.3 -13.3
30 0.096 1.65 -9.93 -17.5 -17.4 13.0 -16.3
60 -0.408 -1.99 -8.15 -10.0 -17.5 -14.6 -14.5
180 3.08 1.54 -7.24 -16.2 -16.1 -17.60 -17.7
Table 6.13: The bias between the mode of the annual CH4 flux posterior distribution and the true annual flux
value for each observational characteristic.
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(a) Synthetic {1/0.05} observations.
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(b) Synthetic {10/0.5} observations.
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(c) Synthetic {5/0.2} observations - result in a slight overesimate of CH4 flux.
Figure 6.11: The CH4 flux from an ensemble of 500 forward model runs using the posterior parameter distri-
butions constrained with synthetic NEP flux observations with varying temporal sampling interval and added
random Gaussian noise.
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Figure 6.12: Posterior distributions for the annual CH4 flux, using NEP observations for each observational
characteristic.
0.05 0.1 0.2 0.5 1.0 2.0 5.0
1 97.6 95.4 94.3 86.3 83.3 78.4 65.1
5 96.1 93.2 84.7 53.5 55.1 41.2 83.0
10 93.8 94.3 80.2 66.1 73.3 95.0 44.2
15 94.2 88.6 80.1 69.0 77.0 58.8 85.9
30 93.2 86.2 69.3 97.2 52.3 39.4 19.5
60 88.3 80.9 73.2 72.4 95.6 80.8 24.6
180 90.1 62.4 57.7 63.3 56.6 51.6 85.5
Table 6.14: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence inter-
val) for the annual CH4 flux, for each observational characteristic. (Prior 95% C.I.: 50.761287).
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6.4 Discussion
6.4.1 Observational characteristics resulting in well-constrained parameters and
model
The {<=5/<=1.0}, {10,15/<=0.2} and {<=180/<=0.1} observations result in good constraint but bi-
ased LUE and autotrophic respiration scalar parameters and accurate and well-constrained Q10 l
parameter. The correlation coefficients between the LUE and autotrophic respiration scalar param-
eters are very high (mostly >0.7) for these observations. This is expected from the Morris sensi-
tivity analysis, as their σ value (which represents the effects of higher-order interactions) was very
high (Chapter 4 Figure 4.8). This suggests that the correlation between the autotrophic respiration
scalar and LUE is causing the good and accurate constraint of the Q10 l. All the other observations
(temporal sampling interval of >60 days and a low observation uncertainty (>0.1gCm−2d−1) result
in a poorly constrained parameter PPDFs as the observations do not contain enough information
to improve on the prior estimates. Therefore the posterior PDF approximates that of the prior.
The same observations which allow a high reduction in the parameter PPDFs result in a well-
constrained and accurate forward model daily NEP flux. This clearly demonstrates that the high
positive correlation between the autotrophic respiration scalar and LUE, which results in counter-
active behaviour in the NEP flux, is responsible for the accurate forward models. Several different
combinations of the LUE and autotrophic respiration scalar result in a similar model output, as
the observations cannot constrain the parameters to their true value. This is more evidence of
the high degree of model equifinality, which was also seen with the CH4 flux observations. The
counteractive nature of the parameter correlation is also responsible for the narrow posterior 95%
confidence interval. The effect of the high correlation between LUE and the autotrophic respira-
tion scalar on NEP means that the two parameters cannot be separately identified. Their combined
retrieval results in a good estimate of the flux in many cases.
6.4.2 Implications of model equifinality
The two parameters to which the NEP flux is most sensitive cannot be accurately retrieved by
NEP observations, even with the lowest uncertainty and highest temporal sampling interval. This
highlights the issue of model equifinality, where many combinations of parameters result in the
same model output. This was also seen, to a higher degree, when the model was constrained
with CH4 flux observations in Chapter 5. The modelling of NEP is aided by model equifinality in
this instance, in that the information in the prior and the good quality observations does result in
an accurate flux estimate. However model equifinality suggests there is not enough information
in the Bayesian inversion to find a unique solution to the parameter estimates. The value of the
parameter is just dependent on the noise realisation, i.e. the particular bias and magnitude of
the observation uncertainty. Whilst it is arguably fine when just using the model to look at one
particular site for one time period, the calibration does not result in parameter estimates which
could reliably be used at another site or for a another time period. Therefore the model fails the
test of “model generality” - the ability of the model to reproduce flux estimate across a range of
different ecosystems. This affects the ability to make predictions with the model and to answer
questions about future management and climate scenarios.
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How can this problem be dealt with? Assuming the NEP observations are the best-quality
(i.e. have the lowest possible uncertainty and highest temporal sampling interval) that is likely
to be achieved, there are two possible avenues which might result in more accurate parameter
constraints. The first is to obtain observations which might provide unique information with which
to constrain the parameters, such as measurements of total respiration or CH4 flux. These may be
able to separate out the processes of CO2 assimilation and emission. The results of Chapter 5
showed that the CH4 could more accurately constrain parameters involved in the decomposition
of C in the litter than parameters relating to C assimilation, for example.
The other way to more accurately constrain the LUE and autotrophic respiration scalar pa-
rameters would be to improve the prior distributions. This could be achieved with field-based
measurements. The autotrophic respiration scalar determines the fraction of CO2 that is released
via autotrophic respiration. This can be measured by using dark chamber measurements. The
measured CO2 would be the product of all the respiration terms. If the CO2 was measured before
and after removal of the vegetation, the plant and soil respiration components (autotrophic and
heterotrophic respectively) could be determined.
6.4.3 Processes constrained by the observations
The NEP observations mostly constrain parameter which are associated with the assimilation of
C into the system (LUE, autotrophic respiration scalar and to some extent SR max) and in the
decomposition of C in the litter layers (Q10 l). This is expected from the sensitivity analysis as
already discussed. Parameters relating to the decomposition of soil C and transfers of C between
soil pools do not impact the NEP flux enough to be calibrated. This is due to the dominance of
the NPP on the NEP model outputs. The processes involved in the C assimilation and transfer of
decomposition of litter operate on a shorter timescale and are more directly affected by changes in
atmospheric forcing than the processes in the soil C module, and therefore they result in a higher
variability in C flux.
6.4.4 Impact of unconstrained parameter PPDFs on the forward model ensembles
When the observation uncertainty is greater than that specified for the observations that resulted in
an accurate NEP flux, the parameters are not well-constrained and as a result the forward model
mode does not accurately capture the true flux. The flux may be over- or underestimated, or the
temporal variability reduced, dependent upon any bias in the observations. This may result in a
particular bias of one particular parameter which then controls the model outcome. The posterior
95% confidence interval is also wider if the parameters are skewed towards a part of their range to
which the NEP flux is sensitive. The main parameters which result in a bias in the NEP flux are
the LUE and autotrophic respiration scalar parameters. This shows that if these two parameters
are not well-constrained the model will not be able to replicate the NEP observations.
6.4.5 Significance of an inaccurate model NEP
The annual NEP flux is accurately determined, and well-constrained with respect to the model
prior 95% C.I. by almost all the observations, suggesting that the uncertainty in the observations
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mainly impacts the daily variability. Whether this is important depends upon what the model
is being used for. If annual C budgets are the priority for policy decisions then lower quality
observations can be used to determine the annual NEP. If the aim is to understand the drivers
of CO2 sources and sinks over the year then the daily variability is more important and higher
quality observations are required. As the annual net NEP flux, and the average daily NEP flux,
are close to zero, the bias in the forward model mode would often lead to the model prediction of
the net carbon balance changing from a source to a sink. Often the aim of a modelling study is to
determine exactly that. In peatland ecosystems in particular this is very important, as they contain
a large store of C. Therefore it is imperative that only the “best-case” observations ({<=5/<=1.0},
{10,15/<=0.2} and {<=180/<=0.1}) are used to constrain the NEP flux.
The range in RMSD values for the NEP flux is much lower when NEP flux observations are
used instead of CH4 flux observations. The range in RMSD values between the forward model
mode and the true CH4 flux when using NEP observations is similar to the experiment using CH4
flux observations. Whilst both C flux observations will cause some bias in the other modelled C
flux, it appears this is less of an issue when using NEP flux observations.
6.4.6 Ability of NEP observations in obtaining accurate and well-constrained CH4
flux predictions
All these results show that it is more important to have NEP observations with a low uncertainty
than to have observations with a high temporal sampling interval. This was also the case with CH4
flux observations. The NEP flux has different sensitivity relationships with the model parameters
than the CH4 flux, and therefore the parameter values that are constrained with NEP flux obser-
vations will result in different CH4 behaviour. The correlations between the parameters will not
have the same effect on the CH4 flux and therefore fewer observational characteristics result in
a well-constrained and accurate CH4 flux. Those that do are the {5,15,30,60/0.05}, {10/0.1} and
{1/0.2} observations. Many of the observations result in a positively biased autotrophic respiration
scalar which causes the forward CH4 flux mode to underestimate the true flux. The CH4 flux has
the opposite relationship with the Q10 l to the NEP flux. As the Q10 l is positively biased it will
also cause the CH4 flux to be underestimated.
6.4.7 Comparison of NEP and CH4 flux observations in constraining the model
parameters
These results indicate it would be better to obtain NEP flux observations to constrain the param-
eters of the model than CH4 flux observations. In addition, the behaviour of the parameters is
much easier to discern using NEP flux observations. Fewer parameters are dominant or have high
correlation, suggesting that there is less room for error in obtaining well-constrained parameter
estimates and therefore an accurate modelled C flux. The bias in the MAP estimates of the annual
C fluxes are similar when using both C flux observations. However, with the “best-case” observa-
tions the RMSD values are similar for both C fluxes using both types of observation, so as long
as good observations are available the ability to constrain the fluxes should not be too much of a
problem.
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6.4.8 Real ground-based and satellite-derived NEP observations
The discussion relating to the real C flux observations that might be available and/or might meet
the observational characteristic requirements specified by this OSSE experiment is much the same
as for the CH4 flux observations (Chapter 5). However more studies looking at NEP flux are
available for chamber, eddy covariance and satellite data. It is more likely that flux towers will
be used to collect CO2 flux data than CH4, and therefore there might be a greater number of
available observations. The same issues arise in terms of availability of instrumentation and error
characterisation as discussed in the Chapter 5.
In addition, theoretical OSSE studies which look at the ability of different instruments and
retrieval algorithms to constrain the prior emission (e.g. Hungershoefer et al. (2010)) have shown
that the required uncertainty is achievable with the current and future planned satellite instruments,
especially for observations with a temporal sampling interval of <=15 days. Hungershoefer et al.
(2010) showed if surface networks were also included in the inversion, the posterior uncertainty
was reduced, and in that case observations with a lower temporal sampling interval would also
meet the requirements. As stated in the previous chapter full error analyses of the CO2 flux data,
including random errors, errors in the retrieval algorithm and atmospheric chemistry-transport
models, are not available yet. The observation uncertainties may well be reduced as more data
become available for validation and the retrieval algorithms are improved as model structure error
become apparent. The same problems relating to spatial resolution of the CH4 satellite data apply
for NEP fluxes. It is also the case that it would be better to use the NEP flux estimates from the
model being calibrated as priors in the satellite data inversions. Nakatsuka and Maksyutov (2009)
did just this with the original CASA model, though they used concentration data from aircraft
measurements.
6.5 Conclusions
The main findings of the experiment in this chapter are summarised as follows:
• The autotrophic respiration scalar and LUE have the most influence on the NEP flux. This
was expected from the Morris sensitivity analysis.
• The {<=5/<=1.0}, {10,15/<=0.2} and {<=180/<=0.1} observations result in a well-constrained
and accurate forward model NEP flux, due to the high correlation between the autotrophic
respiration scalar and LUE and the high degree of model equifinality, especially in relation
to these two parameters.
• The effect of the high correlation between LUE and the autotrophic respiration scalar on
NEP means that the two parameters cannot be separately identified. Their combined re-
trieval results in a good estimate of the flux in many cases.
• It is imperative to use only the “best-case” observations in this case study in order to accu-
rately determine if a peatland ecosystem is a net source or sink of CO2. Above a certain
uncertainty threshold the observations could result in misleading conclusions. This is im-
portant for policy decision-making.
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• The {5,15,30,60/0.05}, {10/0.1} and {1/0.2} observations result in a well-constrained and
accurately modelled CH4 flux.
• It is more important to have fewer observations with low uncertainty than to have numerous
observations with a high uncertainty.
• NEP flux observations are better suited to producing well-constrained and accurate NEP
and CH4 flux than are CH4 observations, especially if the observational characteristics are
not as “good” as they could be.
• Ground-based and satellite data should in theory meet the observational characteristic re-
quirements. However, validation of the satellite data is not yet complete. Standardised
uncertainty characterisation procedures are not yet used for either ground-based or satellite
observations and therefore good quality uncertainty estimates cannot be provided. In addi-
tion satellite data are too coarse a resolution to be used to constrain the parameters of the
model at this site.
Once again the OSSE framework has proven to be very useful in improving our understanding
of the model and, crucially, for determining which observations would be useful for constraining
the parameters of the model. It provides insights into the dominant parameters, thereby extending
the model sensitivity analysis, and allows insight into the correlation structures of the model. It
also allows a comparison of the ability of different types of observation to constrain the model,
which is particularly useful when prioritising obtaining certain datasets or for planning field cam-
paigns.
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Chapter 7
OSSE using synthetic soil moisture
observations
7.1 Introduction
Again, as in Chapters 5 and 6, the motivation for using an OSSE approach has already been dis-
cussed. The results presented in Chapter 4 showed that soil moisture controls the daily variability
in the C flux, as well as having a significant impact on the magnitude of the peak flux in the
summer when the soil moisture decreases below its maximum value. Furthermore, the sensitivity
analysis showed that after parameters directly related to the calculation of C flux, the CH4 flux and
NEP were sensitive to the soil moisture-related parameters, in particular the porosity. Therefore
the impact on the C flux predictions from using soil moisture observations to calibrate the model
soil moisture-related parameters, is examined in this chapter.
Several OSSE studies are performed to test both volumetric (absolute) and relative (%) soil
moisture observations in the inversion. In addition, the impact of a bias in the observations on the
results of the inversion is examined for each type of soil moisture observation. This is because op-
erational satellite-derived soil moisture estimates data might be biased due to the coarse resolution
of the footprint (see Chapter 2 Section 2.4.2).
The following questions will be addressed in this chapter:
1. Which volumetric and relative soil moisture observational characteristics, i.e. which tem-
poral sampling interval and observation uncertainty, result in a robust estimate of the model
soil moisture-related parameters?
2. Do well-constrained soil moisture-parameters result in improved C flux estimates?
3. What is the impact of a bias in the observations?
4. Do real observations, both ground-based and satellite, meet the requirements as set out in
the OSSE?
The lay-out of this chapter is as follows. First the results of the OSSE using volumetric soil
moisture observations are presented, and then discussed. Following this, the results of an OSSE
which was aimed at investigating the impact of reduced prior distributions on the inversion, are
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presented and discussed. The motivation for including this extra OSSE study is laid out in the
discussion of the first experiment. Following this the results of an OSSE using biased volumetric
soil moisture observations are presented. These results are then discussed in terms of the ability
of the observations to accurately retrieve the parameters. Finally the results from an two OSSEs
using relative soil moisture observations (firstly observations with no bias, and secondly biased
observations) are presented, and then discussed. A general discussion of the key findings of all the
OSSE studies in this chapter is then provided and conclusions drawn.
7.2 Experimental set-up
Chapter 3 provided an comprehensive overview of the methods used in this chapter. These are
briefly summarised below and the specific details which are pertinent to the experiments in this
chapter are outlined.
The Bayesian inversion algorithm used to calibrate the model was described in Chapter 3 Sec-
tion 3.6. The OSSE method was detailed in Chapter 3 Section 3.7. The synthetic observations
used to calibrate the model in the following experiments were derived from the volumetric and
relative soil moisture model outputs using the default parameters (summarised in Chapter 3 Ta-
ble 3.2). The added random Gaussian noise is outlined in Chapter 3 Section 3.7 in the 2nd and
3rd columns of Table 3.3 for volumetric and relative soil moisture observations respectively. The
temporal sampling interval of the synthetic observations is decreased by the number of days listed
in the first column of the Table 3.3. The observational characteristics used to create soil moisture
synthetic observations in the experiments in this chapter are repeated in Table 7.1 for clarity.
Temporal Vol. soil moist. Relative soil moist.
Frequency error (m3m−3) error (%)
1 0.02 2
5 0.04 5
10 0.06 10
15 0.08 15
30 0.1 20
60 0.15 30
180 0.2 50
Table 7.1: The temporal sampling interval and random Gaussian noise used to create the synthetic soil moisture
observations.
The parameters which are included in the calibration in the following experiments are those
involved in the calculations of soil moisture. The default parameters used to create the synthetic
experiments are referred to as the “true” parameter values in the following experiments, as the
OSSE is testing whether the observations with added noise and decreased temporal sampling in-
terval can retrieve these values. Uniform prior distributions of the parameters are used in this
experiment as detailed in Chapter 3 Section 3.6. The maximum and minimum of the uniform
distributions are set to the upper and lower limit of the range of parameter values, which were
summarised in Chapter 3 Table 3.2). The parameters included in these experiments, their “true”
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value and their prior distributions are summarised in Table 7.2. The notation U(a,b) is used to
define the distributions, where a is the minimum value of the parameter, and b is the maximum.
Parameter True Value Prior distribution
poros. 0.55 U(1e-5,1)
rdr a 7.01e-3 U(1.81e-24,1.24)
rdr b -3.48 U(-60.18,-3.41)
Table 7.2: A summary of the parameters constrained using volumetric and relative soil moisture observations
in the Bayesian inversion in this chapter.
The outputs of the OSSE experiments were detailed in Chapter 3 Section 3.7.1. Further details
relating to the notation and figure captions were also provided in Chapter 3 Section 3.7.1. In brief,
the notation {t/ε} is used to denote the observations with a t temporal sampling interval and ε
uncertainty. An explanation of what information is provided in the figures and tables in the results
section was also provided in Chapter 3 Section 3.7.1, as it is standardised for each type of figure
and table. This will be summarised in the first example of each figure and table in the results, and
from then on only the information pertaining the specific figure will be given in the caption.
7.3 Synthetic volumetric soil moisture observations
7.3.1 Results
Porosity parameter PPDF
Figure 7.1 shows the porosity PPDF for each set of observational characteristics. The posterior
is compared to the prior and the true, known value. With the possible exception of the {180/0.2}
volumetric soil moisture observations, the porosity parameter is constrained remarkably well by
the observations, compared to the uniform prior, and the true value is well estimated and within
the posterior distribution.
The reduction in 95% confidence interval between the prior and posterior PDFs confirms this
(Table 7.3). Reductions in relative uncertainty of >90% are found in most cases with generally a
decreasing reduction with increasing error and decreasing temporal sampling interval. The poste-
rior PDF is not as well constrained with the {30/0.2}, {60/>=0.15} and {180/>0.08} observations,
but the error reduction remains above 50% even for the worst case scenario of {180/0.2} observa-
tions.
Table 7.4 shows the bias between the mode or Maximum A Posteriori (MAP) of the porosity
posterior parameter distribution and the true value. In general the biases are very small with no
pattern to the bias amongst the different observational characteristics. A large bias occurs when
the posterior PDFs which are broader. There are a few exceptions where the bias appears to be
slightly higher than other PDFs which are less well-constrained, for example, with the {15/0.06},
{30/0.04} and {10,15,60/0.15} observations. The bias has no particular systematic pattern or sign
and therefore is not due to the error in the observations, but is just an artifact of the sampling
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Figure 7.1: Posterior distributions for the porosity parameter using volumetric soil moisture observations for
each observational characteristic. The axes are the same for all histograms, and are shown at the bottom and left
hand side of the figure. The red line shows the prior distribution and the blue, the posterior. The vertical black
dashed line shows the true value. The histogram plots are arranged with increasing observation uncertainty
along the columns and increasing temporal sampling interval down the rows. The magnitude of the observation
uncertainty is given in the top row, and the temporal sampling interval is given in the right-hand column.
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 99.6 99.2 98.7 98.4 98.0 96.8 96.4
5 98.9 98.0 97.2 95.6 94.5 93.1 90.3
10 98.6 97.2 95.7 94.6 94.1 91.1 86.6
15 98.4 96.8 94.8 92.9 92.3 88.8 83.3
30 97.6 95.0 91.3 91.3 89.7 84.1 79.2
60 97.0 94.3 89.4 88.4 86.1 78.1 66.9
180 95.0 91.9 85.7 79.2 67.2 71.1 54.3
Table 7.3: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence interval)
for the porosity parameter, for each observational characteristic. (Prior 95% C.I.: 0.95). The magnitude of the
observation uncertainty is listed in the top headings of the table, and the temporal sampling interval is listed in
the headings in the left-hand column.
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algorithm. This is likely due to the fact that when adding random error to the default model output
in the OSSE the added noise realisation, especially for low temporal sampling interval, results in
the observations being biased when compared to the default/true model output (e.g. Figure 7.5).
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 0.001 -0.000 -0.004 0.001 -0.001 0.007 0.016
5 -0.002 -0.002 -0.013 0.022 0.004 -0.015 -0.022
10 -0.010 -0.017 0.009 -0.001 0.007 0.071 0.028
15 -0.009 -0.014 -0.033 0.005 -0.026 -0.063 -0.042
30 -0.013 -0.030 -0.062 0.009 -0.010 -0.121 -0.040
60 0.005 0.010 0.050 0.067 -0.043 0.075 -0.060
180 0.005 -0.012 0.020 -0.014 0.096 -0.033 0.136
Table 7.4: The bias between the mode of the porosity posterior distribution and the true parameter value for
each observational characteristic.
Relative drying rate (rdr) parameter PPDF
The relative drying rate (rdr) parameters a and b are not well constrained in the Bayesian inversion
except for the {1/0.02,0.04} and {5/0.02} observations (Figure 7.2 and Figure 7.3). For all the other
observational characteristics the posterior is not well constrained and is similar to the prior PDF.
The percentage reduction in 95% confidence interval confirms this result (Table 7.5 and Table 7.6).
Both rdr parameters are less well constrained with observations every 5 days but the reduction in
uncertainty is still >50%.
Therefore a very small bias (-0.006) between the MAP and the true value is only apparent for the
{1/<=0.08} observations for the rdr a parameter (Table 7.7). Interestingly, although resulting in a
less well constrained posterior PDF, the {5/0.02} observations result in a smaller bias between the
rdr b true value and the MAP compared to the {1/0.04} observations (Table 7.8. If the parameter
is not well constrained a bias between the truth and the mode is not meaningful as many values
have a similar frequency with the mode happening to have a slightly higher frequency. Hence a
random pattern in the value of the bias for all observations which do not help in constraining the
parameters would be expected and that is observed for both rdr parameters.
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 98.3 97.9 13.0 4.52 0.55 4.50 -0.05
5 69.1 -1.46 -2.11 9.87 -0.52 1.86 4.01
10 -1.04 6.48 3.93 5.30 14.54 2.98 2.30
15 0.08 -1.52 6.64 3.27 11.9 14.3 2.72
30 1.70 -0.90 13.3 6.03 6.86 4.47 13.9
60 -0.01 11.8 2.46 -0.47 -0.27 1.21 5.87
180 8.56 2.54 1.85 1.22 -1.18 -0.54 -1.44
Table 7.5: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence interval)
for the relative drying rate (a) parameter, for each observational characteristic. (Prior 95% C.I.: 1.178).
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Figure 7.2: Posterior distributions for the relative drying rate (a) parameter using volumetric soil moisture
observations for each observational characteristic.
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Figure 7.3: Posterior distributions for the relative drying rate (b) parameter using volumetric soil moisture
observations for each observational characteristic.
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0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 91.5 86.9 2.79 4.18 1.41 0.44 1.12
5 57.2 5.24 0.25 3.37 -0.90 -2.93 1.66
10 -1.87 -1.70 7.09 8.70 -3.96 1.35 -2.08
15 -0.55 -3.42 -3.89 3.55 1.33 2.05 2.68
30 0.55 0.61 2.08 3.00 0.16 -1.03 10.3
60 0.65 0.25 6.63 4.16 1.91 15.6 3.05
180 4.36 4.71 1.36 1.24 6.03 3.83 1.75
Table 7.6: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence interval)
for the relative drying rate (b) parameter, for each observational characteristic. (Prior 95% C.I.: 53.9315).
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 -0.006 -0.007 0.016 -0.005 0.606 0.027 0.255
5 0.091 0.469 1.22 0.045 1.14 0.030 0.556
10 0.898 0.042 0.475 0.130 0.817 1.19 0.107
15 0.020 0.297 0.181 0.120 0.105 0.762 1.07
30 0.797 1.03 0.138 0.364 1.07 1.11 0.475
60 1.13 1.18 0.265 0.150 1.20 0.259 1.23
180 1.08 1.06 0.310 0.864 0.062 0.094 0.056
Table 7.7: The bias between the mode of the relative drying rate (a) posterior distribution and the true parameter
value for each observational characteristic.
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 -0.357 -4.03 -3.02 -5.03 -53.8 0.044 -14.9
5 0.019 -0.042 -17.3 -1.62 -42.1 -19.2 -47.3
10 -19.2 -47.5 -4.6 -12.0 -3.86 -19.9 -56.0
15 -3.28 -44.3 0.053 -2.30 -14.2 -5.9 -55.1
30 -8.53 -1.97 -29.9 -50.1 -54.2 -29.1 -3.51
60 -55.7 -48.0 -53.0 -12.4 -50.4 -5.8 -8.24
180 -50.0 -51.8 -3.45 -43.2 -36.0 -10.1 -29.6
Table 7.8: The bias between the mode of the relative drying rate (b) posterior distribution and the true parameter
value for each observational characteristic.
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Parameter correlation
The correlation coefficient between parameters can only be well characterised when the param-
eters are retrieved successfully. Therefore for this set of observational characteristics it is only
possible to determine any correlation coefficients between the porosity and relative drying rate
parameters for the {1/0.04} and {5/0.02} observations. The highest correlations are observed be-
tween the two relative drying rate parameters with a value of 0.46 for when the parameters are
constrained by the {1/0.02} observations and 0.52 using {1/0.04} observations (Table 7.9). No
apparent correlation between the two parameters is found when the parameters were constrained
with the {5/0.02} observations, despite the fact that both parameters were constrained well with a
reduction in uncertainty of >50%. The reduction was lower than for the daily observations how-
ever and this might explain the lack of correlation. All other observational characteristics have
low correlation coefficients (0.0 to ±∼0.21). Overall there is no correlation between the porosity
and either of the relative drying rate parameters, even when the parameters are constrained using
the “best-case scenario” observational characteristics with the highest temporal sampling interval
and lowest error.
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 0.46 0.52 -0.15 -0.08 -0.08 -0.10 -0.25
5 -0.09 0.00 -0.13 -0.09 0.04 -0.06 0.22
10 0.00 -0.05 -0.05 0.05 -0.25 0.05 0.33
15 -0.21 -0.13 -0.15 0.08 0.10 -0.04 -0.07
30 -0.03 -0.08 -0.17 0.02 -0.00 0.05 -0.10
60 -0.09 -0.09 0.03 -0.11 -0.15 -0.03 0.22
180 -0.11 -0.04 -0.12 -0.19 0.28 -0.12 0.04
Table 7.9: Correlations between the RDRA and RDRB parameters using synthetic soil vwc observations from
2009 with different observational characteristics and no underestimation of observational error.
Volumetric soil moisture forward mode and model predictive uncertainty
Figure 7.4(a) shows the posterior predictive uncertainty, relative to the prior, for a case where
the porosity, rdr a and rdr b parameters are all well constrained (for the {1/0.04} observations.
As a result the posterior 95% confidence interval is extremely narrow and indistinguishable in
this figure. Figure 7.4(b) shows the mode and posterior predictive uncertainty for a case where the
porosity is well-constrained but the rdr a and rdr b parameter reduction in 95% confidence interval
is lower, around 50-60% (for the {5/0.02} observations). The posterior mode is the same as the
true value for the maximum soil moisture and approximates the true value reasonably well when
the volumetric soil moisture is less than the maximum value. Here the posterior 95% confidence
interval is slightly less well-constrained but is still very narrow compared to the prior.
Figure 7.4(c) shows the model and posterior 95% C.I. when the porosity is well-constrained
but the rdr parameters’ PPDF is not (i.e. the posterior approximates the prior). The PPDF of the
rdr parmeters contains a nigher number of values in the parameter range to which the volumetric
water content is insensitive, therefore the forward modelled soil moisture is much less variable
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(a) Synthetic {1/0.04} volumetric soil moisture observations.
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(b) Synthetic {5/0.02} volumetric soil moisture observations.
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(c) Synthetic {10/0.02} volumetric soil moisture observations.
Figure 7.4: The volumetric soil moisture from an ensemble of 500 forward model runs using the posterior
parameter distributions from Bayesian inversion using synthetic volumetric soil moisture observations. The
green area shows the prior 95% confidence interval of the CH4 flux using 3000 random samples from the joint
prior distribution of the parameters that are being calibrated in this OSSE experiment. The pink area is the
posterior 95% confidence interval and the red line is the forward mode. These results are compared to the
model run with the true set of parameters, which is denoted by the blue dashed line.
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than the truth and the posterior uncertainty is narrow and doesn’t encompass the lowest true soil
moisture values.
As the porosity parameter is less well-constrained with increasing uncertainty and decreasing
temporal sampling interval, the posterior 95% confidence interval of the volumetric soil mois-
ture itself becomes less well-constrained. Where there is a significant positive or negative bias
between the truth and the mode of the porosity posterior (e.g. Figure 7.1) the soil moisture is
also systematically over- or underestimated, for example with observations every 60 days with an
uncertainty of 0.15m3m−3 which result in a positive bias between the mode and the true porosity
value (Figure 7.5).
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Figure 7.5: The volumetric soil moisture from an ensemble of 500 forward model runs using the posterior
parameter distributions constrained with synthetic volumetric soil moisture observations every 60 days with
added random Gaussian noise of 0.15 m3m−3 and no underestimate of observational error. The results are
compared to the ’true’ model run with the default parameter values and the prior 95% confidence interval.
Figure 7.6 shows the root mean squared difference between the volumetric soil moisture for-
ward model mode and the true value. The RMSD ranges from 0.0 to 0.084, which is up to ∼15%
of the mean of the true soil moisture. The RMSD increases gradually with both increasing un-
certainty and decreasing temporal sampling interval, with a sharper increase in RMSD towards a
temporal frequency of 60 days and around an uncertainty of 0.15m3m−3 (due to the relatively high
positive bias in the porosity MAP value).
CH4 flux forward mode and model predictive uncertainty
This section examines the ability of the volumetric soil moisture observations to improve the CH4
flux predictions and uncertainty. When comparing the CH4 net flux forward model runs with the
same set of observational characteristics as the volumetric soil moisture, similar patterns emerge.
The {1/0.04} observations result in a relatively tightly constrained forward model mode which
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Figure 7.6: Plot to show the root mean squared difference between the MAP of the forward modelled volumetric
soil moisture and the true daily values for the different observational characteristics.
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corresponds to the true daily variability of CH4 very well (Figure 7.7(a)). However the true value
appears to fall outside of the 95% confidence interval of the prior at certain times of the year,
notably when the volumetric soil moisture is lower (corresponding to peaks in CH4 flux).
Figure 7.7(b) shows the case where the rdr parameters are less well constrained ({5/0.02}
observations). The posterior 95% confidence interval is greater and the forward model mode
doesn’t follow the true flux as well, though the uncertainty in the forward model runs always
encompasses the true flux.
Figure 7.17(a) shows forward model runs when the parameters were constrained with the
{10/0.02} observations. In this case the rdr parameters were not well constrained by the MH-
MCMC run. Although the true CH4 flux is estimated well at times when the soil moisture is at its
maximum value, as the porosity is well-constrained, the peak true flux is often underestimated.
The root mean squared difference between the forward model mode and the true value ranges
from 0.00025 to 0.005gCm−3d−1, for all observational characteristics (Fig 7.8, which corresponds
to 0.4 to 7.8% of the true mean daily CH4 flux. This is an order of magnitude lower than the
RMSD between the daily forward modal CH4 flux and the true value in the OSSEs using both
CH4 flux and NEP flux observations.
The forward CH4 ensemble is unable to model the peaks in CH4 flux correctly, and as the
lower values of flux are generally slightly underestimated as well this will have an impact on the
annual flux, as seen in Figure 7.9. Only for the{1,5/<=0.02} observations does the true value lie
close to the mode of the posterior annual CH4 flux.
For all other observational characteristics although the posterior is well constrained (Table 7.10),
the true annual flux value is underestimated by the posterior mode. The forward model mode -
truth bias shows most observational characteristics result in parameter constraints which underes-
timate the true flux by ∼-0.8gCm−2y−1 (Table 7.11). This bias is about 3.5% of the true value.
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 82.4 80.6 78.3 79.3 73.6 82.4 82.2
5 74.4 82.0 79.1 82.3 75.8 80.1 73.1
10 77.8 80.6 81.8 82.0 82.0 82.0 82.0
15 73.5 72.3 80.6 76.0 82.0 82.1 71.6
30 82.2 80.3 72.0 71.9 81.2 53.4 82.0
60 74.0 73.2 79.6 81.5 81.5 78.9 81.7
180 67.0 72.0 81.3 76.6 81.8 81.2 78.2
Table 7.10: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence inter-
val) for the annual CH4 flux, for each observational characteristic. (Prior 95% C.I.: 6.24295).
The high reduction in annual flux uncertainty is mostly due to the constraint of the porosity
parameter. These results highlight that it may be possible to reduce the annual model uncertainty
but the daily model output can still be wrong (i.e. here the peak flux is underestimated) if the
forward ensemble samples parameters to which the CH4 flux is insensitive. The prior can constrain
the parameters so only the regions of the parameter space to which the CH4 flux is sensitive are
sampled in the Bayesian inversion. The choice of prior is crucial. There is a systematic bias
for most observational characteristics due to the inability of the observations to constrain the rdr
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(a) Synthetic {1/0.04} volumetric soil moisture observations.
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(b) Synthetic {5/0.02} volumetric soil moisture observations.
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(c) Synthetic {10/0.02} volumetric soil moisture observations.
Figure 7.7: The CH4 net flux from an ensemble of 500 forward model runs using the posterior parameter
distributions from Bayesian inversion using synthetic volumetric soil moisture observations.
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Figure 7.8: Plot to show the root mean squared difference between the MAP of the forward modelled CH4 flux
and the true daily values for the different observational characteristics.
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Figure 7.9: Posterior distributions for the annual CH4 flux using volumetric soil moisture observations for each
observational characteristic.
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0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 0.839 -0.003 -0.445 -0.242 -0.834 -0.265 -0.690
5 -0.321 -0.583 -0.798 -0.800 -0.807 -0.807 -0.802
10 -0.816 0.342 -0.752 -0.799 -0.161 -0.831 -0.811
15 -0.515 -0.802 -0.792 0.295 -0.832 -0.794 0.934
30 -0.506 -0.752 -0.797 -0.802 -0.809 -0.814 -0.785
60 -0.808 -0.805 -0.820 -0.865 -0.801 -0.809 -0.812
180 -0.692 0.923 -0.758 -0.794 0.239 -0.818 -0.929
Table 7.11: The bias between the mode of the annual CH4 flux posterior distribution and the true annual flux
value for each observational characteristic.
parameter, even when the porosity parameter, which the CH4 flux is more sensitive to, is well-
constrained.
NEP forward model and model predictive uncertainty
Similar patterns are seen for the NEP flux in terms of which observational characteristics accu-
rately approximate the true value and result in a reduction in 95% confidence interval. The true
value is also outside the prior 95% confidence interval for peaks in NEP flux.
The true NEP flux is significantly underestimated (more so than the CH4 flux) by the forward
model mode in the summer months for observations which do not result in a reduction in the prior
95% confidence interval of the rdr parameters (e.g. Figure 7.10).
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Figure 7.10: The NEP flux from an ensemble of 500 forward model runs using the posterior parameter distri-
butions from a MH-MCMC run, for two sets of synthetic volumetric soil moisture observations with different
observational characteristics and no underestimate of observational error. The results are compared to the ’true’
model run with the default parameter values and the prior 95% confidence interval.
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The signficant underestimation of the true NEP flux in the summer months with due to the
poorly constrained rdr parameters is evident in the RMSD between the forward model mode and
the true NEP flux as seen in Figure 7.11. The RMSD can be as high as 0.19gCm−2d−1 which is
quite high given the annual true mean is close to zero (-0.0046gCm−2d−1). This is mainly due to
the negative bias of the forward model mode in the summer months. The maximum bias for the
NEP flux is lower than for the OSSEs with CH4 and NEP flux observations, but as discussed in
the section on CH4 flux this is to be expected given only a few parameters are being constrained,
with the rest assumed to be known.
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Figure 7.11: Plot to show the root mean squared difference between the MAP of the forward modelled NEP
flux and the true daily values for the different observational characteristics.
The significant bias can also be seen in Table 7.12 which shows the bias between the forward
model annual NEP flux mode and the true value. This confirms that the rdr parameters are con-
strolling the bias as the true value is only approximated well (low bias) by the {1/0.0}observations.
For all other observational characteristics the true annual flux is not approximated well by the
forward model mode and the bias in annual NEP flux is around -28gCm−3yr−1.
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 -2.273 0.040 -14.5 -7.00 -27.9 -10.4 -23.9
5 -10.2 -19.1 -27.7 -28.1 -28.0 -28.0 -28.0
10 -28.0 -16.5 -27.9 -28.1 -14.9 -27.9 -28.0
15 -17.3 -28.1 -28.1 -27.0 -27.9 -28.1 -26.4
30 -27.8 -26.6 -28.1 -28.0 -28.0 -28.0 -27.2
60 -28.0 -28.0 -28.0 -27.6 -28.1 -26.1 -28.1
180 -27.8 -26.3 -25.7 -28.1 -26.7 -27.8 -27.3
Table 7.12: The bias between the mode of the annual NEP flux posterior distribution and the true annual flux
value for each observational characteristic.
Like the CH4 flux the annual NEP flux posterior 95% confidence interval is significantly re-
duced by all observations, despite the negative bias. This reasons for this are discussed for the
210
CH4 flux and so are not repeated here. The only exception is for the {5/0.02} observations, which
show a very weak reduction in 95% confidence interval of 4.7%. This is because the rdr param-
eters are partially constrained by these observations, and therefore the true value of flux is better
approximated (with a lower bias) but the posterior uncertainty is high.
7.3.2 Discussion
Impact of the joint parameter PPDF on the volumetric soil moisture
As the modelled volumetric soil moisture is very sensitive to the porosity, the posterior predictive
uncertainty is heavily reduced by the good constraint of this parameter and the ‘true’ volumetric
soil moisture is accurately determined. Daily narrow 95% C.I. is an example of artificial narrow-
ing of the posterior as a result of the assumption of uncorrelated observations in the likelihood
function. In reality daily observations are likely to be correlated and this should be accounted for
in the likelihood through an autocorrelation function as in (Salamon and Feyen, 2010).
Although the true value is always approximated well by the posterior mode when the volu-
metric water content is at the maximum value, as it is well-constrained by the porosity, if the rdr
parameters are not well constrained the posterior mode fails to fall much below the maximum
soil moisture and does not approximate the true value (Figure 7.4(c)). This is because the volu-
metric soil moisture is only sensitive to a small range around the true value of the rdr parameters
and for large part of the rdr parameter range results in only a very slight decrease in volumet-
ric soil moisture (Fig 7.12). The rdr parameters are also important for determining the correct
daily variability. The result suggest that below (above) a certain value the rdr a (rdr b) parameters
completely restrict the daily varaibility in soil moisture and above (below) this value the the volu-
metric soil moisture is completely insensitive to changes in both parameters. This is confirmed by
a “one-at-a-time” sensitivity analsysis of the rdr parameters (Figure 7.12(a) and Figure 7.12(b)). In
addition to the restriction of daily variability, if forward model runs sample parameter values from
the insensitive regions of the rdr parameters then the posterior predictive uncertainty will be very
constrained as the model output won’t change with changing parameter value. This suggests the
prior should be better constrained if possible with ancilliary information or previous calibration
studies. If the rdr parameters were well constrained by the priors, the soil moisture is therefore a
function of the porosity.
Impact of the joint parameter PPDF of the CH4 flux
The true value of CH4 flux falls outside of the prior because the rdr parameters a and b are at the
lower and upper end of their ranges, respectively, and within a small interval where the volumetric
soil moisture is highly sensitive to their values. The true value of CH4 does fall within the maxi-
mum value of the prior (Fig 7.13), but not within the 95% confidence interval. However because
the majority of the prior parameter space is within the range to which the volumetric soil moisture
is insensitive, the prior is biased towards those values of the parameters and the 95% confidence
interval of the CH4 flux is negatively skewed as a result. If the prior was better constrained the
truth might lie within this range. It is also the case that the sensitivity of the volumetric soil mois-
ture, and therefore the uncertainty of the posterior CH4 flux, to the rdr parameters increases when
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(a) rdr a: The original parameter maximum was 1.24 but the
graph shows above ∼0.7 the model is insensitive to changes in
the parameter value.
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Figure 7.12: “One-at-a-time” sensitivity analyses of the volumetric soil moisture to the rdr parameters
the volumetric soil moisture is lower than the maximum value (i.e. the porosity).
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Figure 7.13: Plot to show that although the CH4 flux peaks are sometimes above the upper limit of the 95%
confidence interval they do in fact lie comfortably within the maximum range of CH4 values.
The true CH4 flux is often underestimated. This is because the volumetric soil moisture doesn’t
dip below the maximum value, unlike the true soil moisture, because the rdr parameters are not
well-constrained (as previously discussed). As the random parameter values in the forward model
runs are taken from the range to which the CH4 flux is insensitive this also leads to a small posterior
95% confidence interval.
Impact of the joint parameter PPDF of the NEP
The NEP flux is much more variable than the soil CO2 respiration and the CH4 flux due to the
dominant influence of the NPP flux on the temporal variability. NPP is more variable as it is
dependent in part upon atmospheric variables such as solar radiation and temperature. It is also
scaled by a moisture-related variable which is heavily dependent upon the estimated evapotranspi-
ration (EET). The EET is a function of the relative drying rate parameters, as well as the overall
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volumetric soil moisture. When the rdr a and b parameters are sampled increasingly towards the
upper and lower end of their ranges respectively the EET is very small (thus resulting in the lack
of decrease in soil moisture from the maximum value). This has a results in a much decreased
NPP flux and therefore the true NEP flux is significantly underestimated (more so than the CH4
flux) by the forward model mode in the summer months when EET is an important factor in the
hydrological balance of the model (e.g. FIgure 7.10).
Significance of the RMSD between the forward mode and true C fluxes
The RMSD between the CH4 foward mode and the true flux is order or magnitude lower than
between when CH4 observations were used. This is to be expected as the volumetric soil moisture
observations are only used to constrain the parameters involved in the soil moisture calculations.
These are not the most important in terms of CH4 flux sensitivity. The other parameters are
assumed to be known in this experiment. Nevertheless the possible error in the daily flux is
significant just for the case when the rdr parameters are poorly constrained, which were not thought
to be that important from the sensitivity analysis. As the CH4 fluxes are so small it is important to
get an accurate estimate of the true flux, especially given its high greenhouse warming potential.
Significance of the bias in the annual net C flux MAP estimates
The annual net CH4 flux MAP estimate, which is 3.5% of the true value is the result of poor
constraint of the rdr parameters which were thought to be unimportant from the results of the
sensitivity analysis. However this is due to a very wide prior PDF for the rdr parameters. The high
reduction in annual CH4 flux uncertainty is mostly due to the constraint of the porosity parameter.
These results highlight that it may be possible to reduce the annual model uncertainty but the daily
model output can still be wrong (i.e. here the peak flux is underestimated) if the forward ensemble
samples parameters to which the CH4 flux is insensitive. The choice of prior is crucial. There
is a systematic bias for most observational characteristics due to the inability of the observations
to constrain the rdr parameter, even when the porosity parameter, which the CH4 flux is more
sensitive to, is well-constrained.
The bias in the annual NEP MAP estimate for most observations would result in a more sig-
nificant sink in CO2 for this ecosystem than the true value. Whilst the biases in the MAP estimates
are not as extreme as when CH4 or NEP flux observations are used, this is still important as in
peatlands, which contain large stores of soil C, inaccurate model outputs such as this might affect
policy and management decisions, and might result in incorrect assumptions being made about the
role of soil C in land-surface feedbacks to climate change. This is another example of how poor
constraint of parameters that were thought to be relatively unimportant to the C flux, following the
results of the sensitivity analysis, have been shown to be very important in calculating the correct
peak fluxes.
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7.4 Effect of constraining the rdr parameter priors
7.4.1 Introduction and experimental set-up
As shown in Figure 7.12(a) and Figure 7.12(b), and discussed in the previous section, there is a
large region of the rdr parameter prior PDF which the model is insensitive to. It was hypothesised
that a more constrained prior PDF for the rdr parameters would result in observations with a higher
uncertainty or lower temporal sampling interval being able to constrain the rdr parameters, as the
increased information in the prior balances the decreased information in the observations. It was
also hypothesised that this would result in a wider forward model 95% C.I. as the parameters
would be constrained to a region of their parameter space to which the model is more sensitive.
Therefore a higher number of random parameter values in the forward model runs would result in
a more variable model output.
To test these hypotheses, the OSSE was therefore repeated with a constrained rdr a and rdr b
uniform prior PDF. The new prior distributions were therefore U(1.81e-24,0.7) for rdr a and U(-
15.0,-3.41) for rdr b. Above and below these values for the rdr a and rdr b parameters respectively
there is almost no change in volumetric soil moisture (and therefore C flux) which changing pa-
rameter value (Figure 7.12). Apart from the narrower rdr prior distributions, the OSSE set-up was
exactly the same as in Section 7.2.
7.4.2 Results
Analysis of the parameter PPDF
The constrained prior resulted in narrowly constrained rdr posterior parameter PDFs, and accu-
rately determined the true values, for a greater number of observational characteristics. (Fig-
ure 7.14 and Figure 7.15). The {1/0.06} and {10/0.02} observations, and to some extent the {5/0.04}
and {15/0.02} observations were able to better constrain both rdr parameters compared to the orig-
inal prior.
This set of observational characteristics (apart from the {5/0.04} observations) had higher cor-
relation coefficients between the rdr parameters (though the value was no higher than those found
using the original prior), a higher reduction in prior uncertainty, and a lower mode-truth bias).
As predicted this resulted in slightly higher values for the peaks in CH4 flux for the lower limit
of the prior 95% confidence interval (the 2.5% percentile), but not for the upper limit (Figure 7.16).
As the upper limit of the 95% confidence interval didn’t increase, the true value still lies outside
of the prior range at times of peak CH4 flux. However for those observational characteristics that
result in a narrower rdr parameter constraint with the new rdr prior, the forward model CH4 flux
ensemble mode corresponds to the truth much more closely. For example Fig 7.17 shows the CH4
flux using parameters constrained with the {10/0.02} observations, for the original rdr parameter
prior (Figure 7.17(a)) and the constrained prior (Figure 7.17(b)).
The constrained prior also general results in a wider posterior 95% confidence interval because
the parameters are being sampled from values to which the model is sensitive. This is highlighted
in Figure 7.18, which shows the forward modelled CH4 flux using parameters constrained with
the {60/0.1} observations, with both the original (Figure 7.17(a)) and constrained (Figure 7.17(b))
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Figure 7.14: Posterior distributions for the relative drying rate (a) parameter using volumetric soil moisture
observations for each observational characteristic, with the constrained rdr prior.
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Figure 7.15: Posterior distributions for the relative drying rate (b) parameter using volumetric soil moisture
observations for each observational characteristic, with the constrained rdr prior.
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Figure 7.16: A comparison between the CH4 flux prior 95% confidence intervals using the original and con-
strained rdr parameter uniform distributions (with all other soil moisture-related parameter prior distributions
remaining the same).
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(a) Original rdr prior
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(b) Constrained rdr prior.
Figure 7.17: Comparison of the effect of using the original unconstrained, and the new constrained, rdr priors on
CH4 flux forward models runs, using parameters constrained with observations every 10 days and an associated
uncertainty of 0.02m3m−3.
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rdr priors. Neither prior resulted in constrained posterior rdr parameter values, or an accurate
approximation to the truth, with this set of observations. However the posterior uncertainty is
larger for the constrained rdr priors, as it contains more forward model runs using parameter
values that the model is sensitive to, and therefore it more accurately represents the uncertainty
resulting from inaccurate parameter estimates.
Impact on the forward model mode and predictive uncertainty
For those observational characteristics which result in narrow rdr parameter posterior PDFs using
the constrained prior, the forward annual fluxes are also better approximated and the modal value
corresponds well to the true value (Figure 7.19). All other observational characteristics which do
not constrain the rdr parameter values result in annual fluxes which do not approximate the truth.
There is generally a lower reduction in uncertainty, ∼60-80%, compared to ∼71-82% with
the original rdr prior, (Table 7.13). This is likely due to the more highly constrained rdr priors
and/or the increase in posterior uncertainty resulting from a higher number of forward model runs
using parameters sampled from the sensitive region of the rdr parameter space. Again there is no
systematic pattern to the values, as with the original rdr prior, suggesting a mixture of parameters is
responsible for the narrower 95% confidence interval. The relatively high reduction in uncertainty,
even for observational characteristics that result in unconstrained posterior rdr parameters for the
new rdr prior, suggests that the high reduction in the 95% confidence interval of the porosity
parameter is largely responsible.
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 73.25 70.26 64.42 72.02 72.67 74.18 74.38
5 67.55 65.24 74.87 73.37 72.72 72.97 67.82
1 70.11 73.66 79.16 73.29 74.57 71.94 74.44
15 66.44 74.71 74.81 72.65 70.40 70.78 71.61
3 74.61 73.73 74.71 74.72 73.57 65.78 74.77
6 63.80 72.99 74.32 74.44 71.73 74.59 71.26
18 79.80 71.15 61.03 70.69 72.63 73.57 71.72
Table 7.13: Reduction in uncertainty (%) between the prior and posterior distributions (95% confidence inter-
val) for the annual CH4 flux, using the constrained relative drying rate prior, for each observational characteris-
tic. (Prior 95% C.I.: 4.367861).
7.4.3 Effect of constraining the rdr priors - Discussion
This result is a clear demonstration that the choice of prior is crucial, and that a wide and unin-
formative prior will hamper the ability of the algorithm to constrain parameter values and approx-
imate the true C fluxes and model predictive uncertainty, especially if frequent and very accurate
observations are not available. This suggests that any ancillary information or results from pre-
vious calibration exercises and a thorough investigation of the prior parameter space, with OAT
analyses for example, should be carried out in order to obtain the best estimates of prior parameter
ranges.
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(a) Original rdr prior
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(b) Constrained rdr prior.
Figure 7.18: Comparison of the effect of using the original unconstrained, and the new constrained, rdr priors on
CH4 flux forward models runs, using parameters constrained with observations every 60 days and an associated
uncertainty of 0.1m3m−3.
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Figure 7.19: Posterior distributions for the annual CH4 flux using volumetric soil moisture observations for
each observational characteristic, with the constrained rdr prior.
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7.5 Impact of bias in the volumetric soil moisture observations
As well as random error in the volumetric soil moisture observations, systematic error (bias) can
occur as a result of differences in spatial resolution between the model and observations due to
poor instrument calibration and inaccuracies in the retrieval algorithms. If the observational bias
is not accounted for in the likelihood, the result is likely to be inaccurate parameter estimates.
Biased observations will have a similar impact to model error; both would result in an offset
between the model and observations, though in reality a mixture of both sources of error will be
responsible for the observation-model difference. Bias is much easier to identify and define from
comparison with ground-observations however and therefore accounting for the bias is an easier
way to reduce the observation - model difference. This will allow for an improved model estimate,
or a more detailed investigation of the sources of model structural and/or driver error. The impact
of undefined observational bias on the parameter estimates and model predictive uncertainty is
examined in this section, before assessing how best to deal with both unknown and known bias in
the observations.
7.5.1 Experimental set-up
The OSSE set-up is identical to that described in Section 7.2 but in the following experiments a
bias was introduced into the observations. To do this a random Gaussian error with the mean set to
increasingly high negative values (instead of being set to zero) was added to the observations. The
standard deviation of the random noise (i.e. the observation uncertainty) was set to a value that
is typical for real volumetric soil moisture observations (0.05m3m−3, Dorigo et al. (2010)). The
level of bias added to the observations was the same as the uncertainty added to the observations
in the previous volumetric soil moisture experiments (i.e. an increasing bias of 0.02, 0.04, 0.06,
0.08, 0.1, 0.15 and 0.2m3m−3). The temporal sampling interval remained the same.
Two experiments were carried out:
1. The first OSSE assumes the bias is unknown, and repeats the OSSE without taking the bias
into account. The impact of the bias on the retrieval of the parameters is investigated.
2. In the second OSSE the bias is assumed to be known and is accounted for in the likelihood
of the Bayesian inversion.
The results of both experiments are presented first. The implications of the results are then dis-
cussed.
7.5.2 Unknown and undefined bias
Analysis of the Porosity PPDF
This experiment shows that, as hypothesised above, undefined observational bias results in inac-
curate and biased estimates of model parameters if the bias is larger than the uncertainty in the
observations. As the observations were negatively biased, so too was the maximum volumetric
soil moisture value, and hence the porosity parameter showed the exact same pattern of posterior
MAP - true value bias as did the observations, give or take a little due to random observational
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error (Figure 7.20 and Table 7.14). In general the porosity is well-constrained (>=88.5% error re-
duction), as a relatively small Gaussian random error was added to the observations. The decrease
in parameter constraint is the result of the decreasing temporal sampling interval of observations.
1e-5 1.0
PD
F
 Porosity
0
100
Bias 0.02 0.04 0.06 0.08 0.1 0.15 0.2
1
5
10
15
30
60
180
Figure 7.20: Posterior distributions for the porosity parameter using volumetric soil moisture observations, for
each observational characteristic, with the constrained rdr prior. The bias, as given in the right-hand column, is
not accounted for in the likelihood.
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 -0.016 -0.037 -0.061 -0.079 -0.108 -0.156 -0.203
5 -0.018 -0.051 -0.080 -0.093 -0.111 -0.146 -0.224
10 -0.010 -0.028 -0.065 -0.066 -0.103 -0.141 -0.187
15 -0.005 -0.046 -0.059 -0.089 -0.094 -0.164 -0.219
30 0.016 -0.045 -0.033 -0.066 -0.124 -0.128 -0.218
60 -0.001 0.001 -0.043 -0.054 -0.115 -0.160 -0.173
180 0.072 -0.050 -0.110 -0.081 -0.173 -0.194 -0.291
Table 7.14: The bias between the mode of the porosity posterior distribution and the true parameter value for
each observational characteristic.
Analysis of the rdr parameters’ PPDF
The rdr parameters are both constrained well (>76% and >48% reduction in 95% confidence
interval for rdr a and rdr b respectively) despite increasing observational bias, for all observations
with a daily temporal sampling interval. They are not well-constrained (<27% and <12% error
reduction for rdr a and rdr b respectively) for temporal frequencies of >5 days. This is contrary to
the original observations with increasing random Gaussian error and no systematic negative bias
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(see Section 7.3) where the rdr parameters were only well-constrained for the {1/0.04} and {5/0.02}
observations.
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Figure 7.21: Posterior distributions for the relative drying rate (a) parameter using volumetric soil moisture
observations, for each observational characteristic, with the constrained rdr prior. The bias, as given in the
right-hand column, is not accounted for in the likelihood.
0.02 0.04 0.06 0.08 0.1 0.15 0.2
1 -0.004 -0.006 0.017 -0.007 -0.006 -0.005 -0.007
5 0.102 0.014 0.022 0.636 0.693 0.677 -0.005
10 0.689 -0.006 0.051 0.007 0.611 0.042 0.209
15 0.664 0.469 0.494 0.683 -0.005 0.005 0.573
30 0.518 0.670 0.472 0.084 0.489 0.068 0.613
60 0.584 0.183 0.004 0.621 0.216 0.691 0.486
180 0.687 0.604 0.673 0.487 0.310 0.017 0.020
Table 7.15: The bias between the mode of the relative drying rate (a) posterior distribution and the true param-
eter value for each observational characteristic.
Impact on the forward mode and model predictive uncertainty
The forward model mode corresponds well to the biased observations, but therefore cannot capture
the “true” value. The calibration works as in the original OSSE with unbiased observations, show-
ing a bias needs to be taken into account in the likelihood. As the OSSE with unbiased volumetric
soil moisture observations showed, the forward model modal volumetric soil moisture maximum
value is controlled by the porosity parameter, and the decrease in soil moisture is mostly controlled
by the rdr parameters. Therefore these results show an increasing negative bias between the modal
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daily soil moisture and the true value with increasing bias (Figure 7.22(a)). As seen in the previous
volumetric soil moisture OSSEs, where the rdr parameters are well-constrained the soil moisture
decreases from the maximum value at times of low precipitation (e.g. Figure 7.22(b)). When the
rdr parameters are not well-constrained the soil moisture remains static at the maximum value
(e.g. Figure 7.22(c)). The posterior 95% confidence interval increases with decreasing constraint
of the porosity value due to decreasing temporal sampling interval. The RMSD between the true
volumetric soil moisture and the daily model mode ranges from 0.0 to 0.2m3m−3, in line with the
bias added to the observations.
Although the bias in the volumetric soil moisture observations greatly impacts the porosity
MAP estimate, this does not have a considerable effect on the forward modelled CH4 flux, as it is
relatively insensitive to the region of the porosity parameter space that encompasses both the true
value and the biased observations.
7.5.3 Accounting for a known observational bias in the likelihood function
If the observational bias is known it can be accounted for in the likelihood function by setting the
mean to the value of the bias but with the opposite sign. In this experiment the OSSE with the
biased observations (see previous section) was repeated but the mean in the likelihood was set to
the value of the bias.
As expected, this results in a well-constrained porosity parameter posterior PDF which has
a MAP value very close to the true value (Figure 7.23). The pattern in the constraint of the
parameters and forward model mode and predictive uncertainty is therefore dependent upon the
observation uncertainty and temporal sampling interval, as discussed in previous experiments. As
the error in the observations remains at 0.05m3m−3, the decrease in porosity constraint is related
to the decrease in temporal sampling interval and the rdr parameters are only well-constrained,
with a small bias between the MAP and true value, for daily observations.
7.5.4 Impact of bias in the volumetric soil moisture observations - Discussion
In the first experiment the rdr parameters were well-constrained for all daily observations, despite
the increase in bias. The true rdr parameters are very close to the limits of their range that results
in the maximum possible decrease in soil moisture. Therefore in addition to the low observational
error allowing for a good constraint of the parameters, the negative bias acts to constrain these
parameters to their true value and towards the limit of their ranges (e.g. the slight negative bias the
rdr a parameter as a result of constraint using daily observations Table 7.15). It is likely that the
rdr parameters are only well-constrained for a daily temporal sampling interval because the dips in
soil moisture under these specific climatic conditions are very short-lived. Therefore observations
with a decreasing temporal sampling interval largely miss them and the observational error is not
as low as was required (<=0.04m3m−3) by the un-biased observations with a temporal sampling
interval of >= 5 days. If the random observational error was larger the observations with a daily
temporal sampling interval would also not be able to constrain the rdr parameters. This is a very
interesting example of how biased observations can counter-intuitively help to constrain model
parameters.
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(a) Synthetic observations with a daily temporal sampling interval and a bias of -0.02m3m−3.
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(b) Synthetic observations with a daily temporal sampling interval and a bias of -0.2m3m−3.
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(c) Synthetic observations with a temporal sampling interval of 5 days and a bias of
-0.2m3m−3.
Figure 7.22: The volumetric soil moisture from an ensemble of 500 forward model runs using the posterior
parameter distributions constrained with biased synthetic volumetric soil moisture observations with varying
temporal sampling interval and added random Gaussian noise.
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Figure 7.23: Posterior distributions for the porosity parameter using volumetric soil moisture observations for
each observational characteristic, with the constrained rdr prior. The bias, as given in the right-hand column, is
accounted for in the likelihood.
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The peak in NEP and CH4 flux mode only corresponds to the true peak flux when the rdr
parameters are well-constrained, as seen in previous volumetric soil moisture experiments. The
same is true for the the annual fluxes - if the rdr parameters are not well-constrained the MAP
estimate of the annual flux is biased. The bias in the porosity does not have a significant impact
on the CH4 flux because it is most sensitive to very low values of porosity. However these results
show that if the bias in the observations is known it should be accounted for in the likelihood,
otherwise the parameter estimates will be incorrect. Whilst this may reproduce the true flux, the
values would only be conditioned on the specific observations used, and therefore cannot reliably
be used to make model predictions elsewhere.
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7.6 Relative (% saturation) soil moisture observations
7.6.1 Introduction
Some soil moisture observations are provided as a percentage of the saturation of the soil. Ground-
based instruments sometimes provide a measure of the relative soil moisture, and change detection
algorithms, used to retrieve soil moisture from active and passive microwave satellite instruments,
also provide a measure of the relative change in soil moisture (e.g. Wagner et al. (2003) and
see Chapter 2 Section 2.4 for a full description). This is a slightly different measurement to the
absolute volumetric soil moisture as the temporal variability will respond slightly differently to
different soil textural properties. For example if the porosity is high the relative change in soil
moisture will be lower for an equivalent change in absolute soil moisture, than if the porosity is
low. This was discussed in Chapter 4 Section 4.5. Relative soil moisture observations therefore
might result in slightly different parameter estimates than absolute observations. This is investi-
gated by the OSSE experiments in this section.
Two OSSEs are performed in this section. Firstly an OSSE was performed examine how useful
relative soil moisture observations are reducing the prior parameter PDF and therefore constraining
the model (Experiment 1). Following this the impact of a strong dry bias in the relative soil
moisture on the OSSE results is examined (Experiment 2). As discussed for the volumetric soil
moisture observations, there is potential that passive satellite pixels cover an area which does not
have the same soil properties as the area under study as the resolution is coarse (∼50km). Peatlands
characteristically have a near-saturated soil. If the pixel in question also covered a region with a
mineral soil the backscatter signal will contain a mixture of the relatively wet peatland soil and the
relatively dry mineral soil. For relative soil moisture this would result in lower % soil moisture.
However a simple negative bias is not sufficient to characterise the bias for relative soil moisture
observations, unlike the volumetric soil moisture, as with a change detection algorithm it is likely
that values of 100% will still be reached, despite the fact that one part of the pixel contains soil
which can hold less water.
In addition the change detection algorithm (Wagner et al., 2003) assumes that the minimum
value of backscatter is related to the minimum (wilting point) soil moisture, but again in such
saturated soils this may also never be achieved. A correction is applied to the data for semi-arid
and desert soils, where the maximum value might never be reached, and for soils at high-latitudes
where the minimum value might never be reached a value for frozen soil is used as it has similar
properties to a dry soil (Wagner et al., 2003). For peatland ecosystems at temperate latitudes the
soil is never fully frozen and the minimum value is not likely to ever be reached but it appears
that no correction is applied for such a scenario. Therefore the apparent range in % soil moisture
observations probably does not reflect the true possible range from “wet” to “dry” soil.
These various issues mean that relative soil moisture derived from a change detection algo-
rithm probably has a higher degree of variability, from 100% to low % values of soil moisture,
than is the case in reality. Thus in the final relative soil moisture OSSE the impact of an erro-
neous high amplitude of variability in soil moisture was examined. Values of 100% were still
used, which would not be the case if a simple negative bias was put into the observations, but the
resultant observations had an overall negative bias and the range of relative soil moisture values
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was increased. As the parameters’ influence on the model C fluxes has already been discussed at
length earlier in this chapter, a limited summary of the impacts on the C fluxes will be given for
the results of the experiments in this section, unless the behaviour is markedly different.
7.6.2 Experimental set-up
Designing an OSSE with relative soil moisture observations is difficult because in a relatively wet
climate such as the one being studied, the modelled soil moisture values are often at 100%, no
matter what the parameter values are. Therefore taking the default model output and adding error
to the observations will result in many synthetic soil moisture observations of >100%. Most real
observations will not go above 100% if the instrument (or algorithm, in the case of the change
detection method) has been correctly calibrated, although it is possible. On the other hand trun-
cating the observations at 100% will result in a ’wet’ bias to the observations (i.e. there would be
an unrealistically high number of soil moisture values of 100%). However the model soil mois-
ture cannot go above 100%, so the ability of the observations to constrain the model is the same
regardless of having observations >100% or equal to 100%.
Two OSSE studies were carried out in this section. The random Gaussian noise that was added
to the default model output to create synthetic relative soil moisture observations was detailed in
Section 7.2 at the beginning of this chapter.
1. In the first OSSE random Gaussian noise was added to the observations and the resultant
synthetic observations were not truncated if the value was >100%.
2. In the second OSSE if the random Gaussian noise resulted in an observation with a value
of >100% the noise was subtracted from the default model run, instead of added to it. This
simulated observations with an increasing dry bias as a higher magnitude of random noise
was added to the observations. Values of 100% were still obtained however. These observa-
tions therefore represent the bias that might be present in relative soil moisture observations,
as discussed in the introduction. The impact of the bias on the parameter constraints was
examined with the aim of investigating whether relative soil moisture observations from
satellites would be useful if they showed an unrealistically high variability.
The results of both experiments are presented first, and following this a discussion of the usefulness
of relative soil moisture observations is provided.
7.6.3 Relative soil moisture observations with values >100%
Analysis of the parameter PPDF
The most striking result of using relative soil moisture observations is that the porosity parameter
is not constrained nearly as well (highest values around 60% reduction in 95% C.I.) for any obser-
vational characteristic, and the MAP of the posterior PDF only approximates the true value for the
{1/2,5,10} and {5/2} observations (Figure 7.24). A positive skew in the posterior PDF towards the
uppermost end of the porosity range, despite the lack of parameter constraint, is visible for many
other observations with either a low error of 2% and 5% or a daily temporal sampling interval.
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Figure 7.24: Posterior distributions for the porosity parameter using relative soil moisture observations for each
observational characteristic.
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Figure 7.25: Posterior distributions for the relative drying rate (a) parameter using relative soil moisture obser-
vations for each observational characteristic.
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The rdr parameters exhibit almost the same pattern of behaviour as the porosity parameter
(e.g. Figure 7.25 for the rdr a parameter). Both are well-constrained, with the MAP correspond-
ing closely to the true value for the {1/2,5,10} and {5/2} observations. Both the rdr a and rdr b
parameters’ posterior PDFs show a negative and positive skew respectively towards their true
value for the {10,15/2} observations. Observations every 5 and 10 days with an error of 5% also
result in a negative skew in the rdr a parameter, and the {1/15} observations result in a positive
skew in the rdr b parameter PDF.
Impact on the forward mode and predictive uncertainty
As a result of this parameter behaviour, the relative soil moisture mode approximates the true
value with a narrow posterior 95% confidence interval where the parameters are relatively well-
constrained and the MAP - true value bias is small (e.g. Figure 7.26(a)). As discussed in Sec-
tion 7.3, the rdr parameters control the amount the volumetric soil moisture decreases from its
maximum value. If the rdr parameters are skewed towards their true value a decrease in soil
moisture is still evident, although the mode underestimates the decrease in soil moisture.
For the relative soil moisture observations the porosity also affects the decrease in relative
soil moisture. A positive bias in the porosity parameter also results in a lesser reduction in soil
moisture. Therefore the observational characteristics which result in skewed parameter PDFs
result in some dip in the relative soil moisture, but not enough to approximate the true value (e.g.
Figure 7.26(b)).
Where the observations result in unconstrained rdr parameters there is often no decrease in the
soil moisture, as discussed in Section 7.3. However if the porosity parameter is strongly negatively
biased the soil moisture displays odd behaviour where either the mode or at least the posterior 95%
confidence interval drops and rises rapidly, producing a “box-like” pattern. This occurs several
times in the summer months, but not at other times of the year when a decrease in soil moisture
would be expected. This behaviour is consistent with the results of the OAT sensitivity analysis
in Chapter 4 Figure 4.11. An example of this can be seen in Figure 7.26(c)). Here the bias
between the porosity MAP value and the true value is -0.499. This is behaviour not seen in the
volumetric soil moisture OSSE experiments, as the porosity was always very well-constrained by
the observations.
Unsurprisingly given the model behaviour is similar, the RMSD between the daily CH4 and
NEP flux mode and true value are similar to the inversion using volumetric soil moisture obser-
vations, ranging from 0.00025 to 0.00475gCm−2d−1, and 0.0 to 0.18gCm−2d−1 (e.g. for the CH4
flux Figure 7.27). The lowest RMSD values are for daily observations or observations with a very
low uncertainty of 2 or 5%. The biases between the CH4 and NEP annual flux MAP estimates and
the true values are again similar to the inversion using volumetric soil moisture experiments.
7.6.4 Relative soil moisture observations with a strong dry bias
Analysis of the parameter PPDF
Observations with the lowest uncertainty (2%) result in relatively well-constrained, accurate pa-
rameter values, up to a temporal sampling interval of 15 days (Figure 7.28 for the porosity pa-
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(a) Synthetic {1/2} observations.
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(b) Synthetic {10/2} observations.
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(c) Synthetic {15/5} observations.
Figure 7.26: The relative soil moisture from an ensemble of 500 forward model runs using the posterior
parameter distributions constrained with synthetic relative soil moisture observations with varying temporal
sampling interval and added random Gaussian noise.
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Figure 7.27: Plot to show the root mean squared difference between the MAP of the forward modelled CH4 flux
and the true daily values using relative soil moisture observations and different observational characteristics.
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rameter and Figure 7.29 for an example of the rdr parameter behaviour). Observations with a
temporal sampling interval of 5 days also show this behaviour at errors of <=5%. Daily observa-
tions result in good parameter constraint for errors up to 30%. The rdr parameters are constrained
towards their true value and beyond to the limit of their range (biases of up to -0.007 for the rdr a
parameter).
The porosity has a high negative bias (between -0.48 and -0.54) for daily observations and
errors between 5 and 30%. This parameter behaviour is due to the high variability in soil mois-
ture, especially at higher observational error. The OAT sensitivity analysis (Chapter 4 Figure 4.11)
showed that the lower the value of porosity and rdr a parameters, and the higher the rdr b param-
eter, the greater the variability of relative soil moisture. The negative bias of the observations at
high observational error (some values are as low as ∼10% for 30% soil moisture), results in the
strong biases in the parameter posterior PDFs. However this is only the case for daily observations
as less frequent observations do not pick up short timescale decreases in modelled soil moisture.
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Figure 7.28: Posterior distributions for the porosity parameter using relative soil moisture observations with a
dry bias, for each observational characteristic.
Impact on the forward model mode and predictive uncertainty
If the porosity is positively skewed and the rdr parameters are skewed towards their true value
there will be some dip in the soil moisture but the C flux peaks might be underestimated. Only the
{<=15/2} observations result in accurate approximations of the soil moisture and C fluxes in this
experiment as the parameters are tightly constrained to their true value. The remaining observa-
tional characteristics result in poorly constrained parameters and therefore generally underestimate
decrease in soil moisture and the true peak flux.
However, if the porosity and rdr parameters are strongly skewed towards the end of their
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Figure 7.29: Posterior distributions for the relative drying rate (a) parameter using relative soil moisture obser-
vations with a dry bias, for each observational characteristic.
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ranges which results in the largest dip in soil moisture (negative bias for the rdr a and porosity,
and positive bias for rdr b), the dip in soil moisture can be very dramatic, and much lower than
the true value (Figure 7.30(a)). This can result in an overestimation of the true CH4 flux and
an underestimation of the NEP flux. However this is only significant in the case of the {1/5-30}
observations (e.g. Figure 7.30(b) for CH4 flux observations and FIgure 7.30(c) for the NEP) and
the {5/5,10} observations.
7.6.5 Relative (% saturation) soil moisture observations - Discussion
The results showed that similar parameter constraints can be achieved using both volumetric and
relative soil moisture observations, with no particular benefit to using either type, if there is no
bias in the observations.
The results from these experiments are important as they suggest that relative soil moisture
observations that are likely to be obtained in this type of ecosystem from passive microwave satel-
lite change detection methods are likely to have too high a variability to accurately constrain the
parameters, unless they have an error of <=2%. If the observations have a daily temporal sampling
interval (or in some cases with a temporal sampling interval of <=5 days) it is likely the porosity
and rdr parameters will be very biased and therefore will produce a dramatic overestimation of
the true CH4 flux and underestimation of the NEP. For all other observations the parameters will
not be well-constrained and the peak flux will be underestimated, though this is the case for un-
biased observations as seen in the previous experiment. This requirement is not too different from
previous soil moisture (both relative and absolute) OSSE experiments, but the need for a very low
observation error is more obvious, even for daily observations.
7.7 Discussion
7.7.1 Observational characteristics which result in a good constraint of soil mois-
ture related parameters
The results of this chapter show that both relative and absolute volumetric soil moisture obser-
vations can be used to constrain the soil moisture - related parameters of the CASA-CH4 model,
but only for observations with a high temporal sampling interval and low observational error. For
volumetric soil moisture, the {1/<=0.06} and {5,10/<=0.02} observations, and to some extent the
{5/0.04} observations, result in good constraint of all of the relevant parameters and therefore accu-
rately modelled C fluxes with narrow posterior 95% confidence intervals. For relative soil moisture
only the {1/<=10} and {5/2} observations resulted in accurate and well-constrained parameter and
model C flux estimates.
The choice of prior range for the parameters does impact the level of observation uncertainty
and the temporal sampling interval of observations which can be used to constrain the parameter
estimates and model fluxes. This is the nature of Bayesian inversion; both the observations and the
information in the prior distributions are used to improve estimates of the variable being examined.
The ability of the algorithm to constrain the model flux estimates will be improved by finding all
of the available information on the possible range of parameter values, so as to limit the prior.
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Figure 7.30: The mode and 95% confidence interval for different model state variables from an ensemble of 500
forward model runs using the posterior parameter distributions constrained with synthetic relative soil moisture
observations with a daily temporal sampling interval and 20% added random Gaussian noise. The error as been
subtracted from the default model output if the value of the resultant observation would be >100%.
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This is a necessity if the quality of the observations is poor. This can be achieved through field-
based measurements, for example the likely range in porosity values can be measured at the site.
Often the parameterisation of soil C models has been designed for mineral soils (Chimner et al.,
2002). This is true for the rdr parameterisation in this model. The calculations are based on the
soil texture, i.e. % sand and clay etc. Organic soils do not have sand or clay and therefore it is
possible parameters that can be used to describe the soil textural properties of organic soils should
be used in the model implementation. This would mean the parameters would be more physically
based and could be more easily measured (and therefore the prior values constrained) in the field.
7.7.2 Impact of a bias in the volumetric soil moisture observations
A bias in the volumetric soil moisture observations mostly impacted the porosity parameter. How-
ever this did not greatly impact the C fluxes as they are relatively insenstive to the porosity param-
eter in that particular region of the parameter space, even with a negative bias in the observations.
The bias did have the unexpected result of allowing a greater constraint of the rdr parameters when
the temporal sampling interval was low enough. This surprise result proves that the algorithm’s
ability to accurately constrain the parameters is not always intuitive. A synthetic experiment can
aid our understanding of what is possible with different observational characteristics. If the ob-
servations are biased the only way to account for the bias properly is to have an estimate of the
bias, from validation with ground-truthed observations for example, and to modify the likelihood
accordingly. Although the OSSE studies which examined the impact of bias were applied to soil
moisture observations, similar experiments could be done for other observations.
7.7.3 Impact of a bias in the relative soil moisture observations
If there is a strong dry bias in the relative soil moisture observations this can result in poorly
constrained and innacurate parameter estimates. Low % soil moisture values are likely to result in
extreme biases in the porosity and rdr parameters, pushing them into the regions of their parameter
space that greatly impact the C fluxes. A strong negative bias in the porosity and rdr a and positive
bias in the rdr b parameter will result in a large overestimate of the CH4 flux and a significant
underestimate of the NEP flux. Hence care should be taken with these observations to ensure the
variability in the relative soil moisture is not unrealistically high. As this is not a simple bias,
as would be the case for the volumetric soil moisture observations, it is not a simple matter to
take account of it in the likelihood of the Bayesian inversion. The distribution of the bias in the
observations needs to be properly characterised. A new error model in the likelihood is needed to
deal with a more complicated bias.
7.7.4 Influence of soil moisture observations on modelled C flux estimates
The RMSD and annual flux biases are smaller for soil moisture observations than for the C flux
observations in general (Chapters 5 and 6). This is to be expected, as only a few parameters are
being constrained in these experiments. However the values are still significant (the RMSD can
be up to 7.8% of the mean daily CH4 flux and the annual flux bias is 3.5% of the true annual
CH4 flux). The mean of the NEP flux is ∼0 and so an RMSD value of 0.19gCm−2d−1 is quite
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significant. The bias in the annual NEP flux can be up to ∼-28gCm−2y−1. Given the true annual
flux is -1.68gCm−2y−1, this represents quite a large underestimate. However, as already discussed,
for the “best-case” observational charactersitics the errors are very small.
An interesting finding from these experiments is the significance of the rdr parameters on the C
fluxes. The constant underestimate of the C fluxes at higher observation error and lower temporal
sampling interval is due to the lack of constraint of the rdr parameters. The importance of the rdr
parameters was not highlighted in the sensitivity analyses as their impact on the C flux is smaller
than for other parameters (the porosity parameter appeared to have a higher importance). This is
because the sensitivity analysis takes into account the whole range of parameter values, and only
more extreme values of porosity affect the flux, as seen in the relative soil moisture experiments.
Also the sensitivity analysis looked at the average daily change in the model C fluxes as a result of
a change in the parameters. The rdr parameters only affect the peak fluxes so they will not appear
to be as important as other parameters where a change in the value will affect the whole timeseries.
However it is crucial to be able to model the peak fluxes, as what appears to be a small change in
the peak fluxes will greatly affect the annual net C balance.
7.7.5 Available satellite-derived soil moisture estimates
There are not many satellite datasets that are currently operationally available for the area con-
sidered here that could meet the characteristics needed to accurately constrain the soil moisture -
related parameters. The passive microwave instruments on board SMOS and AMSR-E (and the
associated algorithms), are expected to produce soil moisture estimates with an accuracy of 0.04
and 0.06m3m−3 respectively (Kerr et al., 2001; de Jeu et al., 2008). Validation results have shown
that this level of error can be acheived but no validation studies in extremely wet sites have yet
been carried out. As the study site used here is small, and the surrounding soils will have a lower
soil moisture, it is likely that these observations will have a negative bias. Therefore to use them
in the calibration framework some ground truth data will be required in order to estimate the bias
in the observations. The only other instrument that is currently available and could possibly meet
the necessary requirements is the scatterometer, ASCAT, on board the Met-Op satellite. ASCAT
soil moisture observations are derived from a change detection algorithm (Wagner et al., 2003)
and therefore are relative. Near-daily observations are available but the errors are as high as 10%,
so it is not clear that they will be useful. In addition, they are likely to have a strong dry bias, as
detailed earlier in the chapter, and therefore will not be useful for constraining parameter estimates
of the CASA-CH4 model. In the near-future operational SAR products may become available or
methods to downscale low resolution datasets using other higher resolution EO datasets (optical,
thermal and SAR) may become more widespread and an operational product released. It has been
tried this for parts of the southern hemisphere (Wagner et al., 2008).
7.8 Conclusions
The main findings of the experiments in this chapter are summarised as follows:
• The {1/<=0.06} and {5,10/<=0.02} volumetric soil moisture observations, and to some ex-
239
tent the {5/0.04} observations result in good constraint of all of the relevant parameters and
therefore accurately modelled C fluxes with narrow posterior 95% confidence intervals.
• The {1/<=10} and {5/2} relative (%) soil moisture observations also result in accurate and
well-constrained parameter and model C flux estimates.
• The rdr parameters are important for accurately modelling the peaks in C fluxes, as they
control the amount the soil moisture dips below the maximum value at times of decreased
precipitation.
• If the observation bias is not accounted for in the likelihood the parameters might be well-
constrained but to the wrong value.
• Observations from passive radiometer instruments such as AMSR-E and from active scat-
terometer measurements are on the threshold of meeting the accuracy and temporal sam-
pling interval requirements specified here. However as the size of the site being investigated
is small compared to the size of the pixels it is likely the data contain a bias, therefore its
use is dependent on the bias being accounted for, as discussed.
• The choice of priors is of great importance in terms of being able to constrain the model if
the observations are of relatively poor-quality.
This chapter has examined the observational characteristics required of volumetric and relative
soil moisture observations, as well as issues that might arise when combining EO data with a model
in a Bayesian inversion framwork. The OSSE design has proven to be very flexible in this regard,
allowing insights into how the calibration process is affected by the observational characteristics
and model structure. It has also shown that it can highlight some aspects of the model which
were deemed unimportant from other analyses, thereby allowing a greater understanding of the
workings of the model and the identification of possible weaknesses.
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Chapter 8
OSSE to examine the impact of
unknown model error
8.1 Introduction
The previous OSSE studies in Chapters 5, 6 and 7 have assumed there is no error in the model.
This is unlikely to be the case in reality. Model structural error should be accounted for in the
likelihood function of the Bayesian inversion. If it is not, the parameter posterior distributions will
also represent the model error. It is very difficult to identify all sources of model structural error
however. This could be due to incorrect processes, or incomplete representation of the dynamics
of the system. It is therefore probably that the model structural error will not be fully accounted
for in the Bayesian inversion.
The aim of this chapter is to investigate the impact of unknown model structural error on the
inversion results. The ability of the observations to constrain the parameters in such a way as
to take into account the errors in the model is examined. The impact of such an error on the
parameter estimation and constraint, as well as the model predictive uncertainty, is examined by
setting up a twin experiment, where the default model was altered to produce new “true” model
state variables, which were then used to create “true” synthetic observations. The original (now
“inaccurate“) model was used in the Bayesian. The details of the experimental set-up are outlined
in the following section.
The following questions will be addressed in this chapter:
1. Are the observations able to account for an error in the model used in the Bayesian inver-
sion?
2. How does this change with increasing observation uncertainty?
3. Do the results help to identify the error and whether the parameters can help to account for
the model error by a shift in their values away from the true value?
The experimental set-up is detailed in the next section. Following this the results of three
OSSE studies, outlined in the experimental set-up, are presented. The discussion at the end of the
chapter aims to answer the questions outlined above. The significance of the error in the model,
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and possible solutions to the problem of obtaining inaccurate results from the inversion are also
discussed. Finally the conclusions of the main findings of the experiments in this chapter are
provided.
8.2 Experimental set-up
The experimental set-up is essentially the same as the original OSSE using NEP observations
(Chapter 6 Section 6.2). The same parameters are included in the calibration and the same uncer-
tainty and temporal sampling interval are used to create the observations. However in this chapter
a “twin” experiment is used to investigate the impact of model error on the inversion. In a “twin”
experiment the model used to create the synthetic observations is different from the model used in
the inversion. Here this is achieved by modifying the default model NEP flux output in order to
create the new “true/accurate” model behaviour, from which synthetic observations were derived.
The original (now “inaccurate”) model was used in the inversion as the aim is to test the ability of
the observations to account for the model error with a shift in the parameter posterior distributions.
Two experiments were performed:
1. In the first experiment the amplitude of the annual NEP cycle from the default model outputs
was increased. This is the new, accurate model. To achieve this the NEP flux was decreased
by 30% from in the winter months (January to the end of March, and from October to the end
of December). In the spring and autumn (April and September) it was increased by 60% and
in the summer months (May to the end of August) it was increased by 90%. This resulted
in a higher NEP flux in the middle of the year and a lower flux in the winter. The original
(now “inaccurate”) modelled NEP flux is compared to the new (now “true”) NEP flux in
Figure 8.1. The synthetic observations were created from these the new (true/accurate)
model in the same way as the other OSSE studies. This experiment is designed to test the
hypothesis that the parameter distributions, conditioned on the observations derived from
the true NEP, would account for the error in the model by a shift in the MAP estimate.
This hypothesis is derived from the OAT sensitivity analysis which showed that changing
parameter values mostly lead to a change in the magnitude of the flux, but not the temporal
trend.
2. In the second experiment the amplitude of the annual NEP was changed as per the first ex-
periment. In addition, the phase of the annual cycle was modified by shifting the timeseries
forwards by one month (Figure 8.2). This results in a shift in the timing of the period of
peak NEP flux. It starts later in the year (beginning of August instead of beginning of July)
and decreases later (in mid-November instead of mid-September). The peak flux therefore
remains higher later in the year than the original model. This experiment is designed to
test the hypothesis, put forward following earlier model experiments, that the parameter
distributions, conditioned on the observations derived from the true NEP, can account for a
change in magnitude of the flux, but not a change in the temporal trend. The reason for this
is laid out in the description of first experiment.
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Figure 8.1: Plot to show the difference between the original (“inaccurate”) NEP flux and the new (“true”) NEP
flux created by increasing the amplitude of the annual cycle of NEP flux.
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Figure 8.2: Plot to show the difference between the original (“inaccurate”) NEP flux and the new (“true”) NEP
flux created by increasing the amplitude of the annual cycle of NEP flux and shifting the phase of the annual
cycle by one month.
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An OSSE was carried with the original (inaccurate) model used in the inversion, to investigate
whether the observations, created from the accurate (“true”) NEP timeseries would result in a
shift in the parameter values which would be able to replicate the “true” flux. The results of
each experiments are described first. Following this the results of both experiments are discussed.
Finally the main conclusions from the experiments in this chapter are outlined.
8.3 Error in the amplitude of the annual cycle of the NEP flux - Re-
sults
8.3.1 Parameter PPDF
In the original OSSE experiment with NEP flux observations (Chapter 6), the autotrophic res-
piration scalar, LUE, porosity and SR max parameters all displayed correlated behaviour at low
observational errors, i.e. the PPDFs were well-constrained with respect to the prior, but the MAP
estimate did not correspond to the true value. The forward models however showed good con-
straint (reduction in the 95% confidence interval) and an accurate approximation of the true flux,
despite the fact the parameter MAP estimates were significantly biased. This is due to parameter
correlation and model equifinality, and was discussed in detail in Chapter 6.
The same parameter behaviour is seen in this experiment, although the Q10 l parameter is
better constrained by the observations at a slightly higher observation error than in the original
experiment (Figure 8.3, compared to Figure 6.1). The other parameters show a similar pattern
of non-systematic, behaviour, i.e. well-constrained PPDFs with MAP estimates which did not
correspond to the default parameter value. (e.g. Figure 8.4 for the autotrophic respiration scalar,
compared to the original NEP OSSE study Figure 6.3). The sign of the biases of the MAP estimate
of each parameter at low observation error are often different than in the original experiment. In
the original OSSE with NEP observations the bias in the parameters was dependent upon the
specific noise realisations (i.e. the random Gaussian noise added to the observations) but in this
experiments in this chapter, the bias in the parameters may be due to their accounting for the
different temporal trend of the new, “accurate” model. The correlation coefficients between the
LUE and autotrophic respiration scalar are all very high (0.51 to 0.98) for the observations with
an uncertainty of <=1.0gCm−2d−1, suggesting that model equifinality has a role to play in the
constraint of the MAP of the parameter PPDF.
8.3.2 NEP forward model mode and model predictive uncertainty
As expected there is a number of combinations of the parameters which result in an accurate
forward model flux for observations with a low uncertainty (∼<=0.2gCm−2d−1). The best-case
observations are used to investigate whether the parameters can account for the error in the model
used in the Bayesian inversion, and therefore whether the true flux could be replicated. Figure 8.5
shows that the forward model mode more closely approximates the true flux (with increased am-
plitude of the annual cycle) than the original inaccurate model (black line). The NEP flux in the
summer months is very accurately depicted by the forward mode, whilst in the winter months
the true flux is slightly overestimated by the forward mode. This demonstrates that the parameter
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Figure 8.3: Posterior distributions for the Q10 litter parameter, using NEP observations, for each observational
characteristic. The axes are the same for all histograms, and are shown at the bottom and left hand side of the
figure. The red line shows the prior distribution and the blue, the posterior. The vertical black dashed line shows
the true value. The histogram plots are arranged with increasing observation uncertainty along the columns and
increasing temporal sampling interval down the rows. The magnitude of the observation uncertainty is given in
the top row, and the temporal sampling interval is given in the right-hand column.
PPDF, conditioned on the observations derived from the true flux, have resulted in the mode of the
forward NEP ensemble corresponding well to the true NEP. Therefore a shift in the parameters
can deal, to some extent, with a error in the magnitude of the flux in the model.
This remains true for most of the observational characteristics which result in constrained
parameter PPDFs. As observation error increases and temporal sampling interval decreases the
information in the observations is unable to improve on the information contained in the prior,
and therefore forward model mode does not approximate the true flux quite as well, resulting in
some parts of the year where the forward mode corresponds more closely to the inaccurate model
(e.g. Figure 8.6). However for all of these observational characteristics the overall amplitude of
the forward mode is close to the that of the true flux.
At higher observational error (>0.5gCm−2d−1) the observation uncertainty is too large to result
in an improvement in the prior PDF of the parameters. It is also larger than the model error (see
the RMSD value in Figure 8.1), and therefore the lack of information in the observations is more
significant in terms of restricting the inversion, than the model error. The forward mode does not
correspond to the true flux, or to the original inaccurate model. As found in the OSSE with the
original NEP flux observations, forward model behaviour is dominated mostly by the biases in
the autotrophic respiration scalar and LUE parameter, which are influenced by the observation -
model trend which results from the specific noise realisations.
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Figure 8.4: Posterior distributions for the autotrophic respiration parameter, using NEP observations, for each
observational characteristic.
8.3.3 RMSD between the forward mode and true flux
The RMSD ranges from ∼0.3 to ∼0.45gCm−2d−1 for the low observational characteristics which
result in a good approximation of the amplitude of the annual cycle of the true NEP flux (Fig-
ure 8.7). This range is comparable to the original OSSE with NEP flux observations for all
observational characteristics, not just the observations which constrain the parameters. In this
experiment the RMSD increased to 2.8gCm−2d−1 for the worst-case observational characteristics
(Figure 8.7), which is significantly more than found in the original OSSE.
8.3.4 Annual NEP
The annual NEP flux follows the same pattern of good correspondance to the true value and narrow
posterior PDF as the Q10 l parameter, confirming that these observational characteristics do result
in the model being able to account for the error in the annual variability by altering the parameter
values (Figure 8.8). The bias between the annual NEP flux MAP estimate and the true value is
larger for these observational characteristics than in the original NEP OSSE experiment however
as the winter flux is overestimated in general. This results in a postive bias of ∼30 to 40gCm−2y−1,
whereas the bias values in the original OSSE for the low observational error and high temporal
sampling interval ranged between ∼ -1 to 1gCm−2y−1.
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Figure 8.5: A ’zoomed-in’ view of the forward modelled NEP flux from 500 model ensembles of the posterior
parameter PDFs (red line), using observations with a daily temporal sampling interval and a random Gaussian
error of 0.05gCm−2d−1. The mode is compared to the true flux (blue line), the observations used to constrain
the parameters in the Bayesian inversion and the “inaccurate” model with the incorrect amplitude of the annual
cycle, used in the Bayesian inversion (black line). The green area shows the prior 95% confidence interval
of the CH4 flux using 3000 random samples from the joint prior distribution of the parameters that are being
calibrated in this OSSE experiment. The pink area is the posterior 95% confidence interval and the red line is
the forward mode. The posteror confidence interval is not clearly visible as it is very narrow.
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Figure 8.6: A ’zoomed-in’ view of the forward modelled NEP flux from 500 model ensembles of the posterior
parameter PDFs (red line), using observations with a temporal sampling interval of 60 days and a random
Gaussian error of 0.1gCm−2d−1. The mode is compared to the true flux (blue line), the observations used to
constrain the parameters in the Bayesian inversion and the “inaccurate” model with the incorrect amplitude of
the annual cycle, used in the Bayesian inversion (black line).
10 20 30 40 50 60
Temporal frequency (days)
1
2
3
4
5
A
b
s.
 e
rr
o
r 
(g
C
m
−3
)d
−1
0.0
0.3
0.6
0.9
1.2
1.5
1.8
2.1
2.4
2.7
R
M
S
D
Figure 8.7: The RMSD between the daily forward modelled NEP flux mode and the true flux value for all
observational characteristics. The “inaccurate” model used in Bayesian inversion resulted in the incorrect am-
plitude of the annual cycle but the synthetic observations were produced from the “true” flux.
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Figure 8.8: Posterior distributions for the annual NEP flux, using NEP observations for each observational
characteristic.
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8.4 Error in the amplitude and phase of the annual cycle of the NEP
flux - Results
8.4.1 Parameter PPDF
The parameters mostly show a very similar pattern of behaviour to all previous OSSE experiments
with NEP flux observations, i.e. the Q10 l parameters are well-constrained for observations with
an uncertainty of <=0.2gCm−2d−1 (and higher if the temporal sampling interval is smaller). For
the same observational characteristics the remaining parameters, specifically the autotrophic res-
piration scalar and LUE, are well-constrained but not to the default value. This could be due to
model equifinality but also due to their accounting for the inaccurate model. However, as in the
previous experiment the correlations between the two parameters to which the NEP is most sensi-
tive (LUE and autotrophic respiration scalar) range between 0.46 and 0.98 for observation with an
uncertinty of 1.0gCm−2d−1, therefore again model equifinality probably has a role to play in the
constraint of the MAP of the parameter PPDF.
8.4.2 NEP forward model mode and model predictive uncertainty
As per the previous experiment, the daily observations, with an error of 0.05gCm−2d−1 were ex-
amined to investigate whether the parameter PPDFs, conditioned on the observations derived from
the true (new, “accurate”) flux, could account for the error in the model used in the Bayesian in-
version. The results showed that even the “best-case” observations cannot accurately approximate
the true flux approximated, and specifically the model cannot replicate the temporal trend (Fig-
ure 8.9). Instead it is much closer to the original inaccurate model trend (black line in Figure 8.9).
The true peak flux is underestimated by the forward mode and the true flux in the winter months
is overestimated by the forward mode. Therefore the annual variability is lower than it should be.
The increase in the true flux occurs later in the year and this is not captured by the forward mode.
This shows the parameters, conditioned on these observations cannot reproduce the shift in phase
caused by the error in the model used in the Bayesian inversion. In the winter months the mode is
inbetween the truth and the incorrect model, suggesting that the parameters might be accounting
in part for the different magnitude of the flux, but it is clear that the observations have not resulted
in a shift in the parameters which would account for a shift in the phase of the annual cycle, and
thus in general the magnitude of the flux is wrong.
As in the previous experiment, at a certain level of observation error the parameters are not
able to be well-constrained and the observation error is larger than the error between the inaccurate
model and true flux, which is ∼0.5gCm−2d−1. Thus, especially for lower frequency observations
with a larger error, the parameters are not well-constrained and therefore neither is the forward
model 95% confidence interval (e.g. Figure 8.10 for the {10/2.0} observations). The wider un-
certainty in the forward model captures most of the peaks in the true flux, despite the inability of
the model to replicate the truth. However the decrease in NEP in the winter months is outside the
prior 95% confidence interval. This is the case for all observational characteristics.
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Figure 8.9: A ’zoomed-in’ view of the forward modelled NEP flux from 500 model ensembles of the posterior
parameter PDFs (red line), using observations with a daily temporal sampling interval and a random Gaussian
error of 0.05gCm−2d−1. The mode is compared to the true flux (blue line), the observations used to constrain
the parameters in the Bayesian inversion and the “inaccurate” model with the incorrect amplitude and phase of
the annual cycle, used in the Bayesian inversion (black line).
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Figure 8.10: A ’zoomed-in’ view of the forward modelled NEP flux from 500 model ensembles of the posterior
parameter PDFs (red line), using observations with a temporal sampling interval of ten days and a random
Gaussian error of 2.0gCm−2d−1. The mode is compared to the true flux (blue line), the observations used to
constrain the parameters in the Bayesian inversion and the “inaccurate” model with the incorrect amplitude and
phase of the annual cycle, used in the Bayesian inversion (black line).
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8.4.3 RMSD between the forward mode and the true flux
The RSMD ranges from 0.4 to 0.8gCm−2d−1, for the “best-case” observational characteristics
where the parameters and forward model are well-constrained. The range is ∼0.4gCm−2d−1 higher
than for the previous NEP model error experiment with just an inaccurate representation of the
magnitude of the flux.
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Figure 8.11: The RMSD between the daily forward modelled NEP flux mode and the true flux value for
all observational characteristics. The “inaccurate” model used in Bayesian inversion resulted in the incorrect
amplitude of the annual cycle but the synthetic observations were produced from the “true” flux.
8.4.4 Annual NEP
Although the daily forward mode clearly does not accurately reproduce the true flux as well, the
bias between the annual flux MAP estimate and the true value ranges between∼-15 to 16gCm−2d−1
for those observational characteristics which result in good parameter constraint, which is lower
than for the same observational characteristics in the previous experiment.
8.5 Discussion
8.5.1 Ability of the observations to account for an error in the model used in the
Bayesian inversion
The main finding of the experiments in this chapter is that a shift in the parameter PPDF, con-
ditioned on the prior and observations derived from the true (new, “accurate”) flux, may well be
able to account for an error in the amplitude of the annual C cycle in the model which consitutes
a change in the magnitude of the resultant C fluxes. However the parameters cannot reproduce a
change in the temporal trend or shift in the phase of the annual cycle. This can be hypothesised
from the sensitivity analysis, which showed that a change in parameter values mostly resulted in a
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shift in the magnitude of the fluxes, but not a change in the annual temporal trend. The results of
the OSSE add weight to this hypothesis.
A change in the magnitude of the flux as a result of structural error in the model could also be
thought of as analgous to a bias in the observations. As seen in Chapter 7 the parameters cannot
always account for a bias in the observations; it depends upon the sign and magnitude of the bias
and the effect of the parameters on the model state variables. The C fluxes are sensitive to many
parameters, and therefore it is possibly more likely that some of the parameters will be able to
account for some of the change in magnitude of the flux.
It is interesting that the behaviour of the parameters is much the same. The inversion re-
sults in well-constrained parameters (for observations with a low uncertainty) but is unable to
reproduce the true flux. It might be expected that a poorly estimated C flux might result from
poorly-constrained parameters. There are two possible reasons why this might not be the case.
Firstly, the error in the model only affects parts of the year. The amplitude of the annual trend is
larger, and the flux remains high later in the year than the original model, but between the middle
of April and the end of July, and in August the fluxes are a similar magnitude.
Secondly, differences between the inaccurate model trajectory and the observations derived
from the true flux sometimes smaller than the change in flux as a result of the sensitivity of the
parameters. The wide prior 95% confidence interval of the NEP is testament to that. The OAT
analyses showed for example that the NEP could reach values of ∼17gCm−2d−1 with high LUE
values (Chapter 4 Figure 4.12(b)). If interactions with other parameters are included the daily
model sensitivity could be even higher. For these two reasons it is not surprising that the param-
eters are reasonbly well-constrained, despite the error in the model used in the inversion. This
demonstrates that good-constraint of parameters does not always lead to an accurate prediction of
the daily flux, which is key finding of the experiments in this chapter. Well-constrained parameters
result in a narrow forward model 95% confidence interval. It is possible that if a model calibration
were performed, a high reduction in the prior uncertainty of the parameters and would give false
confidence in the calibration results.
8.5.2 Significance of the RMSD between the forward mode and the true flux
The range in RMSD values between the forward mode and true flux is higher for these experiments
than for the original OSSE with NEP fluxes, even for the first experiment where the parameters
could account for the model error. However even with the error in the model the range of RMSD
values is lower than if CH4 observations were used to constrain the parameters with the accurate
model. The highest value (0.45gCm−2d−1) is larger than the RMSD between the accurate and
inaccurate models, suggesting that for observations with a higher uncertainty and lower temporal
sampling interval the RMSD is at least partly due to error in the observations.
The RMSD between the daily forward mode of the NEP flux and the true value in the sec-
ond experiment show the inability of the parameters to depict the true flux, even with the lowest
observation uncertainty. The range is ∼0.4gCm−2d−1 higher than the first experiment with just
an inaccurate representation of the magnitude of the flux. Given the true mean daily NEP flux in
both experiments is close to zero but negative, the RMSD values (lowest ∼0.3gCm−2d−1) could
result in a switch of the NEP flux from a source to a sink, as has been found for most other OSSE
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experiments.
8.5.3 Significance of the bias the MAP and true annual NEP
The bias in the annual flux MAP estimate for the observations which do result in well-constrained
parameters in the first experiment is large (30 to 40gCm−2y−1). As the true annual flux is -
26.5gCm−2y−1 this again, as with most other OSSE experiments is a significant bias and would
result in a switch in the annual NEP from a source to a sink. Therefore although the best-case ob-
servations do result in the parameters accounting for an error in the C flux magnitude in the model,
the annual flux estimate would lead to incorrect assumptions about the net C balance. However this
is still not anywhere near as large as the biases found for those observational characteristics that do
not constrain the flux, which can be in the hundreds of gCm−2y−1 as for other OSSE experiments
with C flux observations.
This bias in the MAP estimates of the annual NEP is lower for the “best-case” observations in
the second experiment than for the first, despite the fact the forward mode is unable to accurately
replicate the true flux. This is because the peak NEP in the summer months is generally underesti-
mated, but the NEP in the winter months is overestimated. Therefore the resultant annual NEP is
similar for the inaccurate model and the true flux. At these values the net annual NEP would not
switch from a source to a sink, unlike most other OSSE NEP flux results. The highest bias reaches
1125gCm−2y−1, which is significant, but again is still lower than found for the annual NEP MAP
estimates when the model is constrained using CH4 flux observations.
8.5.4 Causes of the discrepancy between the forward mode and the true flux
Of course in reality the inability of the model to replicate the true flux may be due to other factors
than model structural error. It may be that the priors are too conservative. If so it would be
impossible for the observations to constrain the parameters to values that could reproduce the flux.
It may also be that the uncertainty in the observations is too small, thereby restricting the inversion.
The final alternative is that parameters not included in the calibration will be able to account for
the difference between the observations and the model. The sensitivity analysis does not provide
a incontrovertible answer to the question of which parameters will or will not result in an accurate
model output through parameter constraint. These factors should be looked into before a model
structural error is considered. However, if the ensemble runs using parameters sampled from the
prior distribution show that the trend cannot be replicated by the model, due to the constraint of
the inputs and model physics (which is the case here) it will be clear that the mismatch between
the observations and the model is due to an error in the model.
8.5.5 Identification of an inaccurate forward mode using real observations
Although in the synthetic experiments where the “true” flux is known it is obvious when the
forward model does not correspond well to the true flux, the results of the OSSE have shown that
in reality a possible model error can be inferred or identified when the forward model, constrained
with observations with a low uncertainty, does not match the temporal trend of the observations.
However, if the observation error is larger than the model error it will not be clear whether the
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difference between the model and the observaitons is due to an error in the model or the error in
the observations, and resultant unconstrained parameters.
8.5.6 Solutions to the problem of an inaccurate forward mode
As discussed above, widening the prior distributions of parameters for which there is little infor-
mation and only narrowing the prior for the most sensitive parameters. This might result in a better
replication of the true flux. If the inversion results in parameter MAP estimates which are unre-
alistic, or are physically impossible, this would reveal the presence of model deficiency. Another
possible method of dealing with the discrepancy between the model and the true flux would be to
relax the observation uncertainty. This would probably result in less well-constrained parameter
PPDFs, but as a result the model uncertainty might be high enough to encompass the true flux.
Several recent studies have investigated including model and/or driver “error parameters”
within the Bayesian Total Error Analysis (BATEA) framework (Thyer et al., 2009; Renard et al.,
2010; Salamon and Feyen, 2010). These sophisticated studies show that it is possible to identify
systematic biases in the model and as a result the model predictive error can be better estimated.
This would clearly be useful if it is not apparent which processes or combination of processes
are causing the model error as the model error parameters can be placed in different places in the
model. However the hydrological models used in these studies are relatively simple compared to
typical C flux models and the data used to constrain them are more widely available. In order to
make this work well a different model error parameter is needed for each timestep, which would
result in a large increase in the number of parameters to be calibrated. For a more complex model
this is likely to be too difficult to achieve without a faster method of calibration than the Bayesian
inversion. In addition the correlations between the parameters might be prohibitively complex to
provide a meaningful estimate of the model uncertainty.
8.6 Conclusions
The main findings of the experiment in this chapter are summarised as follows:
• A shift in parameter values as a result of the calibration may be able to account for an error
in the magnitude of the C fluxes, but not a change in the temporal trend.
• Good parameter and forward model constraint can give false confidence to the calibration
results.
• The inability of the model to replicate the true flux can be identified if the observation
uncertainty is low and the 95% confidence interval does not coincide with the observation
error. This suggests the parameters being used in the calibration cannot account for the
difference between the model and the observations, or that there is another issue that is
hampering the ability of the inversion, such as insufficient prior distributions or observation
uncertainty, or a model deficiency.
These OSSE experiments are very useful in demonstrating the impact of model error for this
model, and the implications for using observations to constrain model parameters under the as-
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sumption of a perfect model. It also highlights how the Bayesian inversion can be used to identify
model error, proving again that the OSSE is a powerful tool. To my knowledge, an OSSE frame-
work has not been previously been used to test the impact of unaccounted-for model error on the
calibration of a C flux model.
256
Chapter 9
Application of the Bayesian model
calibration framework to the Lake
Vyrnwy site
9.1 Introduction
The aim of this chapter is to test the ability the Bayesian inversion to constrain the parameters
of the CASA-CH4 model with real data, where available, for the Lake Vyrnwy site. Conclusions
drawn from OSSE studies are used to aid the interpretation of the results of the calibration.
The following questions will be addressed in this chapter:
1. Do the available observations for the Lake Vyrnwy site have the required characteristics
(uncertainty and temporal sampling interval) as prescribed by the results of the OSSE stud-
ies?
2. Are the CH4 flux, NEP and soil moisture observations able to constrain the parameter pos-
terior distributions, and does this result in forward model ensembles which replicate the
observations?
3. How well do the CH4 flux observations from each of the three locations at the Lake Vyrnwy
site compare, in terms of constraining the parameters, and replicating the observations at the
other two locations?
4. What is the range in the magnitude of the annual net CH4 flux and NEP, and the uncertainty
estimates of both C fluxes, across the site? Is the site a net source or sink of C?
5. What are the factors controlling the variability of CH4 flux and NEP across the site?
The experimental set-up of this chapter is outlined in the following section. Following this the
OSSE results from previous chapters are used to decide whether the available observations have
an adequate sampling interval and a low enough error to be used in the model calibration. Those
observations that do meet the requirements are then used to constrain the model using the Bayesian
inversion for each location where measurements were taken at the site. The parameter and model
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constraint of each location is compared and parameters constrained at one location are used to run
the forward ensembles at another, in order to determine how widely applicable the calibration is.
Finally the inversion is repeated with the CH4 flux, NEP and soil moisture observations, in order
to obtain the best estimate, with the 95% confidence interval, of the daily variability in the NEP
and CH4 fluxes for the Lake Vyrnwy site. Annual flux maps for 2009 are also produced for the
whole site and the possible causes of spatial variability are considered.
The issues arising from using ground-truth and satellite observations to constrain the param-
eter and model estimates for the Lake Vyrnwy site are discussed at the end of the chapter. The
implications of using this framework for other peatland sites is also discussed. The wider context
of the C flux estimates obtained for this site are considered. Finally the conclusions drawn from
the experiments in this chapter are summarised.
9.2 Experimental set-up
The Bayesian inversion algorithm used to calibrate the model was described in Chapter 3 Sec-
tion 3.6. The real observations (ground-based NEP and CH4 fluxes and satellite-derived soil mois-
ture estimates) that were available to calibrate the model at the Lake Vyrnwy site are described in
Chapter 3 Section 3.8. The same parameters were constrained by each type of observation as in
the OSSE studies and summarised in Chapter 3 Table 3.4 and in the experimental set-up sections
of each OSSE chapter, and are repeated here for clarity (Table 9.1). The prior distributions are
again the same as used in the OSSE experiments. Please refer to the experimental set-up sections
of each OSSE chapter for the minimum and maximum values of the prior distributions for each pa-
rameter. The only two exceptions are the prior distributions of the rdr parameters, as the results of
Chapter 7 Section 7.4 showed that narrower distributions resulted in better parameter constraints
when observations with a higher uncertainty and lower temporal sampling interval were used in
the inversion. In the experiments detailed in this chapter a prior distribution of U(1.81e-24,0.7)
was used for the rdr a parameter and U(-15.0,-3.41) for rdr b parameter.
Soil moisture CH4 flux NEP flux
porosity Q10 l Q10 l
rdr a Q10 s LUE
rdr b LUE SR max
wilting point porosity porosity
Me s auto. resp.
Me l
LN ratio
lignin frac.
SR max
inund. ratio
auto. resp.
Table 9.1: The parameters chosen to be included in the Bayesian inversion for each observation type, based on
the sensitivity of the model outputs relating to each observation type to the model parameters.
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The same outputs are used to describe the results of the inversion as was detailed in Chapter 3
Section 3.7.1.
9.3 Data requirements
In this section each type of observation (CH4 flux, NEP and soil moisture) is discussed in terms
of whether the observation uncertainty and temporal sampling interval are adequate for constrain-
ing the parameters of the CASA-CH4 model. The required characteristics were determined from
the results of the OSSE studies in Chapter 5 for CH4 flux observations, in Chapter 6 for NEP
observations, and in Chapter 7 for soil moisture observations.
9.3.1 Ground-based CH4 observations
The ground-based CH4 flux observations collected at three locations (Eunant, Hafod and Hirddu -
see Figure 9.1) at the Lake Vyrnwy site were presented and discussed in Chapter 3 Section 3.8.1.
The OSSE results for the parameter constraint using CH4 flux observations (Chapter 5), showed
that for observations with a temporal sampling interval of 30 days (as is the case with the available
observations), the highest error that resulted in a well-constrained and accurate forward model
mode was 0.01gCm−2d−1. Some of the highest fluxes, particularly for the Hafod location, have
SEM estimates which are higher than this threshold. Only observations with a low enough SEM
were therefore used in the Bayesian calibration of the CASA-CH4 model. This resulted in the
exclusion of observations in January for the Hirddu location, and January, June and August to
November, inclusive, for the Hafod location. All the observations were included for the Eunant
location.
There is an issue with the fact the variance of the CH4 flux measurements scales with the
magnitude of the flux. In the absence of data that could provide a thorough error characterisation
of these data, as in Savage et al. (2008), it is assumed the data are normally distributed, and
independent, and therefore it is appropriate to use a Gaussian likelihood in the Bayesian inversion.
Even if the random errors in the observations did have a Laplacian distribution, as found in some
studies (e.g. Savage et al. (2008)), no study has yet provided a full error analysis of both the
systematic and random errors, and the potential changes in the error distribution from scaling
over a longer temporal time period. Richardson et al. (2010) assumed that random errors in eddy
covariance data, which studies show have a Laplacian distribution (e.g. Hollinger and Richardson
(2005)), would be approximately normal when integrated over half a day.
However, another issue that arises from having higher errors associated with a high flux mag-
nitude is the fact that observations representing the peak fluxes in the summer/autumn months
cannot be used due to their high associated uncertainty. Either the high flux measurements are
used in the Bayesian inversion, which may well result in poorly constrained parameters and mod-
elled CH4 flux, or they are ignored, which poses a problem in terms of characterising the true peak
CH4 flux and the correct temporal trend, leading to biased model predictions. The second option
is chosen for these experiments, as the results of the OSSE show inaccurate parameter and model
estimates will result from using observations with errors higher than the 0.01gCm−2d−1 threshold.
These observations will not add useful information to the Bayesian inversion.
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Figure 9.1: Map of the RSPB Lake Vyrnwy Reserve site and the management set-up. Red circles show the lo-
cations of the meteorological stations and ground-based CH4 flux measurements (Section 3.3.6 and Chapter 9).
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9.3.2 Ground-based NEP observations
The two available observations of NEP flux the were available from the Lake Vyrnwy site were
described in Chapter 3 Section 3.8.2. The OSSE study for the NEP flux observations (Chapter 6),
showed that for observations every 60 days the associated error needed to accurately constrain the
parameter estimates is <=0.05gCm−2d−1. These observations obviously fall sort of that tempo-
ral sampling interval and regardless the observation uncertainty (0.0805 and 0.138gCm−2d−1) is
higher than the required value. This is unfortunate as properly gap-filled flux tower data would
provide a more continuous and better estimate of the daily NEP flux as measurements are taken
every half hour. In addition, the OSSE results showed it would be better to have NEP flux obser-
vations, with the required observation characteristics, than CH4 flux observations for constraining
both fluxes, as the CH4 flux did not result in good constraint of the NEP forward mode. The
inversion was run with these observations regardless to confirm and show their inadequacy.
The footprint of the flux tower which collected the NEP flux measurements is not currently
known. In future this can be calculated using footprint modelling approaches, which are reviewed
in Schmid (2002). It was located closest to the Eunant location, which was approximately WSW.
The main wind direction at the site is SW. The NEP observations are used to constrain the model
using the meteorological and NDVI inputs from all three locations.
9.3.3 Satellite soil moisture data
AMSR-E data
The AMSR-E volumetric soil moisture data are described in Chapter 3 Section 3.8.3. The OSSE
results using volumetric soil moisture observations in the Bayesian inversion (Chapter 7 Sec-
tion 7.3), showed that for un-biased volumetric soil moisture observations, daily observations
with an accuracy of <=0.06m3m−3, or observations with a temporal sampling interval of 5 days
with an accuracy of <=0.04m3m−3, were required to accurately constrain all of the soil moisture
parameters of the CASA-CH4 model. The temporal sampling interval of the AMSR-E data are
typically one to two days, though there are some larger gaps in the dataset. As the specified er-
ror is within the limits required for daily observations, it is not clear whether these data will be
adequate to constrain the parameter estimates but they are used in the inversions nonetheless.
However as discussed in Chapter 3 Section 3.8.3 the satellite data contain a bias, which needs
to be taken into account in the likelihood of the Bayesian inversion if parameters are to be cor-
rectly estimated. This was demonstrated in Chapter 7 Section 7.5. The magnitude of the bias
was calculated using the available ground-based observations, and amounted to a mean value
of -0.356m3m−3 (Chapter 3 Figure 3.14(b)). The ground-based data were only available for the
summer months however, so it is unclear as to whether this estimate of the bias in the satellite
observations would be accurate for soil moisture observations at other time periods. The annual
trend of the AMSR-E data is shown in Chapter 3 Figure 3.14(c). Generally higher values are seen
in the winter months, but that is also expected of the ground-based data, as the evapotranspiration
decreases in the winter months. Given the relatively good correlation between the satellite and
available ground data it is assumed the bias is static throughout the year and can therefore be used
to correct for the bias in the satellite observations in the likelihood.
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9.4 Results of the CASA-CH4 model calibration at the Lake Vyrnwy
site using each type of observation
The previous section detailed the observations that can be used constrain parameter estimates using
the Bayesian inversion. The next three sections focus on the results of the calibration using each
different type of observation.
9.4.1 Bayesian inversion using CH4 chamber measurements
As observations were available for each of the three different weather stations across the Lake
Vyrnwy site (Eunant, Hafod and Hirddu), three different MH MCMC runs were set up with each
timeseries. The ability of the observations from each site to constrain the parameters were com-
pared as were the parameter PPDFs from each site.
Parameter PPDF
The parameter PPDFs from each site are shown in Figure 9.2, Figure 9.3 and Figure 9.4 respec-
tively. Table 9.2 shows the MAP estimate together with the posterior 95% confidence interval
and the reduction in 95% confidence interval for all the parameters for each location.It is inter-
esting how different the parameter PPDFs are for each location based on the information in the
observations. If the uncertainty in the observations is very small the parameters are tightly con-
strained as the observations act as a strong constraint on the possible parameter values. This is
seen for the parameter PPDFs using observations from the Hirddu location. The inundation ratio
is well-constrained (>90%) at the lower end of its range for all sites as many of the winter CH4
observations are very close to zero. The only other parameter that are exhibit significant change in
their posterior distribution with respect to the prior for the Eunant location is the Me s parameter.
The lignin fraction, lignin-to-nitrogen ratio, Me l, porosity and Q10 s parameters also show rea-
sonable change in their posterior distribution (>50% reduction in 95% confidence interval) at the
Eunant location, with the remainder being poorly constrained. The observations from the Hirddu
location result in most parameters being well-constrained, only the porosity and lignin-to-nitrogen
ratio are less well-constrained, but both show reductions of >77%. Most of the parameters at the
Hafod location are not well-constrained, except for the Me s and Q10 l parameters. It is inter-
esting how different the parameter PPDFs are for each location based on the information in the
observations.
9.4.2 Parameter correlation
The correlation coefficients between the parameters constrained using observations from the Hirddu
location show many parameter pairs are very highly correlated (many values of 1.0), owing to the
fact that they are all well-constrained (Table 9.3). The most highly correlated parameters are the
Q10 parameters, LUE, autotrophic respiration scalar, SR max, and the microbial efficiency param-
eters. The observations from the Hafod location result in less well-constrained parameters overall,
and therefore the correlation coefficients between the parameters are never >0.5 (Table 9.4).
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Eunant Hafod Hirddu
MAP post. 95%C.I. 95%C.I. reduc. MAP post. 95%C.I. 95%C.I. reduc. MAP post. 95%C.I. 95%C.I. reduc.
Q10 l 16.63 18.09 34.35 2.78 11.89 56.85 13.87 0.02 99.93
Q10 s 28.89 4.74 82.81 25.06 17.58 36.19 27.13 0.09 99.67
lue 0.96 2.73 0.38 0.005 2.83 -3.42 2.4 0.01 99.49
poros 0.97 0.38 59.83 0.09 0.9 5.69 0.005 0.13 85.88
Me s 0.99 0.06 93.49 0.88 0.48 49.87 0.36 0.05 94.45
Me l 0.99 0.21 77.61 0.09 0.7 26.25 0.23 0.006 99.32
LN ratio 36.87 12.52 67.06 17.21 36.65 3.54 0.81 8.47 77.7
lignin frac. 0.81 0.44 53.66 0.007 0.95 -0.19 0.89 0.0 99.98
SR max 8.77 2.78 41.58 6.48 4.24 10.65 4.18 0.09 98.07
innund. ratio 0.001 0.0 99.98 0.003 0.08 94.85 0.001 0.0 100.0
auto. resp. 0.36 0.94 1.47 0.12 0.86 10.02 0.73 0.002 99.81
Table 9.2: A summary of the MAP estimate, posterior 95% C.I. and the reduction in uncertainty (%) between
the prior and posterior distributions (95% confidence interval) for each parameter and for each site, using CH4
flux observations.
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Figure 9.2: The posterior parameter PDFs of the CH4 flux - sensitive parameters, constrained with CH4 obser-
vations from the Eunant location at the Lake Vyrnwy site.
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Figure 9.3: The posterior parameter PDFs of the CH4 flux - sensitive parameters, constrained with CH4 obser-
vations from the Hafod location at the Lake Vyrnwy site.
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Figure 9.4: The posterior parameter PDFs of the CH4 flux - sensitive parameters, constrained with CH4 obser-
vations from the Hirddu location at the Lake Vyrnwy site.
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Q10 l Q10 s LUE POROS ME S ME L LN RATIO LIG FRAC SR MAX innund ratio AUTO RESP
Q10 l 1.0 1.0 1.0 0.02 1.0 -1.0 0.19 -0.25 -1.0 0.11 1.0
Q10 s 1.0 1.0 1.0 0.01 1.0 -1.0 0.18 -0.20 -1.0 0.11 1.0
LUE 1.0 1.0 1.0 0.02 1.0 -1.0 0.19 -0.28 -1.0 0.11 1.0
POROS 0.02 0.01 0.02 1.0 0.02 -0.02 0.24 -0.10 -0.02 0.04 0.02
ME S 1.0 1.0 1.0 0.02 1.0 -1.0 0.19 -0.25 -1.0 0.11 1.0
ME L -1.0 -1.0 -1.0 -0.02 -1.0 1.0 -0.19 0.25 1.0 -0.12 -1.0
LN RATIO 0.19 0.18 0.19 0.24 0.19 -0.19 1.0 -0.25 -0.19 0.04 0.19
LIG FRAC -0.25 -0.20 -0.28 -0.10 -0.25 0.25 -0.25 1.0 0.25 -0.05 -0.26
SR MAX -1.0 -1.0 -1.0 -0.02 -1.0 1.0 -0.19 0.25 1.0 -0.12 -1.0
innund ratio 0.11 0.11 0.11 0.04 0.11 -0.12 0.04 -0.05 -0.12 1.0 0.12
AUTO RESP 1.0 1.0 1.0 0.02 1.0 -1.0 0.19 -0.26 -1.0 0.12 1.0
Table 9.3: Parameter Correlations using CH4 flux observations from Hirddu.
Q10 l Q10 s LUE POROS ME S ME L LN RATIO LIG FRAC SR MAX innund ratio AUTO RESP
Q10 l 1.00 -0.38 -0.06 -0.05 0.15 0.04 0.02 -0.09 -0.12 0.11 -0.00
Q10 s -0.38 1.00 0.01 0.07 -0.14 -0.02 -0.15 0.21 0.02 0.23 -0.04
LUE -0.06 0.01 1.00 0.11 0.02 0.23 0.05 0.15 0.10 0.06 0.25
POROS -0.05 0.07 0.11 1.00 0.17 -0.17 -0.14 0.20 0.05 0.09 0.11
ME S 0.15 -0.14 0.02 0.17 1.00 -0.14 0.21 0.08 -0.02 0.28 0.05
ME L 0.04 -0.02 0.23 -0.17 -0.14 1.00 0.15 -0.17 -0.13 0.10 0.16
LN RATIO 0.02 -0.15 0.05 -0.14 0.21 0.15 1.00 0.14 0.15 -0.06 0.09
LIG FRAC -0.09 0.21 0.15 0.20 0.08 -0.17 0.14 1.00 0.18 0.47 0.04
SR MAX -0.12 0.02 0.10 0.05 -0.02 -0.13 0.15 0.18 1.00 -0.04 -0.14
innund ratio 0.11 0.23 0.06 0.09 0.28 0.10 -0.06 0.47 -0.04 1.00 0.28
AUTO RESP -0.00 -0.04 0.25 0.11 0.05 0.16 0.09 0.04 -0.14 0.28 1.00
Table 9.4: Parameter Correlations using CH4 flux observations from Hafod.
CH4 flux forward mode and model predictive uncertainty
The forward model results, compared to the observation timeseries, provide an insight as to what
might be the cause of the poor parameter constraint. Figure 9.5 shows the forward model runs
for each location. Observations at the Eunant and Hirddu locations result in a forward model that
does not replicate the observation temporal trend. The mode is well-constrained but close to zero,
showing limited daily variability.
Observations at the Hafod location were the most incomplete out of all three locations, due
to much higher peak fluxes in the months of June and August through to November, inclusive.
Figure 9.5(b) shows the observations that were included in the Bayesian inversion in black and
those that were excluded in grey. As discussed in Chapter 3 Section 3.8.1, the observations at the
Hafod location show an increase in the CH4 flux at an earlier time in the year compared to the
Eunant and the Hirddu locations. The CH4 flux at the beginning of June is positive, unlike the
corresponding observation at the Eunant and Hirddu locations. This corresponds more closely to
the peak in the modelled CH4 flux than the other two locations. Also there is a decrease in the
flux at the end of July at the Hafod location which does not correspond with the general increase
in CH4 over the summer. This observation also corresponds more closely to the temporal trend
of the model than the other two locations. As a result the forward mode from model runs using
parameters constrained with the observations from the Hafod location is generally greater than
zero and shows a much higher daily variability than the forward model mode of the other two
locations. As the peak observations were excluded from the set of observations that were used
in the Bayesian inversion, the remaining observations appear to have a similar temporal trend as
the model, but clearly the peak fluxes are significantly underestimated by the forward mode. The
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forward model mode is unable to replicate the true temporal trend of the observations, as shown
by the grey observations, and the results from the Eunant and Hirddu locations suggest that even
if these observations had been included the temporal trend would not be accurately modelled due
to the error in the model trend.
If the parameter PPDFs from the Hafod location are used to run an ensemble of 500 forward
model runs for the Eunant and Hirddu location, and then compared with the observations, the
forward model mode corresponds quite closely to that of the observations (Figure 9.6). This is a
very interesting result, given the parameters constrained using the correct observations for each
location do not result in a forward mode which closely corresponds to the observations. The
temporal trend is still inaccurately modelled, with the peak in the forward model corresponding to
times when the observations show a negative CH4 flux at both locations.
RMSE and correlation coefficient between the forward mode and observations
The correlation and RMSE values between the forward model mode and the observations is shown
in Table 9.5. Table 9.6 shows the same for the forward model runs using the parameters constrained
using observations at one location with the observations from the other two locations. This cor-
relation is highest at the Hafod site. Overall, considering both the correlation and RMSE, the
parameters constrained with the Hafod observations produce a better fit to the other two locations
than either Eunant or Hirddu.
Eunant Hafod Hirddu
Correlation -0.030 0.650 0.340
RMSE 0.013 0.015 0.017
Table 9.5: The correlation coefficient and root mean squared error between the forward model mode and the
CH4 flux observations from the site used in the MH MCMC algorithm.
Eunant Hafod Hirddu
Hafod Hirddu Eunant Hirddu Eunant Hafod
Correlation 0.630 0.320 0.460 0.220 0.030 0.670
RMSE 0.025 0.018 0.013 0.014 0.012 0.024
Table 9.6: The correlation coefficient and root mean squared error between the forward model mode and the
CH4 flux observations from the two sites not used in the MH MCMC algorithm.
These results suggest the parameter PPDFs from the Hafod location are therefore most likely,
with the available CH4 flux observations, to accurately model the CH4 flux across the site, all the
while acknowledging the fact that clearly some areas of the Lake Vyrnwy site have higher CH4
flux and this will not be accurately modelled with the CASA-CH4 model.
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Figure 9.5: Plots showing the forward model mode and 95% confidence intervals of 500 model runs using the
posterior parameter PDFs derived from the Bayesian inversion using CH4 observations from each location at
the Lake Vyrnwy site. The forward model runs are compared to the prior 95% confidence interval, the model
run with the default parameter values and the ground-based flux observations used in the Bayesian inversion (in
black) and those excluded from the observation timeseries (in grey).
267
01/
01/
09
01/
02/
09
01/
03/
09
01/
04/
09
01/
05/
09
01/
06/
09
01/
07/
09
01/
08/
09
01/
09/
09
01/
10/
09
01/
11/
09
01/
12/
09
01/
01/
10
Date
−0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
C
H
4
em
is
si
on
(g
C
m
−2
d
−1
)
Obs. Eunant site± 1SD Fwd model mode Default Posterior 95 Prior 95
(a) Eunant
01/
01/
09
01/
02/
09
01/
03/
09
01/
04/
09
01/
05/
09
01/
06/
09
01/
07/
09
01/
08/
09
01/
09/
09
01/
10/
09
01/
11/
09
01/
12/
09
01/
01/
10
Date
−0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
C
H
4
em
is
si
on
(g
C
m
−2
d
−1
)
Obs. Hirddu site± 1SD Fwd model mode Default Posterior 95 Prior 95
(b) Hirddu
Figure 9.6: Plots showing the mode and 95% confidence interval of the CH4 net flux from an ensemble of 500
forward model runs for the other two location (Eunant and Hirddu) using the posterior parameter distributions
constrained in the Bayesian inversion with CH4 flux observations from the Hafod location. The forward model
is compared to observations from each of the other sites and the model run with the default parameter values
and the prior 95% confidence interval.
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NEP flux model predictive uncertainty
The forward modelled NEP flux using parameters constrained with the CH4 flux observations
from all three sites showed a very erratic temporal trend with sudden dips in flux in the summer
months and wide posterior 95% confidence intervals (e.g. Figure 9.7). None of the sites resulted
in a NEP flux which matched the observations, even though there were only two on successive
days in August. The posterior distribution is very skewed, therefore the mode lies outside the 95%
confidence interval but within the maximum and minimum of the posterior distribution.
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Figure 9.7: Graph showing the mode and 95% confidence interval of the NEP flux from an ensemble of
500 forward model runs for the Hafod location using the posterior parameter distributions constrained in the
Bayesian inversion with CH4 flux observations from the Eunant location. The forward model is compared to
observations from each of the other sites and the model run with the default parameter values and the prior 95%
confidence interval.
The OSSE experiments showed that CH4 observations with these characteristics were not use-
ful for constraining NEP flux. The erratic nature of the forward model flux is probably the result
of un-constrained parameters, or due to parameters that are constrained to some extent but exhibit
biases that result from constraint using CH4 flux, which has a different sensitivity relationship
with each parameter. These CH4 flux observations cannot be used to constrain the NEP flux for
the Lake Vyrnwy site.
Mean daily reduction in uncertainty and annual flux
Tables 9.7 compares the mean daily reduction in 95% confidence interval between the prior and
posterior CH4 and NEP flux for each location. As expected the mean reduction in uncertainty is
much lower for the NEP flux, and is deceptively high for the CH4 flux, given the model trend does
not match the observations.
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Table 9.8 shows the annual flux metrics (MAP estimate, 95% C.I. and reduction in uncertainty)
for all three locations. The NEP posterior 95% confidence intervals are very large, prohibitively
so, further proving that the CH4 flux observations cannot be used to constrain the NEP flux.
Eunant Hafod Hirddu
NEP 39.610 -32.850 87.120
CH4 99.940 87.140 99.840
Table 9.7: The average daily reduction in 95%C.I. between the prior and posterior of the forward model
ensembles for the NEP and CH4 flux (using CH4 flux - sensitive parameters).
Eunant Hafod Hirddu
MAP post. 95%C.I. 95%C.I. reduc. MAP post. 95%C.I. 95%C.I. reduc. MAP post. 95%C.I. 95%C.I. reduc.
NPP 31.478 1420.590 21.710 2.281 1772.726 2.300 340.498 1.662 99.910
Soil CO2 0.151 52.005 56.520 6.396 493.418 -312.550 9.044 155.943 -30.390
CH4 0.032 0.056 99.930 0.299 10.135 87.210 0.227 0.148 99.810
NEP -22.238 1419.424 25.000 -688.920 1926.349 -1.790 83.220 156.307 91.740
Table 9.8: A summary of the MAP estimate, posterior 95%C.I. and the reduction in uncertainty (%) between
the prior and posterior distributions (95% confidence interval) for each annual C flux and for each site, using
CH4 flux observations.
9.4.3 Bayesian inversion using Eddy Covariance NEP observations
The OSSE results showed that a well-constrained and accurate forward model NEP flux mode was
mainly the result of highly correlated, well-constrained but inaccurate LUE and autotrophic res-
piration scalar parameters. This also resulted in a well-constrained and accurate Q10 l parameter.
None of the parameters are well-constrained by the NEP observations at any location (results not
shown), though the autotrophic respiration scalar, LUE and Q10 l are relatively well-constrained
(>50%) for the Eunant location and the autotrophic respiration scalar, porosity and Q10 l for the
Hafod location. The NEP observations were not expected to result in accurate or well-constrained
parameters, given their characteristics.
As a result the forward model modes show very erratic temporal variability, despite close
correspondence with the two data points, for the Eunant and Hirddu locations, confirming that
these observations cannot be used to constrain the model (e.g. Figure 9.8(a)). The results for the
Hafod location show less erratic behaviour (Figure 9.8(b)), and therefore could possibly be more
reliably used to constrain the NEP flux at the site. As there are only two data points, and the
OSSE results showed these observations could not be reliably used, it is unwise to use these data.
However combining these observations with CH4 flux and observations might help to constrain
the modelled NEP flux where the CH4 flux observations alone could not.
9.4.4 Bayesian inversion using both CH4 and NEP flux observations
As the CH4 flux observations resulted in an erratic NEP flux forward model mode and given that
the NEP flux observations did not have characteristics necessary to constrain the parameters and
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(a) Hirddu location
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(b) Hafod location
Figure 9.8: Graphs showing the mode and 95% confidence interval of the NEP flux from an ensemble of 500
forward model runs for the Hirddu and Hafod locations using the posterior parameter distributions constrained
in the Bayesian inversion with the respective CH4 flux observations. The forward model is compared to ob-
servations from each of the other sites and the model run with the default parameter values and the prior 95%
confidence interval.
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forward model mode, the inversion was repeated using both CH4 and NEP flux observations in the
Bayesian inversion, assuming the observations are independent.
The results showed a very similar behaviour in the forward CH4 flux mode but the NEP flux
was slightly better defined with the forward mode displaying less erratic behaviour. An example is
shown for both fluxes for the Hafod location (Figure 9.9), which as discussed resulted in parameter
estimates that best fitted to the observations from all three locations for both the CH4 and NEP flux.
The daily variability in NEP flux still appears quite high, as it did using the NEP flux observations.
This is because the NEP flux is dominated by NPP in this model. This has a high daily variability
as it is strongly forced by air temperature and solar radiation.
It is clear when comparing Figure 9.9(a) with Figure 9.5(b) that the CH4 flux behaviour is very
similar when using only CH4 flux observations to constrain the model and when using CH4 and
NEP flux observations. This is because the parameters are very correlated, so new information
with a low enough uncertainty results in a shift in the parameter values but the forward model
mode remains the same. Comparing Figure 9.9(b)) with Figure 9.7 it is obvious that including the
NEP observations in the calibration with the CH4 flux observations has resulted in a much better
defined, less erratic, NEP flux forward model mode.
Eunant Hafod Hirddu
MAP post. 95%C.I. 95%C.I. reduc. MAP post. 95%C.I. 95%C.I. reduc. MAP post. 95%C.I. 95%C.I. reduc.
Q10 l 29.662 5.752 79.120 1.517 2.491 90.960 23.863 3.050 88.930
Q10 s 24.790 5.275 80.850 29.621 8.798 68.060 26.535 2.808 89.810
LUE 0.685 0.528 80.700 0.696 1.286 53.020 0.618 0.369 86.520
poros. 0.918 0.258 72.870 0.171 0.219 76.940 0.938 0.053 94.470
Me s 0.989 0.035 96.270 0.742 0.547 42.460 0.599 0.202 78.770
Me l 0.960 0.285 69.990 0.950 0.828 12.800 0.721 0.144 84.890
LN ratio 32.136 35.632 6.230 3.166 14.532 61.760 0.101 0.153 99.600
lig. frac. 0.851 0.459 51.670 0.893 0.472 50.330 0.385 0.044 95.410
SR max 4.276 1.219 74.340 4.039 4.099 13.700 7.825 0.284 94.030
innund. ratio 0.001 0.002 99.900 0.029 0.042 97.420 0.001 0.000 99.990
auto. resp. 0.023 0.406 57.290 0.069 0.615 35.270 0.228 0.166 82.510
Table 9.9: A summary of the MAP estimate, posterior 95% C.I. and the reduction in uncertainty (%) between
the prior and posterior distributions (95% confidence interval) for each parameter and for each site, using CH4
and NEP flux observations.
Combining both C flux observations has resulted in a shift in the MAP estimates of the pa-
rameters, particularly the ones to which the NEP is sensitive (LUE, autotrophic respiration scalar,
SR max, Q10 l), as the NEP observations provide a stronger constraint on their PPDFs. This can
be seen by comparing the MAP estimates of the parameters in Table 9.9 with Table 9.2. Interest-
ingly the parameters are also better constrained (greater reduction in 95% confidence interval) at
all locations, which is to be expected with more information in the observations.
Including NEP observations in the inversion has resulted in higher correlation coefficients
between a few parameter pairs, than when the parameters were constrained with CH4 flux ob-
servations from Hafod. The correlation coefficient between the LUE and autotrophic respiration
scalar parameter is 0.84, 0.7 for the inundation ratio and Me s parameters, and -0.65 between the
porosity and LUE. The high correlation between the LUE and autotrophic respiration scalar was
seen in the original OSSE study using NEP observations (Chapter 6), as the NEP is most sensitive
to these two parameters.
Mostly the correlation and RMSEs between the observations are very similar for all locations.
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Figure 9.9: Graphs showing the mode and 95% confidence interval of the CH4 and NEP flux from an ensemble
of 500 forward model runs for the Hafod location using the posterior parameter distributions constrained in the
Bayesian inversion with both CH4 and NEP flux observations from Hafod. The forward model is compared to
observations from each of the other sites and the model run with the default parameter values and the prior 95%
confidence interval.
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However the correlation between the Eunant observations and the model ensembles using Eu-
nant driving data and parameters constrained with Hafod observations, is not as not as high and
is negative, unlike when only CH4 observations were used. This is because the lowest, negative
observation corresponds to the date where the model peaks at the beginning of July. This is a re-
minder of the fact that whilst the Hafod observations result in a forward model which corresponds
reasonably well with the observations, the trend of the forward mode does not accurately replicate
that of the observations. The RMSE errors are still lowest using the Hafod observations when
compared to the other locations however.
The outcome of this experiment is positive. The results suggests including the NEP observa-
tions provides added information on the LUE, autotrophic respiration scalar and SR max parame-
ters.
9.4.5 Bayesian inversion using AMSR-E volumetric soil moisture observations
The following sections detail the results of the model calibrated with the AMSR-E volumetric soil
moisture observations where the bias was corrected for in the likelihood.
Parameter PPDF
The posterior parameter PDFs for each site and for each parameter are shown in Figure 9.10 and
the MAP estimates, 95% confidence interval and the reduction in 95% confidence interval for each
site and parameter are summarised in Table 9.10. The porosity was well-constrained and with a
MAP value of ∼0.9 for all locations. The rdr parameters were not that well-constrained in general,
with a range of -1.360 to 48.09% reduction in 95% confidence interval (the highest corresponds
to the rdr a parameter at the Hafod location). Many of the PDFs are skewed toward the lower and
upper end of the rdr a and rdr b parameter ranges respectively however. MAP estimates for the
rdr a parameter are close to the lower end of the range for the Eunant and Hafod locations and the
rdr b parameter is close to the upper end of the range for the Hirddu location. The OSSE results
showed that when the rdr parameters were close to these limits of their ranges the maximum dip
in soil moisture following periods of decreased precipitation were modelled correctly, as a large
region of the rdr parameter space results in almost no decrease in soil moisture. Dips in soil
moisture are expected from both the satellite and ground-truth observations.
Eunant Hafod Hirddu
MAP post. 95%C.I. 95%C.I. reduc. MAP post. 95%C.I. 95%C.I. reduc. MAP post. 95%C.I. 95%C.I. reduc.
rdr a 0.004 0.65 2.92 0.02 0.35 48.09 0.38 0.53 20.1
rdr b -13.59 9.97 9.5 -14.92 11.16 -1.36 -3.52 10.87 1.29
poros 0.93 0.01 98.55 0.92 0.02 98.3 0.92 0.02 98.47
Table 9.10: A summary of the MAP estimate, posterior 95% C.I. and the reduction in uncertainty (%) between
the prior and posterior distributions (95% confidence interval) for each parameter and for each site, using
AMSR-E volumetric soil moisture observations.
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Figure 9.10: Posterior parameter PDFs for each parameter at each location resulting from constraint using
AMSR-E volumetric soil moisture observations. The blue line denotes the posterior distribution and the red the
prior distribution
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Volumetric soil moisture forward mode and model predictive uncertainty
The forward models are only shown for the volumetric soil moisture, as the remaining parameters
are still set to the default values in this experiment and therefore the C flux forward models are
likely to be incorrect. The forward mode of the volumetric soil moisture is well-constrained for
all sites and the constraint of the rdr parameters do result in dips in soil moisture (Figure 9.11).
The Eunant location shows the greatest decrease in soil moisture at times of low precipitation,
whilst the Hirddu location shows the least. All of the sites correspond very closely to the available
ground-truth observations, which is a very promising result. This is only possible because the bias
in the AMSR-E observations has been accounted for in the likelihood. This is only possible if
ground-truth observations are available. However the satellite data provide the temporal sampling
interval required to accurately constrain the parameter estimates. The largest dip in soil moisture
at the beginning of July is especially well modelled. The last group of ground-truth observations
show a greater variability than is produced by the model, suggesting the processes in the model
potentially do not operate on a fast enough timescale, or that the vertical resolution of the model
does not match that of the observations.
The correlation between the model and the ground-truth observations is high for all sites, (0.88
and 0.89) and the RMSE between the ground-truth observations and the model ranges from 0.041
to 0.054m3m−3.
9.5 Daily and annual NEP and CH4 flux predictions for the Lake
Vyrnwy site in 2009
The previous section showed that the AMSR-E volumetric soil moisture observations constrain
the porosity and rdr parameters well-enough to produce a model trend which corresponds well to
the ground-truth observations. Using both the available CH4 and NEP flux observations resulted
in good constraint of both fluxes, compared to using each type of C flux observation by itself.
In order to obtain the best-possible estimate of the daily variability and annual net C flux for the
whole site, all three sets of observations (ground-based C flux and satellite-derived soil moisture)
were used in the inversion. This included the rdr parameters, which as the results of Chapter 7
showed, are useful in obtaining accurate dips in soil moisture and therefore peak C fluxes. CH4 flux
observations from the Hafod location were used as they resulted in the most accurate replication
of the observations for all three locations.
9.5.1 Forward mode and model predictive uncertainty
Figure 9.12 shows the forward mode and predictive uncertainty of the CH4 flux and NEP respec-
tively. The CH4 flux at the end of July is slightly higher than when CH4 flux observations were
used, and therefore the mode corresponds more closely to the observation at that time of year.
The NEP flux is very similar to when CH4 flux and NEP observations were used to constrain the
parameters, though again the peak NEP is higher at the end of July. The mean reduction in the
daily 95% confidence interval is 88.7% for the CH4 flux and 77.4% for the NEP. The forward
model plots for the volumetric soil moisture are not shown as they are very similar to the plots in
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(c) Hirddu
Figure 9.11: Plots showing the mode and 95% confidence interval of the volumetric water content from an
ensemble of 500 forward model runs using the posterior parameter distributions constrained with AMSR-E soil
moisture observations. The bias (-0.356m3m−3) was corrected for in the likelihood.
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Section 9.4.5.
The correlation between the mode of the CH4 flux and the observations for the Hafod location
is 0.69, and the RMSE is 0.015gCm−2d−1. The high RMSE is due to the high peak fluxes at the
Hafod location. The correlation between the mode of the volumetric soil moisture and the ground-
truth observations is 0.89, and the RMSE is 0.049m3m−3, which is lower than the uncertainty in
the satellite observations.
9.5.2 Spatial variability of annual net CH4 flux and NEP
Figure 9.15 shows the annual net CH4 flux across the Lake Vyrnwy site, the posterior 95% confi-
dence interval and the upper and lower limits of the 95% confidence interval. The equivalent NEP
flux plots are shown in Figure 9.16. As the model is run across the whole site using the same set
of parameters, the differences are due to changes in the both the climate drivers and the vegetation
inputs (satellite-derived NDVI timeseries and the fractional vegetation cover). In order to easily
compare the different drivers across the site the spatial variability of the drivers is shown in Fig-
ures 9.13 and 9.14. Figure 9.13(a) shows the colour codes of the weather station data used to drive
each model grid cell, calculated using nearest neighbour interpolation. This is a simple method
but was used so as to preserve the original values. A summary of the annual mean and standard
deviation of the air temperature and irradiance together with the total annual precipitation for each
weather station is given in Table 9.11. Figure 9.13(b) shows the spatial variability in the annual
mean NDVI as derived from the MODIS data. Finally Figure 9.14 shows the fractional cover for
each of the major vegetation types that were classified using the aerial images (as described in
Chapter 3).
Met. driver Eunant Hafod Hirddu
Air temp. (oC) mean 8.1 7.8 7.1
stdev 4.8 5.3 4.8
Total precip. (mm) 2398 1915 2151
Irradiance (Wm−2) mean 113 133 122
stdev 85 76 78
Table 9.11: The annual mean and standard deviation of the air temperature and irradiance and the annual total
precipitation for each of the weather stations.
The spatial variability of the annual net CH4 flux is mostly controlled by the meteorological
data (Figure 9.15). The highest values are seen for the grid cells that are driven using meteoro-
logical data from the Eunant weather station. As Figure 9.5(a) shows the peaks in the daily CH4
flux are higher for the Eunant location, corresponding to larger drops in the soil moisture (Fig-
ure 9.11(a)). Each weather station records precipitation on exactly the same dates throughout the
year, albeit with differing magnitude. The Eunant site has the highest rainfall. The larger dips in
soil moisture are not the result of lower rainfall or a greater number of days with no rain at the Eu-
nant site therefore. The air temperature is slightly higher on many days at the Eunant site, which
results in increased C decomposition and therefore slightly higher CO2 and CH4 fluxes. The higher
temperatures will result in higher evapotranspiration rates, and on days with no precipitation this
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Figure 9.12: Plots showing the mode and 95% confidence interval of the CH4 flux and NEP from an ensemble
of 500 forward model runs each location using the posterior parameter distributions constrained in the Bayesian
inversion with C flux and soil moisture observations with the bias corrected for in the likelihood. CH4 flux
observations from the Hafod site were used in the inversion.
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(a) The grid cells driven with data from each
weather station.
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Figure 9.13: Spatial variability of the meteorological and NDVI model drivers for the Lake Vyrnwy site.
Coloured areas representing the grid cells driven with the meteorological data from each weather station are
shown in the left-hand plot - (white = ”Eunant”, light grey = ”Hafod”, dark grey = ”Hirddu”, black = masked
grid cells).(Grid cell = 500 x 500m).
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Figure 9.14: Spatial variability of the fractional cover of each vegetation type for the Lake Vyrnwy site (Grid
cell = 500 x 500m).
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(c) Lower limit of the 95% C.I.
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(d) Upper limit of the 95% C.I.
Figure 9.15: The mode, 95% confidence interval and the lower and upper 95% confidence limits of the annual
net CH4 flux forward model runs for the Lake Vyrnwy site (Grid cell = 500 x 500m).
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Figure 9.16: The mode, 95% confidence interval and the lower and upper 95% confidence limits of the annual
net NEP flux forward model runs for the Lake Vyrnwy site (Grid cell = 500 x 500m).
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will result in a bigger drop in the soil moisture.
The range in the mode of the annual net CH4 flux is 0.06 - 0.16gCm−2yr−1, showing that this
site is net source of CH4. This is not a very high magnitude however. The uncertainty in the annual
net CH4 flux is 1.98 - 2.46gCm−2yr−1, which is significant given the magnitude of the mode. As
Figure 9.15 shows the mode is closer to the lower limit of the 95% confidence interval showing
that the uncertainty in the annual fluxes would result in higher flux estimates.
The range in NEP modal values is ∼195 - 315gCm−2yr−1, which represents a very large sink
of CO2.The uncertainty in the annual net NEP is ∼50-60% of the modal value. The NEP mode and
95% confidence interval is highest for the grid cells driven with the meteorological data from the
Hafod weather station (Figure 9.16). This isn’t surprising as this is the site with the highest levels
of irradiance on average and higher peak temperatures, which results is high NPP values. The NEP
is not visibly different between the grid cells drive with the Hirddu and Eunant meteorological data.
There is a patch to the south west of the site which has lower NEP values. This corresponds in
part to a low mean NDVI, which is possibly due to the relatively high fractional cover of juncus in
this area.
9.6 Discussion
9.6.1 Availability of observations with the required characteristics
The results of this chapter have emphasised the difficulty in obtaining observations which have
the necessary characteristics for constraining the model parameters and forward model C fluxes.
In addition the error in most of the observations has not been fully characterised, and therefore
assumptions on the nature of the error, and the magnitude, had to be made. This is not ideal
when performing a model calibration as the OSSE results clearly showed the need for a certain
level of uncertainty and temporal sampling interval, depending on the observation type, with the
uncertainty being the most important for C flux observations. Estimating the uncertainty is dif-
ficult however. As discussed in earlier chapters efforts are now being made to standardise error
characterisation method (e.g. (Hollinger and Richardson, 2005)), which is a positive step forward.
There is a general lack of ground-based CH4 flux observations. Although the eddy covariance
technique can be used to measure CH4 flux, it is rarely used to do so as the instrumentation required
to accurately measure CH4 fluxes using the eddy covariance technique has not been developed
until recently. The monthly CH4 flux observations taken over a year at this site represent quite a
rare example of a long timeseries of data that can be used to better understand the annual CH4 flux
cycle, regardless of any model-data fusion exercise.
Satellite soil moisture observations were easy to obtain. However the resolution is very coarse
compared to the scale of the study site and therefore the observations were biased. This could
be corrected for in the volumetric soil moisture observations using the ground-based data, but
a full validation of the whole year was not possible. This presents a problem when trying to use
satellite observations to calibrate a model with a smaller grid-cell resolution. Relative soil moisture
observations were obtained for this site from the ASCAT instrument. The observations showed an
unrealistically high variability in relative soil moisture (i.e. values of 0 to 100%), probably again
due to the coarse resolution of the data. This could not be validated or corrected for as no ground-
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based relative soil moisture observations were available. The results of Chapter 7 Section 7.6
showed that if the relative soil moisture observations had a considerable bias this could lead to
very low porosity values in the inversion, which resulted in a large overestimate in the CH4 flux
and underestimate of the NEP. These data were not used to constrain the soil moisture parameters
of the model therefore.
Satellite C flux observations would alleviate many of the problems faced when trying to obtain
observations to constrain the model, if they were a high enough resolution, as they would provide
more continuous coverage over a wide area. These data are not currently available however, and
are unlikely to be in the near future due to technological and monetary constraints, and the long
time it takes for development and launch of a satellite. In addition the nature of the uncertainty
associated with satellite C flux data are not fully understood at present, making it difficult to use
them in a calibration framework even if they did have a higher resolution. As stated in Chapters 5
and 6 it would be more useful to use the model to provide the prior flux maps which could be
updated with satellite C flux concentration data through a Bayesian inversion. This could constrain
the parameters as well as the state variables.
As discussed, the two main problems found when trying to obtain satellite observations were
the lack of availability, and the coarse resolution. Ideally the scale of the observations and the
model would be similar. For a small scale study such as this the optimum resolution would be
on the order of 100s metres to a 1-2 kilometres in order to match the scale of dominant the C
flux processes, though more information on this is needed. The temporal resolution should also
match the model. Data aquired continuously could be used to scale up to a daily measurement
would be useful, or alternatively the model could be run at a finer temporal resolution. Flux
towers offer the best hope of providing C flux estimates at this spatial and temporal scale for
small-scale studies. If global modelling studies are carried out, satellites would be more useful for
matching the spatial scale typically used (0.5 - 1 degrees). Hopefully, as discussed in more detail
in Chapter 2 Sections 2.4.2 and 2.3.2, the satellite-derived estimates of both soil moisture and C
flux will become operationally available in the near future. Efforts are being made to disaggregate
coarse resolution soil moisture datasets (e.g. (Wagner et al., 2008)) but this may not be possible
for C flux estimates for some time. If models are run on a global scale the grid cell size is much
larger and better matches the resolution of the satellite datasets, but for model calibration studies
for specific ecosystems that do not cover a wide area, the issue of satellite data resolution will
remain a problem.
9.6.2 Ability of the observations to constrain the parameter distributions and to
replicate the observation magnitude and trend
The AMSR-E volumetric soil moisture observations resulted in a significant reduction in the prior
distributions of the soil moisture related parameters and thus a well-constrained forward mode
which corresponded closely to the available ground-truth observations. As a result the peak C
fluxes are better approximated, as shown in the OSSE results in Chapter 7 Section 7.3. This
highlights the one of the advantages of EO data. Satellite-derived soil moisture estimates are
provided on a near-daily basis over a relatively long time period. In contrast the ground-truth
observations are only available for eleven dates in the summer months of 2009, due to the length
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of time it takes to measure soil moisture over even a small site like this. These data would not
meet the observation requirements as set out in the OSSE study (Chapter 7 Section 7.3).
The OSSE results for level of CH4 observation uncertainty and temporal sampling interval
suggested a few more parameters would be highly constrained, if not accurately, due to model
equifinality. This suggests that either the removal of some of the observations has potentially
resulted in the inability of the observations to accurately constrain the parameters, or that other
sources of unknown error, for example model structural or input error, are affecting the results.
Despite the fact that none of the CH4 flux observations are ideal, the parameters using obser-
vations at the Hafod location were reasonably well-constrained and resulted in a forward mode
which reproduced the dynamics of all locations well. The observations from the other two loca-
tions resulted in a very low CH4 flux with limited temporal variability. However, even using the
observations at the Hafod location, it appears that the model is unable to reproduce the annual
dynamics (temporal trend). Some of the observations corresponding to the increase in flux during
the summer and autumn months do not result in an increase in the flux at this time, even for the
Eunant location where no observations were excluded from the year-long monthly timeseries due
to high uncertainty. The summer/autumn peak is not modelled correctly. It can clearly be seen that
the observations peak at a later time, and for longer, than the default model run. The observations
which correspond to peaks in the modelled flux are actually negative for the Eunant and Hirddu
locations.
The relatively high correlation and RMSE between the forward mode and the observations
show that whilst the parameters constrained using the Hafod CH4 observations do result in a better
approximation of the forward model mode to the observations, the temporal trend is incorrect and
the peak fluxes later in the year and not well captured, resulting in RMSE values that are higher
than the magnitude of the flux.
9.6.3 Possible reasons for the inaccurate forward model trend
One possible reason for the inaccurate model trend is that the uncertainty in the observations in
the winter/spring is very low, therefore the inversion will fit to those observations well and will
in effect give a lower weight to the observations with a higher uncertainty. If the uncertainty in
the low magnitude flux observations was increased to the that of the highest uncertainty, there
would be more freedom in the inversion for the parameters to fit to the higher flux observations,
even if this produced broader parameter PPDFs. This can be seen when comparing the Hirddu
and Hafod observations. The observations for the Hirddu site all had lower uncertainty estimates
which resulted in a stronger constraint on the parameters in the inversion. For this reason all the
parameters are highly correlated but the forward mode is close to zero and shows limited daily
variability. The observations taken at the Hafod location had a higher uncertainty. This resulted
in a lower constraint of the parameters but the forward mode was better able to replicate the CH4
flux dynamics, even though the model posterior 95% confidence interval was wider.
This highlights another issue of using observations with uncertainties that scale with the mag-
nitude of the flux. Greater weight will be given to the lower uncertainty observations but this will
bias the parameter estimates toward low flux magnitudes. In such cases it might be pertinent to in-
crease the observation uncertainty to that of the maximum uncertainty, so the low flux observations
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do not bias the calibration.
Another possible reason for the inaccurate forward model trend is that the prior parameter
distributions are too narrow. Some parameters appear to be tightly constrained to the limit of their
prior distribution, such as the inundation ratio parameter. If the prior distributions were wider
the parameters may be able to better replicate the trend of the observations. If this resulted in
“effective” parameters, i.e. parameters that had no biogeochemical basis, this might point to an
error in the model representation of the processes. If the parameter can be constrained by the
observations then arguably there is no need to modify the model. However effective parameters
might result in incorrect model predictions at other sites.
It may also be that some parameters are time-varying, and should be calibrated using a smaller
time window of observations than one year. This could be the case for the inundation ratio param-
eter for example. Again, this suggests that a time-varying processes connected to the parameter in
question is not correctly represented in the model. As so few observations are available, it would
be better to modify the model than to attempt a calibration over a shorter time window with fewer
observations.
As discussed in Chapter 8, in general the magnitude of the C fluxes changes with different
parameter values in the CASA-CH4 model but not the temporal trend. The daily variability and
annual trend is controlled by the inputs and the model physics. The parameters mostly scale the
magnitude of the model outputs. This suggests no shift in the parameter distributions would result
in the model being able to replicate the trend of the observations. A model structural error might
therefore be the reason for the inaccurate forward model trend.
The OSSE experiments which looked at an error in the temporal trend of the model showed
this could not be accounted for using the Bayesian inversion, even with the best possible observa-
tions. Therefore none of these observations would result in an accurately modelled CH4 flux for
this site, using this model, as it has a structural error which cannot be accounted for with a shift
in the parameters. This is an unfortunate but interesting result and highlights the usefulness of the
OSSE framework in understanding the limitations of possible observations and/or the model be-
fore the calibration is carried out. If a synthetic experiment has not been performed it is not known
whether the difference between the forward mode and the observations is just the result of inaccu-
rate parameter estimates. The OSSE therefore makes interpreting the results of the calibration of
the model with real data much easier.
Further investigation is needed before the presence of a model structural error can be con-
firmed. Regardless, given the information in the observations, prior and model, the model has not
been able to replicate the trend in the observations. The forward model mode is well-constrained
by these observations, highlighting the important issue that the posterior 95% confidence interval
may well be deceptive and lead to inaccurate assumptions about the quality of the calibration and
the confidence placed in the model predictions.
9.6.4 Possible sources of model error in the CH4 flux dynamics
The possible “late-autumn shoulder” of high CH4 flux into the autumn months, as seen in the
observations but not in the model, was discussed in Mastepanov et al. (2008). It is assumed
that the CH4 annual cycle closely corresponds to that of CO2 in the CASA-CH4 model, and as
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discussed in Chapter 2 Section 2.2.2 most models follow a similar formulation. If this assumption
is incorrect then the CH4 dynamics in most peatland models will produce inaccurate CH4 flux
temporal trends.
The cause of the different temporal trend is unclear. It might be the result of a lag in the
methanotrophic productivity following a decrease in soil moisture in the summer months. A lag of
two to three months in the response time of CH4 flux to changing water table has been observed in
an experiment looking at small-scale manipulations in controlled environment chambers (S. Toet,
pers. comm.). Modelling microbial populations is probably too complex for a biosphere model
such as this, but if a lag time in response to decreasing soil moisture were proven a simple rela-
tionship which expressed this could easily be added to the model. More ground-based and satellite
data are required to confirm the existence of a “late-autumn shoulder” of high CH4 fluxes. If this
is proven to be the case in many different locations, more experimental work needs to be done to
confirm that a lag in the microbial activity would be substantial enough to cause a very different
CH4 flux annual temporal trend when compared to CO2 flux dynamics. In order to properly model
the dynamics, the cause of the delayed response in the methanogens or methanotrophs needs to
be anaylsed experimentally. The above experiment looked at water table, but temperature, soil
characteristics and vegetation type may also be factors.
The CASA-CH4 model formulation of the varying transport mechanisms of CH4 is also fairly
simple and based on a relatively small number of empirical studies. There is no mechanism for
storage of CH4 in the soil, and indeed no formulation for CH4 uptake by the soil, as is clearly seen
in the observations. It is possible that the addition of a number of more detailed processes relating
to CH4 production and consumption in the model would be able to correctly model the observed
CH4 temporal trend.
If the inaccurate trend of the model is due to an incomplete knowledge controls on CH4 emis-
sion, satellite CH4 flux observations maybe of use in identifying gaps in our understanding and
could provide information on the possible sources of error in the models. Anomalies in the CH4
emissions provided by satellite data (e.g. Frankenberg et al. (2011) might provide further evidence
of as yet unidentified processes which important in controlling the pattern in CH4 emissions.
9.6.5 C flux dynamics at the Lake Vyrnwy site
The model predictions in these experiments suggest that the Lake Vyrnwy site is a net C sink, even
though it is a source of CH4. Even when considering that the global warming potential of CH4
is roughly 23 times that of CO2, this is still positive in terms of the net radiative forcing of the C
fluxes from this site.
Although estimates of the daily C flux variability and annual net C flux have been provided for
the Lake Vyrnwy site, it is likely that the peak CH4 flux is not accurately modelled for some areas
of the site, resulting in an underestimate of CH4 flux. Whilst the forward NEP flux approximates
the two observations that are available this is not adequate enough to confidently say the true NEP
flux is accurately modelled, both in magnitude and trend.
From other studies which have investigated the net C balance of UK or temperature peat-
lands, this is a significant overestimate (estimates of a net sink of 23gCm−2yr−1 Roulet (2000),
∼71gCm−2yr−1 Lafleur et al. (2003), 15±12gCm−2yr−1 Worrall et al. (2003)). Yu et al. (2011)
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reported that peatland site averages are around 20 - 30gCm−2yr−1. The OSSE studies showed that
a wide range of annual net NEP values could result from constraint using the CH4 observations
alone, especially if the uncertainty and temporal sampling interval were not as good as they could
be. Here a couple of NEP observations were included in the calibration which resulted in a less
erratic temporal trend, but without more NEP data it is impossible to know if this estimate is an
overestimate or not. The uncertainty in the annual NEP estimates was very high, further prov-
ing that there are not enough observations here to properly constrain the NEP. It is likely from
the OSSE experiment results, that a higher number of NEP observations, even with this level of
uncertainty, would be result in a better constraint of the model parameters and forward modelled
NEP and CH4 flux.
The width of the 95% confidence interval clearly scales with the magnitude of the C fluxes.
This is partly due to the fact the sensitivity of the fluxes to the parameters increases at higher
values, so there is a higher range in the peak flux with changing parameter value, as seen in
Chapter 4, Section 4.5. This is related to the model physics. For example a drop soil moisture this
results in a non-linear increase in the C decomposition and therefore C flux, due to the way the
soil moisture is used to scale the decomposition rates in the soil. Therefore it might be better to
obtain more observations in the summer months to better constrain the peak fluxes, as this is the
largest source of uncertainty.
One of main controls on peak fluxes is the magnitude of decrease in soil moisture following
periods of no rainfall or increased evapotranspiration. The rdr parameters mainly control the dip
in soil moisture. The decrease in soil moisture that results from the rdr parameter constraint is
never very large. More ground-truth observations are required to see if this is realistic or not for
this site. If the model is inaccurate in this respect, and the soil moisture does decrease further, this
would result in lower NEP values and higher CH4 flux, potentially resulting in the site becoming
a net C source. The rdr parameters are constrained to the values which result in the largest dip in
soil moisture possible. Only a porosity value close to zero would result in significant drops in soil
moisture and this would not be realistic for a peat soil. Hence if the true variability in soil moisture
is greater than the model can predict, the parameters of the model would not be able to account for
this model error. More observations are needed before this can be properly assessed however.
9.6.6 Controls on the spatial variability of annual net C flux
The results suggest the spatial variability in the annual net CH4 flux across the site is mainly
controlled by the meteorological data, and in particular the air temperature, while smaller-scale
variations are controlled by changes in vegetation phenology and fractional cover. The annual
NEP is dominated by both the meteorological drivers and the NDVI. The difference between the
two fluxes is not surprising as the NEP is dominated by NPP. The calculation based on NDVI and
meteorological inputs. The CH4 flux is more dominated by soil moisture and temperature effects
on decomposition, and is further removed from the drivers which determine the amount of C
assimilated into the system. This suggests it is more important to have good quality meteorological
data than vegetation-related drivers, though more in depth analysis is needed to interpret this result
with confidence. However it is not clear whether the simple representation of the phenology of the
different vegetation is adequately captured using a satellite-derived vegetation index. This might
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not affect the annual net flux but might impact the daily variability of C flux.
9.6.7 Implications of using this framework for other peatland studies
The OSSE results from the previous chapter not only guided the decision as to which data would
be adequate for constraining the parameters of the model, but they allowed a much easier and
clearer interpretation of the results of the calibration. In particular they were useful in helping
to identify model structural error, and gave confidence to the conclusion that it was this and not
poor constraint of the parameters which was responsible for the difference between the model
and the observations. This further proves that such a framework is highly useful if not absolutely
necessary when performing a model-data fusion exercise such as this.
Model studies of peatland C fluxes, and in particular the CH4 dynamics, are in their relative
infancy. The results of this experiment suggested that there is a possible model deficiency which
results in an inaccurate model CH4 flux temporal trend. Without more observations it is unclear
whether this is also true of the NEP. The cause of the discrepancy between the forward mode and
the observations needs to be investigated further. If the cause is an error in the model representation
of CH4 dynamics this has a much wider application for modelling of CH4 fluxes, as discussed
earlier in this section.
A Bayesian inversion takes into account all the information and associated uncertainty esti-
mates, and therefore provides a robust framework with which to better estimate C flux estimates,
and crucially, the uncertainty in those estimates. The results of this chapter have demonstrated an
application of such an approach for estimating peatland C fluxes. To my knowledge a Bayesian
inversion framework has not previously been used to estimate the uncertainties associated with
peatland CH4 flux dynamics, therefore this work provides a significant advance over previous
studies of this type of ecosystem.
9.7 Conclusions
The main findings in this chapter can be summarised as follows:
• Obtaining observations with the required level of uncertainty in particular is very difficult.
This significantly hampers the ability to constrain the parameters of the model and to make
reliable predictions of the C flux.
• Calibrating the model with the available CH4 flux observations has shown that there is a
possible structural error with the CASA-CH4 model which results in an inaccurate temporal
trend. This is likely to result in an underestimate of the true CH4 flux for some areas of the
Lake Vyrnwy site and therefore little confidence is placed in the model predictions.
• Calibrating the model with poor-quality observations can result in a deceptively low uncer-
tainty for the C fluxes, which would result in mis-placed confidence in the model predic-
tions.
• Model predictions of NEP are likely to be an overestimate. However the NEP results suggest
that this site is a sink of CO2, which is to be expected of peatland ecosystems.
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• Model predictions of the CH4 flux suggest the site is a source of CH4. The magnitude of the
NEP suggests however that overall the site is a net C sink.
• The spatial variability in annual net C fluxes at the Lake Vyrnwy site appears to be mostly
controlled by changes in the meteorological drivers.
• The OSSE results from previous chapters helped significantly, to both identify those obser-
vations which would be adequate to constrain the model parameters and predictive uncer-
tainty, and in the interpretation of the calibration results.
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Chapter 10
Conclusions
The aim of this thesis was to investigate the ability of a combined observation - modelling approach
to improve estimates of CO2 and CH4 fluxes from peatlands. The processes that control the balance
of CO2 and CH4 emission from peatlands are generally well-understood, but the uncertainty in
peatland C fluxes remains high, therefore there is a need to better quantify these estimates. Given
model inaccuracies and uncertainty in observations, the method of statistically combining the two
sources of information (so-called data assimilation) results in optimal estimates. This study has
developed and implemented a data assimilation framework that can be used to examine the ability
of ground-based and EO data to calibrate, test and improve model estimates of peatland C fluxes.
This provides a significant advance over previous studies for this type of ecosystem.
A Bayesian inversion approach was used to constrain the parameters of a simple C flux model
that contains a representation of CH4 flux dynamics (the CASA-CH4 model). Observation Sys-
tems Simulation Experiments (OSSEs) were carried out to determine the type of observations,
and the uncertainty and temporal sampling interval, that would be best suited to improving C flux
estimates using this model. An application of the Bayesian inversion approach was then used to
constrain the model at a UK upland peat site, using ground-based C flux observations and satellite-
derived soil moisture estimates.
Chapter 4 presented an initial summary of the workings of the model and the results of a
sensitivity analysis of the parameters, in order to decide which were the most important state vari-
ables and related parameters that required calibrating. The C flux was most sensitive to parame-
ters directly involved in the calculation of C fluxes, and to the soil moisture-related parameters.
Therefore ground-based C flux and satellite-derived soil moisture observations were required to
constrain most of the variability in the model resulting from unknown parameters.
Chapters 5 to 7 used an OSSE framework to determine the type of observations and the as-
sociated characteristics (uncertainty and temporal sampling interval) which were best in terms of
constraining the parameters of the CASA-CH4 model. These experiments mostly focused on the
case where the model was assumed to be correct and the difference between the observations and
the model was due to random uncertainty in the observations alone.
The OSSEs performed with CH4 flux (Chapter 5), NEP (Chapter 6) and soil moisture observa-
tions (Chapter 7) identified the level of uncertainty and temporal sampling interval for each type
of observation which would result in well-constrained parameters and a forward mode which ac-
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curately approximated the true value. For the CH4 flux and NEP observations, if the observation
uncertainty was low enough to allow good parameter constraint, many combinations of parameter
values existed which resulted in an accurate forward model mode. The parameters were therefore
often constrained to the wrong value, suggesting there was a high degree of parameter correlation
and model equifinality. To better constrain the parameters to their accurate values further informa-
tion is needed; either different types of observation, or an improved knowledge of the prior range
of the parameter values.
Model equifinality aided the modelling of NEP and CH4 flux in this study as an accurate
approximation of the true flux could be found with well-constrained parameters, even if they
were not constrained to their true value. However these parameter estimates were conditioned
on the specific uncertainty in the observations. They could not be used with confidence to make
predictions of C flux for different locations or time periods, or to answer questions regarding
changing management or climate change scenarios.
The different C fluxes had a different sensitivity to each of the parameters. It was shown that
this restricted the ability of each type of C flux observation to accurately constrain the other C flux
model estimates. If parameters constrained using one type of C flux were biased due to parameter
correlation, they did not always result in an equally good approximation of the other C fluxes
in the model. This was seen for the CH4 flux experiments, where some of the observations that
resulted in an accurate and well-constrained CH4 flux mode did not result in accurate and well-
constrained model NEP. The NEP observations were generally better at accurately approximating
the CH4 flux observations than vice versa, though if the best-case observations were available,
observations each C flux could replicate the true flux of the other.
For the C flux observations, uncertainty was more important in constraining the parameters
than the temporal sampling interval. This was because a change in parameter value affected the
whole timeseries. The bias was key to whether that magnitude of flux was correct. For the vol-
umetric soil moisture observations both the uncertainty and the temporal sampling interval were
important. This was because it is mainly the relative drying rate (rdr) parameters which can or can-
not be well constrained by the observations. The porosity was well estimated by the volumetric
soil moisture as it represents the maximum value the soil moisture can have. The rdr parameters
on the other hand control the decrease in soil moisture at times of a lack of precipitation. Therefore
the temporal sampling interval was important, as if it was too large the observations missed the
time periods where the soil moisture decreases with limited precipitation. There were therefore
generally fewer soil moisture observational characteristics that resulted in a good constraint of the
soil moisture- related parameters.
The synthetic observation framework allowed an investigation of the potential problems that
may arise when implementing a data assimilation experiment. Chapter 7 examined the impact of
bias in the observations, and the possible ways of dealing with it in the Bayesian inversion. The
issue of having an unknown bias was examined for the volumetric soil moisture observations as
this was likely to be an issue when using coarse resolution satellite data. The results showed (un-
known) bias in the observations can result in inaccurate but well-constrained parameter estimates,
which could cause a bias in the modelled fluxes depending on the sensitivity of the model to the
parameter in question. Therefore systematic biases in the observations need to be properly ac-
292
counted for in the likelihood of the Bayesian inversion. This indeed was the case using AMSR-E
volumetric soil moisture observations for the Lake Vyrnwy site. The bias was approximated using
ground-based data, and used to account for the bias in the likelihood. This resulted in forward
model volumetric soil moisture mode that corresponded well to the ground-truth observations.
The final OSSE study in Chapter 8 investigated the impact of unknown errors, in both the
amplitude and phase of the model, on the ability of the observations to constrain the model param-
eters. Results suggested that a shift in the parameters away from the correct value could account
for an error in the magnitude of the fluxes, but not a change in the temporal trend. Again, as was
shown in the other OSSE experiments, good parameter and forward model constraint could result
in false confidence being placed in the model predictions. This is a key finding. Without the OSSE
framework it would be impossible to know if this was the case. If the observation uncertainty is
low and does not coincide with the posterior forward model uncertainty, the parameters that were
included in the calibration cannot account for the error in the model. If the uncertainty estimates
on the model and observations do not overlap this identifies the possible presence of the error
in the model or inappropriate prior distributions. Several possible methods of accounting for the
model uncertainty and/or investigating which part(s) of the model are inaccurate were proposed.
In the final experimental chapter the observation - modelling framework was applied to an
upland UK peat site using ground-based C flux observations and satellite-derived soil moisture
estimates. The temporal sampling interval of satellite observations is one of the major advantages
of using these data, coupled with the continuity over a period of years. Operational satellite soil
moisture observations were available for the AMSR-E instrument but the coarse resolution, when
compared to the area of the site, resulted in biased observations when compared to ground-based
observations. The bias was accounted for in the likelihood of the Bayesian inversion. Validation
studies and preliminary attempts at the random error characterisation of soil moisture observations
suggested the uncertainty of the AMSR-E observations was adequate for calibration of the soil
moisture-related parameters of this model.
Constraining the CASA-CH4 model with observations of C flux for the Lake Vyrnwy site
suggested that there was an error in the temporal trend of the CH4 flux in the model. The peak
fluxes occurred later in the year than the peaks in the modelled CH4 flux. There were not enough
observations to confirm if this was also the case for the CO2 fluxes. The cause of this error may
be related to a lag in the microbial response to changing soil moisture and temperature conditions
in the summer months. If there is an error in the temporal trend of the model, satellite C flux
observations can help identify whether this error was localised or representative of a significant
gap in our understanding of the the controls on CH4 emissions. In addition further field-based
experimental work needs to be carried out to confirm the existence of a “late-autumn shoulder”
of high CH4 fluxes, and the possible causes of this. If it is found that the annual trend of CH4
is different to CO2 this is a significant finding in terms of CH4 flux modelling, as many models
include a similar representation of CH4 dynamics which is heavily coupled to that of soil CO2
dynamics.
Using parameters constrained with CH4 flux, NEP, and volumetric soil moisture observations,
the annual net CH4 flux at the site was found to range from 0.135 - 0.188gCm−2yr−1 with a pos-
terior 95% confidence interval of around 85-90%. These results are an underestimate the ground-
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based CH4 flux for some areas of the site however, which showed significantly higher magnitude
of flux in the summer and autumn months. The annual NEP values suggested the site was a sig-
nificant sink of CO2 (450-600gCm−2yr−1). This outweighed any increase in the net GWP of the
site from net CH4 emission.
A key finding of this work was that a low model predictive uncertainty can be deceptive in
terms of knowing how good the the model calibration is. Without doing a synthetic experiment it
is unknown how well the calibration will work and what the impact of any possible issues relating
to poor quality observations, inadequate prior or model error will be. The OSSE framework allows
a much clearer interpretation of the results of a model calibration, aside from the fact it provides
the necessary information on which observations are likely to result in good parameter and model
constraint. It is a valuable tool for better understanding a model and the subtle technicalities of the
data assimilation approach. It is arguably imperative that such a study should be carried out before
any “real” observations are used. The discrepancy between the model and observation temporal
and spatial scale was highlighted in the discussion of the OSSE chapters. It is suggested to the
modelling community that the temporal and spatial resolution of the observations must match that
of the model in order that biases in the parameter values are not introduced in the calibration.
For a small-scale study such as this, data are required on the order of 100s metres to 1 to 2 km.
Satellite C flux data do not meet that requirement currently, therefore it would be better to use flux
towers to measure C fluxes, and to have at least three in order to properly characterise the error in
the observations. Flux towers also provide the necessary half-hourly temporal sampling interval,
which can be used to scale to daily measurements. Satellite C flux data would be more suited
to the calibration of global models as the resolution is similar to the 0.5 to 1 degree grids used.
However, higher temporal sampling intervals than the current revisit periods would be required for
future satellite missions.
In terms of soil moisture data, satellite observations are useful in that they offer near daily
measurements. The spatial scale of passive microwave data is too large for a study on small-
scale, but as discussed many efforts are currently underway to provide operational disaggregation
algorithms which would provide soil moisture estimates at the correct spatial scale. This should be
a focus for research, as should providing operational soil moisture products from high resolution
SAR sensors.
Finally it is clear from this work that modellers and field-based biologists need to work to-
gether more in order to improve the observations required to calibrate the models, and to discuss
possible sources of model error. In this way experiments that need to be undertaken in order to
understand the processes better can be carried out. There is a lack of ground-based CH4 data. The
dataset used in this study is extremely rare. As such it is difficult to say whether the discrepancy
between the observations and the model is due to inaccurate process representation on a wider
scale. Further collaboration with the team that collected this data will allow for an improvement
in our understanding of CH4 dynamics and therefore more accurate model estimates over wider
regions.
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10.1 Contribution to scientific understanding
1. This thesis has presented the development and implementation of a framework that can be
used to robustly incorporate observations of different types into a process based model of
peatland C fluxes. This is the first such study of this type of ecosystem.
2. This work also presented a global sensitivity analysis of a C flux model, which was used to
understand what the main drivers of the model are and which observations should be used
to calibrate the model.
3. The use of an OSSE approach to identify the observations which will and will not result
in an accurate constraint of the model parameters and state variables was demonstrated.
Experiments proved the OSSE is a useful and necessary tool for interpreting the results of a
model calibration. In particular it was shown that the OSSE can highlight issues that arise
in the presence of observational bias and model error.
4. An application of the Bayesian inversion to a test site using the available observations con-
firmed the usefulness of this approach in obtaining CO2 and CH4 flux estimates from a
complex peatland system.
5. This work provides a case study for one particular ecosystem but this framework could be
used in any model-data fusion context.
6. This thesis also presents the first comprehensive use (as far as I know) of satellite soil mois-
ture in a data assimilation context with C flux models. Mostly soil moisture data assimilation
has been conducted with hydrological models, or to improve the hydrology and energy bal-
ance of land surface models. To my knowledge only one study (Verstraeten et al., 2011) has
had the specific purpose of improving C flux estimates, and that study simply replaced the
modelled soil moisture estimates with the satellite data.
10.2 Future work
The work presented in this thesis can be expanded on in several ways. The study should be
extended to test the increase in information which would be provided if the prior distributions of
some parameters could be better constrained. This may lead to model equifinality having a lower
impact on the ability of the observations to accurately constrain the parameters.
The issue of what might be causing the inability of the model to reproduce the observations
at the Lake Vyrnwy site should be investigated further. A first step would be to test the model at
different locations, to determine whether this is a localised effect. If not there are several ways
to deal with the problem. The prior distributions on the parameters could be widened to deter-
mine whether parameter values outside the current priors would result in a better retrieval of the
observations. This might result in ‘effective’ parameters, i.e. parameters which enable to model
to match the observations but which have no physical meaning. Alternatively the time window
of observations which is used to constrain the parameters could be shortened. This might result
in a better constraint of the parameters, but the MAP estimates may vary with each calibration
295
period. Knowledge as to whether this is realistic or not might identify a potential problem in the
model physics. For example, the results of four different model calibrations for 2009, performed
with observations which span a period of three months, might result in different estimates of the
inundation ratio. This would suggest the process which partitions the decomposed C into CO2
and CH4 is responding to a time-varying factor which is not accounted for in the model physics.
The aim is not to add unnecessary complexity to the model however, but to find the simplest pro-
cess representation in the model which would result in more accurate CH4 flux dynamics at many
different sites.
Secondly, only the ability of the observations to constrain the parameters of the model has been
investigated. In order to make a full assessment of the possible sources of the differences between
the model and the observations, uncertainties in the inputs could be examined as parameters in the
model, as could the initial conditions. For example the magnitude of the various litter and soil C
pools could be estimated in the same framework as in Yeluripati et al. (2009).
The OSSE studies which examined the impact of a possible unknown error in the model could
be expanded to include ‘model error parameters’ (hyper-parameters), which in theory would ac-
count for the error in the model. The parameters could be linked to any of the model state variables,
allowing the possible identification of the source of the model error. This method of simultane-
ously quantifying the parameters, initial conditions and the error in both the inputs and the model
is referred to as Bayesian Total Error Analysis and was briefly discussed at the end of Chapter 8.
Studies by Thyer et al. (2009), Renard et al. (2010) and Salamon and Feyen (2010) have shown
this can work well, though they were using simpler catchment hydrological models with fewer
parameters and state variables.
If the model structural error is to be properly diagnosed and resolved, closer collaboration with
biologists who make field-based measurements is needed. Specific issues can be addressed with
manipulation experiments, and the models adapted if necessary. This approach would work well
with the issue of an inaccurately modelled temporal trend in the CASA-CH4 CH4 flux. If this
is to be corrected, a dialogue with the experts in the biological and environmental processes that
control CH4 flux needs to take place. As well as field-based measurements, satellite C flux data,
which will be increasingly available over the coming years, can be used to identify where there
are deficiencies in our the current understanding of the processes. These data will be enormously
useful for testing and validating the C flux component of land surface models on a global scale.
Thirdly, future work should include the testing of different temporal and spatial model scales
and the impact of the mismatch between the observations and the model. This issue was also
discussed by Raupach et al. (2005) and Rayner (2010). It may be useful to have a model with
an hourly timestep (rather than daily) for example, so the model output and observations will
correspond to the same time of the day. It is clear from the results in this study that the resolution
of the model grid cell should match that of the observations. If the observation is made over a
much smaller area than the model grid cell then there could be just as high a spatial uncertainty
as for the satellite observations with a resolution that is greater than the model grid cell. Which
spatial scale is most useful for obtaining the best C flux estimates? Should the model be run
at a very fine scale so as to compare to ground-based data, or at a coarser scale to match the
satellite data? Arguably the latter is the most sensible option as satellite data have a high temporal
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sampling interval, which may not be possible for ground-based observations. Some studies argue
the same result could be achieved with an extensive ground monitoring network for a similar
amount of money than it would take to put a satellite in orbit (Hungershoefer et al., 2010). Even
if it makes sense practically for the model grid size to be larger, few studies have examined the
difference in the C flux estimates over a certain region that are obtained from averaging several
higher resolution model grid cells, or from having one grid cell that covers the whole area. As
the processing speed and memory size of computers continues to be improved, models could in
theory be run at higher resolutions, if it was deemed necessary to do so. This is an interesting and
pertinent area of research.
Finally, and on a more technical note, the subtle workings of the Bayesian inversion, given
the nature of the observations and their error structures, should be examined further, especially as
the error in the observations become better characterised. For example, studies have shown the
random error in ground-based C flux observations have a Lagrangian distribution and scale with
the magnitude of the flux (Hollinger and Richardson, 2005; Richardson et al., 2006). Error models
other than the Gaussian distribution (as used in the likelihood of the Bayesian inversion) should
be tested if it is thought the uncertainty in the observations warrants this change. Temporal and
spatial autocorrelation has also not been examined in this study. It is likely the autocorrelation in
daily observations will result in an underestimate of the true uncertainty in the model. This can be
accounted for by adapting the likelihood in the Bayesian inversion. All these issues were explored
in studies by Yang et al. (2007b), Thyer et al. (2009), Renard et al. (2010) and Salamon and Feyen
(2010) using the BATEA framework. They focus on improving hydrological models, but it would
be very useful to apply this comprehensive approach to C flux and land surface models.
In conclusion, this thesis has provided an example of a rigorous test of a combined observation-
modelling approach. This was mainly achieved through the implementation of an OSSE frame-
work. In this case the aim was to constrain the parameters of a the C dynamics of a simple land
surface model model in order to improve C flux estimates from peatlands, but this framework could
be applied to any data assimilation study. The work in this thesis has shown a synthetic study is
valuable in providing a clearer interpretation of the results when using the available ground-based
and satellite observations. The task of improving land surface flux estimates, both of C fluxes and
water and energy balance, is becoming increasingly important for climate change studies. Data
assimilation is being used as a tool in tackling this problem but the usefulness of the available
data is largely untested in a synthetic framework. Arguably this is crucial for a more complete
understanding of the models, and the information that the observations can provide in improving
the model estimates and the quantification of the model uncertainty.
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