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Kurzfassung
Diese Dissertation handelt von der Anwendbarkeit laserinduzierter Plasmaspektroskopie (eng-
lisch: laser-induced breakdown spectroscopy, LIBS) mit Detektion im vakuumultravioletten Spek-
tralbereich (VUV), im Folgenden VUV-LIBS genannt, im Bereich der Planetenforschung. Für
LIBS wird ein gepulster Laser auf die zu untersuchende Probe fokussiert. Aufgrund der hohen
Spitzenleistungsdichten wird dabei Probenmaterial abgetragen, verdampft und teilweise ioni-
siert. Die im Plasma enthaltenen Atome und Ionen werden elektronisch angeregt und strahlen
in der Folge Licht charakteristischer Wellenlängen ab, welches spektroskopisch analysiert wer-
den kann. Diese Analyse erlaubt einen Rückschluss auf die im Plasma und damit auch in der
Probe enthaltenen chemischen Elemente. Mit LIBS können im Prinzip alle Elemente detektiert
werden. Allerdings sind insbesondere die Nichtmetalle schwerer zu detektieren, deren intensivste
Emissionslinien im VUV-Bereich liegen, d.h. bei Wellenlängen kürzer als 200 nm, der oft nicht
untersucht wird. Messungen in diesem Spektralbereich sind herausfordernd, da ein Großteil der
Strahlung von der irdischen Atmosphäre absorbiert wird. Auf atmosphärelosen Himmelskörpern
wie dem Mond besteht diese Schwierigkeit nicht, sodass für die Elemente C, Cl, H, N, O, P und S
eine verbesserte Detektierbarkeit erwartet wird als mit konventionellem LIBS im typischerweise
untersuchten Spektralbereich über 200 nm.
Inspiriert durch die ambitionierten Vorhaben der nationalen und internationalen Raumfahr-
tagenturen in naher Zukunft zum Mond zurückzukehren und dort nach Möglichkeit eine dau-
erhafte Mondbasis zu errichten habe ich das Potenzial von VUV-LIBS in der Anwendung auf
dem Mond untersucht. Für dieses Projekt wurde am Institut für Optische Sensorsysteme am
Deutschen Zentrum für Luft- und Raumfahrt in Berlin-Adlershof ein VUV-LIBS-Messplatz ent-
worfen und aufgebaut. Nach einer Charakterisierung des neuen Laboraufbaus wurden zunächst
durch Messungen an Proben, die nur wenige Elemente enthalten, Spektrallinien identifiziert, die
mit dem Messaufbau typischerweise detektierbar sind. Dabei wurden Emissionslinien der Ele-
mente Al, C, Ca, Cl, Cu, Fe, H, K, Mn, Na, Ni, O, P, S, Si, Ti und Zn im Bereich von 120 bis
195 nm identifiziert. Von Mg konnte in diesen Messungen keine Emission nachgewiesen werden.
Darüber hinaus wurden mithilfe von Mondsimulant Studien zur quantitativen Analyse von S
und Cl in Mondregolith durchgeführt. Dabei ergaben sich Nachweisgrenzen im Bereich von 0.5–
1.0 at.-% für S und um 1.0 at.-% für Cl. Die auf dem Mond erwarteten Höchstkonzentrationen
liegen dagegen im Bereich von 0.2 at.-% für S und 0.02 at.-% für Cl und können entsprechend
bislang nicht detektiert werden. Der Zusammenhang zwischen LIBS-Signal und elementarer S-
bzw. Cl-Konzentration war annähernd linear. Während der Messungen wurden starke Schwan-
kungen der Signalintensitäten festgestellt, die einer mittels Ramanspektroskopie nachgewiesenen
eingeschränkten Probenhomogenität zugeschrieben wurden.
Die in dieser Arbeit präsentierten Ergebnisse deuten darauf hin, dass VUV-LIBS in der Tat
eine verbesserte Detektierbarkeit für S und Cl im Kontext einer Mondmission bewirken kann.
Um das Potenzial der Methode für diese Anwendung umfassend beurteilen zu können und die
Nachweisgrenzen zu senken, sind jedoch noch weitere Untersuchungen mit einem verbesserten
Messaufbau notwendig. Es sei zudem darauf hingewiesen, dass VUV-LIBS, obwohl die am häu-
figsten in geologischen Proben anzutreffenden Elemente Al, Si und O zuverlässig nachgewiesen
werden konnten, seinen größten Nutzen in Verbindung mit LIBS in anderen Spektralbereichen
oder auch in Verbindung mit anderen analytischen Methoden finden mag, da wichtige gesteinsbil-




This thesis investigates the application of laser-induced breakdown spectroscopy (LIBS) with
detection in the vacuum ultraviolet (VUV) spectral range for in-situ space exploration. LIBS
is a type of optical emission spectroscopy (OES). For LIBS, a pulsed laser is tightly focused
onto the sample, thereby ablating material and exciting a luminous plasma. The atoms and ions
contained in the plasma radiate light of characteristic wavelengths, which can be analysed with
spectrometers like in other types of OES. The spectral analysis allows to identify the chemical
elements in the plasma, which are assumed to be representative for the elements in the sample.
With LIBS, in principle all elements can be detected. However, especially the non-metal elements
are challenging to detect because their strongest lines are located in the VUV spectral range, i.e.
below 200 nm, which is often not investigated. Detection in this range brings its own challenges,
since large parts of the radiation spectrum are absorbed by the atmosphere surrounding the
sample. On celestial bodies without an atmosphere, such as the Moon, the ambient conditions
are well suited for VUV-LIBS analyses. In such a scenario, a better detectability for the otherwise
challenging elements C, Cl, H, N, O, P and S is expected compared to LIBS in the usually
employed detection range above 200 nm.
Motivated by the recent ambitions of the national space agencies to return to the Moon and
to potentially set up a permanent moon base in the near future, I investigated the potential of
VUV-LIBS in a lunar context. For this project, a dedicated set-up for VUV-LIBS was designed
and built at Institut für Optische Sensorsysteme of Deutsches Zentrum für Luft- und Raumfahrt
(DLR-OS) in Berlin-Adlershof. After an initial characterization including a relative spectral
sensitivity estimate, chemically simple samples have been studied in order to identify emission
lines that are typically detectable with this set-up. From these measurements, emission lines
from Al, C, Ca, Cl, Cu, Fe, H, K, Mn, Na, Ni, O, P, S, Si, Ti and Zn could be identified in the
spectral range from 120 to 195 nm. For Mg, no emission lines have been observed. Furthermore,
two studies about the detection and quantification potential of the set-up for S and Cl in lunar
analogue material have been conducted. I found detection limits in the order of 0.5–1.0 at% for
S and of 1.0 at% for Cl, and an in general linear increase of the detected signal intensity with
the analyte concentration for most of the investigated sample series. The expected maximum
concentrations in lunar material of 0.2 at% for S and 0.02 at% for Cl can thus not yet be detected.
Strong signal fluctuations observed in these studies have been attributed to a limited homogeneity
of the samples, which has been deduced from Raman spectroscopy measurements.
The results shown in this thesis indicate that VUV-LIBS is promising for the improved
detection of light elements such as S and Cl in a lunar context. However, more extensive studies
with an optimized set-up are necessary to properly assess the true capabilities of the method
and to further reduce the detection limits. Although emission from the most abundant chemical
elements in geological samples, Al, Si and O, could be reliably detected in all samples containing
them, the potential of VUV-LIBS might in the end be best used in combination with LIBS in
the UV-VIS range or with other analytical techniques, because the major rock forming elements
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Since antiquity, humans have been observing the night sky and trying to understand the cosmic
context in which their homeworld is situated. In the very beginning, the Earth was believed
to be the centre of everything and the celestial bodies were assigned to gods of the mythology
of the respective culture and time. However, already about 2300 years ago, Aristarchus of
Samos postulated a heliocentric model of the universe and determined the Earth-Moon distance
to within 7 % difference to the correct value [1] from observations with his bare eyes. Further
observations by various astronomers and thorough logging of star positions over years and decades
increased the understanding of the celestial mechanics.
With the invention of the telescope in the 17th century and its subsequent optimization, the
nature of extra-terrestrial objects could be investigated. Galileo Galilei discovered dark spots on
the solar surface as well as the Jovian moons Io, Europa, Ganymede and Callisto, four objects
neither orbiting the Earth nor the Sun. Furthermore, the surface of the Moon was studied, first
maps of the lunar surface were drawn and the observed oceans (maria) and craters were named.
Around the end of the 17th century, Christian Huygens correctly noted the absence of water on
the lunar surface, based on the lack of clouds and rivers. By observing stars disappear behind
the lunar disk without prior attenuation of their light, he further deduced that the Moon does
not have a significant atmosphere.
While ground-based observations led to further great discoveries, such as the Hubble-Lemaître
law of the expansion of the universe in the 1920’s, the next big technological advancement in
astronomy was only about sixty years ago, when the first spacecrafts were launched and provided
detailed photographs of the lunar surface and later geological samples from the Moon. To date,
all planets in the Solar System as well as multiple asteroids and comets have been visited by a
spacecraft at least in a flyby and provided valuable imagery of the bodies’ surfaces. In addition,
various landers and rovers on the Moon, Venus, Mars, Saturn’s moon Titan and on different
comets and asteroids took close-up photographs, performed in-situ chemical analyses of the local
geology, measured the seismic activity or collected other data of interest for planetology with the
aim to understand the formation and development of the Earth, its neighbours and the whole
Solar System.
For the upcoming decades, ambitious plans of national and international space agencies and
industrial companies foresee the creation of a Moon Village [2, 3] and the exploration of Mars
with astronauts [4]. A logical step for the endeavour of building astronaut and research facilities
on another celestial body is to use as much of the locally available resources as possible with a
reasonable effort. This is called in-situ resource utilization (ISRU) and includes many concepts,
most of which focus on the synthesis of some kind of spacecraft propellant and on the production
of supplies such as drinking water, but also on the use of the local soil and rocks for construc-
tion, which has been tested in terrestrial laboratories. As is the case in industrial applications
of natural raw materials on Earth, these processes require knowledge of the composition and
condition of the source material harvested from the respective site. Concerning the second aim
of sending humans to another world like Mars, with travel times of at least several months, one
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will also want to characterize the environment beforehand in order to make sure that the risk of
toxic material found at the landing site is negligibly low. Accordingly, a comprehensive analysis
of the planetary surfaces is desired.
Early geochemical in-situ analyses by robotic probes on extra-terrestrial surfaces were con-
ducted with alpha particle scattering and x-ray fluorescence spectroscopy [5]. Both methods are
often combined in alpha particle x-ray spectrometers (APXS), which are still widely used as mis-
sion payload on planetary landers and rovers. APXS is based on the irradiation of the sample, in
this case the planetary surface below the spacecraft, with alpha particles and x-ray photons from
radioactive radiation sources. The alpha particles impinging on the surface are backscattered
from the sample atoms after transferring a fraction of their kinetic energy. Measuring the energy
of the backscattered alpha particles allows to deduce the mass of the sample atoms and thereby
the involved chemical elements. At the same time, the sample atoms are electronically excited
by the highly energetic x-ray photons and emit element-characteristic luminescence during the
subsequent relaxation. In combination, these two techniques can identify and quantify many
chemical elements over a wide range of concentrations. Due to its low power consumption and a
lightweight architecture, multiple variations of APXS instruments have been employed on differ-
ent space missions. One major drawback of APXS is, however, that the instrument needs to be
placed close to the sample and that measurements typically take several hours, although a coarse
chemical survey of the major and minor but not the trace elements may be achieved within tens
of minutes with the newest instruments. In addition, APXS results represent the bulk compos-
ition of the sample due to a relatively large footprint in the order of several centimetres. This
reduces the method’s suitability for mineral identification.
An alternative method for the in-situ elemental analysis of planetary surfaces with much
shorter sampling times of only seconds to minutes is Laser-Induced Breakdown Spectroscopy
(LIBS), e.g. [6] or [7]. In LIBS, a pulsed laser is tightly focused onto the sample to achieve
power densities in the order of several GW/cm2 on the nanosecond timescale. This causes the
rapid ablation of sample material and the excitation of the same into a small luminous plasma.
The plasma contains neutral atoms, ions, electrons, simple molecules and sometimes also small
fragments of the sample material. Due to the very high deposition of energy in the small sample
volume of less than 1 mm3, most of the plasma species are electronically excited. Hence, they
radiate characteristic line emission upon relaxation to the ground state, which can be analysed
and attributed to the chemical elements in the plasma and therefore in the sample. Furthermore,
the intensities of the emission lines are related to the elemental abundances.
LIBS has the key advantage of only needing optical access to the sample, little to no required
sample preparation and the aforementioned short sampling times, while it can in principle de-
tect all chemical elements. Moreover, the plasma shock wave can remove dust layers, and the
successive removal of sample material allows to obtain depth profiles at a scale of about 5 µm
per laser pulse, depending on the sample hardness [8]. For these reasons, LIBS has received an
increasing interest in the planetary science community in the last two decades.
The ChemCam (Chemistry and Camera) instrument aboard the Mars Science Laboratory,
a robotic vehicle of the US-American National Aeronautics and Space Administration (NASA),
is the first LIBS instrument that conducted measurements on a planetary body other than
Earth [9, 10]. It started operation in 2012 and is since then collecting data on an almost daily
basis. LIBS has also been investigated as a possible payload for missions to planetary bodies other
than Mars, such as the Moon [11], Venus [12], the Jovian moon Europa [13], the Martian moon
Phobos [14], or asteroids [15]. In 2019, the rover Pragyan, which was carrying a LIBS instrument,
was sent to the Moon in the context of India’s mission Chandrayaan-2, but unfortunately the
descent stage did not accomplish a safe landing. In 2020, two more LIBS instruments started
their journey to Mars, planning to arrive at the beginning of 2021: The Chinese Tianwen-1
mission carries a rover with the LIBS instrument MarsCoDe aboard [16], and NASA sends a new
rover with the SuperCam instrument [17] as an extended follow-up for ChemCam.
While measurements with LIBS are very straightforward, the analysis of the obtained spectra
2


































Figure 1.1: Simulated LIBS spectra of the biology related elements C, H, N, O, P, S. The most intense emission
lines of these elements are located below 200 nm. The simulation is based on a uniform plasma in local ther-
modynamic equilibrium with a linearly decreasing temperature starting at 12 000K and an electron density of
5× 1022 /m3. Details about the simulation are provided in section 2.1.3.
can be challenging due to the complexity of the investigated plasma plume and its sensitivity
to influences from external factors [18]. Such external factors include, for instance, the absorp-
tion coefficient of the sample material for the laser wavelength, the sample hardness and the
laser power density and pulse duration. These and further influences, all summarized with the
term matrix effects, complicate a quantitative analysis and lead to the necessity of an extensive
calibration for the respective study case. In the context of space exploration, one of the most
important factors of influence is the surrounding atmosphere that controls the evolution of the
plasma plume [19]. On Earth, the LIBS plasma is confined by the terrestrial atmosphere, res-
ulting in a small but bright plasma. Due to the high density of plasma species, large parts of
the emitted light can be re-absorbed before escaping the plasma plume, which causes a satur-
ation of the emission line amplitudes for high analyte concentrations as well as a broadening
of the lines. The spectra recorded with the ChemCam instrument on Mars benefit from the
reduced ambient pressure in the range of 0.7–1.0 kPa [20], which is almost ideal for LIBS [11].
The lower confinement leads to a large and luminous plasma with a significantly lower degree of
self-absorption compared to Earth. In vacuum, more precisely for pressures below approximately
1 Pa, confinement due to the thin residual atmosphere becomes negligible and the ablated ma-
terial freely escapes from the sampling region [21]. The resulting plasma plume is characterized
by a low emissivity and a short life time of only a few hundreds of nanoseconds, as compared
to the ten-microsecond timescale for Earth and Mars, and therefore by a low signal intensity for
analysis.
Furthermore, although LIBS can in principle detect all elements, some of them, especially
from the non-metals in the groups 14 to 17 of the periodic table, are challenging to detect,
because they have only electronic transitions of low probability in the UV to NIR spectral range,
which is commonly observed in LIBS analyses [22]. In combination with experiments in vacuum
conditions, the detection of these elements is even more challenging.
Figure 1.1 shows simulated LIBS spectra of the elements C, H, N, O, P and S, which are
typical markers for habitability as well as for biological material and therefore of particular
interest, e.g. for space missions in the context of the search for extra-terrestrial life. The
inset shows the spectral range from 260–850 nm, which is often used for LIBS studies. In this
range, many emission lines from the selected elements are evident. However, when extending the
spectral range, one can see that the most intense emission lines of these six elements are located
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at wavelengths below 200 nm, and that their intensities are two to three orders of magnitude
higher than those of the UV-VIS-NIR emission lines.
The range from 100–200 nm is the so-called vacuum ultraviolet (VUV) range. As the name
suggests, observations in this spectral range require vacuum because the radiation would other-
wise be absorbed by O2 and H2O from the atmosphere. In laboratories, purge atmospheres of
Ar, He or N2 that are transparent in the VUV can also grant access to this wavelength range.
The additional experimental effort of establishing a VUV-transparent atmosphere in combina-
tion with special VUV-compatible optics is a potential reason, why VUV-LIBS is not yet widely
applied. Most of the studies concerning VUV-LIBS are related to applications in the steel in-
dustry, specifically focusing on the detection of C, S and P [23, 24], but also Cl detection in
cement [25] and S detection in coal [26] have been reported. Only one article by Radziemski
et al. [27] reports on the use of VUV-LIBS for a potential application in planetary exploration,
specifically on Mars. In simulated Martian atmospheric conditions, they find strong signals of C,
P and S, but also observe significant absorption for wavelengths below 160 nm due to the CO2
atmosphere.
The requirement of vacuum makes VUV-LIBS particularly interesting for the Moon or various
asteroids due to the absence of an atmosphere. As mentioned before, the plasma is characterized
by a short life time and a low emissivity in vacuum conditions, thus leading to an already
challenging situation for LIBS. Using the strong VUV emission lines could be greatly beneficial to
in-situ LIBS analyses on the Moon and other bodies without an atmosphere, since the conditions
on these planetary bodies are already well-suited for VUV-LIBS and there is a great potential
for improving the detection capability of LIBS by accessing this spectral range. This is especially
relevant for the elements that are otherwise challenging to detect.
This thesis focuses on the application of VUV-LIBS on celestial bodies without atmosphere,
using the example of the Moon. In order to evaluate the detection capabilities of VUV-LIBS in
the context of a mission to the Moon, a new laboratory set-up with experimental parameters
such as the laser pulse energy and the sampling distance realistic for an in-situ space instrument
is designed, built and characterized. The resulting set-up is then tested on different samples and
first studies are conducted.
Chapter 2 will give an introduction to LIBS and to the theoretical background of the emission
spectra. It further elaborates on the experimental challenges inherent in the VUV spectral
range. In chapter 3, I will explain the sample preparation process and present an approach to
characterize the samples.
In chapter 4, the established VUV-LIBS set-up is described and characterized. I will further
present an approach to determine the spectral sensitivity of the set-up by comparison of simulated
and measured line strengths, and identify the relevant spectral broadening mechanisms. Finally,
the measurement routine and data processing procedure will be explained.
Due to the very different experimental parameters compared to most publications reporting
on VUV-LIBS studies, a catalogue of emission lines identified with the present set-up is compiled
in chapter 5. Different dependencies of the emission intensity on the laser pulse energy for neutral
to triply ionized Si are investigated as well. The chapter ends with a list of identified emission
lines with a subjectively assigned relative strength to assist future line identification problems
and to reveal interference-free emission lines.
First scientific studies investigating the detection and quantification capability for S and Cl
in lunar analogue material with the new VUV-LIBS set-up are presented in the chapters 6 and 7,
respectively. These two have been selected because they are among the elements that are challen-
ging to detect with conventional LIBS and for which the detection in the VUV spectral range is
expected to be particularly promising. Both elements are relevant for planetary science, as their
detection and quantification would allow to constrain the magmatic processes that occurred in
the geological history of the Moon [28]. In addition, several ISRU-based applications have been




This chapter gives an overview of the theoretical background relevant to this thesis. In the first
section, I will present the fundamental processes involved in laser-induced breakdown spectro-
scopy (LIBS), which are the ablation of material and the evolution of the plasma, with a focus
on LIBS plasmas induced in very-low-pressure atmospheres. Furthermore, I will describe the
optical emission of laser-induced plasmas and present an approach to simulate this emission.
The next section will provide the analytical procedures employed for quantitative analyses with
LIBS, including common figures of merit, normalization methods and different definitions for the
limit of detection (LOD). In the third section, I will give an overview of the vacuum ultraviolet
(VUV) spectral range and summarize the experimental challenges inherent in VUV spectroscopy.
Finally, I will briefly introduce Raman spectroscopy, which is used to characterize the spatial
homogeneity of the samples.
2.1 Laser-induced breakdown spectroscopy
Laser-induced breakdown spectroscopy (LIBS) is a type of optical emission spectroscopy (OES).
OES has been applied systematically for the first time by Kirchhoff and Bunsen [30] in the 1860’s
using flame spectroscopy. They found the relationship between elements and spectral lines and
thereby discovered several formerly unknown elements. Since then, the technique was further
developed and different variants of OES arose.
From the 1960’s, the newly developed lasers were already used as ablation sources for sub-
sequent spark discharge spectroscopy. The radiation emitted by the ablated material was, how-
ever, not analysed because the quality of the results could not compete with conventional spark
discharge spectroscopy already established at this time [31, 32]. However, in the following dec-
ades it was discovered that the spectroscopy of laser-induced sparks has unique advantages in
comparison to conventional spark discharge spectroscopy, thanks to its reliance on purely optical
excitation and detection. One advantage is that the method does not require sample preparation
in the same way as many other spectroscopic techniques do, including spark discharge spectro-
scopy. Another advantage is that it only requires optical access to the sample, which allows for
stand-off analysis at several metres distance [33] as well as for analysis of otherwise inaccessible
surfaces. Since LIBS measurements are also very quick and can be done within milliseconds,
LIBS has been found to be a very interesting technique for various specific in-situ applications,
e.g. in the fields archaeology [34], the steel industry [35] and space exploration [9, 10].
For LIBS, a pulsed laser is tightly focused onto the sample. When a sample-dependent
threshold irradiance in the order of 1 GW/cm2 is exceeded, sample material is rapidly vaporized
and excited into a plasma close to the sample surface [36]. The plasma consists of mainly
electrons, ions and neutral atoms, but larger fragments ejected from the sample are also present.
Furthermore, simple molecules can form in the plasma. The plasma species radiate continuum
and line emission, from which the latter can be used for analysis. It is common in the LIBS
community to use Roman numerals to specify the ionization state of the emitting species. For
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Figure 2.1: Photographs of a plasma excited at different ambient pressures of 1 kPa (left) and 1mPa (right).
The sample in these recordings was not the same, leading to the different colouring visible in the pictures. The
left picture shows a plasma of a silicon wafer, while the right plasma is created from a lunar simulant pellet with
intermixed NaCl. In general, the appearance of the two plasmas shown here is, however, representative for the
different pressure regimes.
the example of aluminium, Al I means neutral species, Al II singly ionized, Al III doubly ionized,
and so forth. The following three subsections will provide the relevant information about the
ablation process and plasma evolution, the optical emission of the plasma, and the computational
approach to simulate the plasma emission. More detailed information about these topics can be
found in LIBS textbooks, e.g. Singh and Thakur [6], Cremers and Radziemski [7].
2.1.1 Laser ablation and plasma evolution
The physical processes involved in the ablation process strongly depend on the laser pulse energy
and duration. For nanosecond pulses, such as emitted by the Nd:YAG laser used for this pro-
ject, and irradiances close to the LIBS threshold, thermal processes dominate the ablation [37]:
The incident light is absorbed by free electrons in the sample material, mainly due to inverse
bremsstrahlung, which thereby gain energy. In the case of non-conducting samples, the very first
photons generate free electrons in a multi-photon absorption process, which can then free further
electrons from the lattice. Collisions of the energetic electrons with the lattice atoms heat the
material. If energy is faster supplied by the laser through electrons than it dissipates due to
thermal conductivity, the sample material will melt and eventually evaporate. The vapour is
further heated to ionization by the still incoming light, hence forming a plasma. For higher irra-
diances, non-thermal processes such as phase explosion occur, in which the surface is vaporized
within a very short time [38]. When the plasma reaches a critical density, it becomes opaque for
the incident laser radiation and the last part of the laser pulse is absorbed by the plasma before
reaching the sample surface, thus heating the already existing plasma [39]. This phenomenon,
commonly referred to as plasma shielding, inhibits the further ablation of sample material and
therefore limits the number of potentially emitting plasma species [40]. When reducing the am-
bient pressure towards approx. 1 Pa, the lower confinement of the excited plasma to the sample
surface reduces the density of the plasma and therefore allows a longer part of the laser pulse to
participate in the ablation process. This results in more emitting species and thus in a brighter
plasma plume. A further reduction below 1 Pa was found to have a negligible influence on the
ablation process and plasma evolution [21].
The ablated sample material is dense and will therefore expand into the surrounding. The
details of this expansion depend very much on the ambient atmospheric conditions, but also
on the initial plasma parameters. With surrounding atmosphere, such as air or a purge gas,
the plasma plume has to expand against the atmosphere and expansion is therefore slowed
down. The plasma is confined to a smaller volume and frequent collisions between the plasma
species, mainly between electrons and atoms or ions, repeatedly cause electronic excitation of
the species. This collisional re-excitation can increase the life time of the plasma to several tens
of microseconds [41]. In vacuum, on the contrary, the plasma freely expands into the ambient
without confinement. This can already be seen from the shape of the plasma plume in the
photographs presented in Figure 2.1: For an ambient pressure in the order of 1 kPa (left), the
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plume is almost spherical, while it appears elongated with a cone-like shape for pressures in the
order of 1 mPa (right). The lack of confinement and therefore of significant collisions between
the plasma species results in a shorter life time in the order of only hundreds of nanoseconds [42].
2.1.2 Optical emission of laser-induced plasmas
The plasma, consisting of atoms, ions and free electrons, radiates a continuum as well as charac-
teristic line emission of the contained elements. The continuum is mainly due to bremsstrahlung
emitted by the electrons upon collision with neutral atoms and ions as well as due to electron-ion
recombination [7]. It does not contain information about the plasma species and is therefore not
of analytical use.
Line emission, on the contrary, is emitted by the atoms, ions and sometimes even simple
molecules that form in the plasma [43]. If these are electronically excited, they will relax to
the ground state after a characteristic life time of the excited state and emit a photon of the
corresponding energy level difference.
Precise prediction of the emission characteristics of the plasma from the experimental para-
meters and the inverse problem of exact deduction of, for example, the elemental abundances
from a recorded spectrum require to 1) understand all involved processes and 2) simulate the
plasma dynamics under consideration of these processes. Various aspects of the complex evol-
ution of the plasma have been modelled by different groups [44–46], but this is related to a
considerable computational effort. Therefore, in most cases a simplified model is used, making
a few assumptions:
1. Stoichiometric ablation
A key requirement for quantitative analysis is that the elemental composition of the plasma plume
reflects that of the sample. Especially for long laser pulses in the microsecond regime and low
power densities, the thermal properties of the sample material determine the ablation process and
selective vaporization may occur [47]. For nanosecond pulses and power densities in the order of
1 GW/cm2, the plasma composition is expected to be close to the sample composition. The spatial
distribution of the plasma species can, however, still be heterogeneous.
2. Local thermodynamic equilibrium (LTE)
LTE means that the velocity (Maxwell-Boltzmann), excitation (Boltzmann) and ionization (Saha-
Eggert) distribution can be described by their respective statistical equation, and, that their char-
acteristic temperature is the same. For such an equilibrium to be established, the excitation and
de-excitation processes in the plasma must be dominated by collisional processes rather than by ra-
diative processes. Since collisional excitation is mainly due to collisions with electrons, McWhirter
[48] formulated a criterion for the minimum electron density ne that is required to establish an
equilibrium for a system with a given maximum energy difference ∆E between neighbouring excited
states:




Here, the ne is given in m−3, Te is the electron temperature in K and ∆E is given in eV. As pointed
out by Cristoforetti et al. [49], this criterion is, however, not sufficient to ensure the existence of
LTE but merely tests if LTE can exist. Due to the transient and spatially inhomogeneous nature of
the plasma, two more criteria must be fulfilled: Firstly, the relaxation time τrel needed to establish
an equilibrium must be short compared to the timescale on which the electron temperature and
density vary, and secondly, the diffusion length during the relaxation time must be smaller than
the characteristic length of the spatial variation of the plasma parameters. Since the relaxation
time increases with τrel ∼ ∆E exp(∆E/kBTe), where kB is the Boltzmann constant, equilibrium
conditions are more difficult to achieve for VUV transitions, which have a transition energy ∆E
in the order of 10 eV. For the O I transition at 130 nm, for example, the relaxation time is in the
order of τrel ≈ 100 µs [49]. In combination with the short life time of only hundreds of nanoseconds,
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LTE conditions are likely not provided in vacuum LIBS plasmas. As a consequence, neither the
ratio of ions to neutral atoms nor the population of the energy states of the ions and atoms may
follow the distribution predicted by its thermodynamic statistics.
3. The plasma is optically thin
Photons emitted during electronic transitions of the plasma species can be re-absorbed by another
atom or ion of the same type and would then no longer be available for analysis. The phenomenon
is called self-absorption and leads to a saturation of the emission line intensities for high analyte
concentrations. The number of absorbed photons is higher if more photons of a particular energy
are available. Thus, the central wavelengths of spectral line profiles are more affected by self-
absorption than the wings, leading to an observed line broadening. Obviously, the main factor to
consider for self-absorption is the number density of the emitting species. Therefore, the effect is
generally decreased in vacuum, but can still be observed. Since absorption can only occur when
the lower electronic state is occupied, it appears especially in colder regions of the plasma. In an
optically thin plasma, self-absorption is negligible and the detected photon flux is a direct measure
for the number of electronic transitions of the plasma species.
2.1.3 Simulation of LIBS emission spectra
For the sensitivity calibration of the instrument and the prediction of emission lines to assist line
identification, a spectrum simulation tool developed by my colleague Peder Hansen will be used.
An article describing the simulation process in more detail is in preparation [50].
The version of the program used in this thesis assumes a homogeneous and iso-thermal
plasma with an electron density ne and temperature Te. The radiation intensity is calculated
along a single line-of-sight of length z through the plasma with a particle number density n.
As the following equations will show, neither z nor n itself is relevant but the product of these
two. Therefore, the model takes the area density nA = n · z for the integrated path as an
input parameter. Furthermore, the chemical elements with their relative abundances need to
be provided. Based on LTE, the distribution of the ionization states per chemical element is















Here, ni+1 and ni are the number densities for the ionization states i+ 1 and i, me the electron
mass, Zi+1 and Zi the partition functions for ionization states i + 1 and i, Eion the ionization
energy, ∆Eion a correction of the ionization energy for high density plasmas, and kB and h the
Boltzmann and Planck constant, respectively. Species up to five-fold ionization are considered in
the simulation. Within the species of element and ionization state, the population of the energy
levels is described by the Boltzmann-equation. For an excitation state Ei,m, the number density










with the degeneracy gi,m of the excitation state. After determining the number densities ni,m for




= αλ − βλ · Iλ , (2.4)
where Iλ is the radiance at the wavelength λ, is evaluated. The model only considers spon-
taneous emission, stimulated emission and absorption, but no electron-ion recombination or
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bremsstrahlung. The coefficients for spontaneous emission, αλ, and for stimulated emission and
absorption, βλ, for a transition of wavelength λ are given by











Here, Amn, Bmn and Bnm denote the Einstein coefficients for spontaneous emission, stimulated
emission and absorption, respectively, ν is the radiation frequency, and cL the speed of light.
Pλ describes a spectral line profile calculated from Doppler and Stark-broadening. αλ and βλ
are calculated for various emission lines in the considered spectral range for which the relevant
constants could be found in the NIST Atomic Spectra Database [52], and then summed for each
wavelength. For some elements, additional data is taken from the Atomic spectral line database
by Kurucz and Bell [53]. Finally, the solution to the radiative transfer equation and hence the




· [1− exp(−βλ · z)] . (2.7)
Since βλ is directly proportional to the particle number density n, which determines the density
ni,m of particles in ionization state i and energy level m, n can be drawn out of βλ and combined
with z to form the area density nA = n · z as an input parameter for the simulation. These sim-
ulations may provide inadequate results for temporally and spatially integrated spectra, as they
will be recorded in this project. To partially account for the time-integrated detection scheme of
the VUV set-up, multiple spectra are calculated for a set of linearly decreasing temperatures and
then summed. The spatial integration could be reflected with multiple zones of different tem-
peratures. However, since already the fundamental assumption of LTE does likely not hold true
for vacuum LIBS plasmas, adding additional layers and thereby increasing the computation time
was not considered beneficial. In summary, it should be kept in mind that while these simulations
provide an estimate of emission line intensity ratios and can thereby assist line identification,
discrepancies between the measured and the predicted spectra will likely occur.
2.2 LIBS analytical procedures
For a quantitative elemental analysis with LIBS, the instrument needs to be calibrated. There-
fore, a set of calibration samples with well-known concentrations of the elements of interest is
analysed. From the recorded spectra, the emission line intensities related to the particular ele-
ments are extracted and plotted as a function of the concentration. In the ideal case, which is
usually applicable at low concentrations, the signal will increase approximately linearly with the
elemental abundance [7]. Thus, a linear regression can be calculated, which allows to deduce un-
known concentrations from measured signal intensities. For higher concentrations, a saturation
due to self-absorption is often observed and the slope of the calibration data slowly decreases
until it finally levels off. This saturation can be accounted for with non-linear calibration curves,
if calibration standards for the concentration range are available. Naturally, deviations from the
linear regression will occur over the whole range of concentrations. To evaluate the quality of an
established calibration, different figures of merit can be calculated. The ones used in this project
will be presented in section 2.2.1.
Besides self-absorption, various other factors due to the surrounding atmosphere but also
due to properties inherent in the sample influence the emission intensity of the spectral lines.
The influences related to the sample properties are summarized with the term matrix effects
and can be subdivided into physical and chemical matrix effects. They include amongst other
mechanisms differences in laser coupling, in ablation rates, in plasma plume electron densities
and in electron temperature for different sample types, but also the interaction of the plasma
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constituents such as quenching or the potential formation of simple molecules in the plasma for
some species. Therefore, the set of calibration standards should be as similar as possible to the
samples to be analysed, as should be the experimental conditions during the calibration and the
intended application.
Fluctuations of the signal intensity between different spectra from the same sample may
arise from statistical variations in the laser pulse energy and duration or from matrix effects,
e.g. the differently sized grains in the field of view that affect the laser coupling. A common
approach to reduce those fluctuations is normalization with some other information related to the
measurement. Furthermore, normalization may in some cases release the necessity to calibrate
the instrument on similar samples and can therefore enable a wider applicability of an established
calibration [54]. More details about normalization and the methods tested in this study are given
in section 2.2.2.
Finally, to judge the analytical capability of a given instrument in a prospected scenario, one
will like to define a minimum concentration that can be reliably detected. This will depend on
the signal intensity compared to the system noise as well as on the typical signal scatter of the
method itself. Details about the LODs determined in this project are given in section 2.2.3.
2.2.1 Calibration figures of merit
For the low concentrations of analyte in the calibration samples used here, self-absorption has
not been observed and is therefore not considered. Hence, the calibration curves will be linear
regressions through the data of a particular sample series. Due to the spatial heterogeneity found
for the samples, see section 3.3 for details, the calibration will be based on the mean intensity
per sample.
As a first step, the coefficient of determination R2 can be calculated for the linear regression.
R2 is a measure for quality of the regression in that it relates the explained variance in the data
to the total variance. Although an R2 close to unity does not necessarily mean that the data
follows a linear trend, it still shows that a linear regression is a good approximation in the given
range of concentrations.
A second measure that will be used is the root mean square error of calibration (RMSEC),
i.e. the quadratically averaged deviation of the concentrations deduced from the calibration
curves from the respective nominal concentrations. The RMSEC, sometimes also referred to as
calibration error, thereby gives an estimate of how much a concentration deduced from the signal
intensity of an unknown sample and the calibration curve may deviate from the unknown true
concentration. For a robust estimate of the calibration error, one would randomly split the data
in a calibration and a verification set, establish a calibration from the calibration set, and then
calculate the RMSEC for the validation set. Repetitions with differently compiled calibration
and verification sets allow to specify a typical value for the RMSEC. However, this requires a
large enough data set that can be split in two, which is not the case here. For the data presented
in chapters 6 and 7, the measured intensities from multiple locations per sample have been
averaged to reduce the influence of variations in the local concentration. Furthermore, since the
variation of the signal per sample, which is assumed to be mainly due to the mentioned sample
heterogeneity, appeared to increase with the concentration, the deviations from the calibration
curve have been scaled with the nominal concentrations, resulting in a relative RMSEC. The











where cp,i is the concentration predicted from the average signal of sample i, cr,i denotes the
corresponding nominal bulk concentration and n is the number of samples.
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2.2.2 Normalization
Normalization in LIBS means a scaling of the data on a per-spectrum basis with the aim to
reduce intensity fluctuations due to varying experimental conditions and matrix effects. The
scaling factor used therein is a quantity derived from the respective measurement. Throughout
the LIBS community, many normalization methods are used. While most of them are related
to the recorded spectrum itself, normalization with the plasma shock wave [55] or the ablated
mass [56] has been reported as well.
In their recent review article on normalization methods across different fields of applica-
tion for LIBS, ranging from terrestrial and extraterrestrial geology over liquid crystal display
recycling to food analysis, Guezenoc et al. [57] conclude that the best applicable normaliza-
tion is case-dependent, with non-normalized data sometimes even being preferred. Sometimes,
the best approach might as well not only depend on the application but also on the element
of interest [58, 59]. Finally, they recommend carefully evaluating the applied normalization by
comparing different figures of merit like the R2, calibration errors, or deduced limits of detection
for normalized and non-normalized data.
Two of the most commonly used methods are normalization with the total intensity of the
spectrum and normalization with an internal standard [57], which I will also apply to my data.
For both of them, the intensities of certain spectral ranges are integrated in each spectrum and
then the dark-corrected spectra are divided by these values. The limits of these spectral ranges
are summarized in Table 2.1. More details about the two methods are given in the following.
Total intensity normalization For total intensity normalization, the sum of all spectral
channels is used to scale the spectrum. Since this sum effectively represents the area between
the base line and the spectrum, the method is also called total area normalization. This method
compensates scaling effects that affect all spectral channels similarly, e.g. changes in the laser
pulse properties that cause variations in the ablated mass. For narrow spectral ranges, the results
of this generic approach can easily be distorted due to a bias by the few spectral lines in the
range. If, for example, most emission lines in the spectral range are from ionized species while the
line of interest is emitted by a neutral atom, changes in the plasma electron temperature might
inversely affect the intensities of the total spectral range and of the line of interest. Furthermore,
contaminating elements that express strong emission lines in the analysed spectral range already
at trace concentrations can significantly contribute to the total intensity. An example for this
would be the Na I line at 589 nm for spectra in the visible range [60].
In this study, the spectral range 128.0–190.0 nm is used for total intensity normalization,
which is dominated by an O I triplet as well as multiple Al II and III lines.
Internal standard normalization is adopted from other methods, such as inductively-coupled
plasma optical emission spectroscopy (ICP-OES). Traditionally, the internal standard was a
manually added element that could later be detected and used as a reference. With respect to
LIBS, the reference element is often naturally contained in the sample at a well-known concen-
tration, or at least the concentration is expected to be constant throughout a set of samples.
For normalization, a suitable emission line of the reference element is selected and its emission
intensity in the respective spectrum is used to scale the data. Like the total intensity normaliz-
ation, this accounts as well for changes in the ablated mass or the excitation state of the plasma
but with a better-defined reference.
Method Spectral range (nm)
Total intensity norm. 128.0–190.0
O I norm. 130.0–130.7
Si II norm. 2× Lorentzian fit at 126.0
Table 2.1: Evaluated spectral ranges for different normalization methods used in this study.
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The internal standard method may be especially helpful if the sample cannot be further
characterized in other ways, as, for example, in the case of space exploration. For LIBS data
from Mars, normalization with carbon emission from the ubiquitous CO2-dominated atmosphere
or oxygen signal from both the sample and the atmosphere could be applied. This has been
successfully done by Rapin et al. [61], while Schröder et al. [62] reported a limited suitability of
C I and O I normalization.
Among the several requirements to an internal standard emission line identified by Barnett
et al. [63], two of the most important ones are that the ionization energies of the elements
and the population densities of the involved upper states and therefore the upper energy levels
of the transitions should be comparable. However, Myers and Tracy [64] found for ICP-OES
measurements that even if not all of the requirements stated by Barnett et al. [63] are met,
internal standard normalization might still be applicable and beneficial.
For the sulfur-related studies in chapter 6 and the chlorine-related study in chapter 7, the
O I triplet at 130 nm is used as the internal standard. Its intensity is assessed by summing over
the spectral range 130.0–130.7 nm. This emission line triplet has been selected as the internal
standard because it is the only neutral emission line of significant intensity in the observed
spectral range, except for the analyte emission lines. Furthermore, the oxygen concentration is
with 58–61 at% almost equal for all investigated samples. In chapter 7, normalization with the
Si II doublet at 126 nm is tested as well, because the signal variations observed for Cl I emission
(133–137 nm) appeared to be related to the spectral region of the emission lines rather than to
the LIBS process itself. The line intensity of the Si II doublet is derived by fitting a model of
two Lorentzian profiles and a linear background to the data.
2.2.3 Limit of detection
Different definitions for the LOD exist and are used by the LIBS community, resulting in a lack
of comparability. Inspired by Lasue et al. [11], I will derive the LOD in three ways according to
the following definitions.
LOD1 The lowest concentration that has been reliably detected can serve as a first estimate
for the LOD1. For reliable detection, the signal at the spectral position of the analyte emission
line should be well above the noise of a blank sample not containing the analyte. This well above
commonly translates into higher than the mean plus three times the standard deviation of the
blank sample signal. Thus, the signal-to-noise ratio (SNR) for the respective emission line should
be larger than three. In the case of broadened lines, the sum over a small spectral range may be
used instead of a single detector channel. While this confirms the reliable detection in a single
measurement, confidence for the detection of a certain low concentration is only given when the
majority of repeated measurements yields a signal higher than the threshold. For a confidence
of, e.g., 90 %, nine out of ten spectra should yield a positive result. Depending on the available
samples, LOD1 may be similar, higher, or even lower than the other LODs defined in the next
paragraphs. For a good estimate of LOD1, samples above and below the actual detection limit
should be analysed.
LOD2 The second method is the one recommended by the International Union of Pure and
Applied Chemistry [65]. Here, LOD2 is defined as the concentration corresponding to the mean
signal level plus k times the standard deviation σ of the blank sample. The factor k specifies
the confidence level. I will use k = 3, which corresponds to a confidence of 90 % for normally
distributed uncertainties [66, 67]. With the slopem of the calibration curve relating the measured
signal intensity I to the concentration c, LOD2 amounts to LOD2 = kσ/m. When no blank
samples are available or have been studied, the lowest concentration samples are often used as
a replacement and the average of their standard deviations is used for σ [11, 27]. Accordingly, I
will use the average of the lowest three concentrations’ standard deviations to determine LOD2.
12
2.3. The vacuum ultraviolet range
LOD3 This method suggested by Currie [67] aims to avoid both false positives and false neg-
atives when testing for the presence of an element. It is described in detail by Massart et al.
[68]. LOD3 is based only on the linear regression and the variance deduced from the data. A key
difference compared to the previous method is that it considers both uncertainties in the regres-
sion parameters of the established calibration, and sampling statistics for the measurements on
the unknown sample. As a consequence, LOD3 depends on the intended measurement protocol,
meaning the number of measurements that will be conducted and averaged before applying the
calibration to deduce an unknown concentration. I will in most cases assume the same number
of spectra per sample as have been acquired for the calibration. Due to the many considered
uncertainties that are otherwise often neglected, the resulting LOD3 may in general be more
conservative.
2.3 The vacuum ultraviolet range
Figure 2.2: Early version of a VUV spectrograph by Viktor Schumann, 1892. Image reprinted with permission
©Deutsches Museum, München, ID: 67787-21030220_010_SAMOA_ND_HD.
The VUV spectral range is the continuation of the deep-UV towards shorter wavelengths and
is itself continued by x-ray radiation towards even higher photon energies. First observations in
this spectral range were accomplished by Viktor Schumann in the late 19th century, using the
evacuated spectrometer based on a flint glass prism and shown in Figure 2.2. Later, in 1906,
Theodore Lyman discovered the Kα transition (n = 2 → n = 1) of the hydrogen atom in this
spectral range at 121.6 nm, as predicted by Johannes Rydberg.
Regarding the exact spectral range of VUV radiation, different definitions exist: ISO 21348
specifies 10–200 nm while the German standardization institute defines it as the range of 100–
200 nm in DIN 5031. In the LIBS community, it most often means the range of 100–200 nm.
This corresponds to photon energies of 6–12 eV, which are considered as ionizing radiation and
therefore require additional safety precautions when working with higher intensities than emitted
by the LIBS plasma.
In this spectral range, the methods of geometrical and physical optics known from the visible
spectral range are applicable without limitations and hence VUV radiation can, in principle, be
dealt with as any other light. There are, however, some challenges to keep in mind.
Atmospheric absorption As the name already suggests, observations in this spectral range
require vacuum. The reason for this is that some atmospheric molecules, such as O2 and H2O,
but also, for example, CH4 and CO2 have strong absorption bands in this range. It is, however,
possible to conduct the experiments in an Ar, He or N2 atmosphere, which is transparent for
VUV radiation.
Absorption in glasses The optics used for VUV experiments need to be considered as well.
Englisch [69] investigated the transmission through different types of quartz glass, which are
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Figure 2.3: Reflectivity of different mirror coatings in the VUV (left) and UV-VIS-NIR (right) range. Bare
Al has the best reflectivity in this spectral range but oxidizes quickly in atmosphere. Images reprinted with
permission from Loewen and Neviere [71] (left) and Hass [72] (right) ©The Optical Society.
commonly used for lenses, and found that the lowest achievable wavelength for which radiation
is transmitted is in the order of 170 nm. As an alternative, certain fluorides, mainly MgF2
and CaF2, can be used [70]. However, since they are also close to their absorption edges, the
chromatic aberrations introduced by such fluoride lenses are strong.
Reflectivity of mirrors To avoid transmission losses and, at the same time, chromatic aber-
ration, it is advisable to use reflective optics instead of lenses. Many metals like Ag, Au and Cu
that are commonly used for mirror coatings, unfortunately show a decreased reflectivity towards
short wavelengths [72]. Only Al was found to have a reflectivity above 90 % for 200 nm and be-
low. However, unprotected Al tends to oxidize quickly, resulting in a low reflectivity aluminium
oxide surface [73]. Therefore, it needs to be protected by a protective layer of VUV transparent
material. In many cases, a thin layer of MgF2 is deposited on the fresh aluminium layer.
Instrument response calibration Another aspect to consider is the calibration of the spec-
tral response of the instrument. Most calibration lamps are packed in glass bulbs, so that even
if VUV radiation is produced it cannot be used for calibration. Only few lamps with a MgF2
window are available that can serve as a reference. For the VUV telescope of the Solar and He-
liospheric Observatory (SOHO), a hollow cathode source that can be operated without a window
has been used as a transfer standard [74]. The hollow cathode source itself had been referenced
to a synchrotron source before, since thermal black body radiators do not reach into this spectral
range.
2.4 Raman spectroscopy
Other than LIBS, Raman spectroscopy is a method sensitive to the vibrational modes of mo-
lecular functional groups and to the phononic properties of lattice structures [75]. This comple-
mentary nature can be useful for, e.g., sulfate analysis in a geological context, where the cation
is easily identified with LIBS while the sulfur of the anion is rather challenging to detect [76].
The anionic sulfate group, on the other hand, can be well identified by its Raman spectrum,
which is only little influenced by the choice of cation. Combining both methods has thus been
proposed multiple times for different applications [77–79].
The Raman effect is an inelastic scattering process and was theoretically predicted by Smekal
[80]. Experimental confirmation of the effect is attributed to the Indian physicist Raman and his
colleagues who demonstrated it in 1928 [81]. Raman was awarded the 1930 Nobel prize in physics
for his experimental proof. Landsberg [82] also observed the Raman effect at approximately the
same time. This questions Raman’s precedence and is the reason why in literature from the
former Soviet Union the effect is often referred to as combination scattering. In the beginning of
Raman spectroscopy, mercury lamps were used as narrow band excitation sources while detecting
the signal with photographic plates. Due to the low intensity of scattered light, measurements
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Figure 2.4: Rayleigh and Raman scattering. The left panel shows the elastic Rayleigh scattering, where the
system is excited to a virtual state and then relaxes back to the initial state. The photon emitted upon relaxation
has the same energy as the incident photon. In the inelastic Raman scattering process, the system ends in a
vibrationally excited state (Stokes process) or in a lower vibrational state than it has been before excitation
(anti-Stokes process), as shown in the middle and right panel, respectively. The photon emitted after scattering is
then red- or blue shifted, respectively, according to the energy difference between the involved vibrational levels.
Ei, Es denote the energy of the incident and scattered photon, respectively. Figure adapted from Kubitza [83].
took several hours. With the invention of the laser, amplifiable photoelectric detection and
improved spectral filters, Raman spectroscopy became handier and emerged to a widely used
technique in mineralogy, biology and forensics.
In the Raman process, the sample system is excited to a virtual state, from which it quickly
relaxes. In most cases, the system will be back in the initial state after relaxation and a photon
of the same energy is emitted. This elastic scattering process is named Rayleigh scattering and
is depicted in Figure 2.4 (left). In some cases, the photon may exchange energy with the sample
system and excite a molecular vibration. In this inelastic Stokes process, depicted in the middle
panel, the energy of the scattered photon is lowered by the quantized energy of the excited
vibration. Inversely, if the system was in a vibrationally excited state before, a vibrational
quantum can be annihilated in a so-called anti-Stokes Raman process, transferring the vibration
energy to the scattered photon, see the right panel in Figure 2.4.
Each Raman mode can be assigned a wavelength-dependent scattering cross-section for a
given configuration of scattering angle and polarization of the ingoing and outcoming light with
respect to the molecular axis. Thus, for a fixed measurement geometry and polycrystalline
samples with statistically distributed orientations of the molecule axes, the intensity of the







In this project, pure metal samples as well as pellets of pressed powders were used. The pressed
samples have been prepared in our laboratory from reagent grade chemicals and lunar simulants.
Their homogeneity has been investigated with Raman spectroscopy. In this chapter, I will first
present the Raman spectroscopy set-up used to characterize the samples. Then, I will describe
the sample preparation procedure for the pellet samples and finally characterize the samples.
3.1 Raman spectroscopy set-up
The Raman spectroscopy set-up used for this work was originally built to investigate the cap-
abilities of a small, lightweight and as simple as possible instrument for in-situ space explora-
tion [84, 85]. Figure 3.1 shows a schematic drawing. For excitation, a fibre-coupled frequency-
doubled continuous wave (cw) Nd:YAG laser emitting at 532 nm is used. The optical power
delivered to the sample is 15 mW. The laser radiation is collimated using a fibre collimator,
passes a short-pass beam splitter with a cut-off wavelength of λc = 535 nm and is focused onto
the sample with a cemented achromatic doublet of f = 100 mm focal length. Raman scattered
light is collected through the same lens, diverted at the beam splitter, passes through a Rayleigh
scattering suppressing long-pass filter and is then focused into an optical fibre (d = 400 µm, NA
0.22), using another achromatic doublet of f = 60 mm. The fibre guides the light to a commer-
cial miniaturized spectrometer, which covers the spectral range 530–700 nm, where it is finally
analysed.
Figure 3.1: Sketch of the Raman spectroscopy set-up. The laser radiation is inserted using an optical fibre
and a fibre collimator. After passing through a dichroic mirror, the laser light is focused onto the sample with
an achromatic doublet of f = 100mm. Backscattered light is collected with the same lens, diverted at the
dichroic mirror, passes a Rayleigh suppressing long-pass filter and is inserted into an optical fibre (not shown
here) transporting the radiation to a miniature spectrometer.
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Table 3.1: Chemical compositions of LHS-1 and LMS-1 in at%. Only constituents with more than 0.1 at% are
listed. Both simulants contain traces of Cr, Mn and S.
3.2 Sample preparation
For initial line identification, pure metal samples and salt pellets were used. The commercially
available metal samples are sputtering targets of Al, Cu, Fe, Ni, Ti and Zn with a purity of
99.60–99.99 %, as well as a silicon wafer. The salt pellets have been prepared from reagent-grade
chemicals and include different carbonates and sulfates, as well as sodium chloride (NaCl) and
calcium phosphate (Ca3(PO4)2). A pellet of sulfur powder has been analysed as well. For the
studies in a lunar context, sulfur powder, sodium sulfate (Na2SO4), potassium sulfate (K2SO4)
and NaCl have been mixed with lunar analogue materials. The analogue materials are a Lunar
Highland simulant (LHS-1) and a Lunar Mare simulant (LMS-1). LHS-1 consists of mainly
plagioclase and glass and thereby reflects the average geology of lunar highlands [86]. LMS-1, on
the other hand, is a mix of pyroxene, glass, plagioclase, olivine, basalt and ilmenite. It resembles
medium to high titanium basalts typical for the dark Mare areas [86]. The elemental compositions
are listed in Table 3.1. Both simulants have been acquired from the Center for Lunar & Asteroid
Surface Science Exolith Lab [87], an institution within the University of Central Florida. The
mixing ratios have been calculated to prepare samples that are equidistant in molar fraction of
the analyte, e.g. S. These calculations are based on the assumption of homogeneous, infinitely
small grains of lunar analogue, which is naturally not the case.
For the mixed samples, the two components, matrix and admixture, have been weighed
separately using precision scales with a display resolution of 1 mg. To avoid weighing amounts
smaller than approximately 50 mg for the lowest intended concentrations, a larger amount of the
mixture for the highest concentration in the series has been prepared and then diluted again with
matrix material. The targeted total mass per sample was 1 g. After weighing, the components
were carefully mixed using mortar and pestle. Care was taken to increase the sample homogeneity
by crushing especially large (& 0.5 mm) grains. The smaller grains were, however, not further
crushed or ground on purpose in order to maintain the lunar simulant’s grain size distribution
as far as reasonable, as it intends to mimic the grain size distribution of real lunar regolith. The
mixture was then filled into a pellet die of 13 mm in diameter and pressed for 10 min at 750 MPa
(≈10 t). For the pure salt and sulfur samples, 1 g of the respective material was weighed and in
most cases directly filled into the pellet die and pressed to a pellet (10 min at 320 MPa). The
higher pressure for the lunar simulant samples was used in order to make the samples less fragile
after some samples broke while transferring them to the sample holder. However, a significant
decrease of the sample fragility has not been observed for the higher pressure and some of the
lunar simulant samples broke as well.
The total uncertainty expected per weighing is up to ±5 mg due to the display resolution
as well as linearity and reproducibility uncertainties as stated in the manual of the precision
scales. This results in a maximum uncertainty for the bulk analyte concentration of the pressed
pellet of ±0.05 at% for all prepared samples. Due to reordering of the grains while pouring the
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Figure 3.2: Example Raman spectrum of LHS-1 mixed with S powder at a concentration of 2.0 at% S. Five
spectra with an exposure time of 5 s have been averaged. A constant background level is estimated from the
range between 570 and 870 cm−1. The sum over the range 130–550 cm−1 after background subtraction, shaded
in orange, is used as Raman signal. The thin vertical lines indicate the positions of S8 Raman modes [89].
mixed powder into the pellet die, the local concentration can, however, vary across the sample
volume. Therefore, the sample homogeneity is characterized with Raman spectroscopy in the
next section.
3.3 Sample characterization
Crystalline sulfur is a strong Raman scatterer and the Raman signal intensity is proportional to
the concentration of the scatterer. Hence, Raman scattering can be used to detect the relative
local surface concentration across the sample surface and thereby investigate the homogeneity of
the sample with respect to the sulfur concentration. The SO42– sulfate group is also known to
be strongly Raman-active [88], but none of the SO42– -related Raman modes could be detected
in the sulfate-bearing samples, likely due to too low concentrations. Therefore, only samples
containing pure sulfur have been investigated.
For the LHS-1 samples mixed with 2.0, 3.5 and 6.0 at% S, an area of 7× 0.25mm2 has been
probed with the Raman spectrometer. The area has been scanned at a step size of 50 µm, which
corresponds to the calculated spot size of the Raman laser. An example Raman spectrum taken
from the sample with 2.0 at% S is presented in Figure 3.2. It shows multiple strong Raman
modes around 85 (E2), 150 (E2), 215 (A1) and 470 cm−1 (A1+E2) as well as two weak modes
at 250 (E3) and 430 cm−1 (E3), all related to the S8 molecular unit [89]. Raman modes of the
minerals of the lunar highland analogue matrix or luminescence of the sample have not been
observed in any of the spectra. Therefore, the average signal level in the feature-free range from
570 to 870 cm−1 can be taken as the background level and subtracted from the spectrum. The
sum over the spectral range of 130–550 cm−1 is then used as a measure for the Raman signal
intensity. The mode at 85 cm−1 is excluded from the sum, because it is already affected by the
Rayleigh filter and the background signal is not constant in this range.
The spatial distributions of the Raman signal for the three investigated samples are shown
in Figure 3.3. The signal has been normalized to the maximum value per sample. For a better
visibility, the greyscale has been stretched and values above 0.8 are coloured black. The images
show significant heterogeneities of the S signal for all three samples. Especially in the results for
2.0 at% S one can see spots that are strongly enriched in S compared to the rest of the sample,
e.g. in the columns around 1.9 and 4.4 mm.
Despite the observed heterogeneity on the 50 µm scale, the samples might still be homogen-
eous on the scale of the LIBS spot size, i.e. ≈500 µm diameter, which is the relevant measure
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Figure 3.3: Spatial distribution of the integrated S Raman signal across the sampled area of the S-in-LHS
samples with 2.0, 3.5 and 6.0 at%S. The signal is normalized to the maximum detected signal per sample. On
this scale of a 50 µm raster, local enrichments and depletions are evident.
































2.0 at% S 3.5 at% S 6.0 at% S
Figure 3.4: The Raman signals shown in Figure 3.3 have been summed column-wise before applying a boxcar
average with a total width of 15 pixels. The results, averaged to the mean, give an estimate of the homogeneity of
the local S concentration on the scale of the LIBS spot size for the three analysed samples. The relative standard
deviations for the 2.0, 3.5 and 6.0 at%S samples are 28, 18 and 23%, respectively.
for the VUV-LIBS studies. Therefore, the signals shown in Figure 3.3 are summed column-wise
and then a 15 pixel wide boxcar average, corresponding to 0.75 mm in the x direction, is applied.
The result is now comparable to a Raman spectroscopy measurement with a spot size as large as
the LIBS sampling area. Signal fluctuations observed on this scale should indicate a variation in
the actual local S concentration, although only close to the surface. The summed and averaged
signals are shown in Figure 3.4. They are normalized to the respective mean per sample to em-
phasize the deviation from the bulk concentration. Even on this larger scale, strong fluctuations
of the signal are evident, especially for the 2.0 at% S sample. The relative standard deviation of
the displayed data, providing an estimate of how much the local concentration at a randomly
LIBS-probed location might differ from the bulk concentration, amounts to 28 % for 2.0 at% S.
For 3.5 and 6.0 at% S, the relative standard deviation amounts to 18 and 23 %, respectively.
These results show that the homogeneity of the LHS-based samples is limited and varies
between different samples. This should be kept in mind when establishing LIBS calibration curves
or estimating detection limits from the data. The area probed with the Raman spectrometer is,
however, not the same as the area probed with the VUV-LIBS system, because the LIBS system
does not allow precise targeting of particular locations in its current configuration, and for post-
LIBS Raman spectroscopy measurements, the sample may have been altered by the LIBS pulse
and produce unrepresentative results [79, 90, 91].
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For the data recorded for chapter 6, where Na2SO4 is mixed in three different matrices,
an analysis of location-to-location scattering of different LIBS emission line intensities suggests
that the large grain size (94 µm on average) of LHS-1 is responsible for the heterogeneity. The
analyte and matrix LIBS signals of samples based on the finer grained LMS-1 (63 µm on average)
fluctuate in general less than in LHS-based samples. For NaSO4 in a Na2CO3 matrix, the LIBS
signal of S is even more stable for concentrations of 1.5 at% S and above. At lower concentrations
for this sample series, the signal-to-noise ratio is in the order of 3–5 and the signal variance is




Design and characterization of the
VUV-LIBS set-up
In this chapter, I will describe the VUV-LIBS set-up, which has been developed around a com-
mercial grating spectrometer as part of this doctoral project. After describing this spectrometer
as the central part of the set-up and presenting first results recorded with a temporary vacuum
chamber, I will formulate requirements for the actual VUV-LIBS set-up that determined the
development process, followed by a description of the resulting set-up. Then, different aspects of
the set-up will be characterized, also pointing out limitations of the current configuration that
should be improved in a next iteration of the set-up. The characterization includes the dark rate
and noise behaviour of the detector, an estimate of the relative sensitivity across the spectral
range of operation and an analysis of the relevant broadening mechanisms. Finally, the procedure
of data processing is described, where the sensor images are converted into spectra.
4.1 Description of the spectrometer
For this project, the VUV spectrometer easyLight from Dr. Hörlein und Partner was used. It covers
the spectral range of 100–300 nm at a nominal resolution of 0.1 nm. The major components of
the spectrometer are described below, including a section (4.1.1) about the calibration of the
entrance slit width. At the end of this part, in section 4.1.2, a preliminary conversion scheme
from camera images to spectra will be provided.
Figure 4.1: Schematic drawing of the spectrometer. The spectrometer uses a single concave grating for both
dispersion and projection. The diversion angle between the ingoing and outgoing rays is 64°. The CCD detector
is tilted by approx. 38° to be tangentially aligned on the Rowland circle. The grating is mounted on a rotational
stage and can be turned towards the entrance slit for wavelength tuning. A turbomolecular pump (TMP) flanged
directly to the spectrometer ensures an operating pressure of less than 10−2 Pa.
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Figure 4.2: Microscope camera assembly used to measure the width of the spectrometer’s entrance slit. It uses
a 6.3× microscope objective, a 30mm achromatic doublet and a monochromatic CMOS camera, resulting in a
sampling scale of 1.04 px/µm. The working distance is 5mm. For illumination, a fibre-coupled incandescence
lamp is used.
The spectrometer adopts the Paschen-Runge geometry, where a single imaging grating is
used to both image the entrance slit onto the detector and spectrally resolve the radiation. A
schematic drawing is shown in Figure 4.1. The angle between the incident and the diffracted
light at the centre wavelength is 64°. The distance from the entrance and exit ports to the
grating is 20 cm. Compared to the commonly employed Czerny-Turner concept, this layout
has the advantage of using only one mirror, thereby avoiding reflection losses, which can be
significant in the VUV range. This advantage, however, comes with an in general lower optical
performance in terms of image quality. The light is inserted through an entrance slit of variable
width. The scale reading on the adjustment screw does, however, not coincide with the actual
slit width and therefore needed calibration. The calibration of the entrance slit width will follow
this description of the spectrometer, in section 4.1.1. The grating with 1200 lines/mm is made
of a cylindrical glass substrate and coated with Al+MgF2. The efficiency is stated with 40 % in
the range 120–200 nm and higher than 20 % over the full operating range of 100–300 nm. The
grating is mounted on a rotation stage to adjust the 80 nm wide range of observation. According
to the manufacturer, it is a corrected concave grating, meaning its groove spacing is altered to
correct for optical aberration. Such corrections can significantly improve the resolution and the
sharpness of the spectral lines. Additionally, the size of concave gratings is typically limited to
avoid aberrations due to oblique components of the incident light [92]. Despite the corrected
grating, a large instrumental broadening has been observed, leading to a typical full width at
half maximum (FWHM) in the order of 0.3 nm for the LIBS emission lines. This broadening is
inspected in detail in section 4.3.4. The detector is an open front charge coupled device (CCD)
developed mainly for soft x-ray applications. It is mounted with an angle of 38° between the
optical axis and the detector normal. The quantum efficiency peaks between 125 and 140 nm
with approximately 27 %. Towards 200 nm it decreases to 20 %. Below 125 nm the quantum
efficiency drops quickly to 13 %. The CCD chip has 1024 × 255 pixels of 26× 26 µm2 size. It
can be thermoelectrically cooled to −80 °C. To ensure a low pressure and thereby reduce the
absorption of VUV radiation by oxygen and water vapour in the ambient air, a turbomolecular
pump and a pressure gauge are connected to the spectrometer.
4.1.1 Calibration of the entrance slit width
The width of the spectrometer’s entrance slit can be adjusted with a micrometre screw. To
achieve the desired resolution of 0.1 nm, the slit width has to be in the order of the detector’s pixel
size, i.e. ∼26 µm. Selecting a slit width below 50 µm according to the reading on the micrometre
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Figure 4.3: Image section of a metal ruler used to determine the magnification of the optical system. The dark
parts are the scale markers of the ruler. The grey level or darkness of the upper image rows is overlaid in yellow.
From this curve, a magnification or sampling scale of 1.04 px/µm has been deduced.
Figure 4.4: Left: Bright spots on the entrance slit due to roughness and potentially dust disguise the exact
position of the edge. An uncertainty of 20 µm, indicated by the yellow bar, is assumed for each side. Right:
Image of the slit taken for the setting “100 µm” on the micrometre screw. The width is determined as the vertical
distance between the two reference bright spots indicated with circles. The measured slit width for this setting is
34 µm.
screw, however, leads to a complete vanishing of the detector signal, thereby suggesting that
the screw reading does not directly indicate the slit width. To investigate the actual slit width
and its relation to the screw reading, I assembled a microscope camera from a 6.3× microscope
objective, a cemented achromatic doublet with a focal length of f = 30 mm and a monochromatic
CMOS camera with a pixel size of 5.3 µm. The camera assembly with a working distance of
approximately 5 mm was mounted on a translation stage and aimed at the spectrometer entrance
slit. It is shown in Figure 4.2. The sampling scale of this camera assembly has been calibrated
by recording an image of a metal ruler. A section of this image is shown in Figure 4.3. It shows
two major ticks with a distance of 1 mm and an intermediate tick between them. A line plot of
the pixel darkness for the upper rows of the image is shown in yellow. The pixel distance of the
dips is 1039, resulting in a sampling scale of 1.04 px/µm.
A close-up image of one of the entrance slit edges is shown in the left panel of Figure 4.4.
One can see various bright spots related to roughness of the razor blade and potentially dust,
obscuring the exact position of the edge. From the image, I take an uncertainty of the edge
position in the order of 20 µm on each side, as indicated with the yellow marker. For the width
measurements, a bright spot on either side of the slit has been selected as the reference and the
vertical distance between them has been measured as shown in the right panel of the figure. The
bright spots used as references are marked with circles. By using a fixed reference, the uncertainty
of the edge position only causes a potential constant offset in the derived slit width. Since the
field of view was sufficiently large to image both edges at the same time for all investigated width
settings, an uncertainty due to a translation of the camera system was not induced.
The width has been measured for settings decreasing from 1000 to 100 µm in steps of 50 µm.
The results are summarized in Table 4.1 and visualized in Figure 4.5. From the figure, the
Slit width (µm)
set 1000 950 900 850 800 750 700 650 600 550
measured 654 604 569 540 499 453 399 352 303 254
set 500 450 400 350 300 250 200 150 100
measured 215 179 162 145 122 101 81 56 34
Table 4.1: Results of slit width measurements for different set values of the micrometre screw.
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Figure 4.5: Comparison of the reading on the micrometre screw to the measured slit width. The data shows
two linear sections with a sharp bend around the 450 µm setting.
relation of the screw adjustment to the slit opening is found to have two linear segments with
different slopes. Above the 450 µm setting, the measured slit width increases twice as fast. A
linear regression for either part shows a coefficient of determination (R2) of >0.996.
For a typical measurement, a scale reading on the slit adjustment screw of 150 µm has been
found to be a good compromise between resolution and signal throughput. According to the
above analysis, this corresponds to an actual width of 56 µm, which is very close to the width of
two detector pixels of the spectrometer (2× 26 µm).
4.1.2 Extraction of spectra
The camera is controlled using the software provided with the instrument. The recorded images
are saved in a proprietary format, which contains additional information about the detector
parameters, such as the exposure time, detector temperature and horizontal and vertical binning.
The rotational stage of the grating is not controlled with this software and hence the grating
angle must be stored in the file name. With Python routines, which I developed myself, the
image data and parts of the metadata are extracted from the binary container. Then, a user-
defined range of detector rows is vertically binned to produce a one-dimensional spectrum with
numbered spectral channels. For an initial calibration, the wavelength λi for the spectral channel
i is calculated from the grating equation
nλ = [sin(32° + α+ ∆αi)− sin(32°− α)]/g , (4.1)
the selected grating angle α, and the grating constant g. Due to the low efficiency of the system
for wavelengths below 120 nm, only the first order (n = 1) is considered. The calculation is
based on a total angle of 64° between the incident and outgoing light for the centre pixel. The
deviation of the output angle for pixel column i is given by
∆αi = arctan
(
(i− 512) · 26 µm · cos 38°
20 cm− (i− 512) · 26 µm · sin 38°
)
. (4.2)
Here, cos 38° in the numerator accounts for the apparent decrease of the pixel width induced
by the angled detector mount. A corresponding correction of the grating-to-detector distance is
incorporated in the denominator. Due to a mismatch of this initial wavelength calibration and
optical aberrations observed during the characterization of the set-up, see sections 4.2 and 4.3.4
for details, a more sophisticated data processing procedure has been developed. It will be presen-
ted in section 4.4.
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4.2 First measurements with a preliminary system
Figure 4.6: Sketch of the preliminary sample chamber used for initial testing and to define requirements for the
final set-up. The sample is placed on an aluminium block and irradiated under an angle of 45°. The pump is
connected via a vacuum hose. The optical axis of detection is directed into the drawing plane. Hence, from this
perspective, the spectrometer entrance slit is located in the background behind the sample.
Initial tests with the new spectrometer were conducted with a preliminary vacuum cham-
ber. The chamber comprised a DN 63 ISO-K instrument cross with three ports, as depicted
in Figure 4.6, which was flanged directly to the spectrometer entrance port housing the slit. A
40 mm vacuum hose was connected to the first port, a venting valve to the second and a window
to insert the laser radiation closed the third port. The other side of the cross, opposite to the
spectrometer, was terminated with a window to observe the plasma and align the laser. The
sample was placed on an aluminium block of a suitable height to have the sample surface centred
in front of the entrance slit. In this preliminary set-up, the sample was irradiated under an angle
of 45°.
An image recorded with the temporary set-up at a grating angle of 7° from a LIBS plasma
of an aluminium disk is shown in Figure 4.7. Spectral line emission is clearly evident already
in this early recording. However, the LIBS spectrum is projected only onto the upper part of
the detector area and is limited by a funnel-shaped envelope, whose upper side is not visible in
Figure 4.7: Recording of an Al plasma in the preliminary sample chamber. The spectral lines are offset to
the top, tilted, and have some kind of reflected continuation towards the bottom. A line spectrum derived from
the detector rows 200 to 230, as indicated by the black markers, is shown in red and compared to a simulated
spectrum (yellow). A mismatch of the wavelength scale, which was geometrically calculated from the grating
constant, the nominal focal length, the pixel size and the grating angle, can be seen.
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this image but has been observed in other recordings. Elevating the sample with washer disks
allowed to move the spectrum to the centre of the detector, with the lines now spanning the full
height of the detector and, at the same time, eliminating the reflected continuation of the lines
towards the bottom of the image. This suggests that the imaging grating in the spectrometer
as adjusted by the manufacturer was not upright but leaning back with an angle of about 1°.
During a re-alignment of the optical components at a later stage, the grating mount has been
shimmed with aluminium foil on the back side in order to correct the angular displacement.
In the right part of the image, a broad and slightly tilted background structure spanning the
whole height of the image is visible. This structure proved to be independent of the grating angle
and was therefore found to be not a spectral signal from the plasma. It was attributed to stray
light passing through venting holes positioned around the entrance slit of the spectrometer and
was successfully suppressed by covering these venting holes with black aluminium foil.
Finally, another observation from Figure 4.7 is the mismatch of the wavelength scale. It
has been calculated using the grating equation and the nominal specifications as explained in
section 4.1.2. The spectrum overlaid in red is the vertically binned intensity of the image rows
200 to 230, as indicated with black horizontal lines in Figure 4.7. The second spectrum, shown
in yellow, has been simulated as described in section 2.1.3 and maps the reference positions of
Al emission lines onto the calculated wavelength scale. When aligning the wavelength scale in
the middle of the observed spectral range, the outer parts are up to 5 nm off. This is due to
incomplete knowledge about the exact effective grating constant, the exact distances between
entrance slit, grating and detector, and the precise angle of deflection and of the camera mount.
An attempt to constrain those parameters by fitting the derived wavelength equation to the
simulated reference positions did not succeed. Therefore, the geometric calibration was later
replaced by a calibration based on the positions of identified spectral lines, as will be shown in
section 4.3.3.
4.3 VUV-LIBS set-up
In this section I will first describe the VUV-LIBS system that I designed around the grating
spectrometer presented in section 4.1, before analysing different aspects of the assembled system,
namely the dark current and noise behaviour of the detector, the spectral sensitivity of the set-up
and relevant instrumental broadening mechanisms. This configuration of the VUV-LIBS set-up
will then be used for the identification of VUV emission lines in chapter 5, as well as for the S-
and Cl-related studies presented in chapters 6 and 7, respectively.
4.3.1 Design
Like conventional LIBS, the method in general requires a laser, a spectrometer and an optical
system for focusing and light collection. One of the key differences for VUV-LIBS is that the
optical path must be contained in a vacuum chamber and uses VUV-compatible optics, see also
section 2.3. This section focuses on the layout of the vacuum system and the optical design.
While details about the spectrometer have been provided in section 4.1, the laser used in the
set-up will be described at the end of this section. For the design of the VUV-LIBS set-up, four
major requirements have been identified and needed to be accounted for:
1. Pressure < 10−2 Pa
In order to investigate VUV-LIBS for the in-situ application on celestial bodies without atmosphere,
near-vacuum conditions need to be simulated. Knight et al. [21] found that while the LIBS process
is, in general, strongly influenced by the atmospheric conditions, no significant changes can be
observed for pressures below approx. 1 Pa. Furthermore, absorption due to atmospheric oxygen
becomes negligible at this pressure [93]. A more sensitive requirement is the protection of the
detector from condensing water vapour, which might freeze on the cooled CCD chip and result
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in permanent damage. In order to minimize this risk, the requirement was set to 10−2 Pa in
accordance with the recommendations of the manufacturer.
2. Load lock capability
Since an open connection between the sample containing vacuum chamber and the spectrometer is
required during the measurement, it would be of advantage to be able to atmospherically decouple
both parts of the system. This allows to change the samples without the need to flush the spec-
trometer and then evacuate it again, which would also require looping through a warming-cooling
cycle to protect the CCD against condensation.
3. Sample translation in at least one direction
In order to be able to analyse multiple locations per sample and potentially also multiple samples per
pump cycle, it is necessary to move the sample in the chamber. In previous measurements with the
temporary chamber, extensive “drilling” into the sample has been observed when probing the same
location multiple times. This visually changed the plasma shape due to plasma confinement [94]
and inhibited the comparison of subsequent measurements.
4. Relay optics
To couple sufficient plasma radiation into the spectrometer, one can either excite the plasma in
proximity to the entrance slit [27] or image the plasma onto the slit using relay optics. To mitigate
the risk of ablated material depositing inside the spectrometer and to compensate for the inherent
minimum distance between the sample and the spectrometer when installing a valve to satisfy
requirement 2, I decided to use relay optics.
Finally, for this first instance of a VUV-LIBS system, another condition was to use commer-
cial off-the-shelf components wherever possible. The resulting set-up is schematically shown in
Figure 4.8. The central part of the vacuum chamber is a DN 100 ISO-K 6-way pipe cross. The
bottom connector is closed with a blank flange. The resulting flat surface allows to place post
mounts with additional optical components, such as the apertures described in section 4.3.4.
One of the four side ports, facing towards the user, is equipped with a door and facilitates
sample exchange. A window in the door allows to observe the plasma. A manually operated
one-axis manipulator is attached from the left. With this manipulator, the sample stage can be
moved perpendicular to both the excitation and detection optical axis over a range of 25 mm,
thus satisfying requirement 3. The sample stage has been machined from stainless steel by the
institute’s workshop. It is designed such that the probed spot on the sample surface is located
near the centre of the 6-way cross.
To the right, a turbomolecular pump is flanged directly to the chamber. This allows for
fast evacuation to a typical operating pressure of ≤5× 10−3 Pa, thus fulfilling requirement 1,
and efficient removal of ablated sample material. In combination with the pump mounted at
the spectrometer, pressure gradients across the spectrometer’s entrance slit, which acts as a
bottleneck in the vacuum piping, are avoided.
Towards the top, an instrument cross hosting a pressure gauge and a venting valve follows
and is terminated with an uncoated borosilicate window through which the laser light is inserted.
The instrument cross and the pressure gauge have been omitted in the figure.
The sixth port, opposite to the door, connects to a high-vacuum gate valve that allows to
decouple the sample containing part from the remaining system, thereby fulfilling requirement 2.
The other side of the gate valve is connected to a tee connector which follows the optical axis of
detection.
To satisfy requirement 4, the radiation emitted by the plasma is focused onto the spectrometer
entrance slit with a UV-enhanced f = 152.4 mm off-axis parabolic mirror (OAP), bending the
light path by 90°. The mirror introduces significant geometric and spectral losses. The former
are due to a mismatch between available off-the-shelf pipe lengths and mirror focal lengths.
Furthermore, an ellipsoidal or at least toroidal mirror would be preferred to project the plasma
plume onto the slit [95]. The aberrated picture of the plasma lies several centimetres behind the
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Figure 4.8: Schematic drawing of the VUV-LIBS set-up in a front (upper panel) and top view (lower panel).
For clarity, not all components are shown in both perspectives. The laser radiation is inserted into the vacuum
system through a borosilicate window and focused vertically onto the sample. Radiation emitted from the plasma
is observed from the side and focused onto the spectrometer entrance slit with an off-axis parabolic mirror (OAP).
The sample chamber can be atmospherically separated from the spectrometer by closing a high-vacuum gate valve




entrance slit. Having the picture behind the slit is preferred over the opposite case of having a
too short focal length in order to avoid stray light due to light insertion outside the acceptance
angle of the spectrometer. The latter, the spectral losses, refer to the wavelength dependent
reflectivity of the mirror coating. The reflectivity is specified by the manufacturer only for the
range down to 250 nm, where it is around 80 %. Therefore, it will be analysed for the VUV range
in section 4.3.5. Both types of signal loss could be improved with a custom design mirror with a
VUV-optimized coating for the next iteration of this set-up. Finally, the tee connector housing
the OAP is flanged to the spectrometer entrance port.
For longer standby times, the system can be filled with nitrogen (N2) through the spectro-
meter pump’s venting valve to minimize the deposition of water vapour on the inner walls of the
chambers and pipes.
Laser
The laser used in the set-up is an actively Q-switched neodymium doped yttrium aluminium gar-
net (Nd:YAG) laser. It emits pulses of 6 ns duration at the fundamental wavelength of 1064 nm.
The pulse energy of 130 mJ can be internally attenuated to the desired value. The emitted laser
light is focused into the vacuum chamber through a borosilicate window using a single antire-
flection coated lens of focal length f = 250 mm. The effective spot diameter, within which the
LIBS threshold is exceeded, has been deduced from the widths of the ablation craters. It is
approximately 500 µm.
4.3.2 Detector noise and dark current
The CCD chip is mounted on a thermo-electric cooler to allow for noise reduction by cooling and
for temperature stabilization. The operating range reaches from −10 to −80 °C, when applying
water cooling even down to −100 °C. For most of the line identification measurements in chapter 5
as well as for the sulfur-related measurements described in chapter 6, the CCD was operated at
a temperature of −80 °C in order to obtain the lowest detector noise, as recommended by the
sales engineer. After observing repetitive noise patterns that occurred suddenly and appeared
to be connected to the cooling control circuit, the detector was sent to the manufacturer for
maintenance. Since then, a new standard value of −60 °C was chosen and used for the remaining
measurements in chapter 5 as well as for the chlorine-related measurements in chapter 7 in order
to reduce the load of the thermo-electric cooler. The performance of the system did not seem to
be noticeably reduced at this higher temperature.
The two major noise sources for scientific CCD detectors are a constant readout noise, which
depends mainly on the readout rate, and the shot noise of the dark current. The dark current is
the rate of thermal electron-hole pair generation and strongly depends on the temperature of the
detector. To analyse the dark signal and noise behaviour of the system, the gate valve was closed,
thus separating the sample chamber from the spectrometer part, to ensure complete darkness
around the detector. As during normal measurements, the hot-filament ionization gauge installed
in the spectrometer to measure the pressure was turned off, because the incandescence of the
filament would saturate the detector within milliseconds. Then 30 images each were recorded
for the exposure times 1, 3, 5, 8 and 10 s at the detector temperatures −10, −20, −30, −40,
−50, −60, −70 and −80 °C. The first and last three rows and columns were cropped to avoid
influences from border artefacts. The signal of the remaining pixels was used for analysis.
The mean signal levels averaged across the 30 images for the various temperatures and expos-
ure times are shown in Figure 4.9a. They are given in digital numbers (DN) as returned by the
camera software. The signals are composed of two components: a bias or baseline level and the
accumulated dark counts. The bias, which is the reference level corresponding to zero accumu-
lated counts, seems to increase for lower detector temperatures as can be seen from the shortest
investigated exposure time. This could be due to a temperature-related drift in the reference
voltage of the analogue-to-digital converter of the readout circuit or due to an inappropriate in-
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Figure 4.9: Dark signal averaged over all pixels of the 30 recorded images per setting. (a) Signal levels produced
by the dark detector over different exposure times at different temperatures. The signal is given in digital numbers
(DN) as returned by the camera. The baseline level appears to increase linearly with decreasing temperatures.
The standard deviation of the data is treated separately and shown in Figure 4.10. (b) Dark current as the slope
of the signal level determined by linear regression of the curves in (a). Below approx. −50 °C, the signal hardly
changes over time.
ternal calibration to counteract such a drift. The accumulated dark counts are determined by the
dark current and can be reduced by cooling. For moderate cooling of only −10 °C, a significant
and mostly linear increase of the signal over time can be observed. A linear regression through
the data yields a slope of 1.6 DN/s. The fitted dark currents for the different temperatures are
shown in Figure 4.9b. For −20 °C, the dark current is already reduced to below 0.5 DN/s and for
even lower temperatures the curve asymptotically approaches 0. The signal noise is measured































Figure 4.10: Standard deviation of the data shown in Figure 4.9a as a measure of dark noise. The noise appears
to increase approximately linearly with the exposure time instead of an expected
√
t shape. This evaluation does





























































Figure 4.11: Dark signal of a typical pixel. The measured signals have been averaged per pixel over the 30
recordings. The median pixel result is used for these figures. The results are based on the same data as those
shown in Figure 4.9, but the employed mode of evaluation is less influenced by hot pixels and cosmic rays. (a)
Signal levels produced by the dark detector over different exposure times at different temperatures. (b) Dark
current as the slope of the signal level determined by linear regression of the curves in (a).
with the standard deviation of the data. It is shown in Figure 4.10. The data suggests a readout
noise of 2.1 DN and a dark noise that increases approximately linearly over time.
The presented results are, however, influenced by so-called hot pixels, which show a dis-
proportionate rise of the dark signal over time compared to the other pixels, thus significantly
increasing the mean signal level. Furthermore, the calculated standard deviation is increased
by the different signal levels of neighbouring pixels, including hot pixels, although such different
mean signal levels would be accounted for by the subtraction of a dark frame. Instead, the
figure of interest for the signal noise analysis is how much the signal level of a single pixel varies



































Figure 4.12: Estimate of the typical dark noise per pixel. The standard deviation of the data is calculated per
pixel across the 30 recordings. Then, the median of the different pixels is determined and shown per temperature
and exposure time.
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between multiple acquisitions. Therefore, the same data has been analysed again with the mean
and standard deviation per pixel calculated across the 30 recordings. To get the result of a typ-
ical pixel with negligible influences of hot pixels and cosmic rays, the median of the means and
standard deviations is used. The resulting dark levels and rates are shown in Figure 4.11 and
the corresponding noise is depicted in Figure 4.12. For most settings, the typical dark levels are
similar to the average dark levels shown before in Figure 4.9a. Only for the temperatures of −10
and −20 °C the dark counts are reduced due to the effective exclusion of hot pixels. For −30 °C
and below, the thermal excitation of the hot pixels is already low and hence there is no difference
in the outcome of the two methods. The resulting noise estimate is reduced as well because this
method separates the actual frame-to-frame signal fluctuation from the pixel-to-pixel variation.
For the shortest investigated exposure time of 1 s, the standard deviation is between 1.96 and
2.03 DN for all temperatures but −10 °C, for which the standard deviation amounts to 2.13 DN.
This means that the readout noise is approximately 2.0 DN. Shot noise is proportional to the
square root of the signal and thus of the exposure time. Since the shot noise applies to the
excitation of photoelectrons on the CCD chip, the gain factor needs to be taken into account in
the calculation. According to the specifications of the detector, the gain G is 10 electrons/DN for
the employed camera settings. For the example of −40 °C, where a dark count rate r of 0.2 DN/s
has been measured, a time-dependent dark noise n(t) of
n(t) =
√
G · r · t/G (4.3)
=
√




is expected. Surprisingly, despite having approximately the expected square root shape for
some of the temperatures, the noise increases slower than predicted by equation (4.3), which is
physically not possible. After 10 s the noise level for −40 °C should be at least (2 + 0.14 ·
√
10 =
2.44) DN. The determined noise level is, however, only 2.04 DN. This suggests that the gain
factor stated in the performance sheet is not correct. However, since for temperatures below
−50 °C neither the background level nor the signal fluctuation per pixel increases significantly
over time, the detector performance in this regime is likely dominated by readout noise in the
order of 2.0 DN. Thus, cooling below this temperature should not be necessary for future studies.
A reduction of the pixel clock and line shift rate for the readout procedure did not show a
reasonable decrease of the noise level in comparison to the additional time required for readout.
In a typical measurement, multiple pixel rows of the detector will be averaged to convert the
image into a spectrum. When averaging the dark signal of the detector rows 100 to 150 and then
calculating the standard deviation across the 30 recordings, the resulting noise level decreases to
<0.5 DN per spectral channel.
4.3.3 Wavelength calibration
Due to a lack of knowledge about the exact distances and angles between the components of
the spectrometer, the geometric calculation of the wavelength scale, which has been presented
in section 4.1.2, yields only imprecise results. The outer parts of this calculated wavelength
scale deviate by up to 5 nm. Therefore, I compiled a catalogue of pixel-wavelength relationships
for different grating angles by identification of various Al and Si emission lines based on their
observed and theoretically expected line strength ratios. The data is shown in Figure 4.13.
For the investigated reference angles, second order polynomial fits are calculated to interpolate
between the data points. For intermediate angles, the wavelengths are then linearly interpolated
between the polynomials of the neighbouring reference angles, as shown by the horizontal lines
in the figure for some example pixels columns. Limited reproducibility of the grating movement
results in minor deviations of the interpolated wavelength scale, typically in the order of 0.5–
2.0 nm for different regions in the spectrum. Therefore, the wavelength scale is calibrated at
least once per measurement session by fitting some prominent spectral lines and comparing their
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4.5° 5.5° 6.5° 7.5° 8.5° 11.0° 12.0°9.5° 10.0°
6.3°
Figure 4.13: Pixel positions of identified Al and Si emission lines for different grating angles from 4.5° to 12.0°.
The solid lines are second order polynomials fitted to the data sets per angle. An example interpolation for
the frequently used grating angle 6.3° is shown as dashed line. The vertical line at 117 nm indicates the lowest
detected wavelength.
measured pixel position to the one predicted from the grating angle. By inversely applying the
angle interpolation, an angle offset is derived and the nominal grating angle is corrected to the
actual angle. This procedure corrects a shift of the wavelengths scale but not a change in the
spread. Due to changes in the set-up and an attempt to better align the diffraction grating, the
linear dispersion of the system reflected by the calibration data is slightly off. Accordingly, for
optimal calibration results in the spectral region of interest, the reference lines used for calibration
should be in the same region. The opposite end of the spectrum may then be up to 0.4 nm off.
4.3.4 Instrumental broadening
The width of detected spectral lines is determined by physical and instrumental broadening
mechanisms. For LIBS in vacuum, physical broadening is, in general, expected to be low [19,
96, 97]. However, the detected emission lines appear significantly broadened compared to the
theoretical limit of the aberration-free projection of the spectrometer entrance slit onto the
detector. Therefore, instrumental broadening likely contributes significantly to the detected line
shape. This has been investigated with a fibre-coupled mercury lamp (Hg I, 253.65 nm) as well
as with spatially filtered emission of an aluminium plasma (Al II, 167.08 nm).
Characterization with a monochromatic point source
To investigate the instrumental broadening, also known as response function, a fibre-coupled
mercury discharge lamp emitting a strong line at 253.65 nm was used. The free end of the 50 µm
wide fibre was mounted on an x-y-translation stage in the middle of the vacuum chamber after
removing the sample holder. For both the imaging (0th order) and the spectral operating mode
of the spectrometer, I found a line width of two pixels FWHM, corresponding to 0.13 nm. This
result is in agreement with the theoretical limit of the system, the symmetric projection of the
56 µm wide entrance slit onto the detector with a pixel width of 26 µm. Translating the fibre end
laterally and vertically through the sample chamber, however, caused a movement of the spectral
line on the detector. The observations are shown in Figure 4.14. Here, the lateral and vertical
movement of the fibre end between the images is 1 mm in the respective direction. Comparing
the spectral line to the reference marker (thin black line) shows clearly a change in the recorded
detector images. The spectra in Figure 4.15, which are extracted from the middle row of images
in Figure 4.14, emphasize this observed shift. They have been generated by vertical binning of
the detector rows 100 to 150. For a plasma plume spanning several millimetres this means that
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Figure 4.15: Spectra of the Hg I line extracted from the middle row of images in Figure 4.14. The detector rows
100 to 150 have been binned to generate the spectra. The legend gives the lateral position of the light source.
During the translation of the fibre over 5mm, the spectral line moves on the detector, resulting in an apparent
spectral shift of 0.44 nm. For the position −3mm, the ghost line at 254.8 nm has approximately half the intensity
(area) of the main line.
a single spectral line is projected onto multiple positions on the detector at the same time and
therefore appears broadened.
Another observation is the tilting of the lines depending on the vertical position of the source.
This can to some extent be exploited to deduce the source region of certain emission lines, i.e. if
the emission originates from higher outer parts of the plasma or if it is localized in the centre, but
is disturbing and undesired in most applications. For a perfect spectrometer, the characteristics
of the light field should be decoupled at the entrance slit, and all light passing through the slit
with a direction that allows to reach the subsequent optics should arrive at the detector at a
well-defined position. Due to optical aberrations inherent in the curved imaging grating this
perfect spectrometer case is not quite given and the imaging performance for rays hitting the
outer parts of the grating is reduced [92]. When the source is moved laterally, most of the light
reaches the slit with a non-zero angle to the optical axis, thus shifting the centre of gravity of
the light field to one or the other side of the grating. This leads to a higher fraction of signal
suffering aberration and hence moves the lines on the detector. The effect can be intensified if
the grating is not properly positioned in the design of the spectrometer. Simulations with Zemax
Optical Studio suggest that a displacement of the grating by only 0.5–1.0 mm is sufficient to cause
a measurable shift of the detected line positions. These simulations, however, can only give a
coarse estimate because neither the radius of curvature nor the exact arrangement of the grating
grooves is stated in the description of the spectrometer. Both effects could be further enhanced
by the general obliquity of the optical axis due to the slight leaning of the grating. Although
a correction of the leaning with shimming has been attempted, a lack of alignment references
hampers further improvement at the moment.
The origin of the ghost lines seen in some panels of Figure 4.14 could not be identified.
They were discussed with the manufacturer of the spectrometer, who could unfortunately not
provide a solution. Although the ghost line in the leftmost panel of the central row of images
has approximately half the intensity of the main line in this panel, see Figure 4.15, these ghost
lines do not appear in typical LIBS measurements or at least not with significant intensities.
Therefore, they are not further investigated.
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(a) Core. Only the central part is
transmitted.
(b) Corona. Only the outer parts
are transmitted.
(c) Slit. Only a column above the
sample surface is transmitted.
Figure 4.16: Photographs of the different apertures used to investigate geometric broadening. The apertures
are placed approx. 1 cm behind the targeted spot on the sample.
























Figure 4.17: LIBS spectra of an aluminium plate recorded with different apertures, see Figure 4.16. The signals
corona and slit are scaled by a factor of five and ten, respectively, to allow for direct comparison of the line shapes.
The whole plasma spectrum was taken without any aperture. It is roughly comparable to the sum of the corona
and the slit signal. All spectra show the average of 10 measurements recorded with a pulse energy of 32mJ.
Instrumental response to spatial regions of the plasma
Many LIBS instruments have a limited and well-defined field of view, as it would be the case
for this system as well if the OAP was replaced with a mirror of customized shape, properly
projecting the plasma plume onto the entrance slit. At the current state, however, light from all
regions of the plasma is coupled into the spectrometer but with a lower efficiency, thus causing
geometric broadening as predicted from the Hg lamp measurements discussed in the previous part
of this section. Since the intensity distribution across the cross-section of the plasma plume is
unknown and may be different for the VUV transitions than expected from the visual appearance
of the plasma, different apertures have been placed near the sample to study the emission regions
separately. These apertures were cut out of black aluminium foil and placed approximately
1 cm behind the plasma, allowing only radiation originating from the plasma centre (core), the
outer regions (corona) or the column above the plasma centre (slit) to reach the detector, see
Figure 4.16. The distance of 1 cm was chosen in order to minimize any interference effects that
the physical barrier of the aperture might have on the plasma expansion [98, 99], but at the same
time reliably mask different zones of the plasma.
The spectra acquired with theses apertures are shown in Figure 4.17. Comparing the signal
from the core to the signal of the whole plasma, one can see that the line centre has an approx-
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Figure 4.18: Voigt fit to the Al II emission line at 167.08 nm recorded with the core aperture. The fit results
in a Lorentzian half-width of γ = 0.120 nm and a Gaussian standard deviation of σ = 0.031 nm. The Lorentzian-
dominated line profile suggests a significant contribution of Stark broadening due to the high electron density in
the plasma initiation phase.
imately equal amplitude. The aperture mainly reduces the tails of the line intensity distribution,
as expected from the Hg lamp experiments. The remaining core signal is almost symmetric.
A Voigt fit to the data is shown in Figure 4.18. It reveals a Lorentzian-dominated shape of
0.262 nm FWHM, with a Lorentzian half-width of γ = 0.120 nm and a Gaussian standard de-
viation of σ = 0.031 nm. This is already less broad than for the unobstructed plasma data
(FWHM = 0.308 nm) but still broadened compared to the Hg lamp results. The corona signal,
on the other hand, is strongly asymmetric and rather broad with a FWHM of 0.67 nm. Although
it is low in intensity and had to be scaled up by a factor of five in order to be clearly visible in
Figure 4.17, it suffices to broaden the emission lines of the unobstructed plasma.
The line width not being at the instrumental limit despite using the core aperture suggests
that physical broadening mechanisms are relevant as well. The Lorentzian shape could be ex-
plained by Stark-broadening as a result of high electron densities in the plasma initiation phase.
While it is, in general, assumed that spectral lines emitted by vacuum plasmas are less affected
by self-absorption [100] and Stark broadening [96] due to the lower density of the plasma spe-
cies, the lowest investigated pressure in the study by Dreyer et al. [96] is about 140 Pa (1 Torr).
For even lower pressures the plasma life time is reduced and Stark-broadened emission from the
early plasma due to an initially high electron density can likely dominate the time-integrated
signal. Loiseleur et al. [101] found an electron density in the order of 1026 m−3 at the end of
the laser pulse for an excitation scheme similar to my experiment. Measurements with a slit
aperture placed 2 mm above the sample surface as shown in Figure 4.16c, show an even lower
line width, though also with considerably less intensity. The corresponding spectrum in Fig-
ure 4.17 is scaled up by a factor of ten to be comparable. Analysis of the line shape results in
γ = 0.039 nm, σ = 0.053 nm and FWHM = 0.171 nm, which is already close to the instrumental
limit of approximately 0.13 nm found with the Hg lamp in the first part of this section. The
reduced Lorentzian component supports the interpretation of Stark-broadened emission origin-
ating from the plasma centre, which is spatially gated out. Besides the Stark broadening in the
plasma core being blocked, the influence of self-absorption is reduced as well because the plasma
centre is also the part with the highest atom density.
Despite the resolution enhancing potential of apertures close to the sample, most experiments
have been conducted without an aperture. This is mainly because the apertures were mounted
on posts and placed in the chamber without any fixation. If the aperture then moves between
the measurements of a series, the results would no longer be comparable. Especially for the slit
placed above the sample surface, variations in the sample thickness would inconsistently mask the
most intense part of the plasma plume and might introduce severe systematic errors. Therefore,
most of the spectra analysed in this work will show asymmetric lines with widths in the order of
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Figure 4.19: Average of ten LIBS spectra of a Si wafer recorded with 40mJ laser pulse energy in a 6 hPa N2
atmosphere. The emission lines shaded in yellow are used for the sensitivity estimate. For these measurements,
a slit aperture as shown in Figure 4.16c and explained in section 4.3.4 was used to enhance the resolution.
0.31 nm FWHM.
4.3.5 Relative sensitivity estimates
In the deep-UV and vacuum-UV wavelength range, the sensitivity of an instrumental set-up can
vary strongly across the detected spectrum. It is influenced not only by the quantum efficiency of
the detector, which in my case has been provided by the manufacturer, but also by the choice of
materials used for the optical components and possibly by residual atmosphere. To determine the
sensitivity, one would usually use a calibrated light source and compare the detected signal to the
calibration data. Ideally, this would result in a number of detector counts per photon introduced
into the set-up or emitted by the plasma. Most of these calibration lamps are, however, coupled
to optical fibres or the radiation is produced inside a bulb of quartz glass, both of which do
not transmit wavelengths below 170 nm [69]. For the VUV, special versions of deuterium lamps
with a VUV-transparent MgF2 window are available. Unfortunately, there was no opportunity
to use such a lamp during the time of my thesis. As an alternative, I estimated the spectral
response by comparison of measured spectra of a Si wafer to simulated LIBS spectra of Si. For
the simulations, I used a tool that was developed in our group and is based on the approach
described in section 2.1.3. However, as mentioned in section 2.1.2, the LTE required for the
simulations to be applicable is in general not present in the inhomogeneous and highly dynamic
vacuum plasma [49]. Therefore, the measurements for this investigation are conducted in a
6 hPa N2 atmosphere. This still does not ensure LTE conditions but makes them more likely for
some phases of the plasma life time. Finally, the temporal decay behaviour of the temperature
describing the plasma captured with the time-integrated detection scheme needs to be reflected
in the simulations. As a first approximation, this is achieved by summing simulated spectra with
equilibrium temperatures linearly decreasing from a start value Tinit to 300 K. The intensity
ratios of suitable lines within the simulated spectrum are then compared to the intensity ratios
measured with the instrument.
Identification of suitable lines
Since the theoretical assumption of LTE made for the spectrum simulations has limited validity,
in general and especially for spatially and temporally integrated measurements, the quality of
the sensitivity calibration depends strongly on the selected emission lines and the simulation
parameters. Suitable emission lines should span a large portion of the spectral range, be fairly
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λ/nm Eu/eV El/eV gu gl Aul/s−1
126.042 9.84 0.00 4 2 2.57× 109
126.473 9.84 0.04 6 4 3.04× 109
126.501 9.84 0.04 4 4 4.73× 108
152.671 8.12 0.00 2 2 3.81× 108
153.344 8.12 0.04 2 4 7.52× 108
180.801 6.86 0.00 4 2 2.54× 106
181.692 6.86 0.04 6 4 2.65× 106
181.745 6.86 0.04 4 4 3.23× 105
Table 4.2: Spectroscopic constants of the Si II lines used for the sensitivity estimate [52]. λ: wavelength; Eu
and El: energy of upper and lower level; gu and gl: degeneracy of upper and lower level; Aul: Einstein coefficient
for spontaneous emission.






























Figure 4.20: Simultaneous fit to Si I, II and III lines to derive a suitable start temperature for the simulation
of intensity reference spectra. The data has been recorded on a Si wafer with a laser pulse energy of 40mJ.
isolated and strong in the recorded spectra, and show a similar temperature behaviour of their
emission intensity. For the latter, this means that emission lines from the same ionization stage
and with similar energy levels should be considered. Ideally, the considered transitions would
share the same upper energy level. Then, the emission intensity ratios between the lines would
be entirely decoupled from the temperature and solely depend on the Einstein coefficients with
some deviations due to self-absorption. Unfortunately, such series of emission lines are rarely
available while at the same time all being in the range of detection and of significant intensity.
The LIBS spectrum of a Si wafer acquired with 40 mJ pulse energy, on which the sensitivity
calibration will be based, is shown in Figure 4.19. In the detected range, the above requirements
are only met by three Si II multiplets located at 126, 152 and 181 nm, shaded yellow in Fig-
ure 4.19. The spectroscopic constants for these lines extracted from the NIST Atomic Spectra
Database [52] are summarized in Table 4.2. Involving the ground state or a level nearby the
ground state, these lines are likely influenced by self-absorption [41], which may result in an
inaccurate assessment of the line strength.
Si I transitions would be expected to be more stable in their intensity ratios when disregarding
self-absorption, but are too weak in the spectra. Si III has a ground state transition at around
130 nm, while all other Si III transitions in the observed spectral range are related to upper levels
of 20 eV and above. From Si IV only one pair of lines at 140 nm is frequently detected.
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Line relative intensity






153.344 37 42 48
181.692
181.745 1 1 1
Table 4.3: Emission line intensities predicted for three different plasma temperatures. The intensities are given
as the sum of the indicated groups relative to the doublet at 181.7 nm. The Si II emission line at 180.801 nm
listed before was not used for the final results, because of interference with Si I emission.
Simulation results
The input plasma parameters for the simulation algorithm are the initial electron temperature
Tinit, the electron density ne and the area particle density nA, which is the product of the
particle number density and the length of the line-of-sight through the plasma. I will use an
average value of 1× 1023 m−3 for ne, because the instrumental resolution is too low and not
known well enough to infer ne from line broadening, as it is common practice in LIBS studies
in the visible wavelength range [102]. Besides these experimental limits, there is limited data on
the Stark broadening parameters for the Si lines used here. The nA being the main parameter
for the incorporation of self-absorption has a strong influence on the predicted line strengths.
Since it can only be deduced from calibrated line intensities or by the shape of the spectral
lines after a correction for instrumental and Stark broadening, both of which are not sufficiently
available, I will again use a typical value of 5× 1019 m−2 found in other unpublished projects
by our research group. Accordingly, the parameter left to adjust for the simulation, which
also shows the strongest influence on the intensity ratios of the simulated emission lines, is the
electron temperature. To estimate an appropriate temperature, a model of six Lorentzian lines
has been fitted to a set of Si I, Si II and Si III emission lines between 180 and 182 nm of the data
shown in Figure 4.19. The spectral region of interest together with the calculated fit is shown
in Figure 4.20. In this narrow spectral range of only 2 nm width, the sensitivity of the system is
assumed to be constant. This allows to compare the line intensity ratios of the three ionization
states between simulation and measurement. In a trial-and-error approach, I found the Si I/Si II
ratio best described with a temperature of 21 300 K, while the Si III/Si II ratio on the other hand
suggests a temperature of 27 700 K. Since the parameter in question is the initial temperature
but the signal is time-integrated, estimating the temperature from Saha-Boltzmann plots [102],
as it is common practice in the LIBS community, is not feasible in this case. Therefore, I use
the values found by testing as well as 25 000 K as a compromise between both of them for the
sensitivity estimate. The relative intensities predicted by the simulation are listed in Table 4.3.
Comparing these predicted relative intensities to the intensities of the yellow-shaded emission
lines in Figure 4.19, one can quickly see that the sensitivity is drastically decreased towards the
shorter wavelengths.
Referencing simulation and measurement
For a quantitative analysis, the detected emission line intensities are extracted by fitting Lorent-
zian line profiles to the data, see Figure 4.21. To increase the resolution, the spectra have been
acquired using a slit aperture close to the plasma like the one shown in Figure 4.16c. For details
about the effect of apertures see section 4.3.4. The measured intensities are then divided by the

















































Figure 4.21: Lorentzian fits to the average spectrum taken at 40mJ from the Si wafer. The vertical lines in the
right panel indicate the positions of the relevant Si II emission lines. Due to interference with Si I, see Figure 4.20,
the left line at 180.801 nm is not used for the sensitivity calibration.
relative sensitivity in %
λ/nm 21 300 K 25 000 K 27 700 K
126 0.28 0.19 0.15
153 3.06 2.68 2.37
181 100 100 100
Table 4.4: Relative sensitivity derived for the three spectral positions 126, 153 and 181 nm. Since the mirror
coating is expected to cause most of the losses and to have the highest reflectance at long wavelengths, the
sensitivity at 181 nm is used as reference and set to 1.
pending on the initial temperature used for calibration, the derived sensitivities differ by a factor
of 1.5 between the lowest and the highest value calculated for 126 nm. Nonetheless, in all three
cases the sensitivity at 126 nm is more than two orders of magnitude lower than at 181 nm. These
results further suggest that the OAP coupling the plasma emission into the spectrometer has a
cut-off wavelength between 153 and 181 nm. Since the UV-enhanced aluminium mirror coating
is nominally designed for the range >250 nm, this is not particularly surprising. Still, such a
low sensitivity towards the shorter wavelengths is not obvious, because, as one will see in the
following chapters, the O I triplet at 130 nm is one of the most prominent signals in LIBS spectra
of geological samples. Also the Si IV doublet at 140 nm is often seen in Si spectra in vacuum and
exhibits high signal levels for the higher laser pulse energies. The lowest transitions observed so
far for different samples are located around 120 nm and are attributed to Si II, Si III, H, Cl I and
S III. The Lyman-α transition of H, which could be a very sensitive marker for hydration and
adsorbed water, is strongly suppressed by the reduced sensitivity of the current set-up, but may
otherwise be worth further investigation with optimized components. Future measurements may
produce intermediate data points in the sensitivity characterization, e.g. from Al II and Al III
lines.
Finally, it should be noted that the detector was only cooled to −50 °C for these measurements
because the employed N2 atmosphere had approximately room temperature and therefore coun-
teracted the cooling. As I will show in section 7.4, the sensitivity of the set-up for wavelengths
below approximately 150 nm is additionally reduced due to a thin ice layer forming on the de-
tector over time, whose growth rate and thickness likely depend on the detector temperature.
Accordingly, at the temperatures of −80 and −60 °C, as they are used for the measurements in
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Figure 4.22: Relative sensitivity derived by comparison of measured intensity ratios to the ones from simulated
spectra with different initial temperatures. The signal at the short wavelength end of the spectral range is reduced
by more than two orders of magnitude.
chapters 5, 6 and 7, the relative sensitivity at 126 and 153 nm may be even lower.
4.4 Measurement routine and data processing
In this section, I will describe the typical measurement and data processing procedure. Except for
the dark signal subtraction, which is part of the camera software provided with the spectrometer,
all data processing was realized with Python scripts, which I developed myself, using the scientific
computing and plotting packages numpy, matplotlib [103] and scipy [104].
After cooling the CCD detector to the desired temperature at the beginning of every meas-
urement session, a dark frame is recorded. For the dark frame, a CCD image is captured with
the same detector settings as for the later measurements but without firing the laser. Due to
the long exposure times of 8–10 s, cosmic rays are frequently detected. To avoid artefacts in the
dark corrected spectra, the dark frame is recorded again, if a cosmic ray was observed. Unless
there was a reason to assume a significant change in the dark signal, the same dark frame is
used for the rest of the session. After longer breaks or if the cooling of the detector was paused
since the last measurement, a new dark frame is recorded. The dark frame is then automatically
subtracted from the subsequent recordings. For a typical LIBS measurement, the emission of
25 laser-induced plasma plumes excited at the same location on the sample is integrated on the
CCD chip. The sample is then moved by approximately. 1 mm to record the next spectrum.
An example of a dark-corrected CCD recording for a plasma formed on an aluminium plate
is shown in the upper panel of Figure 4.23. The spectral lines are oriented vertically and usually
span multiple columns. They often appear tilted, as can be seen in the figure, and some of the
lines also show a slight bend. Both effects originate from optical aberration and are discussed
in detail in section 4.3.4. The leftmost column in this recording corresponds to 117 nm, the
rightmost corresponds to 194 nm. Potentially captured cosmic rays in the recorded spectra
are identified by comparing the signal differences of neighbouring pixels to the maximum pixel
value of the image, to the standard deviation along the pixel column and to a fixed threshold
value. If necessary, the perturbation of detected cosmic rays can be reduced by replacing the
extraordinarily high signal value with an average value of the neighbouring pixels in the same
column. As a next step, the image is rotated by up to ±1.5° to correct for the tilted spectral
lines. The correct rotation angle is deduced from one representative image of the measurement
session and is then applied to all other images. For different sample types, individual rotation
angles are determined since the appropriate angle depends on the emission characteristics and
spatial distribution of the signal source, as discussed in section 4.3.4. After rotation of the
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Figure 4.23: Dark-corrected CCD image recorded from an aluminium plate plasma. The spectral lines are
oriented along the pixel columns. Aberrations and imperfect alignment cause a rotation and in some cases also
bending of the lines. Top: raw data. Bottom: extraction of line-plots from the rotated and wavelength scaled
image. The line-plot is shown in red; the black markers at detector rows 100 and 150 indicate the range used for
line-plot extraction.
image, a range of rows is selected and averaged along the columns, thus generating uncalibrated
spectra, which can be wavelength calibrated as described in section 4.3.3. Typically, the rows
50 to 200 are selected, because the bending of the spectral lines is negligible in this region of
the recorded image. In the case of heavily bent lines, the number of rows used for averaging
may be reduced to maintain a certain resolution. This comes, however, at the cost of higher
noise levels in the resulting spectra. The bottom panel of Figure 4.23 shows the same recording
rotated clockwise by 1°, together with the line spectrum (red) deduced from the detector rows
100–150, as indicated by the black horizontal lines. In this graphic, the wavelength scale has
already been applied. From the generated spectra, signal intensities can be derived using fit
models of different shapes or summing across a set of spectral channels. Owing to the rather low
resolution of the spectra, especially in the earlier measurements, many emission lines suffer from
interference with neighbouring lines. Hence, for most of the cases I applied fit models of multiple
Gaussian, Lorentzian or Voigt-shaped line profiles. The exact procedure will be described in the
respective study.
4.5 Summary
A VUV-LIBS set-up has been developed around a commercial spectrometer and subsequently
characterized. The design was driven by four major requirements, which have been identified
in measurements with a preliminary vacuum chamber. These requirements were 1) a working
pressure below 10−2 Pa to be representative for celestial bodies without atmosphere, 2) a load
lock capability to facilitate sample exchange while the spectrometer is evacuated, 3) a sample
translation mechanism to allow probing multiple locations per sample, and 4) relay optics to
collect the plasma radiation and couple it into the spectrometer. In this first iteration of a VUV-
LIBS set-up, all four requirements could be resolved with commercial off-the-shelf components.
Characterization of the system showed that the detector dark signal is dominated by readout
noise, while the dark current and thus the shot noise of the dark current are negligible for detector
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temperatures ≤− 50 °C and exposure times up to 10 s. Lacking the opportunity to use a VUV
calibration source during the time of this project, I estimated the spectral sensitivity by compar-
ing emission line intensity ratios for selected Si II emission lines at 126, 152 and 181 nm detected
in a 6 hPa N2 atmosphere to line ratios simulated on the basis of local thermodynamic equilib-
rium. The results of this sensitivity estimate depend strongly on the simulation parameters and
differ by a factor of 1.5 between the lowest and the highest derived relative sensitivity at 126 nm.
Nonetheless, the analysis of the relative sensitivity shows independently of the simulation para-
meters that the sensitivity at the shortest investigated wavelength of 126 nm is about two orders
of magnitude lower than the sensitivity at 181 nm. Most of the signal losses are likely caused by
the off-axis parabolic mirror, which couples the plasma radiation into the spectrometer, because
its reflective coating is not optimized and also not specified for wavelengths below 250 nm. Fur-
thermore, the relevant broadening mechanisms were investigated and were found to be dominated
by instrumental and Stark broadening. Measurements with a fibre-coupled Hg discharge lamp as
a monochromatic point source yielded a line width of 0.13 nm FWHM, which corresponds to the
theoretical limit determined by the width of the spectrometer’s entrance slit. The measurements
further revealed that the position of the spectral line on the detector changed when moving the
fibre end laterally and vertically by up to 2 mm in each direction. This means that emission from
a plasma with a diameter in the order of 5 mm will be detected as a superposition of multiple
shifted spectra, leading to an apparent line broadening. This was further investigated with aper-
tures close to an Al plasma, which only allow radiation from the central part, the outer part,
or a vertical slice above the central part to reach the detector. The results show a significant
contribution of the outer regions of the plasma to the total line width. Furthermore, the high
electron density during the plasma initiation phase has been found to cause considerable Stark
broadening, which also has a strong impact on the line width due to the short plasma life time.
When only detecting the slice above the plasma centre by using a slit aperture, which is placed
above the sample surface, this early high-electron density phase can be spatially gated out and
line widths of 0.16 nm FWHM can be achieved, which are close to the instrumental limit.
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Line identification from pure samples
There are far less LIBS studies reported for the VUV range than for the commonly used UV,
visible and NIR spectral range, presumably mostly due to the experimental challenges inherent
in this spectral range. Existing VUV-LIBS publications were often found to be unsuitable as
a reference for how a potential VUV-LIBS space instrument could perform. Their respective
measurements have either been conducted in an argon or nitrogen purge atmosphere [105], which
considerably changes the plasma development and dynamics compared to LIBS in vacuum [11,
21], or they employed high laser pulse energies [106] that are not feasible for a power-constrained
space instrument. Sometimes, purge atmosphere and high pulse energies are further combined
with multi-pulse configurations [107], thereby strongly influencing the excitation state of the
plasma. Prediction of spectral line intensities based on LTE, see section 2.1.3 for details, which
is as well inadequate for vacuum conditions but could provide some guidance towards expected
emission intensity ratios, is also not always possible because fundamental spectroscopic constants
such as Einstein coefficients are not available for all transitions in the atomic spectral data bases
by NIST [52] and Kurucz and Bell [53].
As a consequence, I conducted a first study on samples containing only a single element, such
as pure metals, and on other chemically simple substances like different carbonates and sulfates,
in order to assign detected spectral lines to the elements and to establish a catalogue suitable
for our experimental conditions. Different laser pulse energies have been tested for each sample
because the laser coupling and the analytical quality of the resulting plasma differed between the
samples. Due to the limited size of the samples, often only four or five spectra could be acquired
per setting. The spectra shown in the first two sections for line identification are the averages of
all measurements with the chosen set of experimental parameters.
In section 5.3, the dependence of the emission intensity on the laser pulse energy is invest-
igated for emission lines of different ionization states. The observed dependence may in some
cases assist line identification because ions of a higher degree might not show up for lower laser
energies and also show different trends for an increase in laser pulse energy than do neutral and
singly ionized species. The last section of this chapter gives an overview of the detected lines of
the elements Al, C, Ca, Cl, Cu, Fe, H, K, Mn, Na, Ni, O, P, S, Si, Ti and Zn. For Mg, no lines
have been identified.
5.1 Pure metal spectra
Metals typically emit many closely-spaced emission lines in the UV spectral range, which com-
plicate the detection of other elements in the same spectral range, e.g. as the C I emission line
at 247.9 nm is interfering with Fe II emission [62, 108]. In the form of oxides, especially from Al
and Fe, but also from Ti, metals occur frequently in geological samples and are therefore relevant
to the application of VUV-LIBS in planetology. To identify their emission lines, six sputtering
targets of Al, Cu, Fe, Ni, Ti and Zn have been studied as metal samples of high purity in the
range of 99.60–99.99 %. Additionally, a Si wafer has been probed. Although Si is not a metal, its
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Figure 5.1: Spectra of pure metal samples. Labels I, II and III indicate neutral, and singly and doubly ionized
species of the respective metal in the sample. For readability, some Cu III, Ni III and Zn III lines have been
asterisked (*). Uncertain assignments, e.g. due to a mismatch to the reference positions in the data bases, are
indicated with a question mark (?). They only appear in the spectra of the particular sample and are therefore
likely from the respective element or from an impurity of an element not studied here.
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spectrum is included in this section due to the mono-elemental and hard character of the wafer
as opposed to the brittle pellet samples presented in section 5.2.
Figure 5.1 shows spectra of these samples recorded with a pulse energy of 19 mJ for the
sputtering targets and of 25 mJ for the Si wafer. Like in the common UV range, the transition
metals Cu, Fe, Ni and Zn emit very dense series of spectral lines that can partially not be
resolved with the present set-up. Below 150 nm, however, emission of these elements ceases and
other elements having emission lines at shorter wavelengths could easily be detected. Due to
the distribution of energy on many transitions, the intensity of single lines is limited and strong
emission lines of other elements could still be identified despite spectral interference. All identified
Fe emission lines originate from Fe II, while the spectra for Cu, Ni and Zn are dominated by
doubly ionized species. Ti is also a transition metal but shows considerably less dense emission
lines compared to the aforementioned metals, see Figure 5.1(f). The identified Ti II and Ti III
lines spread across the whole detection range of 125–195 nm.
For Al, an element highly abundant in many geologic samples, very strong Al II emission
lines have been identified at 167.1 nm and at 172.1 and 172.5 nm, Figure 5.1(a). Another group
of six Al II emission lines around 176.4 nm, which are not entirely resolved, appears to be a
characteristic marker because of its pattern: an enhanced line peaking out of the middle of an
almost 1 nm wide plateau. The Al III doublets at 138 and 161 nm are also high in intensity.
They appear, however, weak because of the decreasing sensitivity of the set-up towards shorter
wavelengths.
Si, making up almost 30wt.-% of the Earth’s crust [109], is present in many geologic samples,
also beyond Earth in samples from the Moon [110] or Mars [111]. In the spectrum of the Si wafer,
Figure 5.1(e), emission lines from neutral to triply ionized species can be identified. The ratio
between them depends strongly on the employed laser pulse energy, as will be discussed in
section 5.3. The most dominant emission lines are of Si II at 152.7 and 153.3 nm, and Si III at
150.1 nm. Two Si IV lines at 139.4 and 140.3 nm are also detected in many spectra despite the
low sensitivity of the system in this spectral range.
5.2 Sulfur and different salts
Besides pure metal samples, multiple salts have been studied in order to identify emission lines
of the alkali and alkaline earth metals Na, Ca and Mg, which are major rock forming elements,
but also of C, Cl, P and S from the anionic part of the salts. The latter are challenging to
detect and to quantify with LIBS in the conventional UV to NIR range and hence, VUV-LIBS is
expected to be especially advantageous for those elements. A sample of pure sulfur powder has
been prepared and studied as well. For these pellet samples pressed from the respective powder,
the laser coupling is very different compared to the metal samples. For many spectra shown here,
a laser pulse energy of 25 or 32 mJ was required to excite analytically useful plasma plumes in
the low-pressure environment.
5.2.1 Sulfur-bearing samples
Spectra of pure sulfur, MgSO4 · 7H2O, Na2SO4, K2SO4 and a mixture of CaF2 and gypsum
(CaSO4 · 2H2O) are shown in Figure 5.2. In order to enhance the visibility of low intensity
emission lines without the distortion and apparent noise inherent in a logarithmic scaling, the
y-axis has been segmented in two linear parts with different spreads for many of the spectra. A
horizontal line indicates the level where the scaling changes. This mode of presentation introduces
sharp bents on the edges of the peaks that reach into the upper part of the graph, but in exchange
allows to see both strong and weak emission lines at the same time and to get an impression of
the signal-to-noise ratio for the weaker emission features.
As mentioned above, different laser pulse energies had to be used for these measurements
due to different laser coupling with the sample. The pure sulfur pellet already produced useful
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Figure 5.2: Spectra of (a) S, (b) MgSO4 · 7H2O, (c) Na2SO4, (d) K2SO4 and (e) a 30:70 mixture by weight
of CaF2 and CaSO4 · 2H2O. The employed pulse energies are given in the respective panel. The four strong S I
emission lines seen in the spectrum of pure sulfur at 166.7, 180.7, 182.0 and 182.6 nm are clearly visible in the
sulfates as well. To increase the visibility of low intensity emission lines, the y-scale in the panels a, b, c and d
is split in two linear parts with different spreads. The black horizontal lines mark the transitions between the
segments.
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spectra at a moderate pulse energy of 25 mJ, while for the hydrated MgSO4 sample the pulse
energy had to be almost doubled to obtain spectra of a comparable quality. A similarly weak
coupling has been observed for gypsum, suggesting that the hydration state might be a parameter
of influence. Still, the gypsum sample was probed with 25 mJ for the spectrum shown here, which
explains why the S I lines are much weaker than in the other spectra. Furthermore, for CaF2 +
gypsum, spectra recorded at two different grating angles have been concatenated, leading to the
larger spectral range compared to the other spectra.
In all spectra shown in Figure 5.2, four prominent S I emission lines at 166.7, 180.7, 182.0
and 182.6 nm can be observed. Two more S I emission lines of lower intensity are visible at 168.8
and 178.2 nm in the spectrum of pure sulfur, together with a very weak hint of the S I lines
at 147.4 and around 148.5 nm. Due to the high pulse energy used for MgSO4, the spectrum in
Figure 5.2b also shows one line at 154.9 nm, which has been attributed to S II. The bump on
the short wavelength side of the 166.7 nm emission line could potentially be attributed to a S II
transition as well with an upper energy level of 21 eV. This is supported by the emission line
being stronger in the MgSO4 spectrum, which has been recorded with an almost twice as high
laser pulse energy compared to the spectrum of pure sulfur. It is, however, even stronger in
the CaF2+CaSO4 spectrum acquired with 25 mJ, opposing this explanation. Neither the NIST
data base nor the atomic spectral line data base by Kurucz and Bell lists another transition of
the involved elements around the measured position of 165.7 nm. Another realistic explanation
could be a carbon impurity, e.g. due to contamination with organic material during sample
handling. The observed C I emission around 165.7 nm, which is a group of six unresolved spectral
lines, is very intense as we will see in the carbonate spectra in the following subsection. The
signal level comparable to the neighbouring S I line in the CaF2+CaSO4 spectrum is, however,
surprising. Simulations with different initial temperatures, see section 2.1.3 for details, predict
that the line strength of all six C I lines together is about five times higher than that of the
S I line. Accordingly, to reach a comparable signal level, the C concentration would need to
be in the order of a fifth of the S concentration, which should not be the case for impurities or
surface contamination. On the other hand, the spectroscopic constants in this spectral range are
sometimes not well researched yet, leaving the attribution to C I as the most likely explanation.
Emission lines from Mg have not been identified in Figure 5.2b. From wavelength tables, the
strongest lines in the observed spectral range would be expected at 182.8 nm from Mg I and at
173.8 nm from Mg II. The small peak at 185.5 nm is also visible in the Na2SO4 spectrum, though
much weaker, and should therefore not relate to Mg. It is also too strong in the Na2SO4 spectrum
to come from a Mg impurity, which could otherwise explain its existence. The spectral position
matches an Al III line, as does the accompanying weaker emission at 186.3 nm. Although Al is
not stated as a trace impurity by the chemical company providing the sample material and its
concentration should therefore be rather low, the attribution to Al III is further supported by
the two weak features at 160.6 and 161.2 nm, which match Al III emission lines as well.
Another weak feature in the MgSO4 spectrum is the so-called Lyman-α transition of H at
121.6 nm. It is also detected in the sample containing hydrated CaSO4, shown in panel (e). As
described in section 4.3.5, the sensitivity of the current set-up is reduced by approx. two orders of
magnitude in this spectral range compared to the 180 nm range. Hence, the Lyman-α transition
is supposedly at least as intense as the strongest S I line at 180.7 nm.
The spectrum of Na2SO4 also shows only the stronger S I lines at 166.7 nm and around
180 nm, and the O I triplet at 130 nm, but no emission from Na. The NIST data base for Na
lists only transitions from ionized species with a minimum upper energy level of 42 eV for Na II.
Thus, emission from Na, which is known for its very intense yellow lines at 589 nm in LIBS
spectra recorded in the visible range [112], is not expected in the VUV.
The very similar K2SO4 exhibits a richer spectrum with multiple K II emission lines but
also additional S I, II and III lines, which have not been observed in the sample of pure sulfur.
Compared to the NIR emission at 766 and 770 nm from K I, these K II lines are, however, rather
weak. The appearance of additional emission lines from ionized sulfur could be explained by a
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Figure 5.3: Spectra of the carbonate samples (a) Na2CO3, (b) CaCO3 and (c) MgCO3. The employed pulse
energies are 25mJ for Na and 32mJ for Ca and Mg. Multiple emission lines from C I, C II, C III and C IV as well
as the O I triplet can be seen in the spectra. Except from Ca, the cations do not show any emission. The panels
a and b have segmented y-axes with two linear parts to increase the visibility of low intensity emission lines.
higher electron temperature due to improved laser coupling. On the other hand, the intensity of
the K2SO4 spectrum and its features is in general higher than that of the spectrum of Na2SO4,
which has been measured with the same pulse energy of 32 mJ: The O I triplet has a more
than one order of magnitude larger amplitude and the amplitude of the S I triplet at 180 nm
is increased by a factor of five. This may be due to experimental differences that make the
spectra not directly comparable. The K2SO4 spectrum has been recorded after the detector
was sent to the manufacturer for maintenance as mentioned in section 4.3.2 while all other
S-related spectra have been acquired earlier. Upon the return of the detector, the set-up was re-
aligned in order to reduce the observed aberrations. Furthermore, after this re-alignment a higher
detector temperature of −60 °C instead of −80 °C has been employed, which may influence the
sensitivity of the detector. A similarly increased sensitivity is suspected for the chloride spectra
in section 5.2.3 and for the study about Cl detection in lunar analogue in chapter 7, which have
been recorded after the re-alignment as well.
For Ca, another element expressing strong lines (e.g. Ca II at 393.4 and 396.8 nm) in typical
LIBS spectra already at very low concentration levels [113], only one pair of lines, which cannot
be resolved, has been identified at 183.8 and 184.0 nm, originating from singly ionized species.
Finally, all four sulfate spectra show the O I triplet at 130.2, 130.5 and 130.6 , which is
merged to one broad feature centred around 130.3 nm due to physical broadening and the limited
resolution.
5.2.2 Carbonates
Na2CO3, CaCO3 and MgCO3 have been studied as C-bearing compounds. Their spectra are
shown in Figure 5.3. All three spectra show the intense C I emission line at 165.7 nm that
has been referenced in the previous subsection as a potential C impurity in the sulfate spectra,
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Figure 5.4: Spectra of (a) Ca3(PO4)2, (b) NaCl and (c) MnCO3+NaCl (ratio unknown). The employed pulse
energy is 25mJ for all three samples. While phosphorus has several moderate intensity emission lines distributed
across large parts of the spectral range, chlorine exhibits very intense emission concentrated around 135 nm. The
MnCO3 containing sample shows three emission lines from Mn II. Panels b and c have split y-axes with the lower
sections being stretched to enhance the visibility of weak emission lines.
especially for the CaF2+CaSO4 sample. Further C I emission lines, which can be identified in
pure samples but might be easily superseded upon spectral interference in mixtures, are located at
156.1, 175.2 and 193.1 nm. The transitions emitting at 172.2 and 176.0 nm have been attributed
to C II. Besides neutral and singly ionized carbon emission, also transitions from C III at 133.5 nm
and from triply ionized C IV at 154.8 and 155.1 nm have been identified. The attribution to such
a high ionization state is supported by a significant increase in emission intensity for these lines
relative to the other emission lines in the spectra when increasing the laser pulse energy.
The cationic emission is similar to the observations made for the sulfates: Na and Mg do
not show any emission lines and Ca has an ionic transition at 184 nm. For CaCO3, however,
another Ca II transition at 155.4 nm can be observed. Its absence in the gypsum spectrum can be
explained with the in general stronger signal detected for the CaCO3 sample, due to an apparent
better laser coupling and the higher pulse energy of 32 instead of 25 mJ.
5.2.3 Phosphorus and chlorine
For phosphorus and chlorine line identification, I prepared a sample of Ca3(PO4)2 and a sample
of NaCl. Furthermore, a mixed sample of MnCO3+NaCl at an unknown ratio from a previous
study was examined with the VUV-LIBS set-up. The spectra are shown in Figure 5.4.
For the phosphate sample, many emission lines attributable to P I, P II, P III and possibly
even P IV can be observed, ranging from 133 to 186 nm. Most of them are, however, low in
intensity. This suggests high detection limits but increases the chance to find interference-free
emission lines. From this spectrum, the P I triplet at 177.5, 178.3 and 178.8 nm appears most
promising for phosphorus detection in unknown samples, as it is the most intense emission signal
and has a pattern, which should be resolvable with most instruments. The structure of four more
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P I lines at 167.2, 168.0, 168.6 and 169.4 nm and the single P I line at 185.9 nm could be used as
supportive indicators for the presence of phosphorus. The intensity ratios between all these lines
should be similar in most conditions, as the respective transitions involve similar upper energy
levels ranging from 7.0 to 8.1 eV. If more and more phosphorus is ionized in a hot plasma, of
course, the intensities for these lines will drop and one will need to test for the ionic P II (153.6
and 154.2 nm) and P III (133.5 and 134.4 nm) transitions. Further P II emission lines are located
in the range 130.2–131.1 nm, which are superimposed on the O I triplet in the shown spectrum
but can still be recognized from a red shift of the centre of the compound emission feature. The
observed emission line at 161.9 nm is probably ionic, as its relative intensity compared to the
rest of the spectrum rises upon an increase of the laser pulse energy, and may be attributed to
P III or O II. Since O II has not been observed at this wavelength in any other spectrum so far,
P III seems more likely. Two spectral features located at 186.3 nm on the edge of the P I line and
at 188.9 nm may originate from P IV. Unfortunately, for the line at 186.3 nm no spectrometric
details are available in the line data bases to estimate a likelihood for the emission. Lastly, the
origin of the emission line at 155.5 nm is uncertain: It might be related to Ca II, as has been
observed with a similar intensity in CaCO3, or it could be attributed to a P I transition, which is
only listed in the data base by Kurucz and Bell but not in the one provided by NIST. Although it
has been found in the spectrum of CaCO3, no sign of this emission line has been observed in the
spectrum of CaF2+CaSO4, thus questioning the attribution to Ca. Measurements on different
phosphates could reveal if the P I line listed in the data base by Kurucz and Bell is typically of
observable intensity or not.
The NaCl spectrum is dominated by five Cl I lines at 133.6, 134.7, 135.2, 136.3 and 138.0 nm,
of which the lines at 134.7 and 135.2 nm cannot be resolved in the displayed spectrum. Consider-
ing the low sensitivity of the set-up in this spectral range, the line strength of these lines must be
considerably higher than for any other emission line discussed so far. On the other hand, the O I
triplet in the spectrum of the carbonate-chloride mixture, panel (c), is also significantly stronger
than in any other sulfate or carbonate spectrum shown before, with the exception of K2SO4, for
which a similarly increased sensitivity has been noted. Both NaCl and MnCO3+NaCl have as
well been studied after the re-alignment of the set-up and at the higher detector temperature
of −60 °C, thus supporting systematic differences compared to the older measurements. Besides
these strong Cl I lines, weaker transitions of Cl I have been identified at 118.9 and 120.1 nm,
and on the wing of 138.0 nm line at 139.0 and 139.7 nm. Furthermore, weak emission at the
position of the Lyman-α transition (121.6 nm) and of the O I triplet (130.3 nm) can be identified,
suggesting the presence of adsorbed water at the sample surface. Many of the remaining spectral
features cannot be identified with certainty. First of all, for the clearly evident emission line at
185.9 nm no reasonable transition is listed in the data bases. The most probable transition found
for this spectral line is from Cl II and located at 185.7 nm, according to NIST [52]. However, the
listed reference wavelength and the measured wavelength after a local wavelength calibration is
typically less than 0.1 nm off. The transitions at 155.8 and 156.5 nm can be attributed to Cl II or
Na II. For the transition at 157.1 nm, which probably belongs to the same group as the previous
two potential Na II transitions, only Na II is listed in the data bases. Thus, all three emission
lines probably originate from Na II. Two more Na II transitions could be located at 164.6 and
165.8 nm. The three lines detected at 182.3, 182.8 and 183.3 nm could be either from Na II as
well, or from Cl III. Since none of the Na II lines has been observed in Na2SO4 or Na2CO3,
the attribution to Cl-related emission lines is, in general, more reasonable. Further studies on
both chlorine- and sodium-bearing samples should be conducted in order to clarify the origin of
the observed emission lines. The spectrum of the mixed sample of MnCO3+NaCl exhibits three
Mn II lines at 173.4, 174.5 and 185.3 nm in addition to the Cl I lines around 134 nm, the C I
lines at 156.1 and 165.7 nm, O I at 130.3 and H at 121.6 nm.
Due to the optimized wavelength calibration, see section 4.3.3 for details, most of the emission
features observed in the spectra of this section could be identified and uniquely attributed to
emission lines expected from spectral data bases. The relative intensities of these emission lines
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Figure 5.5: LIBS spectra of a Si wafer recorded with different laser pulse energies. Si IV lines appear at 26mJ
and their intensities increase strongly with the laser pulse energy while Si I and Si II intensities change only little.
The emission line at 165.7 nm is likely from C I due to contamination during sample handling. A vertical offset
between the spectra has been applied for clarity.
are, however, difficult to compare due to (1) the different laser coupling for the various samples
leading to different required and employed pulse energies, (2) two different configurations of the
set-up, supposedly leading to significant differences in the sensitivity, and (3) the sparse data
on the system response determined in section 4.3.5. Lastly, uncertain and partly incomplete
data in the spectral data bases prevent the prediction of expected intensity ratios and thereby
complicate the identification of some observed emission features in the VUV spectral range.
5.3 Dependence of the ionization state on the laser pulse energy
The LIBS signal depends, among other factors of influence, on the laser power density (irradi-
ance). In ambient atmospheric conditions, the expanding plasma is confined by the surrounding
gas and frequent collisions between the plasma species result in an equilibrium state on short
timescales, which can be described by a temperature. Studies have shown that this equilibrium
temperature for a certain phase after the plasma initiation changes only slightly upon changes
in the laser pulse energy and therefore in the irradiance [114, 115]. A common explanation for
this counter-intuitive behaviour is that the spatial extent of the plasma increases for higher pulse
energies, resulting in unchanged density and pressure conditions [115, 116]. Thus, as long as
saturation effects such as self-absorption can be neglected, the emission intensity ratios of the
spectral lines remain mostly unchanged while the total intensity of the spectrum increases with
pulse energy due to a larger amount of ablated mass [27]. In vacuum, on the other hand, the high
degree of ionization reached during plasma initiation is conserved because the lack of confinement
and the inherent long mean free path length hamper efficient electron-ion recombination. This
suggests an already higher degree of ionization for a laser-induced plasma in vacuum, as reported
in other publications [5, 21, 117]. Higher laser powers cause an even higher degree of ionization
during the plasma formation, which is then maintained and results in stronger emission lines
from high ionization states.
In agreement with observations by Radziemski et al. [27], I found that increasing the laser
pulse energy adds additional lines to the spectra that are related to higher ionized states. This
can be seen in Figure 5.5, showing spectra of the Si wafer at different laser pulse energies. The
spectra have been acquired in vacuum while using the slit aperture, cf. Figure 4.16c, to increase
the resolution and to suppress emission from the plasma centre, thus gating out the plasma
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Si II 153 nm
Si III 150 nm
Si IV 139 nm
Si I/II 156 nm
Figure 5.6: Intensities of emission lines of different ionization states as a function of laser pulse energy. All
curves have been normalized to compare the energy-intensity relationship. The magenta triangles refer to the
transition at 156 nm, which could not be uniquely identified as Si I or Si II by reference wavelengths. From the
obtained trend shown in this graph, it could still be either of them, but Si II looks more likely. The dotted lines
are guides to the eye based on fits of y = c · xa with appropriate offsets. The error bars indicate the standard
deviation of the ten measurements per pulse energy.
initiation phase. With 16 mJ per pulse, the excitation is still close to the LIBS threshold and a
very dim plasma is generated. The first spectral lines appear at 152.7 and 153.3 nm as well as
between 169.2 and 170.1 nm and between 184.0 and 185.5 nm. The latter have an SNR of 5-10
and are related to neutral Si. The doublet around 153 nm is a bit stronger and belongs to Si II.
Knowing their positions, one can also see indications of the Si II lines at 180.8 and 181.7 nm
with an SNR of ≈ 2. Increasing the pulse energy to 21 mJ gives rise to another emission line of
singly ionized species at 171.1 nm, while the aforementioned neutral emission lines gain intensity
and the hinted Si II lines become identifiable as lines. At 26 mJ, a Si IV doublet at 139.4 and
140.3 nm, and Si III lines at 141.7, 150.1 and 167.3 nm appear. For the highest pulse energy of
32 mJ, the Si IV doublet becomes one of the most dominant features of the spectrum.
The different intensity gain for lines of different ionization states can be intuitively seen from
the emission line constellation around 170 nm: The left S I line at 169.8 nm is already visible
for the lowest employed pulse energy and does not change much in intensity when increasing
the laser pulse energy, while the close-by S II line at 171.1 nm only appears for 21 mJ and above
and quickly supersedes the S I line. An analytical approach is shown in Figure 5.6, where the
intensities of emission lines of different ionization states are shown with respect to the laser pulse
energy. To extract the intensities, the spectral channels related to the respective emission line
have been summed after subtracting the local background level derived from a linear regression
in the peak region. This is preferred over a fit to the spectrum in order to be able to also assess
an intensity for very weak emission lines with amplitudes in the order of the noise level. The data
has then been normalized with the maximum intensity of the line to make the gain behaviour
visible. Fit functions of the shape f(x) = c ·xa with appropriate offsets are used as guides to the
eye. The figure shows that the neutral emission line at 185 nm has a strong increase in intensity
at first, but grows only slowly for higher pulse energies. The ionized transitions, on the other
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Figure 5.7: Reference positions of identified spectral lines of different elements. The grey level of the markers
indicates the intensity estimate for the respective line, with bright markers for weak lines and dark markers
for strong lines. Most lines of the dense spectra of Cu, Fe, Ni and Zn have been automatically extracted from
Figure 5.1 and set to an intensity level of 2 according to Table 5.1. For Mg, no emission line has been identified.
hand, are weak in the beginning and strongly gain intensity at higher laser pulse energies. While
all three ionized lines show an increasing slope, this trend is more pronounced the higher the
ionization state. The difference between the behaviour of the depicted Si III and Si IV lines
is rather low. This is likely related to the high energy level of the selected Si III transition.
The lower level involved in this transition has an energy of El = 17.7 eV, while the other lines
relate to transitions to the ground state. For Si III, however, the lowest El for transitions in the
wavelength range 130–190 nm is 6.6 eV at 130.3 nm, where the set-up has a low sensitivity. The
signal of the 19.0→10.3 eV transition at 141.7 nm is weak as well, leaving the analysed line as
the best choice.
One emission line in Figure 5.5 at 156.2 nm cannot be uniquely identified. It could either be
a Si II transition listed in the NIST atomic spectra data base [52] without further details like
energy levels or Einstein coefficients, or a Si I transition from 7.9 eV to the ground state listed in
the atomic spectral line data base by Kurucz and Bell [53]. The magenta triangles in Figure 5.6
show the pulse energy-to-line intensity relationship for this line. The similarity of the trend to
that of the Si II transition shown in green suggests that it is also a transition originating from
Si II rather than from neutral Si.
5.4 Potential spectral interferences
Figure 5.7 gives an overview of the identified lines of 17 elements. For Mg, no line has been
identified. For the metals Cu, Fe, Ni and Zn, most of the displayed emission lines have been
automatically extracted from the respective spectrum shown in Figure 5.1. The poor resolution of
the spectra and the vast amount of emission lines in the data bases without complete information
did not allow a line-by-line assignment of the observed emission. The relative intensities of the
other lines have been estimated subjectively and are grouped in five intensity levels according
to Table 5.1. In the overview figure, they are represented using different greyscale values, with
brighter markers indicating weaker lines. The automatically extracted metal lines are shown
with an intensity level of two. In addition to the figure, the identified lines and their intensity
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Level Description
5 Very strong line. Should be present whenever element is detected.
4 Strong line. Should usually be present when element is detected.
3 Medium line. Usually visible; might disappear for certain plasma conditions.
2 Weak line. Can still be detected in low interference scenarios.
1 Very weak line. Might not be useful in many cases.
Table 5.1: Definition of relative intensity levels.
estimates are listed in Table 5.2.
These results must, however, be used with caution. The relative intensities of the identified
lines strongly depend on the plasma conditions [118], as has been shown in the previous section.
Some of the porous salt samples express very low line intensities which were mainly caused by
poor laser coupling and an in general weaker plasma. In other matrices like doped metals or
naturally grown rocks, these lines might possibly be much stronger than indicated. Emission
lines from S II and S III, for example, have only been observed in K2SO4 and pyrrhotite (FexS),
but not in pure sulfur. Furthermore, the assigned intensities are as detected with the present
VUV-LIBS set-up. Without measuring the sensitivity of the set-up in the VUV, the detected
signal intensities cannot be corrected for the instrumental response. Lastly, not all emission lines
could be identified yet and some elements might emit further strong lines not listed here.
According to Figure 5.7, many elements should have interference-free emission lines, depend-
ing on the other constituents of the sample. Based on the samples studied so far, the elements
Al, C, Cl, O, S and Si can typically be uniquely identified.
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λ/nm Species Int. λ/nm Species Int. λ/nm Species Int. λ/nm Species Int.
117.571 C III 3 154.501 Ti II 3 167.168 P I 3 176.860 Ni*
118.877 Cl I 1 154.694 Ni* 167.215 Fe* 176.936 Fe*
119.406 S III 1 154.842 Cu II 2 167.232 Cu* 177.280 Al II 2
120.097 S III 2 154.848 K II 2 167.305 Zn III 4 177.470 Ni*
120.135 Cl I 1 154.957 Fe* 167.307 Ni* 177.495 P I 4
120.650 Si III 1 155.288 Ni* 168.598 P I 2 177.697 Al II 2
121.567 H I 2 155.464 Ca II 1 168.653 Ni* 178.284 P I 4
124.738 C III 1 155.513 Cu II 3 168.734 Cu* 178.364 Ti III 3
125.058 S II 1 155.585 Cu* 168.809 Ni* 178.463 Fe*
125.381 S II 2 155.780 Fe* 168.859 Zn III 3 178.528 Fe II 3
125.952 S II 2 156.104 Ni* 169.107 Ni* 178.742 Ti III 2
126.042 Si II 3 157.121 Na II 1 169.251 Ni III 3 178.766 P I 3
126.473 Si II 3 157.294 Ni* 169.449 P I 2 178.768 Ni*
129.162 Ti III 2 157.690 K II 2 170.092 Fe* 180.603 Ni*
130.217 O I 4 157.953 Fe* 170.205 Fe II 2 180.731 S I 5
130.486 O I 4 158.153 Zn III 4 170.314 Cu* 180.801 Si II 1
130.603 O I 4 158.186 Ni* 170.444 Si I 1 181.063 Ni*
132.395 C II 1 159.378 Cu* 170.460 K II 2 181.101 Zn II 1
132.760 Ti III 2 159.527 Ni* 170.615 Ni* 181.119 Ti III 3
133.453 C II 2 159.825 Ni* 170.665 Zn III 3 181.135 Ni*
133.571 C II 2 160.049 Cu* 170.851 Fe* 181.692 Si II 1
133.573 Cl I 3 160.049 Ni* 170.851 Ni* 181.828 Ni*
134.724 Cl I 4 160.054 Fe* 170.990 Ni III 2 181.929 Al II 2
135.166 Cl I 3 160.121 Fe II 2 171.458 Ni* 182.034 S I 4
135.877 Cu II 1 160.347 Cu* 171.837 Ni* 182.212 Ni*
136.345 Cl I 4 160.505 Ni* 171.897 P I 2 182.305 Ni III 3
137.590 K II 1 160.577 Al III 4 172.127 Al II 5 182.624 S I 3
137.953 Cl I 2 160.720 Cu* 172.237 Cu III 3 182.901 Ni*
137.967 Al III 1 160.731 Fe* 172.253 Si IV 3 183.000 Ni III 3
138.414 Al III 1 160.845 Fe II 2 172.274 Cu* 183.357 Zn II 1
139.376 Si IV 3 161.187 Al III 4 172.380 K II 2 183.419 Ni*
140.277 Si IV 3 161.633 Ni* 172.498 Al II 5 183.801 Ca II 2
141.724 Si III 2 161.691 Cu* 172.738 Si IV 3 184.006 Ca II 2
142.241 Ti III 2 161.915 Ni* 173.205 Ni* 184.091 Cu III 2
142.503 S I 2 162.085 Fe* 173.355 Mn II 2 184.255 Si III 3
143.328 S I 2 162.214 Ni* 173.737 Ni* 184.282 Fe*
143.697 S I 1 162.662 Cu* 174.137 Cu III 2 184.551 Si I 3
145.519 Ti III 2 162.886 Ni* 174.161 Cu* 184.820 Ni*
147.399 S I 2 162.919 Zn III 4 174.485 Mn II 1 185.327 Mn II 1
147.744 Ni* 163.441 Fe* 174.574 Fe* 185.358 Ni*
148.304 S I 2 163.893 Fe* 174.650 Ni* 185.414 Ni III 2
148.629 Ni* 163.933 Zn III 4 174.896 K II 2 185.472 Al III 5
149.870 Ti III 1 163.934 Ni* 174.917 Ni* 185.803 Al II 2
149.957 Ni* 164.221 Cu III 4 174.963 Zn III 3 185.939 P I 3
150.024 Si III 4 164.233 Cu* 175.061 Al II 2 186.279 Al III 5
150.115 Si III 4 164.458 Ni* 175.068 Cu* 186.412 Zn II 1
150.119 Si III 4 164.482 Zn III 4 175.183 Ni* 186.434 Fe*
150.188 Si III 4 165.132 Ni* 175.243 Ni III 3 186.471 Ni*
150.622 Ni* 165.174 Zn III 3 176.011 Al II 3 186.895 Fe*
151.449 Cu II 1 165.175 Ni* 176.021 Fe* 187.665 Fe*
151.583 Ni* 165.207 Cu* 176.198 Al II 3 187.747 Fe II 2
152.671 Si II 4 165.287 Ni III 2 176.326 Ni* 187.889 Ti III 4
152.767 Ni* 165.738 C I 5 176.395 Al II 4 188.127 Fe*
153.344 Si II 4 166.094 Ti III 3 176.582 Al II 3 190.966 Ti II 3
153.582 Ni* 166.157 Fe* 176.733 Ni* 193.091 C I 1
153.983 Al II 2 166.669 S I 3 176.769 Zn III 2 199.053 Al II 2
154.397 Cu* 167.079 Al II 4 176.773 Al II 3
Table 5.2: Identified VUV lines sorted by wavelength λ. An asterisk (*) in the species designation indicates
that the emission line has been extracted automatically. Therefore, the ionization state is unknown, the listed
wavelength is subject to deviations in the wavelength calibration and there is a potential risk that the emission




Detection and Quantification of Sulfur
in Lunar Analogues
Sulfur is one of the elements that are challenging for LIBS to detect in the commonly investigated
wavelength range but at the same time of particular interest for planetary scientists [11, 27]. It
plays an important role when assessing a planet’s geological history with respect to volcanic
activity and to the past atmospheric conditions [119, 120]. In the light of recent ambitions to
return to the Moon in the upcoming decade [4] and to establish a permanent research facility
on the lunar surface [2, 3], similar to the International Space Station, in-situ resource utilization
(ISRU) became an important topic [121, 122]. While ISRU often refers to the production of space
craft fuel, i.e. H2, O2 and hydrocarbons, on the Moon and other planets to allow refuelling for
deep-space missions [123, 124], it also includes other aspects such as the production of building
materials [125]. Besides the production of S-based lunar concrete [126], Vaniman et al. [29]
identified several other potential applications based on the availability of S on the lunar surface,
such as the use of liquid SO2 in hydraulic systems or storage batteries based on Na and S, thereby
pointing out the element’s relevance. According to the Lunar Sourcebook [127, sec. 8.7], the
highest S concentrations encountered on the Moon are in the order of 0.2 at% S.
For detection with LIBS, Gaft et al. [26] compared S emission lines in the VUV (S I; 180.7,
182.0 and 182.6 nm), the NIR (S I; 909.5 and 922.1 nm), and the visible spectral range (S II;
542.7 and 544.9 nm) for different excitation wavelengths as well as for single and double pulse
configurations. Investigating S in coal, they found increased signal levels for the emission lines in
the visible and NIR spectral range with the double pulse configuration, but the LOD remained in
the order of 5–10 %. When using the VUV emission lines, on the other hand, concentrations below
1 % S could be detected already with single pulse excitation. Due to the intended application
of in-situ S assessment in coal mining, the experiments were conducted in ambient air with
a N2-filled spectrometer. For other publications reporting on the VUV emission lines of S I
around 180 nm, different atmospheric conditions have been employed, mainly argon at different
pressures, but none of them involves a pressure below 200 Pa [27, 105, 107, 128, 129].
In this chapter, the potential of VUV-LIBS for the detection and quantification of S in a
matrix of lunar analogue material is investigated. The experiments are conducted at an ambi-
ent pressure of ≤10−2 Pa, which is sufficiently low for LIBS to emulate the lunar atmospheric
conditions [21], while using a laser pulse energy of 25 mJ, which is in the operating range of the
ChemCam laser [10] and therefore realistic for an in-situ space instrument. The detection and
quantification of S are based on a univariate approach to test their feasibility in a first study
with this new VUV-LIBS set-up. In future studies, the presented results may be improved due
to experimental improvements on the one hand, but also through the use of multivariate analysis
techniques on the other hand. The first section gives an overview of the samples investigated
in this chapter. Section 6.2 presents a preliminary study with samples of Na2SO4 mixed in
Na2CO3 for the detection of S without interfering emission of Al, Fe, Si and Ti from the lunar
analogue matrix. The subsequent sections treat the detection of pure S in Lunar Highland sim-
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Name Matrix Admixture Concentrations (at% S)
Na2CO3/Na2SO4 Na2CO3 Na2SO4 0.5; 1.0; 1.6; 2.0; 2.7; 3.0; 3.6
LHS/S1 LHS-1 S 0.5; 1.0; 1.6; 2.0; 2.5; 3.0; 3.5; 4.1; 5.0; 6.0; 7.0; 8.1
LHS/S2 LHS-1 S 0.6; 1.5; 2.1; 2.5; 3.1; 3.6; 4.0; 5.0; 6.0; 6.9; 7.9
LHS/K2SO4 LHS-1 K2SO4 0.5; 1.1; 1.5; 2.1; 2.5; 3.0; 3.5; 4.1
LHS/Na2SO4 LHS-1 Na2SO4 0.5; 1.1; 1.6; 2.0; 2.5; 3.2; 3.5; 3.8; 4.1
LMS/Na2SO4 LMS-1 Na2SO4 0.5; 1.0; 1.3; 1.6; 2.0; 2.5; 3.1; 3.6; 4.1
Table 6.1: Overview of the prepared samples used in this study.
ulant (6.3), the detection of S from sulfates in Lunar Highland simulant (6.4), and the detection
of S from Na2SO4 in Lunar Mare simulant (6.5). The spectra presented here have been recorded
without a resolution-enhancing aperture, cf. section 4.3.4. Large parts of the results have been
published [130].
6.1 Samples
For this study, pure S as well as two different sulfates have been mixed into the lunar regolith
simulants LHS-1 (Lunar Highland) and LMS-1 (Lunar Mare) [87] in varying concentrations to
investigate the potential for quantification of S. An overview of the investigated samples is given
in Table 6.1. The stated concentration is the bulk concentration calculated from the actual
amount of the components used for sample preparation and therefore differs from an intended
equidistance in molar fraction. The samples from one series were mixed and pressed within
one day to reduce systematic differences within the series. Gaps in the concentration series
arise because some samples broke during the transfer to the sample holder or otherwise during
sample handling and could therefore not be analysed. A relationship between fragility and S
concentration has not been observed. Furthermore, some samples fell off the sample holder
during the measurement. This mainly occurred when the sample holder was close to one end
of its translation range and may be due to a mechanical resonance with vibrations from the
turbomolecular pumps. The unusable samples were not reproduced in order to avoid systematic
differences. Since the samples were stored in plastic boxes, adsorption of water vapour on the
sample surface is possible and could lead to incomparable results for newer samples. Due to
the later arising necessity to confirm the results of the first measurements with lunar analogue
material, the sample series of LHS with pure S (LHS/S1) has, however, been reproduced entirely,
thus resulting in the series LHS/S2.
6.2 Sodium sulfate in sodium carbonate
An averaged spectrum of the four measurements with 25 mJ pulse energy on the sample with
1.6 at% S is shown in Figure 6.1. In the spectrum, all the carbon related emission lines from
different ionization states identified in chapter 5 as well as the O I triplet around 130 nm can be
found. The strong S I lines at 180.7, 182.0 and 182.6 nm observed in pure S and various sulfates
during line identification can also be seen, but have a very low intensity compared to the three
stronger C I emission lines. They are, however, free from interference as intended for this initial
study. The fourth strong S I line at 166.7 nm is superimposed by the close-by strong C I line,
which dominates the spectrum. Since this S I emission line has a similar line strength as the
emission line at 182.6 nm, it would likely still be difficult to identify at this low S concentration
even when the broadening of the C I line was reduced with the slit aperture, cf. section 4.3.4.
Nonetheless, the emission intensity for S can be assessed and related to the molar fraction of S.
A close-up of the spectral region around 180 nm for the same sample is shown in Figure 6.2.
Other than for the complete spectrum presented in Figure 6.1, this figure shows a single meas-
urement, meaning the integrated signal of 25 consecutive plasma plumes excited at the same
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Figure 6.1: Average spectrum of four measurements on the sample of the Na2CO3/Na2SO4 series with 1.6 at% S.
location on sample surface. While two of the three emission lines are clearly evident, the third
emission line at 182.6 nm cannot be identified as such with certainty. The SNR for this line is
only 3.4, based on a noise level estimate in the adjacent spectral window 177.3–179.0 nm. To
measure the intensity, a model of three lines and a linear background estimate is fitted to the
data. For the strongest line at 180.7 nm, a Voigt profile is used to best capture the peak area,
as this will be used as the intensity measure in calibration curves. To reduce the number of fit
parameters, the other two lines are only modelled with a Gaussian shape. Both of them are not
used for the calibration curves and are mainly included to improve the estimate of the base line
level for the 180.7 nm emission line.
The top panel of Figure 6.3 shows the calibration curve for S based on the extracted intens-
ities. The red crosses mark the average intensity per sample. Additional black horizontal bars
visualize the results of the individual four measurements per sample. The signal intensity for



























Figure 6.2: Example fit for one of the Na2CO3/Na2SO4 spectra with 1.6 at% S. The strongest transition at
180.7 nm, shaded in grey, is used for calibration and has been modelled with a Voigt profile. The other two
S I transitions at 182.0 and 182.6 nm are modelled with Gaussian shapes at a fixed wavelength offset from the
180.7 nm line. The weaker line of these two, at 182.6 nm, has an SNR of only 3.4 in this example spectrum.
Therefore, both emission lines are mainly considered to properly assess the base line level of the major emission
line at 180.7 nm.
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Figure 6.3: Calibration curve for Na2SO4 in Na2CO3. The red data points show the mean intensity per sample
while black horizontal bars indicate the respective individual results of the four measurements. A linear regression
of the means per sample is shown in red as well. The three panels refer to the raw data (top), to normalization of
the data with the total intensity of the spectrum (middle), and to normalization with the O I triplet at 130 nm
(bottom). In the latter case, the data no longer shows a relationship between signal intensity and concentration.
Therefore, no regression has been calculated.
the sample with 0.5 at% S is missing in this figure was too low to extract and is therefore not
shown. From the data, one can see an approximately linear increase of the S I emission intensity
with the S concentration. The straight line is a linear regression through the mean intensities
per sample with a coefficient of determination (R2) of 0.85. Deviations of the mean intensities
from the linear regression seem to be higher for the larger concentrations and higher intensities.
This might, however be due to the low number of only four measurements per sample. For the
sample with 3.0 at% S, for example, two of the measurements lie close to the regression line and
the mean intensity for this sample is mainly increased by one outlying high value. As discussed
in section 3.3, I do not expect a large variance in the local concentration for these samples,
since they were prepared from fine-grained powders. The quality of the calibration curve can
be measured with the root mean square error of calibration, given here as the relative deviation
of the concentration predicted from the mean signal intensity per sample from the respective
bulk concentration, as defined by equation (2.8) in section 2.2.1. For the presented calibration
curve, RMSEC amounts to 12.4 %. This means that a concentration derived from a measured
signal intensity and this calibration curve is expected to be within ±12.4 % of the unknown true
concentration of the investigated sample with a confidence of 1σ.
6.2.1 Normalization
To account for fluctuations in the laser pulse energy and other factors influencing the emissivity
of the plasma, two normalization approaches have been tested. They are described in more detail
in section 2.2.2. In the first approach, the data has been normalized with the total intensity of
the spectrum, i.e. divided by the sum of the spectral channels from 128 to 190 nm. In the case
of Na2SO4 in Na2CO3, however, the total intensity is dominated by the C I emission line. The
result is shown in the middle panel of Figure 6.3. For this set of data, normalization with the
total intensity does not appear beneficial but neither does it have a negative influence on the
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results. The R2 of 0.84 for the linear regression is similar to the one without normalization and
the data points align similarly along the calibration curve. For the highest three concentrations,
the signal scatter is slightly increased, suggesting that the scatter may be of random nature
or due to variations in the S concentration rather than being correlated to the total intensity.
Nevertheless, due to the similar results for the means per sample the RMSEC is with 14.0 %
close to the value without normalization.
The lower panel of Figure 6.3 shows the normalization with the O I triplet at 130 nm as an
internal standard. This line triplet has been selected as the internal standard because of the
relatively constant amount of oxygen in most sample series. In the case of the Na2CO3/Na2SO4
series the O concentration ranges from 50 to 52 %. Furthermore, this O I triplet is the only neutral
emission line observed in the spectra of the lunar analogue matrices shown in the next subsections,
besides the S I emission lines of the analyte. As mentioned in section 2.2.2, origination from the
same ionization state is one of the key requirements formulated by Barnett et al. [63] for spectral
lines to be used as an internal standard. Despite both emissions being from the same ionization
state and having a fairly similar upper energy level (O I130 nm: 9.52 eV, S I181 nm: 6.86 eV [52]),
normalization of the S I emission line with the O I triplet appears not suitable. A trend of signal
increase with concentration is no longer evident in any form. Later investigations in the course
of the chlorine study presented in chapter 7 show a decrease of the O I signal over time, which
is likely the reason why a normalization approach with this particular emission feature does not
succeed. This observation will be discussed in more detail in section 7.4.
6.2.2 The limit of detection
Three methods to derive the limit of detection (LOD) have been applied to the data. They are
defined in section 2.2.3.
LOD1 For the sample with 1.0 at% S, the SNR for the S I emission line at 180.7 nm ranges
from 5 to 8 for the four spectra. Therefore, the line can confidently be identified in all four
measurements. For the lower concentration of 0.5 at% S, the S I line can no longer be identified.
The emission intensity for this sample is expected to be approximately a factor of two lower and
hence the SNR would be in the order of 2.5–4.0. In summary, S cannot be reliably detected in
the sample with 0.5 at% S and LOD1 amounts to 1.0 at%. Since normalization scales all spectral
channels equally, it reduces both the signal level and the noise level at the same time. Hence, the
line identification potential stays unchanged and LOD1 is independent of applied normalizations.
LOD2 The second method, the one recommended by the International Union of Pure and Ap-
plied Chemistry (IUPAC), yields a detection limit of 0.67 at% for the non-normalized data. This
value sounds reasonable, since S has been detected in all four measurements for the concentration
of 1.0 at%, while it was not detectable at 0.5 at%. Thus, the detection limit should be somewhere
in between, as is the LOD2 of 0.67 at%. After normalization with the total intensity, LOD2 is
slightly lower with 0.60 at%. This is due to the slightly reduced standard deviation of the data
for the three lowest concentrations, which is used as a replacement for the base line fluctuation.
Keeping in mind that only four values have been used to calculate the standard deviation, which
may therefore not be a good measure for fluctuations of the data, the difference in LOD2 for
non-normalized and normalized data is negligible. Since it is not possible to derive any kind of
calibration after normalization with the O I triplet, there is no LOD2 for this case.
LOD3 The method suggested by Currie [67] takes all individual results into account and further
considers that the measurement of an unknown sample to which the calibration will be applied is
subject to random signal fluctuations. It therefore requires specifying a number of measurements
of the unknown sample that will be conducted and averaged before inferring a concentration from
the detected signal intensity. Assuming that one will take and average 15 spectra per sample, as I
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R2 RMSEC LOD1 LOD2 LOD3
(%) (at%) (at%) (at%)
raw data 0.85 12.4 1.0 0.67 1.03
tot. int. norm. 0.84 14.0 1.0 0.60 1.07
O I norm. – – 1.0 – –
Table 6.2: Coefficient of determination of the calibration curves, calibration error and LODs for the
Na2CO3/Na2SO4 sample series before and after normalization. When normalizing the data with the O I triplet,
a calibration is no longer possible and hence R2, RMSEC, LOD2 and LOD3 cannot be determined.
did for the series with lunar simulant samples presented in the following sections, LOD3 amounts
to 1.03 at% before and to 1.07 at% after normalization. These results are again similar but this
time the LOD without normalization is lower, thus confirming that normalization with the total
intensity does not make a significant difference for these data. Furthermore, the calculated LOD3
is close to the lowest detected concentration and hence also feasible. When expecting only four
spectra per sample to be recorded and averaged, LOD3 increases to 1.31 and 1.37 at% before and
after normalization, respectively.
The results of this preliminary study are summarized in Table 6.2. Considering the low
number of measurements per sample and the resulting limited certainty of the derived LODs,
the results for LOD1, LOD2 and LOD3 are fairly close to each other. The LOD2 method gives
the most optimistic estimate of 0.67 at% for non-normalized data. This method relies on the
standard deviation of the three lowest measured concentrations. Since only four measurements
per sample have been conducted in this preliminary study, the standard deviation may, however,
not give a proper estimate of the expected signal fluctuation. Figure 6.4 shows the measured
SNRs for the samples with 1.0 and 1.6 at% S as well as a linear regression giving an estimate
of the SNR for lower concentrations. The two horizontal lines indicate an SNR of 3 and of 6,
respectively, for orientation. The regression suggests that at the LOD2 concentration of 0.67 at%
the SNR will be approximately 3.2. For a method delivering highly reproducible signal levels, an
SNR of 3.2 could be considered as detectable. However, since the LIBS signal tends to fluctuate
rather strong, as can be seen from the four measurements per sample, the amplitude of the S I
emission line could be lower than three times the noise level for some measurements of a sample
with a concentration of 0.67 at% S and hence, the spectral line cannot not be reliably detected
for such a sample. When extrapolating the lowest observed SNR per sample, which is only a
coarse estimate due to the low number of measurements, the SNR = 3 limit is already reached
at 0.83 at% S. Therefore, the LOD2 estimate for these data is likely too optimistic and a higher
LOD around 1.0 at% should be assumed, as has been derived with the methods LOD1 and LOD3.












Figure 6.4: Observed SNR for the Na2SO4/Na2CO3 samples with 1.0 and 1.6 at% S. The linear regression
extrapolates how the SNR reduces for lower concentrations. The dashed line gives a worst-case estimate derived
from the lowest SNR of each sample. The horizontal lines mark an SNR of 6, for which a reliable detection is
feasible despite signal fluctuations inherent in the method, and of 3, which is often considered as the lower limit
for direct line identification. For the calculated LOD2 concentration of 0.67 at% S, the expected SNR is only 3.2.
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Figure 6.5: Average spectrum of the LHS/S1 samples with 0.5 and 1.6 at% S. Besides the S I emission at
180.7 nm, the O I triplet at 130 nm as well as emission lines from Si II, III and IV, and Al II and III can be seen.
Ca II emission at 184 nm, on the wing of the Al III emission is evident, too.
6.3 Pure sulfur in Lunar Highland simulant
Since elemental S is available as a high-purity powder, the analyte can be mixed into the lunar
simulant matrix without adding other material to the sample that is not directly related to the
research question of detecting S in a lunar context. This should further allow to prepare samples
with higher S concentrations while at the same time keeping the lunar simulant at & 70 % by
weight and hence the main component of the sample. Therefore, samples with 0.5 to 8.1 at% S
have been prepared.
6.3.1 The fit procedure
For the lunar simulant series, the laser pulse energy was set to 25 mJ from the beginning and
hence 15 measurements could be taken per sample. The average spectra for the samples with
0.5 and 1.6 at% S are shown in Figure 6.5. The spectra exhibit mainly Al and Si emission lines
from ionized species as well as the O I triplet at 130 nm. The S I emission lines around 180 nm
are located between Al II and Al III emission. Except for O I, the emission lines of the matrix
elements have similar intensities for both samples. The S I emission intensity is increased for the
higher S concentration.
Figure 6.6 shows a close-up of the S I emission region. Additional emission lines from Ti III
(181.1 nm), Si II (181.7 nm) and Al II (181.9 nm) cause spectral interference with the S I triplet.
Furthermore, two emission lines from Ca II (180.7 nm) and from Si II (180.8 nm) are located in
this spectral region. They are so close to the S I line at 180.7 nm that they cannot be distinguished
from it. However, from measurements on pure lunar analogue I expect them to be constant and
rather low in intensity. As for the sample series with the Na2CO3 matrix, only the strongest S I
line will be used for calibration because it can still be identified at lower concentrations than can
the other two S I emission lines. To evaluate its integrated intensity, it has been fitted with a
Voigt profile. The five remaining lines indicated in Figure 6.6 are included in the fit as well. They
are modelled with Gaussian profiles with fixed wavelength offsets to the main S I line in order
to reduce the number of free parameters. Including them in the fit proved necessary to properly
estimate the base line level of the S I line over the investigated range of S concentrations and to be
able to use the same fit model for the LMS-based samples as well. In addition to using Gaussian
shapes for the additional lines, the number of fit parameters was further reduced by setting the
line width (standard deviation σ) for the additional lines to σ = 0.13 nm, corresponding to a
FWHM of 0.31 nm. This value is in accordance with the typical line width due to instrumental
broadening found in section 4.3.4 and has been found to yield the best results. The width of the
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Figure 6.6: Close-up of the spectral region around the S I emission at 180 nm. The three S I emission lines are
clearly visible in this example spectrum of the LHS/S1 sample with 2.5 at% S. Interfering emission from Ti III,
Si II and Al II is also present. A model of six lines is fitted to the data, with the area of the most intense S I
emission line, shaded in grey, being used for calibration. Two more interfering lines of Ca II (180.7 nm) and
Si II (180.8 nm), both not indicated in the figure, cannot be differentiated from the S I line at 180.7 nm and will
contribute to the extracted intensity. In spectra of pure LHS they have, however, been found to be fairly constant
and low in intensity.
S I line at 182.6 nm, was left variable as this allowed to account for the long wing of the Al III
line at 185.5 nm in some of the spectra.
6.3.2 Calibration curves
The integrated intensities of the S I line at 180.7 nm derived from fits to spectra of the LHS/S1
samples are shown in Figure 6.7 (black data). Other than for the carbonate matrix investigated
before, there is no general linear trend apparent from the data. For the lowest concentrations of
up to 3.1 at% S as well as for the sample with 4.1 at% S, the measured signal intensity is rather
low. Around concentrations of 3.5 at% the signal intensity increases steeply with S abundance
and at 6.0 at% reaches values that are about one order of magnitude higher than for 3.1 at% S.
For the even higher concentrations of 7 and 8 at% S, the intensity slightly decreases. In order
to confirm that this observed behaviour of the intensity is not an experimental artefact, a new
set of samples named LHS/S2 has been prepared and investigated. The results of the new
measurements are shown in Figure 6.7 as well (blue data). They are similar to those of LHS/S1,
thus suggesting that the observed concentration-intensity relation is real.
Although the sample consists of 87 wt% lunar simulant even for the highest investigated S
concentration and the matrix should therefore not be significantly altered, the reproducibility
of this non-linear behaviour suggests that it is inherent in samples of S mixed in LHS. The
saturation at higher concentrations could be due to self-absorption [66], which is, in general,
expected to be low in vacuum owing to the low density of the freely expanding plasma but has
been reported in different publications [117, 131].
For the steep signal increase beginning around 3.5 at% S, different explanations have been
considered but none of them is fully consistent with the observations. Firstly, the coupling of
the laser could be enhanced due to S. This would result in a larger and brighter plasma, and
should therefore also increase the emission intensity of the other spectral lines. Such a gain in
intensity has, however, not been observed. Another closely related explanation could be that S
directly affects the matrix material on a chemical level, e.g. by reducing the dissociation energy
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Figure 6.7: Calibration data for the two sample series LHS/S1 (black) and LHS/S2 (blue). The crosses and
diamonds with uncertainty bars show the mean and standard deviation per sample while the horizontal lines
indicate the results of the individual measurements. The plotted intensity is not the sole S I emission at 180.7 nm,
but also contains the underlying Ca II and Si II emission from the matrix material. For concentrations higher
than approximately 3 at% S, a steep increase in the signal intensity can be observed, resulting in values that are
about one order of magnitude higher for 6.0 than for 3.0 at% S. For even higher concentrations, the intensity
saturates and even decreases slightly. Furthermore, the intensities measured for the higher concentrations show
significant fluctuations.
of the chemical bonds. This would ease the ablation of material and thereby increase the amount
of ablated material in the plasma. However, if stoichiometric ablation is assumed, this should
as well enhance the emission intensity of other spectral features, which has not been observed.
A third option could be the selective evaporation of S. Based on an approximate laser spot
diameter of 500 µm, the mean irradiance during the laser pulse is in the order of 1 GW/cm2.
Therefore, thermal processes such as melting and vaporization considerably participate in the
ablation process [39]. The low boiling point of pure S (445 °C [132]) compared to that of the
main component of the lunar simulant, SiO2 (2230 °C, [133]), might result in non-stoichiometric
ablation. If large grains of S are in the laser-irradiated area, the S could be evaporated before
the matrix minerals and therefore make up a disproportionate fraction of the plasma species.
Plasma shielding, which is typically observed in plasmas excited with nanosecond pulses and
hampers further material ablation during the end of the laser pulse, could then inhibit the slower
evaporation of matrix minerals [134]. While local S enrichments with diameters of up to 150 µm
have been observed in the samples, see section 3.3 for details, this does not explain why the
disproportionate signal increase only appears for concentrations above approximately 3.5 at% S.
Furthermore, plasma shielding is expected to be reduced in low pressure atmospheres. To in-
vestigate this hypothesis, one could employ significantly higher irradiances, e.g. from picosecond
or femtosecond lasers. Then, non-thermal processes would dominate the material ablation and
the thermodynamic properties of the material such as the melting and boiling point are less
relevant [135].
This unexplained behaviour should be investigated in a dedicated study, which may involve
mixing pure S in other matrices, but on the other hand also preparing samples with higher S
concentrations from molecules. For this present study about S detection in a lunar context, I
will in the following focus on the lower concentration range of up to 4.0 at% S.
For this reduced range of concentrations, the data shows an approximately linear relationship
for LHS/S1 with the exception of the sample with 3.5 at% S, see Figure 6.8. A linear regression
with R2 = 0.87 for the data of up to 3.0 at% S is shown as well. For LHS/S2, this linear beha-
viour is not observed; especially when considering the data point for 4.0 at% S, which lies with
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Figure 6.8: The low concentration range of the LHS/S1 and LHS/S2 calibration data. The data point for
4.0 at% S of the LHS/S2 series lies off the scale with (1270± 424) counts.
(1270± 424) counts far off the displayed scale. The uncertainty bars indicating the standard de-
viation per sample are relatively large compared to the mean value. The typical relative standard
deviation observed here is in the range 30–60 %. These large fluctuations are probably partly
due to the sample heterogeneity found during sample characterization with Raman spectroscopy
in section 3.3. This is supported by the fact that the mean intensities of the LHS/S1 samples
are described well by the calibration line for those lower concentrations.
The RMSEC for the established calibration is 17.6 % and therefore allows quantification
within ±0.5 at% S in the limited spectral range.
6.3.3 Limits of detection
LOD1 is based on the reliable detectability of the element in question. This includes that the
intensity of an identified or fitted line can be uniquely attributed to the respective element.
In the case of S in an LHS matrix, this means that the underlying emission due to Ca II and
Si II needs to be separated from the S I emission. Therefore, for 14 spectra of pure LHS, the
emission intensity in the range from 180.5 to 181.0 nm, where the three unresolved emission lines
are located, is summed after a local background subtraction. The results range from 11.0 to
15.6 counts, with an average of 12.7 and a standard deviation of 1.35 counts. The non-integer
counts are due to the linear regression used to estimate the background level, which has been
evaluated at the wavelengths of the spectral channels. For certainty in detection, the integrated
intensity derived in the same way, i.e. summing spectral channels, for a S-bearing sample should
be higher than the mean plus three times the standard deviation of pure LHS, thus higher than
16.8 counts. For the lowest concentration sample with 0.5 at% S, this is only the case for 10 out of
15 measurements. When desiring a confidence of 90 % as it is often the case, then 14 (nominally
13.5) out of 15 measurements would need a positive test result. Hence, reliable detection is
nominally not given and LOD1 is 1.0 at%, which is the next higher measured concentration in
the series and for which all 15 measurements have an integrated intensity above the threshold.
Due to the observed variance in the local concentration, a reliable detection at 0.5 at% is still
feasible. For the measurements with intensities below the threshold, the local concentration may
have been far below the detection limit, potentially close to a local blank spot. Furthermore,
four of the five below-threshold intensities amount to 15.7 counts and above, and are close to the
threshold and at the same time higher than the highest detected value for the blank sample.
LOD2 is 1.88 at%. This method is strongly influenced by the scatter of the data for the lowest
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Figure 6.9: Calibration curves for the low concentration range of the LHS/S1 series after normalization with the
total intensity of the spectrum (middle) and with the O I triplet as an internal standard (bottom). For comparison,
the non-normalized data is shown again in the top panel.
R2 RMSEC LOD1 LOD2 LOD3
(%) (at%) (at%) (at%)
raw data 0.87 17.6 1.0 1.88 1.31
tot. int. norm. 0.90 21.6 1.0 0.91 1.11
O I norm. 0.49 38.2 1.0 1.17 1.55
Table 6.3: Coefficient of determination of the calibration curves, calibration error and LODs for the LHS/S1
sample series before and after normalization.
concentrations, in this particular case by the large standard deviation for the 1.6 at% S data
point. LOD3 is a bit more robust as it respects the scatter of all data points instead of only the
lowest concentrations. For the non-normalized LHS/S1 sample series, LOD3 amounts to 1.31 at%,
assuming that 15 measurements will be averaged. Both LOD2 and LOD3 are based on calibration
curves derived from the data. These require that the analyte concentration of the calibration
samples is known. Considering the heterogeneity of the samples, the local concentration in
the probed sample volume may, however, deviate from the bulk concentration. Since this local
concentration in the sampling volume is not known, the bulk concentration is used for calibration.
This introduces an apparent signal scatter which is not related to the LIBS method itself and
thereby increases the calculated LOD. Therefore, both LOD2 and LOD3 are not well suited for
the heterogeneous samples in this study.
6.3.4 Normalization
As for the Na2CO3 matrix, I tested normalization with the total intensity of the spectrum and
with the O I triplet at 130 nm. The results are shown in Figure 6.9. For normalization with the
total intensity, see the middle panel in the figure, the data looks similar to the non-normalized
data shown in the top panel. The signal scatter for 1.0 and 1.6 at% S decreases, but it increases
for 2.5 at% S. Also the mean values lie similarly close to the linear regression, resulting in a
comparable R2 of 0.90 and an RMSEC of 21.6 %. LOD2 reduces to 0.91 at% due to the decreased
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standard deviation of mainly the 1.0 at% S data point and also LOD3 is slightly more optimistic
than without normalization and amounts to 1.11 at%. In summary, total intensity normalization
nominally decreases the LODs, but the quality of the calibration is at the same time reduced as
indicated by the higher RMSEC, thus questioning a true benefit from normalization.
For internal standard normalization with the O I triplet, the data points for 2.0, 2.5 and
3.0 at% S move away from the calibration curve. The low R2 of 0.49 indicates that a linear
regression is not applicable for the data. This is further reflected in the high RMSEC of 38.2 %.
Interestingly, only the data point at 2.5 at% S shows a significantly increased standard deviation
compared to without normalization. For the other data points, the signal scatter is either similar
or even reduced. This results in an LOD2 of 1.17 at% and an LOD3 of 1.55 at%. Table 6.3
summarizes the R2 and RMSEC of the calibration curve as well as the three different LODs
determined for the non-normalized and normalized LHS/S1 data.
6.4 Potassium and sodium sulfate in Lunar Highland simulant
To investigate the influence of the form of S provision, the two anhydrous sulfates K2SO4 and
Na2SO4 have been mixed into the same lunar simulant. Since neither K nor Na emits strong lines
in the VUV, the spectra look similar to the one shown in Figure 6.5 for LHS/S1. The various K II
lines identified in spectra of pure K2SO4 in chapter 5 cannot be detected here. Accordingly, the
fit procedure is the same as for the LHS/S1 and LHS/S2 series presented in the previous section.
The calibration curves for non-normalized and normalized data are shown in Figure 6.10. Again,
for both series a linear trend can be found in the calibration data, although it is much clearer
for the LHS/Na2SO4 sample series. The R2 is 0.70 for LHS/K2SO4 and 0.85 for LHS/Na2SO4.
The deviating mean signal intensities in the LHS/K2SO4 series, especially for the sample with
2.5 at% S, lead to a high RMSEC of 30.1 %, while it is only 15.3 % for the LHS/Na2SO4 series.
Normalization with the total intensity of the spectrum increases the linearity of the data for
both sample series and reduces the RMSEC for LHSK2SO4 to 22.6 %. Since the RMSEC is calcu-
lated in relative deviation from the calibration curve, the distance to the calibration curve of 87 %
for the LHS/Na2SO4 sample with 0.5 at% S raises the RMSEC to 17.6 %, despite the increased
linearity. As before, normalization with the oxygen emission as an internal standard does not ap-
pear beneficial. Despite the reduced scatter found for some samples in both series, for some other
samples the scatter increases and the linearity of the data decreases in general. This is reflected
in the lower R2 of 0.63 and 0.77 and the higher RMSEC of 36.0 and 40.7 % for LHS/K2SO4 and
LHS/Na2SO4, respectively. Comparing the O I normalization data of both series, one can see a
factor of five difference in the normalized intensities, although the linear regression for the non-
normalized data yielded almost equal parameters with IK2SO4 = 72.6 counts/at% ·c+12.1 counts,
and INa2SO4 = 71.4 counts/at% · c+ 14.5 counts. Here, I denotes the detected emission intensity
and c is the analyte concentration. This difference after normalization can be explained by an
approximately five times lower O I emission intensity observed in the LHS/K2SO4 spectra. As I
R2 RMSEC LOD1 LOD2 LOD3
LHS/K2SO4 (%) (at%) (at%) (at%)
raw data 0.70 30.1 0.5 1.12 1.33
tot. int. norm. 0.85 22.6 0.5 0.93 1.29
O I norm. 0.63 36.0 0.5 0.63 1.23
LHS/Na2SO4
raw data 0.85 15.3 1.1 1.14 0.93
tot. int. norm. 0.95 17.6 1.1 0.83 0.72
O I norm. 0.77 40.7 1.1 1.88 1.52
Table 6.4: Calibration error and LOD for LHS/K2SO4 and LHS/Na2SO4 derived from raw and normalized data.
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(b) LHS/Na2SO4.
Figure 6.10: Calibration curves for (a) K2SO4 and (b) Na2SO4 in LHS. The three panels show the non-
normalized data (top), normalization with the total intensity of the spectrum (middle) and normalization with
the O I triplet at 130 nm as an internal standard (bottom).
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Figure 6.11: Average spectra of the LMS/Na2SO4 samples with 0.5 and 1.6 at% S. The spectra look similar
to those of the LHS/S1 samples shown in Figure 6.5, but with a stronger Fe II signal due to the higher Fe
concentration (LHS: 0.8 at%; LMS: 2.1 at%) and a weaker Ca II signal due to the lower Ca concentration (LHS:
4.4 at%; LMS: 2.3 at%). The increased S I signal at 180.7 nm for the sample with 1.6 at% S compared to the
sample with 0.5 at% S can be seen.
will point out in section 7.4 in the following chapter, the difference in the measured O I intensity
is likely related to experimental factors rather than to the studied sample, and the O I signal
appears to generally decrease over time.
LOD1 is 0.5 at% for LHS/K2SO4, as the signal threshold determined from the pure LHS
sample is surpassed in all 15 spectra of the lowest concentration sample. For LHS/Na2SO4, on
the other hand, only 12 out of 15 spectra yield a signal level above the threshold. The three
too low intensities are 13.5, 15.8 and 16.1 counts. While two of these values are again close to
the threshold and above the highest detected blank signal of 15.6 counts, one result is rather
close to the mean signal of the blank, thus suggesting a depleted region on the sample. Since
even for a probability of 90 %, which is the desired confidence defined above, there is a certain
chance that only 12 out of 15 measurements yield a positive result, LOD1 can be assumed to
be at least close to 0.5 at%. Nominally, it is, however, 1.1 at%. LOD2 is similar for both series
with 1.12 and 1.14 at% before, and 0.93 and 0.83 at% after normalization with the total intensity
for LHS/K2SO4 and LHS/Na2SO4, respectively. For the internal standard normalization, it
is 0.63 at% for the K2SO4-containing series and 1.88 at% for Na2SO4. As mentioned before,
however, the quality of the calibration after normalization with O I is reduced. Lastly, LOD3
is with 1.33 before and 1.29 at% after normalization with the total intensity almost constant for
LHS/K2SO4. Due to the in general higher linearity found for the LHS/Na2SO4 data, LOD3 for
this series is lower and amounts to 0.93 without and 0.72 at% with total intensity normalization.
For completeness, the LOD3 results for O I normalization are 1.23 at% for LHS/K2SO4 and
1.52 at% for LHS/Na2SO4. The results are summarized in Table 6.4.
6.5 Sulfur detection in Lunar Mare simulant
The lunar surface consists of two geological units: the bright Lunar Highlands, which cover the
majority of the surface, and the Lunar Mare areas, appearing as dark spots when looking at
the Moon [136]. In order to cover both of these units, Na2SO4 has also been mixed into Lunar
Mare simulant (LMS). As shown in Table 3.1, LMS contains more Fe, Mg, Na and Ti than LHS.
In exchange, it has lower Al and Ca concentrations. Si and O are the main constituents with
similar abundances in both simulants of 15 and 60 at%, respectively. Accordingly, the spectra
of the LMS/Na2SO4 samples are similar to those of the LHS-based samples, as can be seen in
Figure 6.11 for the concentrations of 0.5 and 1.6 at% S. For data extraction, the same fit model
of six emission lines is used as described in section 6.3. Due to the higher Ti concentration
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Figure 6.12: Calibration based on the LMS/Na2SO4 data. The three panels show again the different normaliz-
ation methods.
in LMS, including the Ti III emission line at 181.1 nm in the model is now more important to
correctly assess the S I emission intensity.
The fitted intensities are shown in Figure 6.12. As before, the intensity increases linearly with
the concentration. Another observation is the lower signal scatter per sample in comparison to the
LHS-based sample series. This can be explained by the smaller average grain size of LMS of 63 µm
compared to 94 µm for LHS, which is expected to result in more homogeneous samples. Only for
the sample with 4.1 at% S, the intensities of the individual measurements scatter significantly, as
indicated with the black markers in Figure 6.12, thus suggesting a reduced homogeneity for this
sample. However, the individual measurements scatter similarly in both directions and many of
them are close to the sample’s mean.
The generally higher homogeneity of the samples results in more similar standard deviations
of the intensities for the different samples. Due to the lower contribution of concentration fluctu-
ations to the standard deviation, the standard deviation of the intensity is now more specific to
the VUV-LIBS method itself. This further leads to LOD2 and LOD3 being closer to each other
with 0.72 and 0.93 at%, respectively. The RMSEC of 14.3 % is similar to the values obtained
for the other sample series because it considers only the mean per sample but not the standard
deviation of the signal. Since no blank sample of LMS was investigated to assess the background
level in the S I emission area at 180.7 nm, the signal threshold for LOD1 cannot be defined.
Due to the lower Ca and the similar Si concentration in LMS compared to LHS, I expect the
background level and therefore the detection threshold to be similar or lower than in the LHS
blank sample. The lowest signal detected in the LMS/Na2SO4 sample with 0.5 at% S amounts
to 17.2 counts and is thus above the LHS threshold of 16.8 counts. This suggests that S detection
is certain in all spectra for this sample and LOD1 is 0.5 at%.
After normalization with the total intensity of the spectrum, see middle panel in Figure 6.12,
the linearity of the mean intensities is even higher, although the signal scatter of the 1.6 and
3.1 at% S sample increases. The higher linearity results in R2 = 0.98, compared to 0.91 before
normalization. The RMSEC as well as LOD2 and LOD3 decrease, too, to 8.9 %, 0.57 at% and
0.76 at%, respectively. As for all other sample series, O I normalization does not seem beneficial.
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R2 RMSEC LOD1 LOD2 LOD3
(%) (at%) (at%) (at%)
raw data 0.91 14.3 0.5 0.72 0.93
tot. int. norm. 0.98 8.9 0.5 0.57 0.76
O I norm. 0.62 40.7 0.5 0.51 2.61
Table 6.5: Coefficient of determination of the calibration curves, calibration error and LODs for the LMS/Na2SO4
data before and after normalization.
The decreased signal scatter observed for all samples but the one with 3.1 at% S cannot com-
pensate for the reduced linearity introduced by the normalization, which is reflected in the low
R2 of 0.62, the high RMSEC of 40.7 %, and the very different LOD2 and LOD3 of, respectively,
0.51 and 2.61 at%. An overview of the results for the LMS/Na2SO4 sample series is given in
Table 6.5.
6.6 Summary
After an initial test with Na2SO4 in a Na2CO3 matrix, S from high-purity powder and S from two
different sulfates has been detected in lunar analogue material. In general, the data show a linear
increase of the S I emission intensity with the S concentration for up to 4 at% S from sulfates.
For the pure S powder mixed in LHS, a disproportionate increase in the emission intensity
above approximately 3.5 at% S has been observed. At the moment, non-stoichiometric ablation
favouring the evaporation of large S grains in the sample seems the most likely explanation,
although it does not fully explain the observed behaviour. Dedicated studies in the future
should investigate if it is due to the high concentration of S in general or due to the unbound
nature of the S from mono-elemental powder.
The heterogeneity of the samples detected with Raman spectroscopy in section 3.3 likely
explains large parts of the observed signal fluctuations per sample. This is supported by a more
stable signal level per sample for the series involving the finer-grained LMS. A quantitative
analysis of the contribution of the sample heterogeneity to the observed signal fluctuations is not
possible because the local concentrations at the locations of the LIBS measurements cannot be
assessed with the present set-up.
The presented calibration curves for non-normalized data further indicate significant matrix
effects, by very different signal intensities for the different sample series. Only for the similar
configurations of K2SO4 and Na2SO4 in LHS, the obtained calibration curves are close to each
other. These matrix effects could not be reduced by normalization with the total intensity or
with the O I emission triplet at 130 nm as an internal standard. In general, normalization with
the total intensity showed slight improvements by reducing the signal scatter for some samples
and increasing the linearity of the data for all sample series, but not to a significant extent.
The large increase in the signal scatter of some samples shows that total intensity normalization
is still not necessarily beneficial and should be carefully evaluated before applying it to a data
set. Normalization with the internal standard O I at 130 nm does not appear suitable for the
presented data. The reason for this may, however, be an artefact of the employed instrumentation
rather than a property of the emission lines themselves. This will be discussed in more detail in
section 7.4 in the following chapter.
The LOD for S detection in a lunar context has been determined using the three methods
defined in section 2.2.3. In most cases, LOD2 and LOD3 are in the order of 1.0–1.5 at%. Since the
signal scatter is largely due to insufficiently homogeneous samples, especially for the LHS-based
sample series, both LOD2 and LOD3 do not properly reflect the capabilities of the method. Using
more homogeneous samples or having knowledge about the actually probed local concentration
would likely result in more optimistic detection limits and an in general better calibration. Hence,
the more simplistic method for LOD1 is the best choice for these data. From the investigated
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sample series, I find an LOD1 of 1.0 at% for Na2SO4 in the Na2CO3 matrix and an LOD1 of 0.5
to 1.1 at% for the lunar analogue matrices. Due to the confident detection of S in most of the
measurements on lunar analogue-based samples with 0.5 at% S, I expect the LOD1 to be 0.5 at%
for all series involving lunar simulants. The laser-ablation spot size of the employed VUV-LIBS
has a diameter of approx. 500 µm. Accordingly, negative test results for S are likely due to local
depletions of S on the scale of the spot size in the course of the sample heterogeneity, and the
sample volumes probed in the respective measurements may have had S concentrations far below
the detection limit.
These first results show, that S concentrations below 1 at% can be detected in lunar rego-
lith analogue material with reasonable signal-to-noise ratios for a laser pulse energy of 25 mJ,
and with only little interference from matrix emission lines, when using the VUV emission line
of S I at 180.7 nm. Furthermore, quantification is generally possible for concentrations below
4 at% S. Since the heterogeneity of the samples has been identified as the main source of signal
fluctuations, both the detection and the quantification capabilities can be improved from the
experimental side with a higher degree of control over the local S concentration in the probed
volume, either by more homogeneous samples or by a spatial characterization of the samples
with a reference method. Once this control is achieved, multivariate analysis techniques may
yield an additional improvement of the LOD and of the RMSEC and thereby allow to assess the
low S concentrations in the order of 0.1–0.2 at%, which may be encountered on the Moon [127].
However, two things should be considered before claiming a usability of VUV-LIBS for the
detection of lunar S. First, lunar material is mostly loose regolith while in this study pressed
pellets were analysed. Vogt et al. [137] report that a higher laser pulse energy is required for loose
regolith as compared to pressed pellet samples in order to obtain an analytically useful plasma,
and that the emission intensity of a LIBS plasma of loose material is lower. This suggests,
that the limit of detection in a real lunar scenario might be higher. Furthermore, probing loose
regolith will lead to a high shot-to-shot variability in the laser coupling, as it has been found
in ChemCam data from Mars [138]. The second point to consider is that most of the lunar S
occurs as troilite (FeS) and that sulfate (SO4) minerals hardly exist on the lunar surface [110].
Measurements on a pellet-sized piece of naturally grown pyrrhotite, which is also an iron sulfide,
showed a better coupling and yielded a more intense S I signal than measurements of pure S
or sulfate pellets. Future studies should investigate if this higher intensity and better coupling
compared to sulfates is conserved when the iron sulfide is ground to powder.
In summary, VUV-LIBS is a promising approach for the detection of S in a lunar context,
but further testing is needed to confidently evaluate its suitability and some improvements of




Detection and Quantification of
Chlorine in Lunar Mare Analogue
Like S-bearing compounds, also Cl plays an important role in the understanding of the geochem-
ical history of a planetary body, because it affects the stability of minerals and is believed to
have participated in volcanic processes, e.g. on the Moon [28]. Therefore, the detectability of
chlorine in a lunar context is investigated with VUV-LIBS. The highest Cl concentrations found
in Apollo 16 samples are in the range of 200–300 µg/g [127].
To reduce influences of the sample heterogeneity observed before, only the finer-grained LMS
is used for the Cl study. Furthermore, I only investigate Cl from one source, namely NaCl, since,
in the previous chapter, the form of S provision did not show noticeable influences on the method
itself but only on the fit coefficients, as long as the concentrations are low. Lastly, I used a slit
aperture positioned slightly above the sample surface, similar to Figure 4.16c, to enhance the
spectral resolution of the measurements, as explained in section 4.3.4. To compensate for the
lower signal throughput caused by the aperture, the laser pulse energy was set to 40 mJ. For
this series, only 12 positions per sample at a fixed distance of 1 mm have been probed. This
was deemed necessary because the sample stage moves up and down during translation due to
imperfect manufacturing, thereby changing the spacing between the sample surface and the lower
end of the slit aperture. These variations in the spacing would lead to inconsistent masking of
the plasma plume and would allow a small portion of the very intense core signal to pass the
aperture for some measurements but not for the others. A stage movement of 1 mm between
the measurements corresponds to two full revolutions of the actuator screw and should result
in comparable masking for all recordings. Depending on the origin of this vertical movement, a
linear “climbing” of the sample stage during the 25 mm long traverse might still be possible.
In the first section, I will briefly list the samples used in this study. The second section will
describe the fit procedure, show the calibration curves and present the derived detection limits,
followed by a discussion of the results in the third section. During the evaluation of the data, a
general decrease of the shorter wavelength signals, namely the Cl I, O I and Si II emission lines
in the range 125–135 nm, has been observed over time. Different hypotheses to explain these
observations are discussed in section 7.4.
7.1 Samples
The samples were prepared from Lunar Mare simulant LMS-1 and reagent-grade NaCl powder
with the procedure described in section 3.2. The resulting bulk concentrations are given in
Table 7.1. As discussed in section 3.3, the local concentrations in the field of view of the LIBS
experiment might differ for the probed locations.
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Matrix Admixture Cl concentration (at%)
LMS-1 NaCl 1.0; 1.9; 2.4; 2.9; 3.4; 3.9; 4.4; 4.9; 10.0
Table 7.1: Overview of the samples used in this study.
































Figure 7.1: Average LIBS spectrum of the sample with 1.9 at% Cl. The four strong Cl I emission lines are
located in the spectral range around 135 nm.
7.2 Results
7.2.1 Data extraction
The average spectrum of the 12 measurements of LMS with NaCl at a concentration of 1.9 at% Cl
is shown in Figure 7.1. Owing to the slit aperture used in these measurements, continuum
emission from the plasma core is widely suppressed and the spectral lines have a typical line
width of 0.17 nm FWHM. In addition to the emission lines of the matrix elements identified in
section 5 and also seen in the spectra of the LHS- and LMS-based samples of the S study in
chapter 6, four Cl I emission lines are clearly evident at 133.6, 134.7, 135.2 and 136.3 nm. Further
strong Cl I emission lines expected by Radziemski et al. [27] at the spectral positions 138.0,
139.0 and 139.7 nm, whose absence in their studies has been explained by absorption due to CO2
atmosphere, are also not visible in my spectra. The Einstein coefficients for these additional Cl I
transitions as well as the coefficients of the observed transitions are listed in Table 7.2. From
these values, the additional lines are expected to be about two orders of magnitude lower in
intensity than the most intense line at 134.7 nm. Therefore, I do not expect to detect them.
A close-up of the region with the Cl I emission lines is shown in Figure 7.2. The fit model used
λ/nm Eu/eV El/eV gu gl Aul/s−1
133.573 9.28 0.00 2 4 1.74× 108
134.724 9.20 0.00 4 4 4.19× 108
135.166 9.28 0.11 2 2 2.23× 108
136.345 9.20 0.11 4 2 7.50× 107
137.953 8.99 0.00 4 4 1.10× 107
138.996 9.03 0.11 2 2 1.70× 106
139.653 8.99 0.11 4 2 1.50× 106
Table 7.2: Spectroscopic constants of the Cl I lines between 130 and 140 nm [52]. λ: wavelength; Eu and El:
























Figure 7.2: Fit example for a spectrum of the 1.9 at% Cl sample. The four Cl I emission lines at 133.6, 134.7,







Table 7.3: Measured and expected intensity ratios of the Cl I lines. The expected intensity ratios have been
calculated from the spectroscopic constants listed in Table 7.2.
here to extract the Cl emission intensity is composed of four Lorentzian profiles. The wavelength
separation between the lines is set to the values given in the NIST atomic spectra database [52].
The intensity ratios between the four emission lines were found to be similar throughout all
spectra in the series, except for those related to the lowest concentration sample, where it was
difficult to fit the model to the data. Thus, the ratios of the integrated intensities are set to
the average values found in a first fit iteration. The line widths are kept variable but typically
result in 0.11–0.15 nm FWHM. This rather uncommon approach of fixing the area instead of
the line width was chosen because the four transitions originate from two closely spaced energy
levels. For the each two lines originating from the same level, the emission intensity ratio is
purely determined by the Einstein coefficient and should therefore be constant. Since the two
involved upper energy levels are very close with a difference of 80 meV compared to the 9.2 eV
excitation energy, even without LTE the population should be similar. Thus, the ratios among
all four emission lines are expected to be constant, in agreement with the observation, although
the ratios differ from those expected from the spectroscopic constants found in spectral data
bases, see Table 7.3, which is likely due to uncertainties of the Einstein coefficients. The line
width, on the other hand, is strongly affected by different mechanisms, such as Stark-broadening,
Doppler-broadening and instrumental broadening. In section 4.3.4, the latter has been found to
depend on the geometry of the plasma plume. Although this spatial influence has been reduced
with a slit width, it was not possible to set a width for each line as well.
Underlying Si II and Si III emission from 14 potentially interfering emission lines is hardly
evident in the spectra for ≥1.9 at% Cl. For the sample with 1.0 at% Cl, in 7 out of 12 spectra only
the strongest Cl I line at 134.7 nm can be recognized, superimposed on another spectral feature.
Due to the high number of Si lines, they cannot be incorporated in the fit model individually. A
spectrum of the region simulated with the algorithm described in section 2.1.3 shows that the Si
emission lines form three groups centred around 134.2, 135.0 and 136.4 nm for Si III, Si II and
Si III, respectively. It is shown in Figure 7.3. The simulation parameters were Tinit = 25 000 K,
ne = 1× 1023 m−3, and a Cl/Si ratio of two. The limited applicability of LTE simulations for
time-integrated vacuum plasmas is directly evident from the figure: For the correct Cl/Si ratios
in the range 0.07–0.33, the Si emission lines would be on average a factor of 20 higher than
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Figure 7.3: Simulated spectra of Cl and Si in the spectral range 133–137 nm. The start temperature for the
simulation was set to Tinit = 25 000K, the electron density to ne = 1× 1023 m−3. Si emission occurs in three
groups of lines: Three lines of Si III around 134.2 nm, six lines of Si II around 135.0 nm and 5 lines of Si III around
136.4 nm. The positions of the 14 Si lines are indicated below the curves.
the Cl emission lines. When trying to correct for this with a lower initial electron temperature
in the order of 15 000 K, Si III emission vanishes. While this would be in accordance with the
observations in this spectral region, it does not explain the observation of the Si IV emission
lines around 140 nm in Figure 7.1. In an attempt to account for the Si emission in the spectra
when fitting the Cl signal, the three groups have been modelled as compositions of three, six
and five Lorentzian lines, respectively, with fixed intensity ratios within the groups as expected
from Einstein coefficients [52]. With the additional three fit parameters for the group emission
intensities, however, the extracted Cl signal is almost unchanged. Therefore, the Cl signal used in
the following for univariate calibration is derived from the fit model described first, disregarding
the potentially underlying Si emission.
7.2.2 Univariate calibration and normalization
The intensities extracted from the fits to the spectra are shown in Figure 7.4 as a function
of the Cl concentration. The top panel shows the raw data as extracted from the fit. When
disregarding the data from the sample with 4.4 at% Cl, one can see a more or less constant
signal increase with Cl concentration, though with considerable scattering. Similar to the sulfur
study shown in chapter 6, normalization of the data with the total intensity of the spectrum
as well as with an internal standard, namely the O I emission at 130 nm, has been tested. For
the latter, the signal was additionally scaled with the bulk atomic fraction of O, since the O
concentration drops from 59.2 at% (1.0 at% Cl) to 47.5 at% (10.0 at% Cl) throughout the sample
series. Normalization with the total intensity of the spectrum, see the second panel of the figure,
brings the data points closer together but still shows noticeable deviations. R2 increases from
0.39 without normalization to 0.65. When the data is normalized with the intensity of the O I
emission triplet, see Figure 7.4 bottom, a highly linear relationship with R2 = 0.96 is evident,
even including the data point at 4.4 at% Cl and the highest concentration at 10.0 at% Cl.
7.2.3 Limits of detection
As for the sulfur study, the three different LODs defined in section 2.2.3 are determined. The
lowest investigated concentration was 1.0 at% Cl, and for this sample at least the Cl I line at
134.7 nm could be identified in all spectra with an SNR > 10. Hence, an LOD1 of 1.0 at% Cl
can be stated. The predictive estimates of reliably detectable concentrations, LOD2 and LOD3,
are less optimistic due to a large variance in the data. For the raw data and for total intensity
normalization, they are in the order of 4–7 at%, while they are around 3.5 at% after normalization
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Figure 7.4: Univariate calibration curves for the untreated and normalized data of the LMS/NaCl sample series.
The blue crosses with uncertainty bars show the mean and standard deviation of the 12 measurements per sample,
which are indicated as black horizontal bars. Top: Raw intensities directly extracted from the fit Middle: Data
normalized with total intensity of the spectrum Bottom: Normalization with O I triplet at 130 nm as internal
standard, respecting the reduced O abundance for higher Cl concentrations.
R2 RMSEC LOD1 LOD2 LOD3
(%) (at%) (at%) (at%)
raw data 0.39 96.0 1.0 6.58 5.37
tot. int. norm. 0.65 62.8 1.0 6.96 4.64
O I norm 0.96 18.4 1.0 3.80 3.12
Si II norm 0.96 18.9 1.0 4.69 3.13
Table 7.4: Coefficient of determination of the calibration curves, calibration error and LODs for the Cl-bearing
sample series before and after normalization.
7.3 Discussion
Despite the low sensitivity at the short wavelength end of the spectrometer’s operating range,
the Cl I emission lines around 135 nm are clearly evident already at low concentrations in the
order of a few percent molar fraction. The signal intensity, however, scatters significantly between
different spectra from the same sample, which is reflected in the uncertainty bars of the calibration
curve shown in Figure 7.4 (top panel). The contribution of the sample heterogeneity to the scatter
is expected to be lower than for the S-bearing LHS samples investigated in section 3.3, due to
the smaller grain size of the LMS matrix. A look at the individual data points shown in the
same figure reveals that the large uncertainty bars drawn to the calibration curve are often due
to one or two measurements per sample that result in a far higher intensity than the other
measurements for the same sample. This could likely be due to a larger NaCl grain in the area
of the laser spot. As pointed out in the previous chapter, the quality of the calibration depends
strongly on the homogeneity of the sample. In order to be able to decouple signal fluctuations
introduced by the method itself from uncertainties in the local concentration, one would need to
assess the local concentrations at the probed locations with a second reference method. This is,
however, not feasible with the current instrumentation.
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Species λ/nm Eu/eV Eion,I/eV Eion,II/eV
Cl I 134.7 9.2 13.0 23.8
O I 130.2 9.5 13.6 35.1
S I 180.7 6.9 10.4 23.3
Si II 126.4 9.8 8.2 16.3
Table 7.5: Spectroscopic constants for the analyte transitions from S I and Cl I, as well as for the internal
standard transitions from O I and Si II [52]. λ: wavelength; Eu: upper energy level; Eion,I and Eion,II: first and
second ionization energy. Only the data for the strongest line of each group is presented.
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Figure 7.5: Cl I signal normalized with the Si II doublet at 126 nm. As for O I normalization, the mean signal
intensity per sample aligns well on a straight calibration line. This suggests, that something affects the short
wavelength end of the spectrum around 130 nm and thereby prevents calibration with the non-normalized data.
Similar to the sulfur-related results in chapter 6, normalization with the total intensity of
the spectrum has only little influence on the signal scatter per sample, but slightly increases the
linearity of the calibration. Surprisingly, normalization with the close-by O I triplet at 130 nm
shows significant improvement in terms of linearity and for most samples also regarding the signal
scatter, while it was not beneficial for any of the S-based sample series presented in chapter 6.
A look at the O I signal in the S-based samples shows a high variance, with a factor of up to 5–8
between different samples, despite the similar O concentrations of (59± 2) at% for all samples.
The reduced scatter and high linearity seen here in Figure 7.4 (bottom) for O I normalization
suggests a systematic effect, influencing both O I and Cl I emission in a similar way. While this
is exactly what a normalization is expected to correct for, the failure of O I normalization in the
sulfur studies indicates that it is not universal.
Two of the most important criteria for internal standard normalization identified by Barnett
et al. [63] are that the analyte and the internal standard have a similar ionization energy and
state, and that both the analyte emission line and the internal standard emission line involve
upper energy levels of a comparable energy. As shown in Table 7.5, these criteria are better
fulfilled for normalization of Cl I with O I than for S I and O I. Therefore, one could expect a
positive influence of O I on the chlorine data but not for sulfur. However, since the calibration
curves for the sulfur-based series were already good without normalization and became partly
useless after normalization with O I, e.g. for the Na2CO3 matrix, there is likely a different key
factor of influence to consider.
To test how strict the criteria formulated by Barnett et al. [63] are, the data is additionally
normalized with the Si II lines at 126 nm. Originating from an ionized species, it should expec-
tedly be less suitable for normalization of a neutral emission line. Furthermore, the first and
second ionization energy of Si are significantly different from those of Cl, O and S, as listed in
Table 7.5. Only the excitation energies of the Cl I and Si II transition are comparable. The
calibration curve for the LMS/NaCl data after normalization with Si II is shown in Figure 7.5.
The results are similar to those obtained by O I normalization: The data becomes more linear
and for many samples the signal scatter reduces. This is as well reflected in the figures of merit
and the LODs listed in Table 7.4. R2, RMSEC and LOD3 are almost the same as for O I normal-
ization, while LOD2 is increased. This similarity between O I and Si II normalization suggests
that the deviations observed in the non-normalized Cl data are rather an effect of the spectral
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(a) O I emission at 130 nm




























(b) Si II emission at 126 nm



























(c) Al II emission at 167 nm
Figure 7.6: Temporal drift of short wavelength emission line strengths from O I at 130 nm (a) and Si II at 126 nm
(b) over the measurement session for the Cl-bearing LMS/NaCl samples (black crosses) and, for comparison, for
the LHS/K2SO4 sample series (blue squares). For both emission lines, an intensity decrease over time is evident,
suggesting a potential loss in sensitivity. The longer-wavelength emission of Al II at 167 nm (c) is not affected by
this decrease. The values have been scaled with the bulk O, Si and Al concentration of the respective sample.
A series of samples with Na2SO4 mixed in Na2CO3 (red crosses) shows a similar decay for the O I signal but
with several data points randomly scattered. The black and blue solid lines are exponential fits to the data of
LMS/NaCl and LHS/K2SO4, respectively.
region than of the LIBS process itself. An analysis of the temporal behaviour of the O I and the
Si II signal over the measurement session reveals a monotonic decrease of the detected intensity
for the LMS/NaCl sample series. This may likely influence the Cl I signal as well, but is less
evident there due to the varying concentration. Potential reasons for this signal decrease are
discussed in the following section.
7.4 Decrease of short wavelength signals over time
When sorting the O I signal used for normalization by the acquisition time, a monotonic decay
becomes visible, see Figure 7.6a (black crosses). A similar behaviour can be observed for the
close-by Si II lines (Figure 7.6b), which have been used for Cl I normalization as well. Moreover,
the same decay occurs for the LHS/K2SO4 sample series (blue squares), for both O I and Si II.
By contrast, the emission intensity of Al II at 167 nm is almost constant over time within both
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Figure 7.7: Optical absorption of water ice at −7 °C in the VUV spectral range. The data has been taken from
Warren [141].
series, as shown in Figure 7.6c. The other S-bearing sample series indicate a similar behaviour
but are not shown here, because the data of these series has been collected on multiple days
per series. Furthermore, the same general trend is found for the samples from section 6.2 with
varying amounts of Na2SO4 mixed in Na2CO3 (red crosses), although the O I signal scatters a
lot more between the different locations per sample. The three sample series shown in Figure 7.6
have been measured on different days.
A likely explanation for wavelength-dependent intensity variations are losses due to absorp-
tion along the optical path. Especially in the deep- and vacuum-UV, these can occur at a
significant scale [139]. Absorption is wavelength-dependent and could therefore strongly affect
Cl I, O I and Si II emission in the 130 nm range while leaving the Al II emission lines at 167 nm
and the S I emission lines at 181 nm unchanged. In air, most of the VUV absorption is due
to oxygen (O2) and water (H2O), but it seems unlikely that absorption is taking place in the
residual atmosphere due to the low operating pressure of the system of less than 10−2 Pa. For
O2 from ambient air to show noticeable absorption (≤95 % transmission) along the 80 cm long
optical path, a pressure of ≥1 Pa is required [93]. Water (H2O) vapour, which is likely another
large constituent of the residual atmosphere and may as well be desorbed from the sample sur-
face and the walls of the vacuum chamber, also has an in general high absorption coefficient in
the region around 130 nm but is negligible below 10 Pa [140]. The release of H2O adsorbed by
the sample and the formation of O2 from ablated sample material are also negligible due to the
low ablated mass in the order of 100 ng per laser pulse [21]. Moreover, the comparison of the
LMS/NaCl and the LHS/K2SO4 data in Figure 7.6a suggests that the signal reduction over time
is independent of the actual LIBS measurement itself, since the LHS/K2SO4 data follows the
same trend as the LMS/NaCl data despite a large time gap in the acquisition time where no
LIBS measurements were made. Hence, it does not seem to be related to the ablation process.
For the reasons noted above, the most likely explanation of the observed behaviour is the
desorption of H2O from the walls of the vacuum system over time. While the concentration of
this desorbed H2O in the system is too low to cause significant absorption, it could come into
contact with the cooled detector and deposit on its surface. In this way, it naturally accumulates
on the optical path and forms a thin film of ice. Due to the high absorption coefficient of H2O
ice of more than 107 m−1 at wavelengths shorter than 150 nm, see Figure 7.7, an ice layer of
50–100 nm forming during the 3 h of the measurement session would be sufficient to explain the
observed signal decrease. At wavelengths of 170 nm, the absorption coefficient is already four
orders of magnitude lower, which would explain why the Al II and S I emission lines at 167 and
181 nm, respectively, are not affected by such an ice layer.
For a linear growth of the ice layer, one would expect an exponential decrease of the signal
intensity. Therefore, the exponential function y = A0 · exp(−x/τ) has been fitted to the O I
and Si II intensities in Figure 7.6. The results are summarized in Table 7.6. Except for the
first measurements, this exponential fit is a good description of the signal decrease. The quicker
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Series Line A0 (counts) τ (min) Growth rate (pm/s)
LMS/NaCl O I 897 159 6.32
LMS/NaCl Si II 39.9 194 4.22
LHS/K2SO4 O I 846 123 8.20
LHS/K2SO4 Si II 44.1 79.3 10.3
Table 7.6: Fit coefficients for the temporal behaviour of the O I and Si II signal intensities at 130 and 126 nm,
respectively. The employed fit model is an exponential decay of the form y = A0 · exp(−x/τ). The growth rate of
the ice layer has been calculated from the time constant τ and the absorption coefficient from Figure 7.7 at the
respective wavelength.


















ty corrected for ice layer growth at 5.3 pm/s
Figure 7.8: Cl I calibration data corrected for temporal loss in sensitivity due to the forming of an ice layer on
the detector. The Cl I emission intensity presented in Figure 7.4 (top) has been scaled with a sensitivity factor
according to the expected thickness of the ice layer at the time of acquisition. The linearity of the resulting data
is similar to that which is obtained by normalization with O I, cf. Figure 7.4. R2: 0.99; RMSEC: 11.1%; LOD2:
2.54 at%; LOD3: 2.17 at%.
decrease in the beginning of the measurement session might be explained by an initially high
supply of H2O from the atmosphere, while at a later stage H2O is continuously provided through
desorption from the walls at a lower rate. From the time constant τ and the absorption coefficient
of H2O ice at the O I and Si II emission wavelength, the fit results can be converted into growth
rates of the ice layer. The results are summarized in Table 7.6. The four derived growth rates
all have the same order of magnitude of a few picometres per second. Such low thicknesses are
realistic to be achieved when concentrating the water of all interior surfaces of the vacuum system
on the detector. Another observation supporting the hypothesis of an ice layer forming on the
detector is that the growth rates derived from the LHS/K2SO4 sample series, which has been
measured with a detector temperature of −80 °C, is higher than the growth rate determined for
the LMS/NaCl series, which has been measured at −60 °C.
With the average growth rate of the ice layer during the LMS/NaCl measurement of 5.3 pm/s
and the absorption coefficient at 135 nm of 1.99× 107 m−1, the reduced sensitivity for the Cl I
emission can be considered in the calibration curve. Figure 7.8 shows the raw data scaled with
the time-dependent relative sensitivity expected from the linear ice layer growth. The data
is now highly linear with an R2 of 0.99. Also the RMSEC as well as LOD2 and LOD3 are
reduced to 11.1 %, 2.54 at% and 2.17 at%, respectively, which is lower than for any other tested
normalization, cf. Table 7.4.
Despite specific precautions to avoid the desorption of H2O from the walls during the measure-
ments, such as letting the turbomolecular pump at the spectrometer run for several days before
the measurement and backfilling the system with N2 before stand-by times, the hypothesis of
water ice on the detector is consistent with all observations and therefore the most probable
explanation. In order to conclusively determine that it is the correct explanation, a stable VUV
continuum source, which is currently not available, could be placed behind the sample holder.
Measurements of its emitted radiation throughout a day, with and without laser-ablation, would
then allow to deduce a spectral profile of the losses. From the shape of the loss profile with
potential maxima and gaps one might be able to identify spectral patterns that give insight into
the relevant processes, which cause the observed decrease in sensitivity. If it is indeed the case
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that H2O deposits on the detector, a dedicated cold trap should be installed in the vacuum
pipes to capture this residual H2O in future measurements, not only to enhance the analytical
capability of the system but also to protect the sensor from damage.
7.5 Summary
For chlorine detection, samples of NaCl mixed into LMS with Cl concentrations ranging from
1.0 to 10.0 at% have been investigated. The strong Cl I emission lines at 133.6, 134.7, 135.2 and
136.3 nm identified in the NaCl spectrum in chapter 5 are evident in all recorded spectra for
concentrations ≥1.9 at% Cl. For the lowest concentration of 1.0 at% Cl, only 5 out of 12 spectra
show all four Cl I lines, while in the remaining 7 spectra only the most intense emission line
at 134.7 nm can be recognized. Since this emission line still has an SNR > 10 in all spectra,
chlorine can be reliably detected at concentrations as low as 1.0 at%. Underlying Si II and
Si III emission between 134 and 137 nm from the lunar simulant matrix, which is expected to
have a measurable intensity according to simulations, cannot be observed for concentrations of
1.9 at% Cl and above.
Calibration curves established from the data show large discrepancies between the data and
the linear regression, resulting in a calibration error of 96 % and an LOD2 and LOD3 in the
order of 6 at% for non-normalized data. The calibration improves slightly upon normalization
with the total intensity of the spectrum, but is with a calibration error of 63 % still not suitable
for quantitative analyses.
Opposite to the sulfur study in chapter 6, O I normalization yields a significant improvement
of the calibration data with an R2 of 0.96 and a calibration error below 20 %. A similar im-
provement of the calibration is found for internal standard normalization with Si II, despite the
different ionization state of the analyte and the internal standard.
The lack of linearity in the non-normalized data, which can be compensated by normalization
with O I or Si II, can be explained with a general decrease of the signal intensity over time for
short wavelength transitions. With the current knowledge, the most probable explanation for this
behaviour is that water, which is desorbed from the walls of the vacuum chamber, deposits on the
cooled detector. A thin ice layer of up to 100 nm would be enough for efficient absorption of the
radiation. An exponential fit to the signal decrease of the O I and Si II emission in combination
with the absorption coefficient of water ice allows to derive a growth rate of the suspected
ice layer of about 5 pm/s. A correction of the Cl I emission intensity with the temporally
increasing absorption due to such an ice layer results in linear calibration data with figures of
merit better than for any other normalization tested for the LMS/NaCl series. To finally confirm
this theory, a broadband VUV source is necessary that would permit a controlled investigation of
the wavelength-dependent signal decrease over time. Alternatively, a dedicated cold trap could




The aim of this thesis was to investigate the usability of VUV-LIBS for in-situ planetary explor-
ation on celestial bodies without an atmosphere, setting a focus on chemical elements that are
challenging to detect with conventional LIBS in the UV to NIR spectral range. For this task, a
new VUV-LIBS set-up, which covers the detection range 100–200 nm, was designed and built at
the DLR-OS institute in Berlin.
In the first part of this thesis, the design and characterization of the VUV-LIBS set-up
were reported. Two of the main results of the characterization are the estimate for the relative
sensitivity and the identification of the dominant broadening mechanisms. The relative sensitivity
has been estimated by comparison of simulated and measured emission intensities of the three
most suitable Si II line pairs. Although the results are subject to large uncertainties due to
the simplifying approximations made for the simulation, the data suggest that the sensitivity
of the set-up at 126 nm is at least two orders of magnitude lower than at 180 nm. Concerning
the spectral line broadening, I found a large instrumental contribution in addition to Stark
broadening due to the high electron density in the plasma centre during plasma initiation. From
measurements with a fibre-coupled mercury lamp, I found that the positions of the spectral
lines on the detector depend on the position of the light source. For an extended light source
such as the LIBS plasma, the emission lines are detected on multiple detector positions at the
same time and therefore appear broadened. The instrumental broadening can be significantly
reduced by installing an aperture close to the sample, which effectively creates a more defined
source comparable to the fibre-coupled mercury lamp. While this would not be an option for
a space instrument, I expect a similarly increased performance for an optimized optical layout.
Future iterations of the set-up used in this thesis could be improved by replacing the OAP with
a toroidal mirror with an appropriate coating. In general, the results confirm that the employed
optics have a strong influence on the sensitivity of a VUV the set-up and should therefore be
carefully selected.
In the second part, I used the VUV-LIBS set-up to identify spectral lines of 18 elements that
can be detected with the present set-up in the spectral range 100–200 nm. Due to the reduced
sensitivity, the shortest detected wavelength is, however, 117.6 nm for a Cl III emission line.
The investigated elements were Al, C, Ca, Cl, Cu, Fe, H, K, Mg, Mn, Na, Ni, O, P, S, Si, Ti
and Zn. While Ca, Mg and Na could hardly be detected in the VUV spectral range, as it is
expected from wavelength tables, other rock forming elements such as Al, Fe, Si and Ti show
strong emission lines and can likely be detected in many samples. The elements C, Cl and S,
which are typically challenging to detect with LIBS in the conventional range above 200 nm,
show the expected strong VUV emission lines and can likely be identified in various geological
contexts. Emission lines of P have been identified as well but are likely too weak for a reliable
detection of P in complex sample matrices. O shows a strong triplet at 130 nm, which often
dominated the spectrum despite the low sensitivity of the set-up in this spectral range. The
Lyman-α transition of H at 121.6 nm has been observed in some hydrated samples. Considering
the strongly reduced sensitivity in this spectral range, this transition could be a reliable marker
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for hydration with an improved set-up.
As the third and last part of the thesis, the quantification potential of VUV-LIBS for sulfur
and chlorine in a lunar simulant matrix was investigated using the S I line at 180.7 nm and
five Cl I lines around 135 nm, respectively. I observed considerable signal variations in these
studies, which were attributed to a limited homogeneity of the samples. When using the mean
intensity per concentration, however, a linear calibration can be retrieved for concentrations of
up to 4 at% S and up to 10 at% Cl. Normalization with the total intensity of the spectrum was
tested but did not yield a significant improvement of the signal scatter or the linearity of the
calibration curves. Internal standard normalization with the O I triplet at 130 nm did not appear
to be suitable for the S-bearing sample series but significantly improved the Cl-related data. The
reason for this is an apparent decrease in sensitivity of up to a factor of eight in the spectral
range below approximately 140 nm over the time of the measurement session. The most probable
explanation for this decrease is the desorption of water from the walls of the vacuum chamber
and the subsequent deposition on the cooled CCD chip. A calculation suggests that a layer of
only 100–200 nm water or ice would be sufficient to explain this decrease in sensitivity.
Three major conclusions can be drawn from the results and observations of this thesis. Firstly,
the results from the characterization of the VUV-LIBS system and from the experimental studies
performed with it indicate that VUV-LIBS is promising for the application on celestial bodies
without an atmosphere. The intense emission lines expected in the VUV spectral range have
been observed for some of the elements that are challenging to detect with LIBS in the commonly
investigated UV to NIR spectral range. Especially for S, a significantly improved detectability
has been observed. Although the desired detection limit of 0.1 at% for lunar sulfur, as stated in
chapter 6, is still not yet achieved, this approach should further be followed. The promising results
presented in this thesis have been collected with the first iteration of a VUV-LIBS set-up, which
is based on only commercial off-the-shelf components. If the set-up was further improved with
customized components and optimized for the detection of S, a further increase of the detection
capability can be expected and the desired detection limit would probably be achieved. Thus,
detection in the VUV spectral range has the potential to improve the scientific return of LIBS
measurements.
Secondly, while the VUV spectral range can greatly enhance the sensitivity for some elements,
it poses its own experimental challenges. Some of those challenges, such as the evacuation of the
spectrometer and the optical path, are only relevant in terrestrial laboratories and would not
concern a space instrument, but the need for special VUV optics and VUV-sensitive detectors
persists. Although it has been shown that such components can be produced, it needs to be
investigated if they reliably work in the harsh space environment. Especially with respect to the
lunar dust and the risk of contamination of the optical elements, an open front system as it has
been used here should be avoided, but VUV-transparent windows are typically thin and made
of fragile fluoride crystals. After going through all components and finding a space-compatible
design, one will need to evaluate if the additional development and financial effort is reasonable
for the added scientific return. The results of this thesis show that there are many interesting
emission lines to detect in the VUV range and that analysing them would be especially beneficial
for studies focusing on the non-metal elements. For future LIBS instruments, it should at least
be considered if single VUV emission lines could be detected in addition to the UV-VIS-NIR
spectra, which may offer the benefits of VUV-LIBS at a lower cost.
The third conclusion is that some aspects of the LIBS method need to be revised. Due
to the various matrix effects, it is often emphasized that the samples used for the calibration
should be similar to the samples analysed in the respective study, but the results of this thesis
show that using lunar regolith simulant as the sample matrix causes strong signal fluctuations
and hampers the calibration for a quantitative analysis. The reason for these fluctuations is
found in properties inherent in the regolith simulant, such as the grain size and heterogeneity.
Grinding the simulant to a fine powder would likely result in more stable signal levels but no
longer resemble the lunar sampling conditions. In order to resolve this paradoxical situation,
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more research on the fundamentals of LIBS is necessary that focuses especially on the matrix
effects observed for geological samples with spatial variations in their chemical composition and
physical structure. These effects are independent of the observed spectral range, but should
be investigated in ambient conditions and with laser pulse energies that are equivalent to real
mission scenarios. Nonetheless, one can say that LIBS is an important analytical method for
space exploration. It has the unique capability of conducting remote chemical analyses over short
distances of up to one metre in short times and without sample preparation. With an extended
spectral range coverage including the VUV most of the chemical elements can be detected with
reasonable LODs.
In the not too distant future, astronauts will return to the lunar surface from where they will
proceed to Mars, and I am confident that at least some of them will carry a LIBS instrument to
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