In this paper, we derive an expression for throughput of TCP Compound connections with random losses. We consider the case of a single TCP connection with random losses and negligible queuing, i.e., constant round trip time. For this case, an approximation of throughput has been derived earlier using a deterministic loss model. We provide a theoretical justification for this approximation. Further, we use results from the deterministic model to derive an approximation for TCP throughput under random losses. For this, we consider a sequence of appropriately scaled window size processes, indexed by , the packet error rate. We show that as goes to zero, this sequence converges to a limiting Markov chain. We use the stationary distribution of the limiting Markov chain to give an approximation for TCP Compound throughput for small . We validate our model and approximations through ns2 simulations.
I. INTRODUCTION
A bulk of the data transfer on the Internet happens over TCP. While traditional AIMD (Additive Increase Multiplicative Decrease) TCP congestion control has been successful in preventing congestion collapse over the Internet, it has been found to be inefficient over high-speed links. This inefficiency is due to the conservative fixed increase and decrease rates of AIMD congestion control algorithms in TCP Reno, TCP New Reno. The last decade has seen a large number of high-speed congestion control algorithms developed to address this issue. Some of the notable examples being Highspeed TCP, BIC, CUBIC, Compound and FAST TCP [1] . Unlike traditional AIMD TCP, these use adaptive increase and decrease rates using more aggressive increase rates to get high link utilization.
Besides high-speed large delay networks, TCP performance has been found to be poor in wireless networks. The primary reason for this is misinterpretation of channel losses as congestion losses. The high speed TCP variants mentioned above do not directly address this issue. However, as they typically use more aggressive increase rates, they recover quickly from a random loss and provide higher throughputs as compared to traditional TCP variant for the same packet loss rate.
In this paper, we consider the TCP Compound congestion control algorithm from Microsoft [2] . TCP Compound is a recent high speed congestion control algorithm available on Windows systems. In [3] , the authors report that of 30000 web servers considered in their study, TCP Compound is used by 14.5-25.6%. It is a delay-based congestion control algorithm and therefore has the advantages associated with delay-based congestion control, viz., low losses, high utilization, low delay and fair allocation among competing delay-based protocols [4] . Delay-based congestion control algorithms may not get their fair share when competing against loss-based congestion control algorithms [2] . Therefore, besides a delay-based component, the TCP Compound window also incorporates a loss-based component.
We now give a brief overview of literature on traditional AIMD TCP performance analysis. A wide variety of techniques have been used for AIMD TCP performance analysis. In [5] , [6] , the authors consider optimization theory based techniques. In this approach, the throughputs of the different TCP flows are obtained as a solution to a global optimization problem. The objective function depends on the TCP congestion control algorithm used and the queue management strategy used at the routers. The references [7] , [8] use differential equation based fluid models for TCP performance analysis. In [7] , the authors consider deterministic delay differential equations to analyze performance of a large number of TCP connections through a single bottleneck queue, whereas in [8] , the authors model the interaction of TCP flows with the AQM (active queue management) routers as a stochastic differential equation. In [9] , [10] and [11] , we have Markov chain based models for TCP. In [9] , the authors provide throughput expressions for TCP Reno, modelling the TCP window evolution as a Markov regenerative process. In [10] , the authors show stability of TCP Tahoe and TCP Reno connections with exogenous traffic. They use ODE approximations to model the RED dynamics of the bottleneck routers. In [11] , the authors compute mean file download time and throughput for ON-OFF and long-lived TCP flows passing through RED routers.
There are fewer analytical studies of TCP Compound as compared to the traditional AIMD variants. In [12] , [13] , the authors study the performance of TCP Compound using control theoretic techniques and derive stability conditions for TCP Compound. In these papers, it is shown that when multiple TCP flows share a single bottleneck queue, the queue sizes and the link utilization has oscillatory behaviour when the feedback delays (round trip times of the flows) and the buffer sizes are large. Also, in [12] , the authors evaluate TCP Compound performance as a function of buffer size in the bottleneck queue. In [13] , the authors study the performance of TCP Compound with RED queue management policy. In [14] , [15] the authors study the performance of a single TCP Compound connection in the presence of random losses using Markovian models. In [15] , we consider the case when queuing delays are non-negligible and then use the results to compute TCP Compound performance in a heterogeneous network with multiple queues when competing against different TCP variants (CUBIC and New Reno).
In this paper, we develop a model to approximate the throughput of a single TCP Compound connection under random losses. Expressions for TCP Compound throughput can be found in [2] . These are based on a heuristic deterministic loss model. In this paper, we validate this deterministic loss model theoretically. We also study the performance of TCP Compound over wireless channels. Wireless channel losses are typically modelled as random [9] , [16] . TCP Compound performance has also been studied in this situation in [14] and [15] using Markov chains. While the deterministic loss model gives us a closed form expression for TCP throughput, the Markov chain models require us to solve for stationary distribution of the Markov chain for each , where is the packet error rate. The Markov models are theoretically more appropriate for the scenario with random losses. However these are computationally expensive, especially for low loss rates where the state space could be large and one needs to compute the stationary distribution for each of interest. In this paper, we address this drawback and develop an asymptotic expression, as goes to zero, for TCP Compound under random losses which is valid for small values for . Our approach is based on a similar analysis of AIMD TCP in [17] . We consider TCP Compound in this paper whose window evolution is different from AIMD which makes it analysis more involved.
The paper is organized as follows. In Section II, we describe the system model. In Section III, we discuss the deterministic loss model and give justification for the validity of the throughput expression obtained under this assumption. In Section IV, we develop an approximation for TCP Compound throughput under random losses via a limiting Markov chain using the insight provided by the fluid model. In Section V, we validate our approximations by comparing with ns2 simulations. Section VI concludes the paper.
II. SYSTEM MODEL FOR TCP COMPOUND
We illustrate our system model in Figure 1 . We consider a single TCP connection with constant RTT (round trip time), i.e., negligible queuing with random losses. A packet in a TCP window can be dropped with probability independently of other packets. This is a commonly made assumption, especially for wireless links [9] , [16] . We will compute an approximation for TCP Compound average window size under these assumptions in Section IV.
The TCP Compound window size has two components: a loss-based component and a delay based component. Let denote the window size of TCP Compound at the end of ℎ round trip time (RTT). Let and denote the delaybased and loss-based components respectively, where ( ) = + . Then the TCP Compound window size evolution is given by
loss is detected;
(2) here , and are TCP Compound parameters, whereas is a queuing threshold. When there is no queuing, the delaybased component is more aggressive as compared to TCP Reno and helps TCP Compound flows achieve higher utilization over high speed links. When there is queuing, the loss-based component ensures a worst-case TCP Reno-like behaviour.
In Section III, we briefly describe the approximation for TCP Compound average window size under a deterministic loss model. The insights from the deterministic loss model are then used to derive the approximation for TCP Compound average window size under random losses in Section IV.
III. FLUID MODELS FOR TCP COMPOUND
We consider a simple fluid model for computing TCP throughput. Fluid models disregard the discrete nature of TCP window size and window transmission. Such an assumption allows us to use tools such as differential equations which makes analysis simpler. We describe a fluid deterministic loss model where losses happen after a fixed number of packets. Such models are commonly used in literature and are used to derive what is called the response function of TCP [2] , [18] and [19] . The response function for TCP is an expression for TCP throughput as a function of the system parameters viz., RTT, packet error rate.
A. Fluid model description
Consider a single TCP connection with RTT , and suppose the packets are dropped independently of each other with probability . The average number of packets sent between two consecutive losses is 1 . For the fluid model, we approximate the window size at time as follows
assuming that no losses happen in [ , + ). We now consider a deterministic process,ˆ( ) to approximate the TCP window evolution. For the deterministic fluid modelˆ( ), the window size between losses is obtained as a solution to the ODE,
which isˆ(
assuming no losses in [0, ]. The processˆ( ) is subject to losses every 1 packets and hence undergoes a reduction every 1 packets. Supposeˆ(0) = . Let ( ) denote the time taken by theˆ( ) process to send 1 packets. At = ( ),ˆ( ) undergoes a window reduction andˆ( ( ) + ) = (1 − )ˆ( ( )), where is the multiplicative drop factor for the TCP. Next, the window sizeˆ( ) evolves as before but now with initial window size,ˆ( ( ) + ). At time = ( ) + (ˆ( ( ) + )),ˆ( ) undergoes another loss, reducing its window size. This process continues.
Suppose there exists a * such thatˆ( ( * ) + ) = * , i.e., the fixed point equation
has a unique solution. Then, if we start from * , the procesŝ ( ) will have a periodic behaviour with period ( * ) and
The long time average for the processˆ( ) is then given by
withˆ(0) = * . Expression (7), is then used to approximate the time stationary window size [ ( )] of corresponding window size process { ( )}. Using the above model, [2] derives the approximation,
for the average window size for TCP Compound. The throughput of the TCP connection is given by [ ( )] . The above approximation is valid for any initial window size if the fixed point equation, (6) has a unique fixed point which is a global attractor. We prove the fixed point for TCP Compound has a global attractor in Proposition 1. We ignore the slow start phase and ignore that there may be an upper bound on the maximum window size. These assumptions are also made by [2] , [18] and [19] .
B. TCP Compound Fluid model
For TCP Compound, with fixed RTT and negligible queuing, we have, Proposition 1. For TCP Compound, for any fixed ∈ (0, 1), there exists a unique (denoted by * ) such that (ˆ( ) + ) = , i.e., the functionˆ(ˆ(.) + ) has a unique fixed point. For any ≥ 1 such thatˆ(0) = ,ˆ( ) converges monotonically to * at drop epochs.
Proof: Omitted due to lack of space. Please see [20] . In Figure 2 , we illustrate the convergence of window size at the loss epochs to the fixed point, * of (6) with initial window sizes, 10 and 100 with = 0.001.
In the proof of Proposition 1, we show that for the deterministic loss model, time between losses converges tô
and the window size at the loss epochs converges to * = (
Thus, the window size at the loss epochs converges to 
IV. THROUGHPUT EXPRESSIONS WITH RANDOM LOSSES
In this section, we consider the case where the packets of the connection are subject to random losses. We assume that each packet in a window is lost independently of other packets with probability . We can then model the window evolution as a Markov chain. The results obtained using this Markov chain are presented in [15] . In [15] , we assumed that the maximum window size is restricted by < ∞. With a maximum window size restriction, it is easy to see that as → 0, the steady state distribution of the Markov chain { } converges to a unit mass on . In this paper, we derive limiting results for this Markov chain as goes to zero, with = ∞. We show that with an appropriate scaling, approximations for distributions for time between losses, window size at loss epochs and finally time average window size can be obtained for small .
Consider a single TCP Compound connection with fixed RTT , whose window evolution is given by (1) Proof: Omitted due to lack of space. Please see [20] . Proof: Omitted due to lack of space. Please see [20] . We now derive an approximation for the TCP throughput under random losses. Consider a single TCP Compound connection with fixed RTT , whose window evolution is given by (1) and (2) . Suppose the window size at time is , the probability of no packet loss is then given by(1 − ) . Let denote the time for first packet loss (in multiples of ) when the initial window size is and the packet error probability is . Consider is motivated from the deterministic loss model in Section III. In Section III, it was shown that under deterministic losses which happen every 1 packets, the average time between losses is inversely proportional to 1− 2− whereas the time average window size is inversely proportional to 1 2− (see equations (9) and (10)). In Proposition 3, we show that the term 
).
(11)
For any finite , if , ≤ , the above convergence is uniform in and . Also, the moment generating functions of 
We now define a Markov chain, { }, which serves as the limit for the process { ( )} with appropriate scaling. Let 0 be a random variable with an arbitrary initial distribution on ℝ + . Define for ≥ 1 as
where { −1 } are random variables with distribution given by (11) . Also, −1 is chosen independently of { : < − 1}. ⌋ for some > 0, for all > 0. Then we have
where ∈ ℝ + , for = 1, 2, ⋅ ⋅ ⋅ , and ℙ denotes the law of the processes when 0 = and 0 ( ) = ⌊ 1 2− ⌋. Also, if lim →0 Proof: Omitted due to lack of space. Please see [20] . Let [ ( )] denote the time average window size. Let ∞ ( ) be a random variable which has the same distribution as the invariant distribution of { }. From Palm calculus, we have
since the average number of packets sent between losses is 1 . Let ∞ be a random variable which has the same distribution as the stationary distribution of { }. The following result, gives us an approximation to the time average window size of TCP Compound for small packet error rates.
Proof: Omitted due to lack of space. Please see [20] . We can evaluate [ ∞ ] using Monte-Carlo simulations. In Figure 3 , we illustrate simulations for evaluating ∑ =1 with initial conditions 0 =, 0.0, 0.1, 2.0 for TCP Compound with parameters used in [2] . We see that in these cases, after > 100, there is little change in ∑
=1
. For the TCP Compound parameters used above and using = 10000, we get [ ∞ ] ≈ 3.9002. Therefore for small , we can approximate the average window size as follows
and the throughput is given by ( ) = [ ( )] . An advantage of (17) over the results in [14] and [15] is that now for given parameters, , of TCP Compound with (1− )0.2570 1 2− one Monte-Carlo simulation we have a closed form expression of the average window size as a function of for all small . It also shows the explicit dependence on and .
V. SIMULATION RESULTS
In Tables I and II , we compare the approximation obtained in Section IV with the fluid approximate model from [2] (equation (8)) and our earlier Markov model in [15] . In the ns2 simulations, the RTT was set to 0.1 sec, the link speed was set to 10 Gbps so that there is negligible queuing. The packet sizes were set to 1050 bytes, the ns2 default value.
For TCP Compound with fixed RTT and negligible queuing, the average window size, for the fluid model as well as the Markov chain model does not depend on the RTT. When compared against the ns2 simulations, all the models have similar accuracy. Most errors are less than 4% for all the models. The Markov chain model of [15] is marginally better.
VI. CONCLUSION
In this paper, we have derived expressions for throughput of TCP Compound connections under random losses. We first looked at a deterministic loss model where a loss happens every 1 packets, where is the packet error rate. We have shown that the window size process under this model has asymptotically periodic behaviour independent of the initial window size. This, theoretically justifies a fluid approximation for TCP Compound available in literature. We have then studied the system with random losses, which is more realistic, at least for wireless channels. We consider the window sizes at loss epochs. Using the insight from the fluid approximation, we have shown that the resulting Markov chains, indexed by , when appropriately scaled converge to a limiting Markov chain as → 0. We have also shown that this Markov chain has a unique stationary distribution. This stationary distribution is then used to derive a closed from expression for TCP Compound average window size. We have compared our results with ns2 simulations and observed a good match between theory and simulations.
APPENDIX

A. Outline of Proof of Proposition 3
We have,
with ℙ (
where 0 = ⌊ 1 2− ⌋ is the initial window size and is the window size at the end of the ℎ RTT. Using (5), we get
After some simplifications, we show that the RHS of (19) has terms of the form
All the other terms are of the form (1 − ) with being some constant independent of and > −1. Thus, lim →0 (1 − ) = 1. Using this, we get
as → 0. Using similar steps, we can show convergence of RHS of (18) to the RHS of (20) as → 0. This proves the convergence of
. The detailed proof is presented in [20] . For proof of uniform convergence of ℙ
to ℙ( ≥ ) and for proof of finiteness of moment generating function of [20] . ■
B. Proof of Proposition 4
We prove (14) for = 1, 2, the proof for > 2 follows by induction. For = 1, ℙ ( .
Similarly,
) .
From Proposition 3, ℙ
converges to ℙ( ≤ ) uniformly in and over any bounded interval. Also, from (12) and (13), for > 1 1− , we have ℙ ( 1 2− 1 ( ) ≤ 1 ) = ℙ ( 1 ≤ 1 ) = 0. Therefore, we have
(23) This proves (14) for = 1. For = 2, consider ℙ (
converges to ℙ( ≤ ) uniformly in and over any bounded interval. Therefore, for any given > 0 there exists a * such that for < * , we have ℙ (
where the symbol ≈ denotes that the RHS of the expression is -close to the LHS and the function ( ) = ℙ (
For any continuous functions on ℝ + with compact support, using Proposition 6, we have
The function is continuous with a compact support, therefore using (26) we get,
The proof of (14) for > 2 holds via induction. ■ Proposition 6. Let { ( ), ∈ ℝ + }, be a process, for 0 < < 1, which converges to a limiting process ( ) uniformly in the sense,
for any finite , and for each , the limiting distribution, ℙ( ( ) ≤ ) is continuous. Then, lim →0 sup ≤ ( ( )) − ( ( )) = 0,
for any : ℝ + → ℝ continuous with compact support.
Proof: For proof see [20] .
