Abstract. To efficiently find global patterns from a multi-database, information in each local database must first be mined and summarized at the local level. Then only the summarized information is forwarded to the global mining process. However, conventional sequential pattern mining methods based on support cannot summarize the local information and is ineffective for global pattern mining from multiple data sources. In this paper, we present an alternative local mining approach for finding sequential patterns in the local databases of a multi-database. We propose the theme of approximate sequential pattern mining roughly defined as identifying patterns approximately shared by many sequences. Approximate sequential patterns can effectively summerize and represent the local databases by identifying the underlying trends in the data. We present a novel algorithm, ApproxMAP, to mine approximate sequential patterns, called consensus patterns, from large sequence databases in two steps. First, sequences are clustered by similarity. Then, consensus patterns are mined directly from each cluster through multiple alignment. We conduct an extensive and systematic performance study over synthetic and real data. The results demonstrate that ApproxMAP is effective and scalable in mining large sequence databases with long patterns. Hence, ApproxMAP can efficiently summarize a local database and reduce the cost for global mining. Furthremore, we present an elegant and uniform model to identify both high vote sequential patterns and exceptional sequential patterns from the collection of these consensus patterns from each local databases.
Introduction
Many large organizations have multiple data sources residing in diverse locations. For example, multinational companies with branches around the world have local data in each branch. Each branch can mine its local data for local decision making using traditional mining technology. Naturally, these local patterns can then be gathered, analyzed, and synthesized at the central headquarter for decision making at the central level. Such post-processing of local patterns from multiple data sources is fundamentally different from traditional mono-database mining. Obviously, efficiency becomes a greater challenge that may only be tackled via distributed or parallel data mining. More important, global patterns mined via distributed data mining technology may offer additional insight than the local patterns. The problem formulation, difficulties, and framework for multi-database mining has been addressed in Zhang et al. (2003) . Recently mining global association rules from multiple data sources has been studied in Wu and Zhang (2003) and Zhang et al. (2004a, b) . However, to the best of our knowledge, no work has been done in mining global sequential patterns from multiple data sources.
The goal of sequential pattern mining is to detect patterns in a database comprised of sequences of sets. Conventionally, the sets are called itemsets. For example, retail stores often collect customer purchase records in sequence databases in which a sequential pattern would indicate a customer's buying habit. In such a database, each purchase would be represented as a set of items purchased, and a customer sequence would be a sequence of such itemsets. More formally, given a sequence database and a user-specified minimum support threshold, sequential pattern mining is commonly defined as finding all frequent subsequences that meet the given minimum support threshold (Agrawal and Srikant, 1995) . GSP (Srikant and Agrawal, 1996) , PrefixSpan (Pei et al., 2001) , SPADE (Zaki, 1998) , and SPAM (Ayres et al., 2002) are some well known algorithms to efficiently find such patterns. However, such problem formulation of sequential patterns has some inherent limitations that make it inefficient for mining multi-databases as follows:
• Most conventional methods mine the complete set of sequential patterns. Therefore, the number of sequential patterns in a resulting set may be huge and many of them are trivial for users. Recently, methods for mining compact expressions for sequential patterns has been proposed in Yan et al. (2003) . However, in a general sequence database, the number of maximal or closed sequential patterns still can be huge, and many of them are useless to the users. We have found using the well known IBM synthetic data (Agrawal and Srikant, 1995) that, given 1000 data sequences, there were over 250,000 sequential patterns returned when min sup was 5%. The same data gave over 45,000 max sequential patterns for min sup = 5% (Kum et al., 2005) .
• Conventional methods mine sequential patterns with exact matching. A sequence in the database supports a pattern if, and only if, the pattern is fully contained in the sequence. However, the exact match based paradigm is vulnerable to noise and variations in the data and may miss the general trends in the sequence database. Many customers may share similar buying habits, but few of them follow exactly the same buying patterns.
• Support alone cannot distinguish between statistically significant patterns and random occurrences. Both theoretical analysis and experimental results show that many short patterns can occur frequently simply by chance alone (Kum et al., 2005) .
For efficient global pattern mining from multiple sources, information from local databases must first be mined and summarized at the local level. Then only the summarized information is forwarded to the global mining process. However, the support model cannot accurately summarize the local database due to the above mentioned inherent limitations. Rather, it generates many more short and trivial patterns than the number of sequences in the original database. Thus, the support based algorithms not only have limitations in the local data mining process, but also hinder the global mining process.
In this paper, we consider an alternative local pattern mining approach which can facilitate the global sequential pattern mining. In general, understanding the general trends in the sequence database for natural customer groups would be much more useful than finding all frequent subsequences in the database. Approximate sequential patterns can detect general trends in a group of similar sequences, and may be more useful in finding non-trivial and interesting long patterns. Based on this observation, we introduce the notion of approximate sequential patterns. Approximate sequential patterns are those patterns that are shared by many sequences in the database but not necessarily exactly contained in any one of them. Table 1 shows a group of sequences and a pattern that is approximately similar to them. In each sequence, the bold items are those that are shared with the approximate pattern. seq 1 has all items in approx pat, in the same order and grouping, except it is missing item A in the first itemset and has an additional item E in the last itemset. Similarly, seq 4 is missing C in the third itemset and has an extra E in the last itemset. In comparison, seq 2 and seq 3 have all items in approx pat but each has a couple of extra items. These evidences strongly indicate that approx pat is the underlying pattern behind the data. Hence, approx pat can effectively summarize all four sequences by representing the common underlying patterns in them. We adopt this new model for sequential pattern mining to identify local sequential patterns. It can help to summarize and represent concisely the sequential patterns in a local database.
Given properly mined approximate local patterns, we are interested in mining global sequential patterns from multiple data sources. In particular, we are interested in mining high vote sequential patterns and exceptional sequential patterns . High vote patterns are those patterns common across many local databases. They reflect the common characteristics among the data sources. Exceptional patterns are those patterns that hold true in only a few local databases. These patterns depict the special characteristics of certain data sources. Such information is invaluable at the headquarter for developing customized policies for individual branches when needed.
To illustrate our problem let us consider a toy retail chain as an example. Each local branch of the toy retail chain collects customer purchase records in a sequence database. In the local mining phase, common buying patterns of major client groups are mined in each local branch as shown in Table 2 . Subsequently, from the set of common buying patterns, high vote buying patterns and exceptional buying patterns can be found, and they can help to answer the following questions: No current mining method can answer these questions. In this paper, we investigate how to mine such high vote sequential patterns and exceptional sequential patterns from multiple data sources. In short, this paper makes the following contributions:
• We propose the theme of approximate sequential pattern mining. The general idea is that, instead of finding exact patterns, we identify patterns approximately shared by many sequences and cover many short patterns. Approximate sequential patterns can effectively summarize and represent the local data for efficient global sequential pattern mining.
• We develop an efficient algorithm, ApproxMAP (for APPROXimate Multiple Alignment Pattern mining), to mine approximate sequential patterns, called consensus patterns, from large databases. ApproxMAP finds the underlying consensus patterns directly via multiple alignment. It is effective and efficient for mining long sequences and is robust to noise and outliers. We conduct an extensive and systematic performance study over synthetic and real data. The results show that ApproxMAP is effective and scalable in mining large sequence databases with long patterns.
• We formulate an elegant and uniform post-processing model to find both high vote sequential patterns and exceptional patterns from the set of locally mined consensus patterns.
The rest of the paper is organized as follows. Section 2 formulate the local approximate sequential pattern mining and the global sequential pattern mining problem. Section 3 details the distance function between sequences. Section 4 describes the ApproxMAP algorithm for local pattern mining. Evaluation of ApproxMAP is given in Section 5. Section 6 overviews the related work. Finally, Section 7 concludes with a discussion of future work. Zhang et al. (2003) define multi-database mining as a two level process as shown in Figure 1 . It can support two level decision making in large organizations: the branch decision (performed via local mining) and the central decision (performed via global mining). In local applications, a branch manager needs to analyze the local database to make local decisions. For global applications and for corporate profitability, top executives at the company headquarter are more interested in global patterns rather than the original raw data. The following definitions formally define local pattern mining and global pattern mining in sequence databases. 
Problem formulation

Definition 1 (multi-sequence database).
Let I = {i 1 , . . . , i l } be a set of items. An itemset X = {i j1 , . . . , i jk } is a subset of I. Conventionally, itemset X = {i j1 , . . . , i jk } is
Local sequential pattern mining
First, each local data has to be mined for common patterns of major groups. In our toy retail example, each branch must identify the major client groups, and then, mine the common buying pattern for each group. As shown in Table 1 , a sequential pattern that is approximately similar to most sequences in the group can summarize and represent the sequences in a particular group effectively. With this insight, we can formulate the local sequential pattern mining problem as follows. This is the classic clustering problem of maximizing the inter cluster distances and minimizing the intra cluster distances. Given a reasonable distance measure dist(seq i , seq j ), similarity groups identified via clustering can detect all major groups in a local sequence database. The distance measure is explored in detail in Section 3. 
Definition 2 (similarity groups
Definition 3 (approximate sequential patterns
Analyzing local patterns
Let M be the collection of all local patterns, L x . . . L n . Note that a local pattern is again an ordered list of sets. Hence, M will be in a very similar format to that of a local database D x except that the sequences are labeled with the local database id. An important semantic difference is that in most cases M will be much smaller than D x . In our toy retail example, D x is the local database of all customers' sequences in a local branch. However M is the collection of all local patterns from all branches. Typically, the number of branches multiplied by the average number of major client groups is far less than the number of customers in any one branch. Furthermore M will have much less noise with local patterns forming natural distinct groups.
Mining the high vote pattern of expecting parents is important. In our toy retail example, we cannot expect the common buying patterns of expecting parents to be identical in all branches. Thus, when local patterns from one branch is matched with those from another branch we cannot use exact match. However, the common patterns should be highly similar. Hence, the local patterns representing the buying patterns of expecting parents from each branch will naturally form a tight cluster. After grouping such highly similar local patterns from each branch we can identify the high vote patterns by the large group size.
Similarly, exceptional patterns are those local patterns that are found in only a few branches. However, if exceptional patterns were found based on exact match, almost all local patterns would be exceptional patterns because most local patterns will not be identical to one another. Hence, as in the case of high vote patterns, we must consider approximate match to accurately identify exceptional patterns. A true exceptional pattern should be very distinct from most local patterns. Exactly how different the pattern needs to be is dependant on the application, and should be controlled by the user.
In short, the key to identifying the high vote sequential patterns and exceptional sequential patterns is in properly grouping the local patterns by the desired similarity level. Classification of local patterns by the desired similarity allows one simple model for identifying both the high vote patterns and the exceptional patterns. The notion of homogeneous set, defined below, provides an elegant and uniform model to specify the desired similarity among the local patterns.
Definition 4 (homogeneous set). Given a set of local patterns M, its subset HS is a homogeneous set of range δ when the similarity between any two patterns p i and p j in HS is not less than
A homogenous set of δ range is essentially the group of local patterns that are approximately similar within range δ. The larger the δ, the more likely it is for the local patterns to be separated into different homogenous sets. In the extreme case when δ=100% (i.e. a HS(100%) is a subset of all local patterns with dist(lpat i , lpat j ) ≤ 0 = 0), almost all local patterns will belong to its own homogeneous set. On the other hand, too small a δ will lump different local patterns into one homogeneous set. The similarity between seq 4 and seq 2 in Table 1 is 1-0.278 = 72% (see Table 4 for details). Thus, they will be grouped into one homogeneous set if δ ≤ 72%, but separated if δ > 72%.
Definition 5 (vote). The vote of a homogeneous set, HS, is defined as the size of the homegenous set. Vote(H S, δ) = HS(δ) .
Definition 6 (high vote homogenous set). Given the desired similarity level δ and threshold , a high vote homogenous set is a homogeneous set HS such that vote(HS, δ) ≥ .
Definition 7 (exceptional homogenous set). Given the desired similarity level δ and threshold , an exceptional homogenous set is a homogeneous set HS such that vote(HS, δ) ≤ .
For example, a user might look for high vote homogeneous sets that hold true in at least 80% of the local databases with 90% similarity (vote(HS, 90%) ≥ 80%). An exceptional homogenous set of interest might be local patterns that are true in at most 10% of the local databases with 60% similarity (vote(HS, 60%) ≤ 10%).
Once the highly similar patterns have been identified as a homogeneous set, we have to consider what information will be of interest to the users as well as how to best present it. Given highly similar sequences, the longest common subsequence can effectively provide the shared pattern among the sequences in the group. That is the common pattern among all the expecting parent's buying pattern can be detected by constructing the longest common subsequence. This shared pattern can provide a reasonable representation of the high vote homogenous set. Thus, we have defined high vote sequential patterns as the longest common subsequence of all sequences in the high vote homogeneous set.
Definition 8 (high vote sequential pattern). Given a high vote homogenous set, the high vote sequential pattern is the longest common subsequence of all local patterns in the set.
However, in most cases just presenting the high vote patterns will not be sufficient for the user. Users at the headquarter would be interested to know what the different variations are among the branches. Some variations might give hints on how to improve sales. For example, if we found that in warmer climate expecting parents buy the first walking shoes faster than those in colder climates, branches can introduce new shoes earlier in the warmer climates. The variations in sequences are most accessible to people when given in an aligned form as in Table 3 . Table 3 depicts how a typical high vote pattern information should be presented. The longest common subsequence on top along with the percentage of branches in the homogeneous set, will give the user a quick summary of the homogenous set. Then, the actual sequences aligned and the branch identification gives the user access to more detailed information that could potentially be useful.
Unlike the high vote patterns, sequences grouped into one exceptional homogeneous set should not be combined into one longest common subsequence. By the nature of the problem formulation, users will look for exceptional patterns with a lower δ compared to the high vote patterns. When the patterns in a homogenous set are not highly similar, the longest common subsequence will be of little use. Rather, each of the local patterns in the exceptional homogenous set is an exceptional pattern. Nonetheless, the results will be more accessible to people when organized by homogenous sets. Given the desired similarity level δ, the homogeneous set of local patterns with range δ can be easily identified by clustering the local patterns in M using the complete linkage algorithm. The merging stops when the link is greater than δ. Both high vote homogeneous set and exceptional homogeneous set can be easily identified by the same process. With the appropriate local pattern mining, detecting the global sequential patterns from the homogeneous sets is simple. Hence, in the remainder of this paper, we focus on efficiently detecting local approximate sequential patterns.
Distance measure for sequences of sets
Both the local sequential pattern mining and the post-processing for global patterns rely on the distance function for sequences. The function sim(seq i , seq j ) = 1− dist(seq i , seq j ) should reasonably reflect the similarity between the given sequences. In this section, we define a reliable distance measure for sequences of sets.
In general, the weighted edit distance is often used as a distance measure for variable length sequences (Gusfield, 1997) . Also referred to as the Levenstein distance, the weighted edit distance is defined as the minimum cost of edit operations (i.e., insertions, deletions, and replacements) required to change one sequence to the other. An insertion operation on seq 1 to change it towards seq 2 is equivalent to a deletion operation on seq 2 towards seq 1 . Thus, an insertion operation and a deletion operation have the same cost. I N DE L() is used to denote an insertion or deletion operation and R E P L() is used to denote a replacement operation. Often, for two sets X, Y the following inequality is assumed
Given two sequences seq 1 = X 1 . . . X n and seq 2 = Y 1 . . . Y m , the weighted edit distance between seq 1 and seq 2 can be computed by dynamic programming using the following recurrence relation.
To make the edit distance comparable between sequences of variable lengths, we normalize the results by dividing the weighted edit distance by the length of the longer sequence in the pair, and call it the normalized edit distance. That is,
Cost of edit operations for sets: normalized set difference
To extend the weighted edit distance to sequences of sets, we need to define the cost of edit operations (i.e., INDEL() and REPL() in Eq. (1)) for sets. The similarity of the two sets can be measured by how many elements are shared or not. To do so, here we adopt the normalized set difference as the cost of replacement of sets as follows. Given two sets, X and Y,
This measure is a metric and has a nice property that, 0 ≤ R E P L() ≤ 1. Following Eq. (3), the cost of an insertion/deletion is given in Eq. (4) where X is a set.
Clearly, the normalized set difference, REPL(), is equivalent to the Sorensen coefficient, D S , as shown in Eq. (3). The Sorensen coefficient is an index similar to the more commonly used Jaccard coefficient, D J , also defined in Equation 3 (McPherson and DeStefano, 2002) . The difference is that R E P L() gives more weight to the common elements because in alignment what are shared by two sets is most important. Note that dist() inherits the properties of of the R E P L(), i.e. dist() satisfies the metric properties and is between 0 and 1. Table 4 illustrates some examples of the distance between sequences and itemsets. Given an itemset (A), the normalized set difference R E P L((A), (A)) = 0. Given itemsets that share no items R E P L((LM), (PW)) = 1. Given sets that share a certain number of items, R E P L() is a fraction between 0 and 1. Similarly, when two sequences do not share any items in common, e.g., dist(seq 9 , seq 10 ) = 1 since each itemset distances is 1. The next example shows two sequences that share some items. When seq 4 and seq 2 are optimally aligned, three items, A, B, D, can be lined up resulting in dist(seq 4 , seq 2 ) = 0.278. In comparison in the third example, when seq 2 and seq 6 are optimally aligned, only two items (A and B) are shared. There are many items that are not shared, which results in dist(seq 6 , seq 2 ) = 0.708. Clearly, seq 4 is more similar to seq 2 than seq 6 . That is, dist(seq 4 , seq 2 ) < dist(seq 6 , seq 2 ).
Local pattern mining: ApproxMAP
In this section, we detail an efficient method, ApproxMAP (for APPROXimate Multiple Alignment Pattern mining), for multiple alignment sequential pattern mining. We will first demonstrate the method through an example and then discuss the details of each step in later sections. Table 5 is a sequence database D. Although the data is lexically sorted it is difficult to gather much information from the raw data even in this tiny example. The ability to view Table 5 is immensely improved by using the alignment model -grouping similar sequences then lining them up to construct the consensus patterns as in Tables 6 and 7. Note that the patterns (A)(B)(BC)(DE) and (IJ)(K)(LM) do not match any sequence exactly.
Given the input data shown in Table 5 (N = 10 sequences), ApproxMAP (1) calculates the N * N sequence to sequence proximity matrix from the data, (2) partitions the data into two clusters (k = 2), (3) aligns the sequences in each cluster (Tables 6 and 7) -the alignment compresses all the sequences in each cluster into one weighted sequence per cluster, and (4) summarizes the weighted sequences into consensus patterns (Tables 6  and 7) .
Clustering sequences: organize into similarity groups
The general objective of clustering methods that work on a distance function is to minimize the intracluster distances and maximize the inter-cluster distance (Jain et al., 1999) . By clustering the sequences in the local database D i using the pairwise score between sequences (Eq. (2)), we can identify the similarity groups in D i .
Density based methods, also called mode seeking methods, generate a single partition of the data in an attempt to recover the natural groups in the data. Clusters are identified by searching for regions of high density, called modes, in the data space. Then these clusters are grown to the valleys of the density function (Jain et al., 1999) . These valleys can be considered as natural boundaries that separate the modes of the distribution (Fukunaga and Narendra, 1975) . In short, density based clustering methods have many benefits for clustering sequences:
• The basic paradigm of clustering around dense points fits the sequential data best because the goal is to form groups of arbitrary shape and size around similar sequences (Ertoz et al., 2003; Sander et al., 1998) .
• Density based k nearest neighbor clustering algorithms will automatically estimate the appropriate number of clusters from the data. • Users can cluster at different resolutions by adjusting k.
We found that in general the density based k-nearest neighbor clustering methods worked well and was efficient for sequential pattern mining. In fact, in recent years many variations of density based clustering methods have been developed (Ertoz et al., 2003; Sander et al., 1998) . Many use k-nearest neighbor or the Parzen window for the local density estimate (Sander et al., 1998) . Recently, others have also used the shared neighbor list (Ertoz et al., 2003) as a measure of density. Other clustering methods that can find clusters of arbitrary shape and size may work as well or better depending on the data. Any clustering method that works well for the data can be used in ApproxMAP.
In the absence of a better choice based on actual data, a reasonably good clustering algorithm that finds clusters of arbitrary shape and size will suffice. For the purposes of demonstrating ApproxMAP, the choice of a density based clustering method was based on its overall good performance and simplicity. The following sections detail the clustering method used in ApproxMAP.
Uniform Kernel Density Based k Nearest Neighbor Clustering.
ApproxMAP uses uniform kernel density based k nearest neighbor clustering. In this algorithm, the user specified parameter k specifies not only the local region to use for the density estimate, but also the number of nearest neighbors that the algorithm will search for linkage. We adopt an algorithm from SAS Institute (2000) Intuitively, a sequence is "dense" if there are many sequences similar to it in the database. A sequence is "sparse," or "isolated," if it is not similar to any others, such as an outlier. Formally, we measure the density of a sequence by a quotient of the number of similar sequences (nearest neighbors), n, against the space occupied by such similar sequences, d. In particular, for each sequence
. Since D is constant across all sequences, for practical purposes it can be omitted. Therefore, given k, which specifies the knearest neighbor region, ApproxMAP defines the density of a sequence seq i in a database D as follows. 
is the number of sequences including all ties in the k-nearest neighbor space for sequence seq i , and dist k (seq i ) is the size of the k-nearest neighbor region for sequence seq i . n k (seq i ) is not always equal to k because of ties. Theoretically, the algorithm is similar to the single linkage method. In fact, the normal single linkage method is a degenerate case of the algorithm with k = 1. The single linkage method builds a tree with each point linking to its closest neighbor. In the density based k nearest neighbor clustering, each point links to its closest neighbor, but (1) only with neighbors with greater density than itself, and (2) only up to k nearest neighbors. Thus, the algorithm essentially builds a forest of single linkage trees (each tree representing a natural cluster), with the proximity matrix defined as follows,
where dist(seq i , seq j ) is defined in Eq. (2), Density(seq i , k) and dist k (seq i ) are defined in Eq. (5), and MAX DIST = max{dist(seq i , seq j )} + 1 for all i, j. Note that the proximity matrix is no longer symmetric.
Step 2 in Algorithm 1 builds the single linkage trees with all distances smaller than MAX DIST. Then in Step 3, the single linkage trees connected by MAX DIST are linked if the density of one tree is greater than the density of the other to merge any local maximal regions. The density of a tree (cluster) is the maximum density over all sequence densities in the cluster. We use Algorithm 1 because it is more efficient than implementing the single linkage based algorithm. The uniform kernel density based k-NN clustering has major improvements over the regular single linkage method. First, the use of k nearest neighbors in defining the density reduces the instability due to ties or outliers when k > 1 (Ertoz et al., 2003) . In density based k nearest neighbor clustering, the linkage is based on the local density estimate as well as the distance between points. That is, the linkage to the closest point is only made when the neighbor is more dense than itself. This still gives the algorithm the flexibility in the shape of the cluster as in single linkage methods, but reduces the instability due to outliers.
Second, use of the input parameter k as the local influential region provides a natural cut of the linkages made. An unsolved problem in the single linkage method is how to cut the one large linkage tree into clusters. In this density based method, by linking only up to the k nearest neighbors, the data is automatically separated at the valleys of the density estimate into several linkage trees.
Obviously, different k values will result in different clusters. However, this does not imply that the natural boundaries in the data change with k. Rather, different values of k determine the resolution when locating the valleys. That is, as k becomes larger, more smoothing occurs in the density estimates over a larger local area in the algorithm. This results in lower resolution of the data. It is similar to blurring a digital image where the boundaries are smoothed. Practically speaking, the final effect is that some of the local valleys are not considered as boundaries anymore. Therefore, as the value of k gets larger, similar clusters are merged together resulting in fewer number of clusters. The benefit of using a small k value is that the algorithm can detect more patterns. The tradeoff is that it may break up clusters representing strong patterns (patterns that occur in many sequences) to generate multiple similar patterns (Ertoz et al., 2003) . As shown in the performance study (Section 5.3.1), in many applications, a value of k in the range from 3 to 9 works well.
Multiple alignment: compress into weighted sequences
Once sequences are clustered, sequences within a cluster are similar to each other. Now, the problem becomes how to summarize the general pattern in each cluster and discover the trend. In this section, we describe how to compress each cluster into one weighted sequence through multiple alignment.
The global alignment of sequences is obtained by inserting empty itemsets (i.e., ()) into sequences such that all the sequences have the same number of itemsets. The empty itemsets can be inserted into the front or the end of the sequences, or between any two consecutive itemsets (Gusfield, 1997) .
As shown in Table 8 , finding the optimal alignment between two sequences is mathematically equivalent to the edit distance problem. The edit distance between two sequences seq a and seq b can be calculated by comparing itemsets in the aligned sequences one by one. If seq a and seq b have X and Y as their ith aligned itemsets respectively, where (X = ()) and (Y = ()), then a R E P L(X, Y) operation is required. Otherwise, (i.e., seq a and seq b have X and () as their ith aligned itemsets respectively) an INDEL(X) operation is needed. The optimal alignment is the one in which the edit distance between the two sequences is minimized. Clearly, the optimal alignment between two sequences can be calculated by dynamic programming using the recurrence relation given in Eq. (1).
Generally, for a cluster C with n sequences seq 1 , . . . ,seq n , finding the optimal global multiple alignment that minimizes n j=1 n i=1 dist(seq i , seq j ) is an NP-hard problem (Gusfield, 1997 ) , and thus is impractical for mining large sequence databases with many sequences. Hence in practice, people have approximated the solution by aligning two sequences first and then incrementally adding a sequence to the current alignment of p − 1 sequences until all sequences have been aligned. At each iteration, the goal is to find the best alignment of the added sequence to the existing alignment of p − 1 sequences. Consequently, the solution might not be optimal because once p sequences have been aligned, this alignment is permanent even if the optimal alignment of p + q sequences requires a different alignment of the p sequences. The various methods differ in the order in which the sequences are added to the alignment. When the ordering is fair, the results are reasonably good (Gusfield, 1997) .
4.2.1. Representation of the alignment : weighted sequence. To align the sequences incrementally, the alignment results need to be stored effectively. Ideally the result should be in a form such that the next sequence can be easily aligned to the current alignment. This will allow us to build a summary of the alignment step by step until all sequences in the cluster have been aligned. Furthermore, various parts of a general pattern may be shared with different strengths, i.e., some items are shared by more sequences and some by less sequences. The result should reflect the strengths of items in the pattern.
Here, we propose a new representation for aligned sequences. A weighted sequence, denoted as wseq = WX 1 : v 1 , . . . , WX l : v l : n, carries the following information:
1. the current alignment has n sequences, and n is called the global weight of the weighted sequence; 2. in the current alignment, v i sequences have a non-empty itemset aligned in the ith position. These itemset information is summarized into the weighted itemset WX i , where (1 ≤ i ≤ l); 3. a weighted itemset in the alignment is in the form of WX i = (x j1 : w j1 ,. . ., x jm : w jm ), which means, in the current alignment, there are w jk sequences that have item x jk in the ith position of the alignment, where (1 ≤ i ≤ l) and (1 ≤ k ≤ m).
We illustrate how to use weighted sequences to do multiple alignment using the example given in Table 6 . Cluster 1 has seven sequences. The density descending order of these sequences is seq 2 -seq 3 -seq 4 -seq 1 -seq 5 -seq 6 -seq 10 . Therefore, the sequences are aligned as follows. First, sequences seq 2 and seq 3 are aligned as shown in Figure 2 . Here, we use a weighted sequence wseq 1 to summarize and compress the information about the alignment. Since the first itemsets of seq 2 and seq 3 , (A) and (AE), are aligned, the first itemset in the weighted sequence wseq 1 is (A:2,E:1):2. It means that the two sequences are aligned in this position, and A and E appear twice and once respectively. The second itemset in wseq 1 , (B:1):1, means there is only one sequence with an itemset aligned in this position, and item B appears once.
Sequence to weighted sequence alignment.
After this first step, we need to iteratively align other sequences with the current weighted sequence. However, the weighted sequence does not explicitly keep information about the individual itemsets in the aligned sequences. Instead, this information is summarized into the various weights in the weighted sequence. These weights need to be taken into account when aligning a Figure 2 . seq 2 and seq 3 are aligned resulting in wseq 1 sequence to a weighted sequence. Thus, instead of using R E P L() directly, we adopt a weighted replace cost as follows. Let WX = (x 1 : w 1 , . . . , x m : w m ) : v be a weighted itemset in a weighted sequence, while Y = (y 1 . . .y l ) is an itemset in a sequence in the database. Let n be the global weight of the weighted sequence. The replace cost is defined as
We first illustrate this in our running example. The weighted sequence wseq 1 and the third sequence seq 4 are aligned as shown in Figure 3 . Similarly, the remaining sequences in cluster 1 can be aligned as shown in Figure 4 . Now let us examine the example to better understand the notations and ideas. Table 9 depicts the situation after the first four sequences (seq 2 , seq 3 , seq 4 , seq 1 ) in cluster 1 have been aligned into weighted sequence wseq 3 , and the algorithm is computing the distance of aligning the first itemset of seq 5 , s 51 = (AX), to the first position (ws 31 ) in the current alignment. ws 31 = (A:3,E:1):3 because there are three A's and one E aligned into the first position, and there are three non-null items in this position. Now, using Eq. 7, R = . In this example, R and R E P L W approximate the actual distances very well.
The rationale of R E P L W () is as follows. After aligning a sequence, its alignment information is incorporated into the weighted sequence. There are two cases.
• A sequence may have a non-empty itemset aligned in this position. Then, R is the estimated average replacement cost for all sequences that have a non-empty itemset aligned in this position. There are in total v such sequences. In Table 9 , R = .
• A sequence may have an empty itemset aligned in this itemset. Then, we need an INDEL () operation (whose cost is 1) to change the sequence to the one currently being aligned. There are in total (n−v) such sequences. Equation (7) estimates the average of the cost in the two cases. Used in conjunction with R E P L W (WX,Y), weighted sequences are an effective representation of the n aligned sequences and allow for efficient multiple alignment.
The distance measure R E P L W (WX,Y) has the same useful properties of R E P L(X, Y) -it is a metric and ranges from 0 to 1. Now we simply use the recurrence relation given in Eq. (1) replacing R E P L (X, Y) with R E P L W (WX,Y) to align all sequences in the cluster.
The result of the multiple alignment is a weighted sequence. A weighted sequence records the information of the alignment. The alignment result for all sequences in cluster 1 and 2 are summarized in the weighted sequences shown in Tables 6 and 7 . Once a weighted sequence is derived, the sequences in the cluster will not be visited anymore in the remainder of the mining. Hence, after the alignment, the individual sequential data can be discarded and only the weighted sequences need to be stored for each cluster.
Order of the alignment.
In incremental multiple alignment, the ordering of the alignment should be considered. In a cluster, in comparison to other sequences, there may be some sequences that are more similar to many other sequences. In other words, such sequences may have many close neighbors with high similarity. These sequences are most likely to be closer to the underlying patterns than the other sequences. Hence, it is more likely to get an alignment close to the optimal one, if we start the alignment with such "seed" sequences.
Intuitively, the density defined in Eq. (5) measures the similarity between a sequence and its nearest neighbors. Thus, a sequence with high density means that it has some neighbors very similar to it, and it is a good candidate for a "seed" sequence in the alignment. Based on the above observation, in ApproxMAP, we use the following heuristic to apply multiple alignment to sequences in a cluster.
Heuristic 1. If sequences in a cluster C are aligned in the density-descending order, the alignment result tends to be near optimal.
The ordering works well because in a cluster, the densest sequence is the one that has the most similar sequences -in essence the sequence with the least noise. The alignment starts with this point, and then incrementally aligns the most similar sequence to the least similar. In doing so, the weighted sequence forms a center of mass around the underlying pattern to which sequences with more noise can easily attach itself. Consequently, ApproxMAP is very robust to the massive outliers in real data because it simply ignores those that cannot be aligned well with the other sequences in the cluster. The experimental results show that the sequences are aligned fairly well with this ordering.
But most importantly, although aligning the sequences in different order may result in slightly different weighted sequences, it does not change the underlying pattern in the cluster. To illustrate the effect, Table 10 shows the alignment result of cluster 1 using a random order(reverse id), seq 10 -seq 6 -seq 5 -seq 4 -seq 3 -seq 2 -seq 1 . Interestingly, the two alignment results are quite similar, only some items shift positions slightly. Compared to Table 6 , the first itemset and second itemset in seq 10 , (V) and (PW), and the second itemset in seq 4 , (B), each shifted one position. This causes the item weights to be reduced slightly. Yet the consensus patterns from both orders, (A)(B)(BC)(DE) , are identical. As verified by our extensive empirical evaluation, the alignment order has little effect on the underlying patterns.
Summarize into consensus patterns
Intuitively, a pattern can be generated by picking up parts of a weighted sequence shared by most sequences in the cluster. For a weighted sequence WS = (x 11 : w 11 , . . . , x 1m 1 : w 1m 1 ) : v 1 , . . . , (x l1 : w l1 , . . . , x lm l : w lm l ) : v l : n, the strength of item x ij : w ij in the ith itemset is defined as w i j n 100%. Clearly, an item with a larger strength value indicates that the item is shared by more sequences in the cluster.
Motivated by the above observation, a user can specify a strength threshold (0 ≤ min strength ≤ 1). A consensus pattern P can be extracted from a weighted sequence by removing items in the sequence whose strength values are lower than the threshold.
In our running example min strength = 40%. Thus, the consensus pattern in cluster 1 selected all items with weight greater than 2 sequences (w ≥ 40% * 7 = 2.8) while the consensus pattern in cluster 2 selected all items with weight greater than 1 sequence (w ≥ 40 % * 3 = 1.2).
Empirical evaluations
It is important to understand the approximating behavior of ApproxMAP. The accuracy of the approximation can be evaluated in terms of how well it finds the real underlying patterns in the data and whether or not it generates any spurious patterns. However, it is difficult to calculate analytically what patterns will be generated because of the complexity of the algorithm.
As an alternative, we have developed a general evaluation method that can objectively evaluate the quality of the results produced by any sequential pattern mining algorithm. Using this method, one can understand the behavior of an algorithm empirically by running extensive systematic experiments on synthetic data with known base pattern (Kum, 2006) .
Evaluation method
Central to the evaluation method is a well designed synthetic dataset with known patterns. The well known IBM data generator takes several parameters and outputs a sequence database as well as a set of base patterns (Agrawal and Srikant, 1995) . The sequences in the database are generated in two steps. First, base patterns are generated randomly according to the user's specification. Then, these base patterns are corrupted (drop random items) and merged to generate the sequences in the database. Thus, base patterns are the underlying template behind the database. By matching the results of the sequential pattern mining methods back to these base patterns, we are able to determine how much of the base patterns have been found as well as how much spurious patterns have been generated. We summarize the parameters of the data generator and the default configuration in Table 11 . We changed the notations from the original paper (Agrawal and Srikant, 1995) for clarity. The default configuration was used in the experiments unless otherwise specified.
In Kum (2006) , we present a comprehensive set of evaluation criteria to use in conjunction with the IBM data generator to measure how well the results match the underlying base patterns. We define pattern items as those items in the result pattern that can be mapped back to the base pattern. Then the extraneous items are the remaining items in the results. The mix of pattern items and extraneous items in the result patterns determine the recoverability and precision of the results. Recoverability is a weighted measure that provides a good estimation of how much of the items in the base patterns were detected. Precision, adopted from ROC analysis, is a good measure of how many extraneous items are mixed in with the correct items in the result patterns. Both recoverability and precision are measured at the item level. On the other hand, the numbers of max patterns, spurious patterns, and redundant patterns along with the total number of patterns returned give an overview of the result at the sequence level. The evaluation criteria are summarized in Table 12 . The details of each criteria can be found in Kum (2006) . In summary, a good paradigm would produce (1) high recoverability and precision, with (2) small number of spurious and redundant patterns, and (3) a manageable number of result patterns.
Effectiveness of ApproxMAP
In Kum et al. (2005), we published a through comparison study of the support model and the alignment model for sequential pattern mining. In this section, we summarize
the important results on the effectiveness of ApproxMAP under a variety of randomness and noise level. Figure 5 demonstrates how 7 of the most frequent 10 base patterns were uncovered from 1000 sequences using ApproxMAP. Clearly, each of the 8 consensus patterns match a base pattern well. In general, the consensus patterns recover major parts of the base patterns with high expected frequency in the database. The recoverability is quite good at 91.16%.
Precision is excellent at P = 1 − 3 106 = 97.17%. Clearly all the consensus patterns are highly shared by sequences in the database. In all the consensus patterns, there is only three items (the items 58, 22, and 58 in the first part of PatConSeq 8 ) that do not appear on the corresponding position in the base pattern. These items are not random items injected by the algorithm, but rather repeated items, which clearly come from the base pattern BaseP 7 . These items are still classified as extraneous items because the evaluation method uses the most conservative definition for pattern items.
There were no spurious patterns and only one redundant pattern. It is interesting to note that a base pattern may be recovered by multiple consensus patterns. For example, ApproxMAP forms two clusters whose consensus patterns approximate base pattern BaseP 2 . This is because BaseP 2 is long (the actual length of the base pattern is 22 items and the expected length of the pattern in a data sequence is 18 items) and has a high expected frequency (16.1%). Therefore, many data sequences in the database are generated using BaseP 2 as a template. In the IBM data generator, sequences are generated by removing various parts of the base pattern and combining them with items from other base patterns. Thus, two sequences using the same long base pattern as the template are not necessarily similar to each other. As a result, the sequences generated from a long base pattern can be partitioned into multiple clusters by ApproxMAP. One cluster with sequences that have almost all of the 22 items from BaseP 2 (PatConSeq 2 ) and another cluster with sequences that are shorter (PatConSeq 3 ). The one which shares less Figure 5 . Effectiveness of ApproxMAP.
with the base pattern, PatConSeq 3 , is classified as a redundant pattern in the evaluation method.
In summary, the evaluation results reveal that ApproxMAP returns a succinct yet accurate summary of the base patterns with few redundant patterns and no spurious patterns. Further experiments demonstrate that ApproxMAP is also robust to both noise and outliers in the data (Kum et al., 2005) .
In comparison, in the absence of noise in the data the support model can find the underlying patterns in the data. However, the real patterns are buried under the huge number of spurious and redundant sequences. In the presence of noise in the data, the recoverability degrades quickly in the support model (Kum et al., 2005) .
Parameters in ApproxMAP
5.3.1. k in k-nearest neighbor clustering. Here, we study the influence and sensitivity of the user input parameter k. We fix other settings and vary the value of k from 3 to 10, where k is the nearest neighbor parameter in the clustering step. The results are shown in Figure 6 . There were no extraneous items (i.e. Precision = 100%) or spurious patterns. As expected, a larger value of k produces less number of clusters, which leads to less number of patterns. Hence, when k increases in Figure 6 (a), the total number of consensus patterns decreases. However most of the reduction in the consensus patterns are redundant patterns for k = 3..9 as seen in Figure 6(b) . That is the number of max patterns are fairly stable for k = 3..9 at around 75 patterns (Figure 6(a) ). Thus, the reduction in the total number of consensus patterns returned does not have much effect on recoverability (Figure 6(c) ). When k is too large though (k = 10), there is a noticeable reduction in the number of max patterns from 69 to 61 (Figure 6(a) ). This causes loss of some weak base patterns and thus the recoverability decreases somewhat as shown in Figure 6 (c). Figure 6 (c) demonstrates that there is a wide range of k that give comparable results. In this experiment, the recoverability is sustained with no change in precision for a range of k = 3..9. In short, ApproxMAP is fairly robust to k. This is a typical property of density based clustering algorithms.
5.3.2.
The strength cutoff point min strength. In ApproxMAP, the strength cutoff point min strength is used to filter out noise from weighted sequences. Here, we study the strength cutoff point to determine its properties empirically. We ran several experiments on different databases. The data was generated with the same parameters given in Table 11 except for L seq . L seq was varied from 10 to 50. We then studied the change in recoverability and precision as min strength is changed for each database. Selected results are given in Figure 7 . Without a doubt, the general trend is the same in all databases.
In all databases, as min strength is decreased from 90%, recoverability increases quickly until it levels off at θ = 50%. Precision stays high at close to 100% until min strength becomes quite small. Clearly, when θ = 50%, ApproxMAP is able to recover most of the items from the base pattern without picking up any extraneous items. That means that items with strength greater than 50% are all pattern items. Thus, as a conservative estimate, the default value for min strength is set at 50%.
On the other side, when min strength is too low precision starts to drop. Furthermore, in conjunction with the drop in precision, there is a point at which recoverability drops again. This is because, min strength is too low the noise is not properly filtered out. As a result too many extraneous items are picked up. This in turn has two effects. By definition, precision is decreased. Even more damaging, the consensus patterns with more than half extraneous items now become spurious patterns and do not count toward recoverability. This results in the drop in recoverability. In the database with L seq = 10 this occur at θ ≤ 10%. When L seq > 10, this occurs when θ ≤ 5%. The drop in precision starts to occur when θ < 30% for the database with L seq = 10. In the databases of longer sequences, the drop in precision starts near θ = 20%. This indicates that items with strength greater than 30% are probably items in the base patterns. Moreover, in all databases, when θ ≤ 10%, there is a steep drop in precision. This indicates, that many extraneous items are picked up when θ ≤ 10%. These results indicate that most of the items with strength less than 10% are extraneous items, because recoverability is close to 100% when θ = 10%.
In summary, ApproxMAP is also robust to the strength cutoff point. This experiment indicates that 20%-50% is in fact a good range for the strength cutoff point for a wide range of databases.
5.3.3.
The order in multiple alignment. Now, we study the sensitivity of the multiple alignment results on the order of sequences in the alignment. We compare the mining results using the density-descending order, density-ascending order, and two random orders (sequence-id ascending and descending order). As expected, although the exact alignment changes slightly depending on the orders, it has very limited effect on the consensus patterns. The results show that (Table 13) , all four orders generated the exact same number of patterns that were very similar to each other. The number of pattern items detected that were identical in all four orders, column N commonI , was 2107. In addition, each order found an additional 100 to 138 pattern items. Most of these additional items were found by more than one order. Therefore, the recoverability is basically identical at 92%. While aligning patterns in density descending order tends to improve the alignment quality (the number of pattern items found, N patI , is highest for density descending order at 2245 while lowest for density ascending order at 2207), ApproxMAP itself is robust with respect to alignment orders. In fact, the two random ordering tested gave comparable number of pattern items as the density descending order. Figure 8 gives a detailed comparison of the pattern items detected by the two random orders and the density descending order. Essentially, a random order detected about 98%(2201/2245 = 98% 2187/2245)of the pattern items detected by the density descending order plus a few more pattern items (roughly 40 34 + 5 34 + 9) not detected by the density descending order.
Scalability
Finally, the default configuration of the synthetic data was altered to test the effects of the parameters of the database. The details can be found in Kum (2006) . Limited by space, we briefly summarize the results.
In general, we found that the larger the dataset, the better the effectiveness of ApproxMAP. For example, with respect to N seq , the more the sequences in the database, the better the recoverability. Figure 9 (a) is the recoverability with respect to N seq given 100 base patterns. In large databases, there are more sequences approximating the patterns. For example, if there are only 1000 sequences, a base pattern that occurs in 1% of the sequences will only have 10 sequences approximately similar to it. However, if there are 100000 sequences, then there would be 1000 sequences similar to the the base pattern. It would be much easier for ApproxMAP to detect the general trend from 1000 sequences than from 10 sequences. We observe similar effects from factors L seq , the average number of itemsets in a sequence, and I seq , the average number of items per itemset in the sequences. Moreover, we observe that ApproxMAP is scalable w.r.t. database size, as shown in Figures 9(b) and 9(c). ApproxMAP has total time complexity of
where N seq is the total number of sequences, L seq is the average length of the sequence, I seq is the maximum number of items in an itemset, and k is the number of nearest neighbors considered. The complexity is dominated by the clustering step which has to calculate the proximity matrix
Practically speaking, the running time is constant with respect to most other dimensions except the size of the database. That is, ApproxMAP scales well with respect to k and the length and number of patterns. The length and number of patterns in the data do not affect the running time because ApproxMAP finds all the consensus patterns directly from the data without having to build the patterns.
Case study: mining the welfare services DB
The above analysis strongly indicates thatApproxMAP can efficiently summarize a local database and reduce the cost for global mining. The next step is to evaluate ApproxMAP on real data. However, real sequential data is difficult to find. Most real data available in data repositories are too small for mining sequential data. Even the unusually large Gazella data set from KDD-CUP 2000 only has an average of less than 2 itemsets per sequence (Kohavi et al., 2000) . Hence, the dataset cannot be used to mine sequential patterns.
Nonetheless, we were able to access a private sequence data. Due to confidentiality issues, we breifly report the result on a real database of welfare services accumulated over a few years in North Carolina State. The services have been recorded monthly for children who had a substantiated report of abuse and neglect, and were placed in foster care. There were 992 such sequences. In summary we found 15 interpretable and useful patterns.
As an example, in total 419 sequences were grouped together into one cluster which had the following consensus pattern.
In the pattern, RPT stands for a Report, INV stands for an Investigation, and FC stands for a Foster Care Service. The pattern indicates that many children who are in the foster care system after getting a substantiated report of abuse and neglect have very similar service patterns. Within one month of the report, there is an investigation and the child is put into foster care. Once children are in the foster care system, they stay there for a long time. This is consistent with the policy that all reports of abuse and neglect must be investigated within 30 days. It is also consistent with our analysis on the length of stay in foster care. Interestingly, when a conventional sequential algorithm is applied to this database, variations of this consensus pattern overwhelm the results, because roughly half of the sequences in this database followed the typical behavior approximately.
The rest of the sequences in this data set split into clusters of various sizes. One cluster formed around the 57 children who had short spells in foster care. The consensus pattern was (R PT )(I N V, FC)(FC) (FC) . There were several consensus patterns from very small clusters with about 1% of the sequences. One such pattern of interest is shown below.
where H M stands for Home Management Services and T stands for Transportation. There were 39 sequences in the cluster. Our clients were interested in this pattern because foster care services and home management services were expected to be given as an "either/or" service, but not together to one child at the same time. Thus, this led us to go back to the original data to see if indeed many of the children received both services in the same month. Our investigation confirmed that this was true, and lead our client to investigate this further in real practice. Was this a systematic data entry error or was there some components to home management services (originally designed for those staying at home with their guardian) that were used in conjunction with foster care services on a regular basis? Which counties were giving these services in this manner? Such an important investigation would not have been triggered without our analysis because no one ever suspected there was such a pattern. It is difficult to achieve the same results using the conventional sequential analysis methods because with min sup set to 20%, there is more than 100,000 sequential patterns and the users just cannot identify the needle from the straws.
Related work
Multi-database mining has been widely researched in previous works Wu et al., 2005; Zhang et al., 2004a Zhang et al., , 2003 Zhang et al., , 2004b Zhong et al., 1999) . The overview of multi-database mining is introduced in Zhang et al. (2003) and Zhong et al. (1999) . They introduce the difference between multi-database mining and mono-database mining, and present novel significant patterns that are found in multi-database mining but not in mono-database mining. Wu et al. (2005) proposes a database classification technique for multi-database mining. Local databases in the multi-database are classified into several groups based on their similarity between each other. This can reduce the search cost in the multi-database. To find more valuable information in a multi-database, techniques to synthesize local patterns to find exceptional patterns and high vote patterns are presented in Wu and Zhang (2003) and Zhang et al. (2004a,b) . These previous researches for mining multi-database have focused on finding global patterns from frequent itemsets or association rules in local databases. In this paper, we expand the research in multidatabase mining to identify high vote sequential patterns and exceptional sequential patterns.
Many papers have proposed methods for finding frequent subsequences in a monodatabase (Ayres et al., 2002; Pei et al., 2001; Srikant and Agrawal, 1996; Zaki, 1998) . There are three works in particular, that extend the support model to find more useful patterns. Spiliopoulou (1999) extends the framework to find rules of the form "if A then B" using the confidence framework. Yang et al. (2002) presents a probabilistic model to handle noise in mining strings. However, it cannot be easily generalized to sequence of sets. Yan et al. (2003) proposes a method for mining frequent closed subsequences using several efficient search space pruning methods. However, all these methods do not address the issue of generating huge number of patterns that share significant redundancy.
There is a rich body of literature on string analysis in computer science as well as computational biology that can be extended to this problem domain. In particular, multiple alignment has been studied extensively in computational biology (Gotoh, 1999; Gusfield, 1997; Thompson et al., 1999) to find common patterns in a group of strings. In this paper, we have generalized string multiple alignment to find patterns in sequences of sets.
Conclusion and future work
Conclusion
Recently, global mining from multiple sources has received much attention. A key factor in efficient global mining is to summarize the local information in the local data mining process, and then to forward only the summary to the global mining process. However, conventional sequential pattern mining methods using the support model have inherent limitations that make it inefficient for mining multi-databases. In this paper, we have presented an alternative model, approximate sequential pattern mining, for accurately summarizing each local database, which can reduce the cost for global mining. An efficient algorithm, ApproxMAP, is proposed to find approximate sequential patterns, called consensus patterns, via multiple alignment. Extensive study on synthetic and real data demonstrate that ApproxMAP (1) can effectively summarize the local data (2) is robust to noise and outliers in the data, and (3) is robust to the input parameters k and min strength as well as the order of alignment. In short, ApproxMAP is effective and scalable in mining large sequence databases with long patterns.
Furthermore, local consensus patterns mined using ApproxMAP can be collected and processed to find global patterns from multiple sources. We present an elegant and uniform model, homogeneous sets, to detect both the high vote sequential patterns and exceptional sequential patterns. By grouping local patterns by the desired similarity level, homogeneous sets can easily identify global patterns that are supported by most local databases as well as global patterns that are rare. 
Future work
One practical improvement to ApproxMAP would be to automatically detect the best strength threshold, θ , for each cluster of sequences. An interesting approach could be analyzing the distribution of the item weights dynamically. Initial investigation seems to suggest that the item weights may follow the Zipf distribution. Closer examination of the distribution might give hints for automatically detecting statistically significant cutoff values customized for each cluster. When presenting an initial overview of the data, such approach could be quite practical. A larger research question for future study would be the evaluation of global sequential pattern mining. Evaluation of global sequential pattern mining is still an open problem. Access to real sequential data that have useful global patterns is difficult with most data available in data repositories being too small even for local sequential pattern mining. In Kum (2006) , we have proposed an effective evaluation method for assessing local sequential pattern mining methods using the IBM synthetic data generator. A similar approach can be taken for evaluating global pattern mining methods as shown in Figure 10 . The additional layer of selecting local base patterns from the set of potential global base patterns can ensure that global patterns exit in the multi-database. As a preliminary study, we tested our algorithm on a multi-database with 10 local databases. We first generated 100 potential global base patterns. Then each of the 10 local databases randomly selected 10 unique base patterns from the 100 global base patterns to use as a template for its local database. To model the variation and noise in the real data, the selected base patterns were randomly perturbed so that each of the local databases did not have any base patterns that were identical. We then manually identified the high vote and exceptional patterns that were embedded into the mutlidatabase by analyzing the base patterns used in each of the 10 local databases. Finally, we could assess whether these embeded global patterns were found by reviewing the global result patterns returned from our algorithm. Indeed, we confirmed that all global patterns were properly detected via homogenous sets. For a more systematically evaluation of global mining algorithms, further research is needed on how to generate realistic multi-databases with known embedded global patterns, as well as good evaluation criteria to apply to the synthetic data.
