Abstract: Lund University, Sweden, is developing a video analysis system for making long-term behavioural studies, primarily in complex urban environments. Road users are detected using the KLT (Kanade-LucasTomasi) interest point tracker. Trajectories are estimated using foreground -background segmentation, whereas speed is estimated using the shape analysis of interest points. The extracted trajectories are further used for behavioural analysis. The authors present the experience from an ongoing study in Stockholm city, where the task was to find out if allowing two-way bicycle traffic on one-way streets had negative effects on safety. The video analysis system was applied to detect biking in the 'wrong' direction and analyse traffic conflicts between cyclists and other road users. The manual observations done in parallel allowed validating the accuracy of system performance.
Introduction
Video recording is commonly used when making behavioural studies in road traffic. It allows collecting data over long time periods and gives the possibility of looking through the material later and in more comfortable conditions. An installed video camera has a less distractive effect on road users compared to a roadside observer. The other advantage is that the video is very illustrative and once an event of interest has been detected it can be looked at again, and additional relevant information can be retrieved. It is also possible to make more exact measurements from video data, for example extract road users' position and speed.
However, as the frequency of searched events decreases and the observational period increases, the problem of event detection becomes crucial. It is resource-consuming to use an observer watching through the entire film, and the results might still be quite inaccurate because attentiveness decreases with time. The extraction of the position and speed data manually is also very time-consuming (e.g. [1] mentions the ratio between the time spent on manually 'clicking' the vehicle position and the length of the video film processed as 10:1).
A research group at Lund University, Faculty of Engineering LTH, is developing a system that can process video data automatically. The system is aimed at studying the behaviour of road users in a complex traffic environment (primarily urban conditions and mixed traffic modes). Now, at the final stage of a four-year project, the system can detect and track vehicles, cyclists and pedestrians and measure their speed and acceleration with relatively high accuracy. Special procedures are developed for describing the interaction between road users, for example detection of encounters (simultaneous presence in a certain area), presence of a collision course, detection of conflict situations, analysis of the speed profile shapes and so on. This paper describes the methodology implemented in the system on an example of a study where it was practically applied. The study concerns the effects of the introduction of two-way cycling on streets with one-way traffic in Stockholm city and includes observations done in two stages, before and after the introduction. So far only the before-observations have been completed (the second stage is planned for autumn 2009), and therefore it is not possible to draw conclusions about the effects of the measure. The main focus of this paper lies in the performance of the system, the problems encountered and the perspectives for further improvements.
Stockholm study: background and scope
The city of Stockholm has traditionally had a rather small mode share of bicycle trips compared to many other Swedish cities. However, there are initiatives that are trying to promote cycling. One possibility is to allow biking against one-way traffic. This would extend the available network for bicycle trips and lead to shorter travel routes and times. The downside would be that it might also lead to dangerous situations and conflicts between cyclists traveling against one-way traffic and other road users.
The project aims at investigating the total safety effect of allowing cycling against one-way traffic, and not only estimating the risk at a specific street. Therefore the design of the study also includes studying changes in the total bicycle flow and in the route choice, that is from which streets bicycle traffic transfers to the one-way streets. To be able to both establish risk at specific sites and route changes, the sites were in some cases chosen so as to be able to count cyclists at several alternative routes.
Initially, 32 places were selected as potentially interesting for observations. However, finding a good place for camera installations turned out to be a complicated task. The cameras were normally attached to railings on balconies of apartments or offices, but in some places there were no buildings with balconies located near enough. At other sites there were potential camera positions but no electrical power available. Some owners of the buildings did not co-operate, or it was impossible to contact them. Finally, only 22 places were filmed, of which 18 were further analysed. Three of the excluded sites did not have any oneway streets entering or exiting the intersection (only being selected for counting bicyclists), and the fourth was excluded because the camera was too far away from the intersection to allow for proper analysis.
Eight camera units were used for the study (Fig. 1) , moved between sites just before or after the weekend and resulting in three to four weekdays of recordings at each site. A camera unit consists of a camera house that contains the camera itself and a mini-server with a high-capacity hard disk (750 Gb). The disk capacity allows continuous filming for approximately 2 weeks with 320 Â 240 resolution and 30 fps frame rate. The unit needs a power supply (12 V) and can be connected to a portable computer via a USB port for adjustment of the camera focus and starting/ ending the recordings. A video is stored as 0.5 h files in mjpg format. Further, the video material was processed and the objects moving in the 'wrong' direction were detected. To ensure the quality and also validate the work of the video analysis system, much work is still done manually. This includes (a) calculation of the vehicle, pedestrian and cyclist flows for short periods at each site (b) visual control and sorting of system detections, detecting among them situations that potentially might lead to conflicts.
Automated analyses of video data
A great deal of progress has been made in constructing systems that can monitor highways where it is only of interest to study motor vehicles [2 -6] . Today, there are commercial applications available that can generate trajectories from a highway section where all road users are travelling in the same direction. There are also classical solutions available that can track pedestrians in environments with only pedestrians present, such as parks or walkways [7 -9] .
Systems that can handle environments where more than one type of road user is present [10, 11] become more advanced as the system now has to determine the type of road user as well. Most systems [3, 6 -9, 11, 12] have to be configured for each type of road user. This is typically done by manually specifying a large set of length parameters of some wire frame model or by training the system on a large amount of manually classified training examples. Other methods [4, 10] work with more coarse models where it is enough to specify some approximate size of road users.
When it comes to vulnerable road users, efforts have been made on detecting pedestrians. The current state-of-the-art uses techniques such as bag-of-words [11] (that only uses information from some specific interest points), gradient histogram [13] (that samples the observed image more densely) or randomised forests [14] (that combine the results from several randomly generated decision trees).
Less work has been done on detecting bicycles, and for many of the approaches [14, 15] results are only provided for test images produced from within the scene (such as in the dataset [16] ) and not for the typical surveillance angle where the scene is viewed from above.
Analysis of the digital video records in this study employs several techniques that vary in degree of automation, complexity and computation intensity. Generally, the more advanced the technique, the more sensitive it is to eventual errors, quality of input data and calibration procedures and the more validation it requires.
A 'wrong-way' detector is a relatively simple analysis performed to find situations where something (e.g. pedestrian, vehicle, bicycle or just noise) is moving within the road but in the 'wrong' direction. For each of those events a small video clip is saved to allow the events to be analysed in further detail or manually sorted afterwards. Further the tracks of road users can be extracted and their speeds estimated. Finally, the tracks can be analysed to find specific situations, for example encounters or traffic conflicts.
'Wrong-way' detector
Wrong-way detection is a fast filter that is capable of removing several uninteresting parts in video sequences. Typically, parameters are chosen to ensure that no interesting events are removed, even if this means that quite a few uninteresting events are included.
The filter was implemented using the KLT (KanadeLucas-Tomasi, after the names of the developers) interest point tracker [17] . It finds points in the image that are expected to be easy to identify within the following frames. Typically this consists of points with a lot of structure such as corner points or edge junctions. Then it tracks those points over the entire video sequence. As points are lost, new points are chosen to replace the lost ones. Typically a single road user contains several interest points and large road users contain more interest points than small road users. Some results from this tracker are shown in Fig. 2 .
The tracks from the KLT tracker are then filtered based on a set of heuristics. The street is manually marked in the sequence, and all tracks outside it are removed. Also, the 'wrong'-direction is manually specified, and tracks with a direction significantly different from it are removed. This discards road users travelling in the allowed directions and crossing the street. Finally all tracks moving too slowly are removed. This discards some slow-moving pedestrians crossing the street at small angles as well as a lot of noise from interest points detected in the background.
The remaining tracks are counted, and if this count exceeds some threshold the situation is considered interesting and a video cut is extracted and stored for later processing.
Road user tracking
The tracking of road users can be performed either on the video clips produced by the detector described in the previous section or on the entire video film (usually, a video clip has to be at least 1 -2 min long to ensure the quality of the background model; therefore, if the number of detections is high and the clips 'overlap', it is easier to process the entire video material directly).
First a probabilistic background -foreground segmentation similar to the one described in [18] is performed. Background -foreground segmentation is a generalisation of the background subtraction method. Several such methods exist and they are all based on the same principle of estimating the background and then deciding which parts of the image currently show the background and which parts show something else, the foreground.
The method used has a background model that consists of only the temporal mean and variance for each pixel. The ideal way of estimating such a model would be to make a recording of the intersection at some time when there are no road users moving around. In this case the estimation of the background model would simply be the mean and variance estimated at each pixel. Unfortunately, such recordings are never available and for long-term surveillance there might also be changes in the background, which means the background model has to adapt and follow changes in the scene that are significantly slower than the road users. In normal situations it will never take a road user more than a few minutes to pass an intersection even if it has to stop and wait for a read light, which means that changes to the scene that are still in place after 10 -20 min could be considered permanent and should be incorporated into the background model.
One solution with such a behaviour is to let the background model be a sliding mean and variance over the last 10 min or so. That requires a 10 min video buffer and is slow because of all the data that have to be processed for each frame. A better solution is to use a learning factor, a number slightly less than one, which indicates how fast the system will forget the history. The background model is then estimated recursively in each frame as the weighted mean of the current background model and the new frame with the learning factor the weight for the background model. This will make the background model a sliding weighted average where the weights decline exponentially with their distance in time from the current frame. This is the classical way of estimating the background model, and it works very well as long as the traffic is not too heavy (because the mean is taken over all frames and not only those showing the background).
In heavy traffic, the estimate can be improved by using the median instead of the mean and by using the 25% and 75% quantiles instead of the variance. As before, slow changes have to be incorporated into the background, which suggests a median filter providing the median over the last 10 min. Such a median can be approximated recursively [19] by incrementing in each frame the background model with some constant amount if it is smaller than the input frame and decrementing it with the same amount if it is larger. In the same way, the 25% quantile can be estimated by letting the decrement used be four times the increment used and the 75% quantile can be estimated by letting the increment be four times the decrement. background, which is measured with Gaussian noise. In the first half of the sequence the background has intensity 60 and the standard deviation of the noise is 4, and in the second half the background intensity has changed to 180 and the noise level has increased to 6. The blue thick line shows the estimated background model using the first technique based on the mean and variance and the two dashed blue lines show an off-set of two standard deviations from this mean. The red lines show the corresponding values, but are based on the 25%, 50% and 75% quantile estimations instead. Both estimates agree equally well with the ground truth after they have converged. The learning factor and the step size were chosen to make the convergence time of the two estimates approximately equal.
In the top-right image the pixel is assumed to show the foreground 1% of the time. The foreground is modelled as uniformly distributed between 0 and 255. The quantilebased estimator still gives the same result whereas the mean-based estimator over-estimates the variance. In the bottom row the amount of foreground is increased even further and now the mean-based estimator starts overestimating the background intensity when it is lower than 127 and under-estimating it when it is higher than 127, where as the quantile-based estimator still gives reasonable results. However, the convergence time is increased and in the lower right plot it has not fully converged at the end of the sequence. The estimates archived right before the background intensity was changed and at the end of the sequence are shown in Table 1 .
Once the background model is estimated, each 8 Â 8 block of pixels in the model is compared to the corresponding pixels in the current frame using the correlation coefficient. As it is independent of intensitylevel scaling and translation, the results become fairly independent on the lighting conditions as long as the lighting is constant over the entire 8 Â 8 patch, that is it fails at the borders of sharp shadows. The output of this step is a probability for each pixel, which is close to 1 if the pixel belongs to the foreground and close to 0 if it belongs to the background. For nearly uniform blocks with very little structure, such as a car roof or road pavement, this probability becomes close to 0.5. This is because in these cases the correlation coefficient becomes unreliable and thus the algorithm becomes more uncertain. Fig. 4 shows some examples of the analysis.
After the foreground probability is calculated for each pixel, the surrounding pixels are used to decide on the final classification. A Markov random field is formulated where in addition to the per pixel foreground probabilities also the pair-wise probabilities of two neighbouring pixels belonging either to the same segment (foreground or background) or to different segments are considered. Typically there is a much higher likelihood for pixels to belong to the same segment than to different segments. By using this information the unknown parts of the image can be filled in as either background or foreground. Also, errors such as small noise segments, small holes or shadow borders are removed.
The problem of solving the Markov random field, for example finding the segmentation that maximises all the probabilities, can be formulated as a graph-cut problem, which can be solved fast and gives a globally optimal solution. This means that among all 2 640Â480 ' 10 92476 possible segmentations for a 640 Â 480 image, the one found is guaranteed to be the one with highest likelihood.
In the case of a video it is possible to speed up the calculations even more by utilising the fact that the result for adjacent frames looks very similar; typically the road users have only moved a few pixels each. This is described in [20] , where they need on average only 33.6 ms to process a 368 Â 256 frame and 78.0 ms to process a 720 Â 578 frame on a 2.8 GHz P4.
The detected foreground pixels, for example those painted white in Fig. 4 (right) , are, within each frame, clustered together into a few connected components, where two foreground pixels are considered connected if they are neighbours. The neighbours of a pixel are defined as the pixels directly above, below, left and right of it, that is each pixel has four neighbours. These connected segments typically correspond to one or more road users. It is only on rare occasions that a single road user is split into several connected components, whereas it is quite common for several road users to belong to the same segments. The latter happens each time one road user is occluded by another, but it is also fairly common for two road users that are very close to become a single connected component, even if there is no occlusion.
These connected components are then used to cluster the interest point tracks from the previous sections into clusters of tracks belonging to the same road user. If there are more interest point tracks connecting two connected components than there are interest point tracks separating them, they are grouped together. This is a very easy operation as there can be no ambiguities, for example either two connected components are in the same group or they are not. There is no optimisation needed. But each group will contain several road users, because whenever there are occlusions road users will be clustered together. To resolve this, the groups have to be split again. As it is fairly uncommon for a single road user to be split into several connected components, events of two sets of tracks belonging to different connected components for more than a few adjacent frames can be used to convert these two sets into two different road users. Allowing a single road user to consist of more than one connected component for a few frames improves the robustness of the system as this does happen for example, when, a car passes behind a lamp post. Fig. 5 shows the tracks from a single car after the clustering is done.
After the clustering of interest point tracks, each road user is represented as a set of interest points in each frame. By calculating the mean over all those points, a point close to the centre of the road user is found, which is used as the resulting position of the generated track. Unfortunately, this position jumps slightly back and forth as interest points are lost and new ones are picked up. This means that it cannot be used to estimate velocities.
Tracks going in the 'wrong' way can be easily detected by using, for example, some entrance and exit gates that a track has to pass. The size of the connected segments representing a road user in the image can give a rough estimation of its real size, which allows one to make estimations on the type of road user (vehicle, pedestrian or cyclist).
Velocity estimation
To obtain a more precise estimation of the velocity of a road user, a shape analysis of interest points, similar to [21] , is performed. The transformation between each set of interest points in terms of rotation translation and scaling is estimated as illustrated in Fig. 6 . A mean shape for the total set of interest points is estimated at the same time as the transformations. Then the position in each frame can be expressed as a transformation in terms of rotation translations and scaling from this mean shape into the shape observed in the image. The centre point is then estimated once for the entire track as the mean over all the points in the mean shape. Its position in the different frames is then found by applying the transformation for that frame. Figure 4 Background -foreground segmentation example. Left: input frame. Middle: foreground probability per pixel (white pixels have high probability of being a foreground whereas the black pixels have a very low probability). Right: resulting segmentation This gives a smoother estimate of the position as it is no longer assumed that the same set of interest points is available in each frame, so the events of losing interest points and picking up new ones are handled much better. Unfortunately, it is assumed that the shape of the interest points does not change, for example the only transformations it accounts for are rotation translation and scaling. This is not the case when the interest points come from a three-dimensional object viewed with a projective camera, as they can be transformed with a full projective transformation. This means that this measurement is not very good as a position estimate, especially at the beginning and end of the track, where it might be well outside the entire road user. But differentiation of this position gives a very good estimation of the velocity of a road user, whereas measurements from the previous section can be used to estimate the position.
Systematic errors in speed and position estimation
An image observed in a camera view is a two-dimensional representation of three-dimensional reality; therefore, it is not possible to calculate distances between the objects in reality using measurements in the image only. However, with some prior knowledge about the reality some approximation can be done. For example, if the image is transformed as if taken from straight above the intersection (i.e. rectified), it would resemble an intersection map and the distances can be re-calculated using simple scaling.
The rectified image provides accurate distances between the points in a certain plane in reality, usually the road plane. However, the distances between the object's parts that are elevated would be distorted, and the higher the elevation the higher the distortion. The approximation that the objects are flat and lie in the road plane introduces a systematic error in position estimation as, seen from aside, an object appears to take more place on the road than it actually does. This error depends on the object's height, orientation and distance from the camera, and the angle at which it is seen, that is theoretically the error is not constant as the object passes through the camera view. In practice, the error varies between 1 and 2 m for smaller road users (cars, cyclists and pedestrians), but for larger vehicles, such as buses or lorries, it is much higher.
Despite the error in position the estimation of speed remains quite accurate. If the position error size does not change much during object passage, the speed (i.e. change of the position) is nearly free from error and thus the speed estimations have higher accuracy even without special corrections. Fig. 7 illustrates some results from a test where a car with an installed speed logger was observed and the logged speed was compared with estimations from the video data.
Detection of conflict situations
Traffic conflicts are situations close to accidents (a breakdown in the interaction between road users) but with a less degree of severity. There are several traffic conflict Figure 6 Transformation between two sets of interesting points techniques developed, where a conflict is defined using different indicators. The most common indicators are timeto-collision (TTC) and post-encroachment time (PET) or some variation of these parameters [22 -24] .
TTC is 'the time required for two vehicles to collide if they continue at their present speed and on the same path' [23] . If two road users pass a common spatial zone but at different times, calculation of TTC is not possible. Such encounters can be described by PET, defined as the time difference between the first road user leaving the common spatial zone and the second one arriving at it ([1], Fig. 8) . A similar, but continuous, parameter indicating what the PET value will be if road users continue at their present speed and path is called time advantage (TAdv) in [25] and gap time in [24] .
The mentioned indicators are quite simple to calculate if two vehicles are on a parallel or perpendicular course (the calculation procedures are, for instance, described in [26, 27] ). However, in most general case two vehicles can approach each other from any side and at any angle. Moreover, even for the same approaching angle there are several possible ways for two vehicles to collide (Fig. 9 ).
It can be seen from the figure that in all the cases it is the corner of one vehicle that hits the side of another. In the most general case one has to separately calculate TTC for a side and a corner of two vehicles in all possible combinations and find the minimal value, which will be the TTC for the vehicles.
The problem in calculating of TAdv is the definition of the common spatial zone, which can be quite large if the crossing angle is not perpendicular (see Fig. 10 ). In some cases both vehicles can appear in the common zone, but still avoid a collision. To overcome this problem the indicators have to be re-defined in other terms, excluding the uncertain geometrical criteria. Here we used the following definition of TAdv: 'the minimal delay of the first vehicle which, if applied, will result in a collision (assuming that otherwise the vehicles preserve the same speed and path)'. Practically, this also implies that TAdv has to be calculated for all corner-side combinations of the two vehicles and the minimal value will be the TAdv for the vehicles.
Another problem is the definition of the planned path for each road user. A human observer can easily project the planned trajectory, but it is quite difficult to explain how exactly this projection is done. A possible approximation is to assume that the road user actually follows a planned path, that is to calculate indicators along a trajectory that is known. This can be misleading in case the road user avoids a conflict by changing the path, for example taking a larger radius in a turn or changing a lane. Fig. 11 shows an example of calculated TTC and TAdv profiles for an encounter between two road users. At the beginning (time from T 1 to T 2 ) they are on a collision course and TTC decreases as they approach each other. However, at the same time vehicle 1 starts braking and vehicle 2 accelerates. Because of this, from moment T 2 they are no longer on a collision course and TAdv starts going up from zero. From moment T 3 , vehicle 2 is no longer in the way of vehicle 1 and none of the parameters can be calculated.
PET can be calculated as the time interval between T 3 and the moment when vehicle 1 arrives at the area that has been occupied by vehicle 2 at T 3 . However, we consider the TAdv value at T 3 as a more relevant indicator, since PET can be affected by changes in the speed of vehicle 1 after T 3 , Figure 8 Conventional definition of PET [1] Figure 9 Possible collision types for the same approach angle (adopted from [27] )
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IET Intell. In this way interactions between detected road users can be analysed. By setting certain threshold values for TTC and TAdv, potential conflict situations can be detected.
Results
The recording at 18 sites for 3 -4 days resulted in 2.5 Tb of data and 900 h of daytime video material. After the first stage of video analysis, that is the detection of objects moving in the 'wrong' direction, this amount was decreased to approximately 27 000 short video clips, with a total length of approximately 115 h. It was decided that this material would be looked through by two observers who sorted all the detections into four categories: bicyclists, pedestrians, cars and other (wrong detections or odd situations). This work took approximately 1 month of full-time work for the observers. The results are presented in Table 2 . Since the observational periods were not the same at each site, the numbers are given as an average per day.
To estimate the accuracy of automatic detection, manual cyclist counts were also done at each site for one or two 0.5-h periods (from the video records). The comparison between manual counts and automatic detection is given in Table 3 . Initially, manual detections were expected to provide the 'ground truth' with which automatic detection could be compared to. However, at some sites the automatic system found more cyclists than the observers did. Therefore the results in the table are compared to the 'best estimate', which is the maximum between the number of cyclists detected manually and with the help of the video analysis system.
Another task performed by the observers was to detect situations that involve 'wrong-way' cyclists and potentially might lead to conflicts. Totally, only 43 such situations were found, none of which was classified as a serious conflict according to the definition of the Swedish Traffic Conflict Technique [23] .
The information available after the video clips had been manually sorted was sufficient for the purpose of the study. Therefore the extraction of road users' tracks was not done on a large scale, but only for a test purpose. Site 33 was chosen for this test as it had a relatively high number of potential conflicts (6) concentrated during four 0.5-h periods (i.e. totally 2 h of video). The tracks were extracted for all road users during this period. Even though there was a possibility to analyse only short sequences detected in the first stage, it Figure 10 Problem of calculation of TAdv in case of nonperpendicular approaching angle: the zone becomes larger and the second vehicle can enter it while the first one has not left it and still the collision is avoided was interesting to compare the performance of these two techniques in the detection of 'wrong-way' cyclists, too. As there are no serious conflicts to be found, the conflict criteria were set quite loose: one of the road users in an encounter had to move in the 'wrong' direction with TTC , 2 s or TAdv , 1 s. Table 4 shows the results of this test.
The studied site appeared in the shade of a large tree during most part of the day. This resulted in many false track detections located on the shade border (as the leaves were moving in the wind, the shades were detected as separate objects). These tracks were, however, very easy to sort out as they were abnormally long in time whereas the travel length did not exceed 1 -2 m.
Discussion
One of the main benefits of automated video analysis is that it condenses the video material when the events of interest are rare. The amount of raw video data collected in this study is hardly feasible to process employing only human observers. However, the amount of manual work is still significant; therefore, there is an urgent need for further automation of the process (e.g. use of the track detection and analysis technique on a larger scale).
The detection of 'wrong-way' cyclists by the automated system is about 70%, which is quite effective (60 out of 86 in Table 3 ). However, configuration of the system for a high detection rate results in many false detections. Only 15% of all the detections are cyclists whereas the main part (72%) consists of pedestrians walking on the street (Table 2 ). This problem can be partly mitigated if a more advanced filter that distinguishes between cyclists and pedestrians is introduced. The filter should include threshold values for both the size and the average speed of a moving object.
Generally, automated detection has a lower detection rate compared to human observers. However, in some cases (sites 2, 5 and 23 in Table 3 ) the video detector found cyclists that were missed by the observers. All three sites are very lively with pedestrians and cyclists mixed, crossing or moving on the street in all possible directions. Such an environment might be quite distracting for a human observer, whereas the automated detector is not much affected as long as the space between road users is large enough to detect them as separate objects. Only four of the six known conflicts were detected by the track-based detector (Table 4) . Analysis of the 'misses' showed that in both cases the reason was that the 'wrong-way' cyclists were not detected at all. However, the general detection rates of the simple 'wrong-way' detector and the track-based detector are quite the same (17 cyclists in both cases, but not exactly the same ones), so it might just be a coincidence that the missed cyclists were involved in conflicts. Further tests based on more conflict data will help in obtaining more reliable figures. 
Conclusions
The developed automated video analysis system has great potential for use in behavioural studies, especially when the studied events are rare. However, at the moment, the amount of false detections is still very high and more advanced filtering algorithms are needed.
It is rarely possible to find a good location to install a camera. Therefore more efforts should be put on developing techniques to compensate for a poor view by using data from several cameras.
There is still a need to improve the accuracy of position and speed estimation, which are important parameters for calculation of safety-related indicators. Since video analysis provides continuous description of road users' trajectories and speed profiles, it provides data for more comprehensive analysis of the behaviour and interactions and can be used, among others, for validation and enhancement of the conflict techniques.
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