I. INTRODUCTION
Networks of autonomous agents are often tasked with collaborative objectives. To achieve such collaborative goals, each agent typically requires knowledge of the dynamics of neighboring agents, where the states of network neighbors are assumed to be continuously available (cf., [1] - [4] ). Continuous communication of state information facilitates the ability to configure the network topology; however, such feedback has an associated cost (e.g., bandwidth consumption, transmit power, large signature that can be detected/monitored). strategies assume constant information exchange between agents. Additionally, since intermittent communication can result in switching network topologies, designing trigger functions with respect to switching network topologies can be challenging. Motivated to design a uniform trigger condition for agents under arbitrarily switching topologies, a uniform control matrix is developed in [28] by jointly using Riccati inequalities associated with dynamics of the follower agents and network topologies, which facilitates the design of a uniform trigger condition for the agents and ensures a uniform convergence rate of the tracking error under arbitrarily switching graphs. Riccati inequalities were also used to facilitate the convergence analysis in [29] , although not for developing an event-triggered controller to reduce interagent communication. An event-triggered control approach considering limited communication for leader-follower consensus with fixed and switching topologies was developed in [30] ; however, the trigger function requires neighboring information via continuous communication.
The methods developed in this paper eliminate the need for continuous communication, and thereby reduce the required communication bandwidth by using an open-loop estimate of the neighbor's state. An advantage of the open-loop estimate is that no interagent communication is required between triggering events. The challenge is that open-loop state estimation can be unstable, resulting in a failure to achieve the cooperative network objective. To overcome such challenges, an event triggering strategy that provides sufficient intermittent feedback is developed to ensure leader-follower consensus. Specifically, the estimates of the neighbors' states are used as a substitute for the neighbor's true states, resulting in less interagent communication. We analyze the interplay between the control gains and the dynamics of the estimate error to obtain a trigger function that determines the next required estimate update without using inter-agent communication. A Lyapunov-based analysis is provided that ensures bounded leader-follower consensus.
II. PRELIMINARIES AND PROBLEM STATEMENT

A. Algebraic Graph Theory Preliminaries
A directed graphḠ consists of a finite node set V and an edge set E, where E ⊆ (V × V). An edge, denoted as (j, i), implies that node i can obtain information from node j, but not vice versa. On the contrary, the graph G is undirected if (i, j) ∈ E implies (j, i) ∈ E, and vice versa. The neighbor set of agent i is defined as
A directed path is a sequence of edges that connect consecutive vertices in a directed graph. An undirected path of the undirected graph is defined analogously. An undirected graph is connected if there exists an undirected path between any two distinct nodes in the graph. An adjacency matrix A = [a ij ] ∈ R N ×N of the directed graph is given by a ij > 0 if (j, i) ∈ E, and a ij = 0 otherwise. For the undirected graph, a ij = a j i . For both the directed and undirected graph, a ii = 0 and
N ×N , where l ii = j = i a ij and l ij = −a ij , where i = j.
B. Agent Dynamics
Consider N follower agents, defined as V {1, 2, . . . , N }, with a network topology modeled by an undirected graph G = (V, E). LetḠ denote a directed graph with the node set V ∪ {0} and the edge set that contains all edges in E and the edges connecting leader agent 0 and follower agent j ∈ V. The dynamics of the followers and the leader are described byẋ
where x i ∈ R n and u i ∈ R m denote the state and control input of follower agent i ∈ V, respectively, x 0 ∈ R n denotes the leader's state, A ∈ R n ×n is a state matrix, and B ∈ R n ×m is a full column rank matrix.
Remark 1: A disturbance ξ ∈ R n can also be added to the leader's dynamics asẋ 0 = Ax 0 + ξ, where ξ ≤ξ andξ ∈ R + is a positive constant. Furthermore, given the same trigger condition, introducing the noise does not cause system instability even though the followers keep using the same controller.
Assumption 1: The dynamics of the follower agents are controllable, i.e., the pair (A, B) is stabilizable.
Assumption 2: The leader trajectory, x 0 , is bounded (i.e., ∃M < ∞ x 0 (t) < M, ∀t). Definition 1: A directed graph is connected if each follower has a directed path from the leader.
C. Control Objective
The objective is to achieve bounded leader-follower consensus under the constraint that feedback from neighboring follower agents is only intermittently available. To quantify the control objective, let the leader-follower tracking error for agent i be defined as ε i x i − x 0 ∈ R n and ε denotes the stacked form of ε i .
III. LEADER-FOLLOWER CONSENSUS UNDER FIXED TOPOLOGIES
Consider N follower agents with a fixed network topology that satisfies the following two assumptions.
Assumption 3: G is connected and at least one follower is connected to the leader.
Assumption 4: The followers that are connected to the leader can continuously receive information from the leader.
Note that the communication between followers is undirected, and the communication from the leader to the subset of the followers is directed.
A. Intermittent Feedback Approach
Based on the subsequent convergence analysis, a decentralized event-triggered controller for agent i ∈ V is designed to reduce follower-to-follower communication as
where K ∈ R m ×n is a control gain,ẑ i ∈ R n is the relative state estimate,x i ,x j ∈ R n are state estimates defined in the subsequent analysis, and d i = 1 if agent i is connected to the leader, d i = 0 otherwise. In (3), the control gain K can be designed as [28] 
where P ∈ R n ×n satisfies the following Riccati inequality:
In (6)
where L is a previously defined Laplacian matrix, and
The minimum eigenvalue δ m in is positive because H is a positive definite matrix based on Assumption 3 and [31, Lemma 1] . In (4), the computation ofẑ i only requiresx i (i.e., the estimate of agent i's state) andx j , j ∈ N i , (i.e., the estimates of the neighboring followers' states), instead of using their true states x j , j ∈ N i , via continuous communication. When the leader is a neighbor, the true state x 0 is used since the leader state is available according to Assumption 4. The estimatex j in (4) evolves according to the dynamicṡ
for k = 0, 1, 2, . . ., wherex j is an open-loop estimate that flows along the leader drift dynamics during t ∈ [t j k , t j k + 1 ), where feedback is used to reset the estimate at the discrete times t j k , for j ∈ N i , where t j k is the event-triggered time. Although agent i does not communicate the estimatex i , agent i maintainsx i for implementation in (4). The estimatê x i is updated continuously with the dynamics in (7) and discretely at time instances described in (8) . Therefore, u i is a piecewise continuous signal, where communication is required when state information is transmitted to, or received from, neighboring agents for estimate updates; otherwise, u i flows continuously during the interevent intervals.
B. Dynamics of Estimate Error
The controller in (3) and (4) 
is used in the subsequent event-triggered design. Using (1), (3), and (7), the stack form of the time-derivative of (9) can be expressed aṡ
where e ∈ R n N is defined as e [e 
C. Closed-Loop Error System
Using (9), a nonimplementable form 1 (to facilitate the subsequent analysis) of (3) can be expressed as
Substituting (11) into the open-loop dynamics in (1) and using the definition of ε i yields a stack form of the closed-loop consensus error system:
To facilitate the subsequent analysis, a relationship between ε andẑ is developed, whereẑ
wherex [x 1 ,x 2 , . . . ,x N ] T ∈ R n N , and 1 N is the ones vector with denoted dimension. Using the relationship
The expression in (11) is nonimplementable because e j is unavailable without continuous interagent communication.
the useful expressionx
can be obtained. Combining (13) and (14) yields
whereẑ is governed by the dynamicṡ
where (2) and (7) were used.
D. Convergence Analysis
In this section, leader-follower consensus with the event-triggered controller designed in (3) is examined using a Lyapunov-based analysis. To facilitate the subsequent convergence analysis, an event time t i k is explicitly defined as follows.
Definition 2: An event time t i k for the follower agent i ∈ V is defined as
for k = 0, 1, 2 . . ., where c i ∈ R > 0 is a positive constant defined as
is a positive constant, and β ∈ R > 0 satisfies
where γ i , i = 1, 2, 3, are positive constants defined as
where, based on the structure of γ 2 and γ 3 , γ 2 = 0 and γ 3 = 0, δ 1 ∈ R > 0 satisfies 0 < δ 1 < δ m in , and λ m in (·) and S m ax (·) denote the minimum eigenvalue and the maximum singular value of a matrix argument, respectively. Remark 2: A cost for the event-triggered method, compared to distributed networks that assume continuous communication, is that some knowledge of the graph Laplacian is required. Specifically, the triggering condition in (17) only requires spectral knowledge (i.e., the minimum eigenvalue λ m in (·) and the maximum singular value S m ax (·)) of the Laplacian matrix. While the exact Laplacian may not always be available, various results (e.g., [32] - [34] ) can be used to derive the bound of such spectral knowledge based on limited knowledge of the Laplacian. A priori information about the network (i.e., the set of possible switching topologies) can also be utilized to facilitate the development of the spectral knowledge bound. This idea is analogous to assuming knowledge of a disturbance bound in classic control problems, where the exact disturbance is unknown.
Theorem 1: Provided agents receive feedback at the event times t i k defined in (17) , then the controller designed in (3) and (4) ensures that the network system achieves bounded leader-follower consensus as
Proof: Consider a Lyapunov function candidate V :
where P is a symmetric positive-definite matrix satisfying (6) . Using (5) and (12), the time derivative of (20) can be expressed aṡ
Since H is symmetric and positive definite, (6) can be used to upper bound (21) aṡ
Using (15), (22) can be upper bounded bẏ
where δ m in = δ 1 + δ 2 for δ 1 , δ 2 ∈ R > 0 . By using the inequality (23) can be upper bounded bẏ
where γ i , ∀i = 1, 2, 3 are positive constants defined in Definition 2. Provided feedback is available at each event time t i k as defined in (17) then the inequality in (24) can be upper bounded aṡ
Given (20) and (25), the inequality in (19) can be obtained. Based on (20) and (25), ε ∈ L ∞ . Based on the definition of ε and Assumption 2, it is straightforward to show that x i ∈ L ∞ . Sincex i follows the same dynamics as the leader according to ( 
Remark 3: A cost function, J ∈ R, consisting of the tracking error and number of communication events can be defined as
where N c i ∈ N represents the number of communication events for agent i over the time window of T ∈ R > 0 , and Q ∈ R n ×n denotes the positive definite weighting matrix of the tracking error. This cost function can be used for arbitrating between convergence rate and number of communication events through simulation trials based on the user's preference.
E. Minimal Interevent Interval
The event times defined in (17) indicate the maximum time between events allowed to ensure bounded convergence given the open-loop estimate in (3) and (4). The development in this section determines the positive lower-bound on the minimum interevent interval. If the event time intervals were zero, communication would need to occur infinitely fast (i.e., Zeno behavior). To prove Zeno behavior is avoided, the subsequent development establishes a positive lower bound on t i k − t i k + 1 , thereby establishing the worse-case maximum communication rate that needs to be available.
Theorem 2: The event time defined in (17) ensures that the minimum interevent interval τ t
where c ∈ R > 0 is defined as c
is the upper bound of ẑ i , which is proven to be bounded in Theorem 1.
Proof: Taking time derivative on both sides of (9) and using (7) and (3), the dynamics ofė i can be obtained aṡ
which can be upper bounded aṡ
where y : [0, ∞) → R ≥0 is a non-negative, piecewise continuous function, which is differentiable in the interevent interval and is defined as
can be lower bounded by y as
where y 0 ∈ R ≥0 is the initial condition of y, which is 0 since e (t 
where c is defined in Theorem 2. Using the trigger condition defined in (17) along with (31) and (32) with t → τ yields
Since the first term of RHS in (33) is positive, (33) can be further bounded by
The lower bound of τ defined in (27) can be obtained by solving (34) .
Remark 4:
This lower bound implies that Zeno behavior is excluded. However, there is a tradeoff between the minimum interevent interval and the error convergence rate. A higher value of the control gain K can yield a smaller value of τ , which increases the convergence rate, and vice versa.
IV. LEADER-FOLLOWER CONSENSUS UNDER SWITCHING TOPOLOGIES
In this section, an event-triggered-based decentralized control approach is developed to extend the results developed in Section III to achieve leader-follower consensus under switching network topologies. To address the switching topologies, the following definition and assumptions are made.
A. Definitions and Assumptions
The time-varying interaction topology of the N followers described in (1) can be modeled by a switched undirected graph G σ , where the piecewise constant switching signal σ : [0, ∞) → P indicates an underlying graph from a finite set P {1, 2, . . . , M} at time t, such that {G p : p ∈ P} includes all graphs in {∪ t ≥0 G}.
Similarly, the time-varying interaction topology of the leaderfollower system described in (1)- (2) is modeled by a directed switching graph denoted asḠ σ , which consists of the node set V ∪ {0} and the edge set that contains all edges in G σ and the edges connecting node 0 and the followers that have a directed edge from the leader.
Assumption 5:Ḡ p is connected for each p ∈ P. Assumption 6: The switching signal σ has a finite number of switches in a finite-time interval. Specifically, σ switches at t q and is invariant during a nonvanishing interval [t q , t q + 1 ), q = 0, 1, . . ., with t 0 = 0, 0 < Ω < t q + 1 − t q < T , where Ω, T ∈ R are positive constants, and Ω is a nonvanishing dwelltime. Additionally, the switching sequence of σ is arbitrary.
B. Controller Design
In the previous section, the decentralized controller received intermittent feedback at discrete points determined from an error-based triggering condition. In this section, events that trigger communication also include switches in the topology.
Motivated by the development in the previous section and the subsequent convergence analysis, a decentralized event-triggered controller for agent i ∈ V is designed with the same structure as in (3) and (4) , where N i is a time-varying neighbor set, and the estimatex j evolves according to the dynamicŝ
if j is a new neighbor otherwise
for E, k = 0, 1, 2 . . ., wherex j is an open-loop estimate that flows along the leader dynamics during t ∈ [t j E , t j E + 1 ), where feedback is used to reset the estimate at the discrete time t i E , for j ∈ N i . In (37), t q is the time whenḠ σ switches. Although agent i does not communicate the estimatex i , agent i maintainsx i for implementation. The estimatê x i is updated continuously with the dynamics in (36) and discretely at time instances described in (35) . Therefore, u i is a piecewise continuous signal, where communication is required when any new one-hop neighbor is connected or when state information is transmitted to, or received from, neighboring agents for estimate updates; otherwise, u i flows during the interevent intervals.
Remark 5: In (37), since the link between two follower neighbors is undirected, j ∈ N i implies i ∈ N j . That is, mutual communication is conducted at t q if j ∈ N i is a new neighbor.
C. Estimate Error Dynamics
Following the same procedure developed in (9) , the dynamics of the estimate error of the switched system can be expressed aṡ
where σ is the switching signal defined in Section IV-A. To facilitate the subsequent stability analysis, a symmetric positive definite matrix P is solved from the following Riccati inequalities:
where K is the control gain defined in (5) with the P matrix solved from the Riccati inequalities in (39). In (39), δ p ∈ R > 0 is the minimum eigenvalue of H p and is a positive constant based on Assumption 5 and [31] . To facilitate proving the consensus convergence of the switched system with an arbitrary switching sequence, a minimum value of a finite set composed of δ p , denoted by δ m in , is defined as
D. Closed-Loop Error System
Following the development in (12) , the stack form of the closed-loop consensus error system for the switched system can be expressed aṡ
where ε is defined as
whereẑ is governed by the dynamics defined in (16) .
E. Convergence Analysis
Since communication can fail in an unpredictable manner, a convergence analysis for the switched system with an arbitrary switching sequence is required. To this end, the objective in this section is to prove the existence of a common Lyapunov function which considers an arbitrary switching signal σ.
Definition 3: An event-triggered time t i k for the switched system is defined as in (17) , where the positive constants k i , i = 1, 2, 3 are associated with the switched system parameters and are redefined as
where δ m 1 ∈ R > 0 satisfies 0 < δ m 1 < δ m in such that γ 2 > 0 and γ 3 > 0. Theorem 3: Provided agents receive feedback at the event times t i E defined in (37), then the controller using the same structure as (3) and (4) ensures that the network system in (1) and (2) modeled by the switching graphḠ σ achieves bounded leader-follower consensus defined
Proof: Consider a common Lyapunov function candidate V defined as in (20) with the P matrix defined in (39). Following the proof of Theorem 1, the following inequality can be developeḋ
where δ m in = δ m 1 + δ m 2 for δ m 1 , δ m 2 ∈ R > 0 , and δ m 1 is included in γ 1 , γ 2 , and γ 3 defined in Definition 3. If the trigger condition in (17) is satisfied and β is selected according to (18) , then (47) and (20) can be used to show (46).
F. Minimal Interevent Interval
Based on Assumption 6, graph switches never cause Zeno behavior (i.e., Ω < t q + 1 − t q ). Therefore, only the following three intervals smaller than μ are analyzed. 
Proof:
The proof is similar to the proof of Theorem 2 and is thus omitted.
V. DISCUSSION
A decentralized event-triggered control scheme for leader-follower network consensus under fixed and time-varying network topologies is developed to reduce communication with neighboring agents while ensuring the stability of the system. The estimate-based decentralized controller along with the decentralized trigger function reduces the number of interagent communications and prevents potential communication channel overload. A Lyapunov-based stability analysis indicates that the network system achieves bounded leader-follower consensus under this event-triggered control scheme in the presence of noise. Moreover, the trigger function is proven to never exhibit Zeno behavior. Based on our previous result in [35] , additional research will focus on event-triggered leader-follower consensus for a network of heterogeneous agents.
