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Abstract—This paper presents a time discretization of the
robust exact filtering differentiator, a sliding mode differentiator
coupled to filter, which provides a suitable approximation to the
derivatives of some noisy signals. This proposal takes advantage
of the homogeneity of the differentiator, allowing the use of
similar techniques to those of the linear systems. As in the original
case, the convergence robust exact filtering differentiator depends
on the bound of a higher-order derivative; nevertheless, this new
realization can be implemented with or without the knowledge of
such constant. It is demonstrated that the system’s trajectories
converge to a neighborhood of the origin with a free-noise input.
Finally, comparisons between the behavior of the differentiator
with different design parameters are presented.
Index Terms—Discrete-time systems, On-line differentiation,
Sliding mode differentiators, Homogeneous systems.
I. INTRODUCTION
Usually, a control law or an observer is designed in
continuous-time, but it is implemented in a digital system.
They are implemented under the assumption that the sampling
time is small enough to preserve its continuous-time property.
However, its properties can be lost or modified. Different
methodologies have been proposed to obtain adequate
realizations, aimed to preserve those properties of the
continuous-time systems. Some examples are Euler method,
Exact discretization [1], and implicit discretization [2] to name
a few.
On the other hand, a differentiator allows to implement
many applications, such as control laws based on derivatives of
a signal, and estimation of unmeasured states and parameters
[3]–[5]. In [6] a homogeneous differentiator was proposed, it
can estimate the first n derivatives of a signal with a bounded
(n + 1)-th derivative. Moreover, it presented robustness to
delays and bounded noises. Different time discretization
methodologies has been used with the objective of preserve
its accuracy and robustness [7]–[11]. Recently, a new robust
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exact filtering differentiator was presented in [12], which
improves the accuracy and presents the desirable properties
of the differentiator presented in [6].
This paper’s contribution is a new discrete-time differentia-
tor and a demonstration of its convergence to a neighborhood
of the origin. This discrete-time differentiator is based on the
methodology presented in [11] and the robust exact filtering
differentiator [12]. This paper is organized as follows. In Sec-
tion II, a summary of the differentiation problem is presented.
In Section III, the standard differentiator [12] and robust exact
filtering differentiator [12] are introduced and compared. In
Section IV, the proposed discrete-time realization is given
and analyzed. In Section V, with the purpose of showing
the performance of the new discrete-time differentiator, two
simulations are presented with different selected parameters
and conditions. In Section VI, the main results of the paper
are summarized, and future work is presented.
II. PROBLEM STATEMENT AND PRELIMINARIES.
A. Notation and Properties.
Let x ∈ R. The absolute value of x, denoted by |x|, is
defined as |x| = x if x ≥ 0, and |x| = −x if x < 0. The
set-valued function sign(x) is defined as sign(x) = {1} for
x > 0, sign(x) = {−1} for x < 0, and sign(x) = [−1, 1]
for x = 0. For γ ≥ 0, the signed power γ of x is defined as
⌊x⌉γ = |x|γ sign(x), particularly, ⌊x⌉0 = sign(x).
For any matricesC ,D ∈ Rn×m and any symmetric positive
definite matrix Λ ∈ Rn×n the following inequality hold:
CTD +DTC ≤ CTΛC +DTΛ−1D, (1)
this property can be found in [13].
B. Problem statement.
The objective of a differentiator is to obtain online the
first n derivatives of a function even if there is noise in the
measurement. f0 (t) represents this function, f0 : R → R.
f0(t) is assumed a function at least (n+1)− th differentiable
and its n + 1 derivative is bounded by a known real number
L > 0, i.e., |f
(n+1)
0 (t) | ≤ L. The input of the differentiator
is defined as f(t) = f0(t)+∆ (t) and ∆(t) correspond to the
noise in the input. Additionally, it is also assumed that ∆(t)
is a Lebesgue-measurable bounded noise with |∆(t)| ≤ δ for
a real number δ > 0, which can be unknown.
To design a differentiator, a space state representation is
used, it allows to compute the derivatives f
(1)
0 (t), f
(2)
0 (t), · · · ,
f
(n)
0 (t). The state variables are defined as xi(t) = f
(i)
0 (t) and
x =
[
x0 x1 x2 · · · xn
]T
∈ Rn+1. Therefore, one
can obtain the following representation for the differentiation
problem in the state space:
x˙(t) = Ax(t) + en+1f
(n+1)
0 (t)
f(t) = eT1 x(t) + ∆(t)
(2)
with the canonical vectors e1 =
[
1 0 · · · 0 0
]T
,
en+1 =
[
0 0 · · · 0 1
]T
and A =
[0(n+1)×1 e1 e2 · · · en], which is a nilpotent matrix
of appropriate dimensions. Notice that the successive time
derivatives of f0 (t) can be obtained through the design of a
state observer.
III. DIFFERENTIATION
A. Standard Differentiator
With the purpose of obtain the first n derivatives of f0 (t),
a continuous-time differentiator was proposed in [6] as:
z˙ = Az +Bu (σ0 −∆(t)) (3)
where u (σ0) = [υ0,n (σ0) υ1,n (σ0) · · · υn,n (σ0)]
T
,
υj,n (·) = −λn−jL
j+1
n+1 ⌊·⌉
n−j
n+1 , B is the identity
matrix of appropriate dimensions, σj = zj − xj and
z =
[
z0 z1 z2 . . . zn
]T
is the finite-time estimate of
the state vector x using adequate λj > 0 (see [12]). Sequences
of parameters λj are presented in [12] for n ≤ 7, but , they
are not unique due to the fact that the sequences can be built
for any λ0 > 1 [6]. For instance, in [14], λj is defined for
1 ≤ n ≤ 10. Since the function ⌊z0 − f (t)⌉
0
is discontinuous
at z0 = f , the solutions of system (3) are understood in
the Filippov sense [15]. Under the above assumption with
respect to f0(t), ∆(t), L and λj , the standard differentiator
(3) ensures the following precision
|zj−f
(j)
0 (t) | ≤ µjL
j
n+1 δ
n+1−j
n+1 , µj > 0,
j = 0, 1, · · · , n,
(4)
which correspond to an asymptotically optimal accuracy [16].
B. Robust Exact Filtering Differentiator
Although, differentiator (3) offers good performance when
there exists a Lebesgue-measurable bounded noise ∆(t) such
that |∆(t)| ≤ δ with small average δ, its performance becomes
significantly reduced when δ is large. On the other hand, a
bounded noise is a signal of filtering order 0 and integral
magnitude ǫ0 ≥ 0. Now, it is assumed that ∆(t) is presented
as ∆(t) = ∆0(t) + ∆1(t) + · · · + ∆nf (t), where ∆j(t) is a
signal of the global filtering order j and integral magnitude
ǫj ≥ 0 with j = 0, 1, · · · , nf . More details can be founded
in [12]. Note that a bounded noise signal satisfies the above
assumption. In [12], a new finite-time robust exact filtering
differentiator has been proposed for those noises, with the
following structure:
w˙jf = −λm+1−jfL
jf
m+1 ⌊w1⌉
m+1−jf
m+1 + wjf+1
w˙nf = −λn+1L
nf
m+1 ⌊w1⌉
n+1
m+1 + z0 − f (t)
z˙jd = −λn−jdL
nf+1+jd
m+1 ⌊w1⌉
n−jd
m+1 + zjd+1
z˙n = −λ0L ⌊w1⌉
0
jf = 1, 2, · · · , nf − 1. jd = 0, 1, 2, · · · , n− 1.
(5)
where m = n+ nf , nf ≥ 0, nf is the filtering order and the
parameters λj are selected as in (3). nf of the differentiator
(5) can be selected greater than the highest filter order of
∆j(t). Furthermore, it is shown that differentiator (5) offers
the following accuracy:
|zj−f
(j)
0 (t) | ≤ µjLρ
n+1−j , µj > 0, j = 0, 1, 2, · · · , n.
ρ =max
[(ǫ0
L
) 1
n+1
,
( ǫ1
L
) 1
n+2
, · · · ,
(ǫnf
L
) 1
m+1
]
.
(6)
For a bounded noise, the accuracy (6) presents the structure
of the accuracy (4). The advantage of use the robust exact
filtering differentiator (5) instead of standard one (3), is that (6)
is a better accuracy than (3). Moreover, filtering differentiator
(6) rejects unbounded noises with a small local average [12].
As in [11], for a free-noise case (∆(t) = 0), the error system
can be presented as:
[
w˙
σ˙
]
= E
[
w
σ
]
− em+1f
(n+1)
0 (t),
E =


−λmL
1
m+1 |w1|
−1
m+1 1 0 · · · 0
−λm−1L
2
m+1 |w1|
−2
m+1 0 1 · · · 0
...
...
... · · ·
...
−λ1L
m
m+1 |w1|
−m
m+1 0 0 · · · 1
−λ0L|w1|−1 0 0 · · · 0


,
em+1 = [0 · · · 0 1]
T
,
(7)
where the dimensions of the matrix E and enf are
(m + 1) × (m + 1) and (m + 1) × 1 respectively,
w =
[
w1 w2 · · · wnf
]T
and σ = [σ0 σ1 · · · σn]
T
.
The characteristic equation of E is P (s) = sm+1 +
λmL
1
m+1 |w1|
−1
m+1 sm + λm−1L
2
m+1 |w1|
−2
m+1 sm−1 + · · · +
λ0L|w1|−1, its roots can be calculated by using the equation:
(
|w1|
1
m+1 s
)m+1
+ λmL
1
m+1
(
|w1|
1
m+1 s
)m
+ · · ·+ λ0L = 0.
Therefore, the m+1 roots cj of the characteristic equation of
E can be calculated of the following polynomial:
Q(b) = bm+1 + λmL
1
m+1 bm + · · ·+ λ0L. (8)
Then cj is calculated as cj = |w1|
−1
m+1 bj , where bj correspond
to the roots of the polynomial (8). This result will be used in
the Section IV-A.
IV. DISCRETIZATION OF THE CONTINUOUS-TIME SYSTEMS
Let us denote the measurement time as tk and xj,k =
xj (tk), xk = [x0,k, . . . , xn,k]
T
. Then,
xj,k+1 =
n∑
l=j
τ l−j
(l − j)!
xl,k + hj,k(τ)
j = 0, 1, 2, · · · , n.
is a discrete-time representation of continuous-time system
(2), where the sampling time is defined as τ = tk+1 − tk.
It is obtained using Taylor series expansion with Lagrange’s
remainders [17], [18]. If f
(n+1)
0 (t) is an absolutely continuous
function, hj,k (τ) is given as:
hj,k(τ) =
τn+1−j
(n+ 1− j)
f
(n+1)
0 (θj),
θj ∈ (tk, tk+1) , j = 0, 1, 2, · · · , n.
For a discontinuous function f
(n+1)
0 (t), hj,k(τ) is presented
as:
hj,k(τ) ∈
τn+1−j
(n+ 1− j)
[−1, 1] ,
j = 0, 1, 2, · · · , n.
A. Time Discretization of the Robust Exact Filtering
Differentiator
For the differentiator (7), zj(tk+1) = zj,k+1 is proposed as
a copy of xj,k+1 with a injection term Γj+nf+1,kw1,k:
zj,k+1 =
n∑
l=j
τ l−j
(l − j)!
zl,k + Γj+nf+1,kw1,k.
j = 0, 1, 2, · · · , n.
(9)
Evidently, hj,k(τ) is omitted because it is not measured.
Furthermore, τ is considered constant. Γj+nf+1,k is defined
after. Based on Euler discretization, wj,k+1 is proposed as:
wj,k+1 = wj,k + τwj+1,k + Γj,kw1,k,
wnf ,k+1 = wnf ,k + τ(z0,k − f(t)) + Γnf ,kw1,k,
i = 1, 2, · · · , nf − 1.
(10)
where Γj,k are defined after. Using the representations (9) and
(10), the discrete-time differentiator is summarized as:
[
wk+1
zk+1
]
= Ψ(τ)
[
wk
zk
]
− τenf f(t) + Γkw1,k, (11)
where wk =
[
w1,k w2,k · · · wnf ,k
]T
, zk =
[z0,k z1,k · · · zn,k]
T
, Γk = [Γ1,k Γ1,k · · · Γm+1,k]
T
,
Ψ(τ) is given as:
Ψ(τ) =


1 τ 0 · · · 0 0 0 0 · · · 0
0 1 τ · · · 0 0 0 0 · · · 0
...
...
... · · ·
...
...
...
... · · ·
...
0 0 0 · · · 1 τ 0 0 · · · 0
0 0 0 · · · 0 1 τ τ
2
2! · · ·
τn
n!
0 0 0 · · · 0 0 1 τ · · · τ
(n−1)
(n−1)!
...
...
... · · ·
...
...
...
... · · ·
...
0 0 0 · · · 0 0 0 0 · · · 1


.
Note that the first nf rows of Ψ(τ) only present 1, 0 and τ
and the dimension of Ψ(τ) is (m+1)×(m+1). Equivalently
to continuous-time system error, the discrete-time system error
of (11) can be represented as:
[
wk+1
σk+1
]
=
(
Ψ(τ) + Γke
T
1
) [ wk
σk
]
−
[
0
hk(τ)
]
,(12)
where σ = [σ0,k σ1,k · · · σn,k], hk(τ) =
[h0,k(τ) h1,k(τ) · · · hn,k(τ)], eT1 = [1 0 · · · 0] and
dimension of e1 is (m + 1) × 1. Let dj the desired
eigenvalues of the discrete-time system, then the desired
characteristic polynomial is given as Pd(r) =
m+1∏
j=1
(r − dj)
and for a matrix case Pd(Ψ(τ)) =
m+1∏
j=1
(Ψ(τ) − djI).
The desired characteristic polynomial evaluated in
Ψ(τ) + Γke
T
1 is given as Pd(Ψ(τ) + Γke
T
1 ) =
(Ψ(τ) + Γke
T
1 )
m+1 +
m∑
j=0
αj(Ψ(τ) + Γke
T
1 )
j . Here:
(Ψ(τ) + Γke
T
1 )
0 = I
(Ψ(τ) + Γke
T
1 )
1 = (Ψ(τ) + Γke
T
1 )
(Ψ(τ) + Γke
T
1 )
2 = Ψ2(τ) + Γke
T
1Ψ(τ) + . . .
. . .+Ψ(τ)Γk e
T
1 + Γke
T
1 Γke
T
1
...
(Ψ(τ) + Γke
T
1 )
m+1 = Ψ(τ)m+1 + Γke
T
1Ψ(τ)
m + · · · .
Therefore we obtain the following equation:
Pd(Ψ(τ) + Γke
T
1 ) = Pd(Ψ(τ)) + [∗ · · · ∗ Γk]S.
Due to the CayleyHamilton theorem Pd(Ψ(τ)+Γke
T
1 ) = 0
and, therefore, Γk can be calculated as:
Γk = −Pd(Ψ(τ))S
−1em+1, (13)
where
S =


eT1
eT1 Ψ(τ)
eT1 Ψ
2(τ)
...
eT1 Ψ
m(τ)


Now, the objective is to select adequate roots dj . With
the purpose of emulate the behavior of the continuous-time
system, a mapping of the continuous-time domain to the
discrete-time domain is used, Euler (dj = 1 + τcj), Matching
(dj = e
τcj) and Bilinear
(
dj =
1+cjτ/2
1−cjτ/2
)
approach to name a
few. As cj = |w1|
−1
m+1 bj , Euler and Bilinear approaches have
a singularity at w1 = 0, consequently, a Matching approach is
used:
dj = e
τcj = eτ |w1|
−1
m+1 bj . (14)
Theorem 1: Let the discrete-time differentiator (11) with
Γk defined as (13), dj defined as (14), |f
n+1
0 (t)| ≤ L and
∆(t) = 0. If Real (bj) < 0 then the trajectories of the error
system (12) converge to a neighborhood of the origin and keep
in this neighborhood, which is defined as:
∣∣∣∣
∣∣∣∣
[
wk
σk
]∣∣∣∣
∣∣∣∣
2
≤ K ||hk (τ)||2 .
K and the proof are presented in the Appendix A. Note that
the roots bj can be selected independent of λj and L because
of Theorem 1. This allows to implement the differentiator
even if L is unknown. Furthermore, if bj are selected as
b1 = b2 = b3 = · · · = bm+1, Γk presents a less complex
equation than for bj 6= bj+1.
V. RESULTS
In this Section, two simulations are performed. In the
first one, a free-noise case is considered. To implement (12),
Γk is calculated offline and expressed as a function of dj ,
dj is updated using Equation (14). Four differentiators are
considered, three of them with repeated bj and one where its
roots corresponds to the roots of the polynomial (8), where λj
are selected as in [12] and L is selected as |f0(t)| ≤ L. For
the last one, bj will be represented as bj(L, λ).
A. Simulation I
Here, a free-noise case is considered, nf = 2, n = 3,
τ = 0.01 sec, λ0 = 1.1, λ1 = 6.75, λ2 = 20.26, λ3 = 32.24,
λ4 = 23.72 and λ5 = 7. For this simulation, f0(t) =
t cos (t/2), then |f (4)(t)| ≤ L = 2 for t ≤ 31.54619 sec,
b1(L, λ) = −2.8072+2.7583i, b2(L, λ) = −2.8072−2.7583i,
b3(L, λ) = −0.2725 + 0.3729i, b4(L, λ) = −0.2725 −
0.3729i , b5(L, λ) = −1.0831 and b6(L, λ) = −0.6148.
For the differentiator with repeated bj , the selected roots are
bj = −1.5, bj = −2.5, and bj = −5. The estimation
errors are presented in Figures 1-4. It can be seen that the
differentiator presents an adequate estimation of the function
and its derivatives. An interesting result is that the trajectories
of the differentiators converge to a neighborhood with a
different settling-time, this fact shows that there is a relation
between this settling-time and the roots bj .
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B. Simulation II
In contrast to Simulation I, ∆(t) = cos(10000t) + η(t),
η(t) ∼ i.i.d. N (0, 12), f0(t) = sin(t) + cos(2t) + sin(3t) +
cos(4t), |f (4)(t)| ≤ L = 320, b1(L, λ) = −6.5408 + 6.4269i,
b2(L, λ) = −6.5408−6.4269i, b3(L, λ) = −0.6348+0.8689i,
b4(L, λ) = −0.6348 − 0.8689i , b5(L, λ) = −2.5235 and
b6(L, λ) = −0.6348 are considered. The repeated poles are as
in Simulation I. Furthermore, a lower sampling time is used to
obtain adequate estimations, τ = 0.0001 sec. The noisy input
and f0(t) are presented in Figure 5 whereas the estimation
zj,k are shown in Figures 6-9.
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Note that cos(10000t) can be represented as a signal of
global filtering j for any integer j ≥ 0, the accuracy (6) is
better than (4). As it can be seen in Figure 10-13, the best
estimations come from the differentiators with bj = −2.5
and bj = (L, λ). Although the noisy signal presented in
Figure 6, both differentiators present adequate estimations of
the function f0(t) and its derivatives. It is interesting that for
repeated real bj , a low bj increase the sensitivity to noise
whereas a high bj reduces its accuracy.
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VI. CONCLUSION
A new time discretization of the robust exact filtering
differentiator (5) is presented. It can be implemented with or
without the knowledge of L and λj . It was demonstrated that,
for a free-noise case, and, under the assumption of Theorem
1, the trajectories of the system converge to a neighborhood of
the origin. The Simulation I suggests a relation between the
settling-time to the neighborhood of Theorem 1 and the roots
bj , whereas Simulation II shows a relation between sensitivity
to noise and bj . Future work will address a demonstration
of the convergence of the error system’s trajectories to a
neighborhood of the origin in the presence of a noisy input
and estimation of this neighborhood and its respective settling-
time function.
APPENDIX
Let E =
(
Ψ(τ) + Γke
T
1
)
and the Lyapunov function:
Vk =
[
wk
σk
]T
P
[
wk
σk
]
, (15)
where P is a real symmetric positive definite matrix and it is
such that
ETPE − P = −Q,
Q is a real symmetric positive definite matrix and λmin(Q) >
1. From Equations (12) and (15):
Vk+1 − Vk =
= −
[
wk
σk
]T
Q
[
wk
σk
]
+
[
0
hk(τ)
]T
P
[
0
hk(τ)
]
− 2
[
wk
σk
]T
ETPE
[
0
hk(τ)
]
.
By using inequality (1), the following inequality is obtained:
Vk+1 − Vk ≤ (λmax(E) + λmax (P )) ||hk(τ)||
2
2 − · · ·
− (λmin(Q)− 1)
∣∣∣∣
∣∣∣∣
[
wk
σk
]∣∣∣∣
∣∣∣∣
2
2
.
Therefore with the condition∣∣∣∣
∣∣∣∣
[
wk
σk
]∣∣∣∣
∣∣∣∣
2
> K ||hk (τ)||2 ,
K =
√
λmax(E) + λmax(P )
λmin(Q)− 1
,
one obtains that Vk+1 − Vk < 0. 
REFERENCES
[1] N. Kazantzis and C. Kravaris, “Time-discretization of nonlinear control
systems via taylor methods,” Computers & Chemical Engineering,
vol. 23, no. 6, pp. 763 – 784, 1999.
[2] B. Brogliato and A. Polyakov, “Digital implementation of sliding-
mode control via the implicit method: A tutorial,” International
Journal of Robust and Nonlinear Control, 2020. [Online]. Available:
https://hal.inria.fr/hal-02523011
[3] P. Kaveh and Y. B. Shtessel, “Blood glucose regulation using higher-
order sliding mode control,” International Journal of Robust and
Nonlinear Control, vol. 18, no. 45, pp. 557–569, 2008.
[4] Y. B. Shtessel, I. A. Shkolnikov, and A. Levant, “Smooth second-order
sliding modes: Missile guidance application,” Automatica, vol. 43, no. 8,
pp. 1470–1476, 2007.
[5] M. Iqbal, A. I. Bhatti, S. I. Ayubi, and Q. Khan, “Robust parameter
estimation of nonlinear systems using sliding-mode differentiator
observer,” IEEE Transactions on Industrial Electronics, vol. 58, no. 2,
pp. 680–689, Feb 2011.
[6] A. Levant, “Higher-order sliding modes, differentiation and output-
feedback control,” International Journal of Control, vol. 76, no. 9-10,
pp. 924–941, 2003.
[7] M. Livne and A. Levant, “Proper discretization of homogeneous
differentiators,” Automatica, vol. 50, no. 8, pp. 2007–2014, 2014.
[8] S. Koch, M. Reichhartinger, M. Horn, and L. Fridman, “Discrete-time
implementation of homogeneous differentiators,” IEEE Transactions on
Automatic Control, vol. 65, no. 2, pp. 757–762, Feb 2020.
[9] J.-P. Barbot, A. Levant, M. Livne, and D. Lunz, “Discrete differentiators
based on sliding modes,” Automatica, vol. 112, p. 108633, 2020.
[10] J. E. Carvajal-Rubio, A. G. Loukianov, J. D. Snchez-Torres, and
M. Defoort, “On the discretization of a class of homogeneous
differentiators,” in 2019 16th International Conference on Electrical
Engineering, Computing Science and Automatic Control (CCE),
September 2019, pp. 1–6.
[11] S. Koch and M. Reichhartinger, “Discrete-time equivalent homogeneous
differentiators,” in 2018 15th International Workshop on Variable
Structure Systems (VSS), July 2018, pp. 354–359.
[12] A. Levant and M. Livne, “Robust exact filtering differentiators,”
European Journal of Control, 2019.
[13] A. S. Poznyak, Advanced Mathematical Tools for Automatic Control
Engineers: Deterministic Techniques, 1st ed. Elsevier, 2008, vol. 1.
[14] M. Reichhartinger, S. Spurgeon, M. Forstinger, and M. Wipfler,
“A robust exact differentiator toolbox for matlab/simulink,” IFAC-
PapersOnLine, vol. 50, no. 1, pp. 1711 – 1716, 2017, 20th IFAC World
Congress.
[15] A. F. Filippov, Differential Equations with Discontinuous Righthand
Sides, 1st ed., ser. Mathematics and its Applications. Springer
Netherlands, 1988., vol. 18.
[16] A. Levant, M. Livne, and X. Yu, “Sliding-mode-based differentiation and
its application,” IFAC-PapersOnLine, vol. 50, no. 1, pp. 1699 – 1704,
2017.
[17] W. J. Firey, “Remainder formulae in taylor’s theorem,” The American
Mathematical Monthly, vol. 67, no. 9, pp. 903–905, 1960.
[18] T. Apostol, Calculus: One-Variable Calculus with an Introduction to
Linear Algebra, 2nd ed. John Wiley & Sons, 1967, vol. 1.
