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Relation mining over a corpus of scientific literature
Abstract
The amount of new discoveries (as published in the scientific  literature) in the area of Molecular
Biology is currently growing at an  exponential rate. This growth makes it very difficult to filter the
most  relevant results, and the extraction of the core information, for inclusion  in one of the knowledge
resources being maintained by the research community, becomes very expensive. Therefore, there is a
growing interest  in text processing approaches that can deliver selected information from  scientific
publications, which can limit the amount of human intervention  normally needed to gather those results.
 This paper presents and evaluates an approach aimed at automating  the process of extracting semantic
relations (e.g. interactions between  genes and proteins) from scientific literature in the domain of
Molecular  Biology. The approach, using a novel dependency-based parser, is based  on a complete
syntactic analysis of the corpus.
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Abstract. The amount of new discoveries (as published in the scientific
literature) in the area of Molecular Biology is currently growing at an
exponential rate. This growth makes it very difficult to filter the most
relevant results, and the extraction of the core information, for inclusion
in one of the knowledge resources being maintained by the research com-
munity, becomes very expensive. Therefore, there is a growing interest
in text processing approaches that can deliver selected information from
scientific publications, which can limit the amount of human intervention
normally needed to gather those results.
This paper presents and evaluates an approach aimed at automating
the process of extracting semantic relations (e.g. interactions between
genes and proteins) from scientific literature in the domain of Molecular
Biology. The approach, using a novel dependency-based parser, is based
on a complete syntactic analysis of the corpus.1
1 Introduction
The amount of research results in the area of molecular biology is growing at
such a pace that it is extremely difficult for individual researchers to keep track
of them. As such results appear mainly in the form of scientific articles, it is
necessary to process them in an efficient manner in order to be able to extract
the relevant results. Although many databases aim at consolidating the newly
gained knowledge in a format that is easily accessible and searchable (e.g. UMLS,
Swiss-Prot, OMIM, Gene Ontology, GenBank, LocusLink), the creation of such
resources is a very labour intensive process. Relevant articles have to be selected
and accurately read by an human expert looking for the core information.2
1 Part of the material contained in this paper has been previously presented at the
Workshop on Data Mining and Text Mining for Bioinformatics, Pisa, September
2004.
2 This process is referred to as ‘curation’ of the article.
S. Miksch et al. (Eds.): AIME 2005, LNAI 3581, pp. 550–559, 2005.
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The various genome sequencing efforts have resulted in the creation of large
databases containing gene sequences. However such information is of little use
without the knowledge of the function of each gene and its role in biological path-
ways. Understanding the relationships between genes and pathways is central to
biology research and drug design as they form an array of intricate and intercon-
nected molecular interaction networks which is the basis of normal development
and the sustenance of health.
In the context of the OntoGene project3 we aim at developing and refining
methods for discovery of interactions between biological entities (genes, proteins,
pathways, etc.) from the scientific literature, based on a complete syntactic anal-
ysis of the articles, using a novel high-precision parsing approach.
We consider that advanced parsing techniques combining statistics and hu-
man knowledge of linguistics have matured enough to be successfully applied in
real settings. OntoGene is intended as a framework for testing this hypotheses
in the area of Biomedical Text Mining, where these techniques could have a
significant impact.
In section 2, we present the “DepGENIA” corpus upon which our method-
ology is based. Section 3 describes the Relation Mining approach that we have
adopted. Section 4 describes the evaluation of our results and briefly discusses
current and future work. We conclude with a survey of related work in section 5.
2 The Corpus
GENIA [1]4 is a corpus of 2000 MEDLINE abstracts which have been annotated
for various biological entities, according to the GENIA Ontology.5 We use ver-
sion G3.02 of the GENIA corpus, which includes 18546 sentences (average length
9.27 sentences per article) and 490941 words (average of 26.47 words per sen-
tence). The advantage of working over GENIA is that it provides pre-annotated
terminological units (Genes, Proteins, etc.), thus removing the need for Termi-
nology Recognition / Entity Detection. This allows attention to be focused on
other challenges.
In a first step, we convert the XML annotations of the GENIA corpus into
a richer annotation schema [2]. There are two main reasons for performing this
step. First, in the new annotation schema all relevant entities are given a unique
identifier. As identifiers are preserved during all steps of processing, the existence
of a unique identifier for each sentence and each token in the corpus later sim-
plifies the task of presenting the results to the user. The second reason is that
the new annotation scheme allows for a neater distinction of different ‘layers’
of annotations (structural, textual and conceptual) which again simplifies later
steps of processing.
3 http://www.ontogene.org/
4 http://www-tsujii.is.s.u-tokyo.ac.jp/GENIA/
5 http://www-tsujii.is.s.u-tokyo.ac.jp/~genia/topics/Corpus/
ontology.htmlgenia-
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We then apply to the resulting modified version of GENIA a pipeline of tools
defined as follows:
1. replace terms with their heads
2. lemmatization of all tokens (with morpha)6
3. noun group and verb group chunking (LT CHUNK)7
4. detection of heads in the group (with two simple rules: take the last noun
from the noun group; take the last verb from the verb group)
5. dependency parsing (Pro3Gres)
The pipeline (itself declaratively specified in XML) has been implemented
as an Apache Ant build file8 which supports easy integration or replacement
of specific components in the sequence. The end result of the process is a set
of dependency relations, which are encoded as (sentence-id, type, head,
dependent) tuples (and can be delivered either in CSV or XML). This is a
format which is well suited for storage in a relational DB, for further processing
with a spreadsheet tool, or for analysis with Data Mining algorithms. We call
this modified resource “DepGENIA”.9
3 Relation Mining
As a first result, we want to show that the availability of domain terminology
simplifies and improves the task of parsing the corpus. To this aim we create a
corpus which does not contain the original GENIA markup for domain termi-
nology (later we refer to this corpus as the ’NOTERM’ corpus).
Second, we want to verify whether the parsing of the corpus can benefit
from the existence of semantic tags. The idea is to allow the parser to decide
on an ambiguous attachment based on the semantic type of the arguments. For
instance the decision of attaching an argument of type ‘protein’ as the subject of
the verb ‘bind’ could be made on the basis of the type, rather than based purely
on the lexical item itself.
The third result that we describe in this paper concerns the detection of
specific relations by means of specific lexical classes and a small set of rules that
describe specific syntactic patterns. This can be seen as partly similar to [3],
which however makes use of surface POS-based patterns, while our patterns
apply to the result of syntactic parsing. As an example consider the following
GENIA sentence: NGFI-B/nur77 binds to the response element by monomer
or heterodimer with retinoid X receptor (RXR).
Based on the interaction with a domain expert, we have identified a set of
relations that are of particular interest in this domain. Some examples of relevant
6 http://www.informatics.susx.ac.uk/research/nlp/carroll/morph.html
7 Available at http://www.ltg.ed.ac.uk/software/chunk/
8 http://ant.apache.org/
9 For convenience, we have provided a web interface that allows simplified browsing
of the results, see http://www.ontogene.org/
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Fig. 1. Analysis of the sentence “Anti-Ro(SSA) autoantibodies are associated with T
cell receptor beta genes in systemic lupus erythematosus patients.”, where each term is
represented by a term head
relations are: activate, bind, interact, regulate, encode, signal [4]. The use of a
lemmatizer allows us to capture with a single pattern all morphological variants
of a given verb (e.g. bind → bind, binds, binding, bound). For each of those
relations, we have inspected some of the analysis that we obtained from parsing
the corpus (see an example in figure 1).
Table 1. The most important dependency
types used by the parser
Relation Label Example
verb–subject subj he sleeps
verb–first object obj sees it
verb–second object obj2 gave (her) kisses
verb–adjunct adj ate yesterday
verb–subord. clause sentobj saw (they) came
verb–prep. phrase pobj slept in bed
noun–prep. phrase modpp draft of paper
noun–participle modpart report written
verb–complementizer compl to eat apples
noun–preposition prep to the house
The deep syntactic analysis builds
upon the chunks using a broad-
coverage probabilistic Dependency
Parser [5] to identify sentence level
syntactic relations between the heads
of the chunks. The output is a hi-
erarchical structure of syntactic rela-
tions — functional dependency struc-
tures, represented as the directed ar-
rows in fig. 1. The parser [5, 6] uses a
hand-written grammar combined with
a statistical language model that cal-
culates lexicalized attachment proba-
bilities, similar to [7]. Parsing is seen as a decision process, the probability of
a total parse is the product of probabilities of the individual decisions at each
ambiguous point in the derivation.
Two supervised models (based on Maximum Likelihood Estimations, MLE)
are used. The first is based on lexical probabilities of the heads of phrases,
calculating the probability of finding specific syntactic relations (such as sub-
ject, sentential object, etc.). The second probability model is a Probabilistic
Context Free Grammar (PCFG) for the production of verb phrases. Although
Context Free Grammars (CFG) are not a component of dependency grammar,
verb phrase PCFG rules can model verb subcategorization frames which are an
important component of a dependency grammar.
The parser expresses distinctions that are especially important for a predicate-
argument based shallow semantic representation, as far as they are expressed
in the Penn Treebank training data, such as PP-attachment, most long dis-
tance dependencies, relative clause anaphora, participles, gerunds, and the ar-
gument/adjunct distinction for NPs.
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In some cases functional relations distinctions that are not expressed in the
Penn Treebank are made. Commas are e.g. disambiguated between apposition
and conjunction, or the Penn tag IN is disambiguated between preposition and
subordinating conjunction. Other distinctions that are less relevant or not clearly
expressed in the Treebank are left underspecified, such as the distinction between
PP arguments and adjuncts, or a number of types of subordinate clauses.
The parser is robust in that it returns the most promising set of partial
structures when it fails to find a complete parse for a sentence. Its parsing speed
is about 300,000 words per hour.
4 Evaluation
Two different types of evaluation have been performed. First a linguistic evalua-
tion of the parser. Next we focused on the evaluation of the biological significance
of the extracted relations.
In order to perform an evaluation on the various experiments mentioned
in the previous section we have randomly selected 100 test sentences from the
GENIA corpus, which we have manually annotated for the syntactic relations
that the parser can detect.
Table 2. Comparison of results of parsing under
different conditions
Relation NOTERM DepGENIA semantic
subj (precision) 0.825 0.900 0.888
subj (recall) 0.744 0.862 0.846
obj (precision) 0.701 0.941 0.941
obj (recall) 0.772 0.949 0.949
nounpp (precision) 0.675 0.833 0.808
verbpp (precision) 0.671 0.817 0.770
sentobj (precision) 0.630 0.711 0.692
sentobj (recall) 0.604 0.75 0.729
We have first run the parser
over the 100 test sentences as
extracted from the NOTERM
corpus, containing the chunks
as generated by LTCHUNK,
but no information on terminol-
ogy. Later we have performed
the analysis over the same 100
sentences, however this time ex-
tracted from the “DepGENIA”
corpus. A comparison of the re-
sults is shown in table 2.10
As a second experiment, we have integrated PP-attachment modules [8, 9]
using the GENIA corpus, because the original PP-training corpus (the Penn
Treebank) is of a different domain. Against sparse data we back off to semantic
GENIA classes. Our results do not show any improvement.11
In order to evaluate the specific task of Relation Extraction, we have focused
on triples of the form (predicate - subject - object). The analysis of the
whole GENIA corpus resulted in 10072 such triples (records). For the evalua-
tion of biological relevance we selected only the triples containing the following
predicates: activate, bind and block. This resulted in 487 records.
10 The parser is constantly being improved, results obtained after the publication of
this paper will be made available on the OntoGene web site.
11 This might be attributed to insufficient data or the relative simplicity of the GENIA
Ontology.
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Table 3. Some examples of expert evaluation
relation subj subj type subj
eval
obj obj type obj
eval
activate Interleukin-2 (IL-2) amino acid Y Stat5 in fresh PBL,
and Stat3 and Stat5
in preactivated PBL
amino acid A+
activate IL-5 amino acid Y the Jak 2 -STAT 1
signaling pathway
other name Y
bind Spi-B amino acid Y DNA sequences nucleic acid A-
bind The higher affinity
sites
other name Pr CVZ with 20- other organic
compound
N
The extraction algorithm maximally expands the arguments of the predi-
cate, following all their dependencies. Each argument is then assigned a type
(a concept of the GENIA Ontology), based on its head. The type assignment
depends on the manual annotation performed by the GENIA annotators, so we
have taken it as reliable and have not further evaluated it. We then removed
all records where a type had not been assigned to either subject or object: this
left 169 fully qualified records.12 This remaining set was inspected by a domain
expert.
In order to simplify the process of evaluation, we have created simple vi-
sualization tools (based on XML, CSS and CGI scripts), that can display the
results in a browser. For instance, for the former type of evaluation, our visu-
alization tool adds a special attribute to the sentences that have been detected
by the methodology previously described. All the articles that contain relevant
sentences are then automatically collected and displayed in a browser. The ex-
tracted relations can also be stored in a DB format for further processing with
a spreadsheet tool or for analysis with Data Mining algorithms.
We asked the domain experts to evaluate each argument separately and mark
it according to the following codes:
Y the argument is correct and informative
N the argument is completely wrong
Pr the argument is correct, but is anaphoric, and it would need to be resolved
to be significant (e.g. “This protein”).
A+ the argument is “too large” (which implies that a prepositional phrase has
been erroneously attached to it)
A- the argument is “too small” (which implies that an attachment has been
omitted)
In table 3 we show as an example the evaluation of the following sentences:
– Interleukin-2 ( IL-2 ) rapidly activated Stat5 in fresh PBL, and Stat3 and
Stat5 in preactivated PBL.
12 This step is meant to remove records where one of the arguments cannot be clearly
assigned a type. This is generally caused by pronouns, which explains why in the
error evaluation (see table 4) the number of pronouns appears so low.
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– Thus, we demonstrated that IL-5 activated the Jak 2 -STAT 1 signaling path-
way in eosinophils.
– Spi-B binds DNA sequences containing a core 5-GGAA-3 and activates tran-
scription through this motif.
– The higher affinity sites bind CVZ with 20- to 50-fold greater affinity, con-
sistent with CVZ’s enhanced biological effects.
Table 4. Distribution of errors
Y N Pr A+ A-
Subject 146 11 4 6 2
Object 99 1 4 59 6
The evaluation resulted in the val-
ues shown in table 4. This clearly
shows that the biggest source of er-
ror is overexpansion of the object, plus
there is a little but not insignificant
problem in the detection of the sub-
ject.13 Despite the errors, the results
can be considered satisfactory, as they show 86.4% and 58.6% correct results in
the detection of subjects and objects (respectively). If all loose cases are consid-
ered as positive (excluding only the ’N’ cases), these results jump to 93.5% and
99.4% (respectively).
As well as improving the parser, currently we are adding facilities for the
detection of the polarity and the modality of the relation. Another task being
tackled is the treatment of nominalizations (e.g. “activation”)14 and other mor-
phological transformations of the relations of interest (e.g. “activators”, “the
activated protein , “co-activation”). Further, some spelling variants should be
considered (e.g. “analyze” vs. “analyse” or “down-regulate” vs. “downregulate”).
In future we would like to apply Machine Learning Techniques to the task of
learning rules that implement transformations from syntactic structures (depen-
dency relations) to domain-relevant semantic relation. We also intend to partner
with experts in the task of Bio Entity Identification or use one the available tools
(some examples are mentioned in section 5) in order to move from simple experi-
ments over the GENIA corpus to the real-world task of analyzing non-annotated
MEDLINE documents. Another advanced application that we are working on
is in a Question Answering system over scientific literature in the domain of
Genomics [10].
5 Related Work
At present, very few NLP approaches in the Biomedical domain include full
parsing. In the following we summarize a number of research projects that include
syntactical parsing (to various degrees) for the Biomedical domain.
[11] presents experiments on parsing MEDLINE abstracts with Combinatory
Categorial Grammar (CCG). Compared to state-of-the-art parsing speed, the
13 A close inspection of these cases points to problems with conjunctions in subject
position, plus a specific problem with the construction “does not”.
14 A simple inspection shows that “activation” makes up almost 50% of the occurrences
of the stem “activat*”.
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system is too slow for practical application (13 minutes for 200 sentences). A
small evaluation on 492 sentences containing the anchor verbs yields 80% preci-
sion and only 48% recall.
[12] describes a medical IE system that uses a Dependency Grammar. Only
German versions of the parser are described. An evaluation with promising re-
sults is reported, but only on three low-level relations: auxiliaries, genitives and
prepositional phrases.
[13] presents the full parsing approach as entirely novel to the Biomedical
domain. “A full parsing approach has not been used in practical application”
[ibid.]. The authors belong to the research group that has made the GENIA
corpus available, they are currently building the GENIA treebank (which is not
claimed to be error-free, but close to the output of their parser). They use a
widely established formal grammar, HPSG, and they have shown expertise in
robust parsing; [14] is probably the first HPSG parsing approach that scales up
to the entire Treebank. [15] use the approach to find anchor verbs in medical
corpora.
[4] describes a system (GENIES) which extracts and structures information
about cellular pathways from the biological literature. The system relies on a
term tagger using rules and external knowledge. The terms are combined in
relations using a syntactic grammar and semantic constraints. It attempts to
obtain a full parse to achieve high precision, but often backs off to partial parsing
to improve recall. It groups the 125 anchor verbs into 14 semantic classes, and it
even includes some nominalisations. Only a “pilot evaluation” on a single journal
article is reported. The reported precision is 96% and recall 63%.
The PASTA system [16] uses a template-based Information Extraction ap-
proach, focusing on the roles of specific amino acid residues in protein molecules.
Similar to our approach is the usage of syntactic analysis resulting in a predicate
argument representation. On the basis of such representation they also build a
domain model which allows inferences based on multiple sentences. PASTA is
perhaps the only parsing-based BioNLP system that has been given an extensive
and thorough evaluation. Using the MUC-7 scoring system on the hard task or
template recognition they report 65% precision and 68% recall.
[17] processes MEDLINE articles (only titles and abstracts) focusing on re-
lation identification. An advantage of their system is the anaphora resolution
module, which can resolve many cases of pronominal anaphora and anaphora
of the sortal type (e.g. “the protein”) including multiple antecedents (e.g. “both
enzymes”). Their evaluation is based on the inhibit relation. They do not use
full parsing, but a finite-state cascade approach in which for example many PPs
remain unattached. Their shallow parsing is closer to a full parse than most other
systems because they include a subordinate clause level, sentential coordination
and a flexible relation identification module. On the discourse level, an anaphora
resolution module is used.
[18, 19] report their system MedScan which involves full parsing. [18] contains
a true broad-coverage evaluation of the coverage of their syntax module, which
was tested on 4.6 million sentences from PubMed. Only 1.56 million sentences
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of these yield a parse, which is 34 % coverage. Their system is impressive, but
the syntactic analysis is not robust. [20] report 91% precision and 21% recall
when extracting human protein interactions from MEDLINE using MedScan.
In [19], they report that their recall is between 30-50%. A main reason for this
relatively low recall is because “the coverage of MedScan grammar is about 51%,
which means that information is extracted from only about half of the sentences”
[ibid.].
[21] do a formal evaluation of parsing Biomedical texts with the Link Gram-
mar Parser [22], a non-statistical, rule-based broad-coverage parser that does
full parsing but delivers highly proprietary structures. [23] have already shown
that the performance of Link Grammar is considerably below state-of-the-art.
[21] report an overall dependency recall of 73.1%.
6 Conclusions
In this paper we have presented an approach aimed at supporting the process
of extraction of core information from scientific literature in the Biomedical Do-
main. We have first described “DepGENIA”, an enhanced version of the GENIA
corpus, which has been automatically enriched with syntactic dependencies. The
quality of such dependencies has then been evaluated over a randomly selected
set of test sentences. We have also described a possible application of our ap-
proach to the extraction of semantic relations, suggested by a domain expert.
Detailed results of the evaluation and lines of further work have been presented.
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