ABSTRACT: We describe and apply choice models, including generalizations of logit called "mixed logits," that do not exhibit the restrictive "independence from irrelevant alternatives" property and can approximate any substitution pattern. The models are estimated on data from a stated-preference survey that elicited customers' preferences among gas, electric, methanol, and CNG vehicles with various attributes.
Introduction
By far the most popular econometric models for forecasting demand for new products are logit and nested logit (McFadden, 1973 (McFadden, , 1978 Ben-Akiva and Lerman, 1985) . While computationally convenient, these models exhibit the well-known and restrictive "independence from irrelevant alternatives," or iia, property. Logit exhibits the property over all alternatives while nested logit exhibits it over alternatives within each nest. This property states that the ratio of the probabilities for any two alternatives is independent of the existence and attributes of any other alternative.
As a result of this property, the models necessarily predict that a change in the attributes of one alternative (or the introduction of a new alternative, or the elimination of an existing alternative) changes the probabilities of the other alternatives proportionately, such that the ratios of probabilities remain the same. This substitution pattern can be unrealistic in many settings. For example, consider the introduction of electric cars, as examined, e.g., by Train (1980 Train ( , 1986 and Brownstone. et al. (1996) . The logit model predicts that, among households with the same observed characteristics, the electric vehicle will draw the same proportion of households from large luxury gas cars as from small gas cars. Howevever, if the electric car is similar in size to a subcompact gas car, one might expect the electric car to draw disproportionately from different classes of vehicles, with, for example, households who would have chosen a subcompact gas car switching more readily to the electric car than households who would have chosen a large gas car. More fundamentally, identification of the correct substitution pattern is an empirical issue, and the iia property of logit and nested logit imposes a particular substitution pattern rather than allowing the data analysis to find and reflect whatever substitution pattern actually occurs.
In this paper, we describe and estimate models for new product forecasting that can represent very general patterns of substitution. We first provide a general specification that distinguishes several types of models, particularly mixed logits with various structures and probits. These 1 specifications have been known (citations given below), though perhaps not described in the same manner. More importantly, there have been few applications, particularly of mixed logits. We apply the models to data from a stated-preference survey on households' choices among gas, methanol, CNG, and electric vehicles. We compare the forecasts from models that allow flexible substitution patterns with those from a standard logit model.
II. Specification
A person faces a choice among J alternatives. Without loss of generality, the person's utility from any alternative can be decomposed into a nonstochastic, linear-in-parameters part that depends on observed data, a stochastic part that is perhaps correlated over alternatives and heteroskedastic, and another stochastic part that is independently, identically distributed (iid) over alternatives and people. In particular, the utility from alternative i is denoted U i = β′x i + [η i +ε i ] where x i is a vector of observed variables relating to alternative i and the person; β is a vector of parameters to be estimated which are fixed over people and alternatives; η i is a random term with zero mean whose distribution over people and alternatives depends in general on underlying parameters and observed data relating to alternative i; and ε i is a random term with zero mean that is iid over alternatives, does not depend on underlying parameters or data, and is normalized to set the scale of utility. Stacking the utilities, we have: U=β′X+ [η+ε] where V(ε)=αI with known (i.e., normalized) α and V(η) is general and can depend on underlying parameters and data. For standard logit, each element of ε is iid extreme value, and, more importantly, η is zero, such that the unobserved portion of utility (i.e., the term in brackets) is independent over alternatives. This independence gives rise to the iia property and its restrictive substitution patterns. We consider below models that allow correlation and heteroskedasticity.
1. Mixed logit: General distribution for η and extreme value for ε.
Let each element of ε be iid extreme value as for standard logit; however, allow any distribution for η. Denote the density of η as f (η|Ω) where Ω are the fixed parameters of the distribution.
Given the value of η, the conditional choice probability is simply logit, since the remaining error 2 term is iid extreme value: L i (η) = exp(β′x i + η i ) / j exp(β′x j + η j ).
Since η is not given, the (unconditional) choice probability is this logit formula integrated over all values of η weighted by the density of η:
Models of this form are called "mixed logit" since the choice probability is a mixture of logits with f as the mixing distribution. The probabilities do not exhibit iia and different substitution patterns are attained by appropriate specification of f.
The choice probability cannot be calculated exactly because the integral does not have a closed form in general. The integral is approximated through simulation. For a given value of the parameters Ω, a value of η is drawn from its distribution. Using this draw, the logit formula L i (η) is calculated. This process is repeated for many draws, and the average of the resulting L i (η)'s is taken as the approximate choice probability:
where R is the number of replications (i.e., draws of η), η is the r-th draw, and SP i is the simulated probability that the person chooses alternative i. By construction, SP i is an unbiased estimate of P i for any R; its variance decreases as R increases. It is strictly positive for any R, such that ln(SP i ) is always defined, which is important when using SP i in a log-likelihood function (as below). It is smooth (i.e., twice differentiable) in parameters and variables, which helps in the calculation of elasticities and especially in the numererical search for the maximum of the likelihood function. The simulated probabilities sum to one over alternatives, which is useful in forecasting.
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The choice probabilities depend on parameters β and Ω, which are to be estimated. Adding subscript n to index sampled individuals and denoting the chosen alternative for each person by i, the log-likelihood function n ln(P ni ) is approximated by the simulated log-likelihood function n ln(SP ni ) and the estimated parameters are those that maximize the simulated log-likelihood function.
1 Lee (1992) and Hajivassiliou and Ruud (1994) derive the asymptotic distribution of the maximum simulated likelihood estimator based on smooth probability simulators with the number of replications increasing with sample size. Under regularity conditions, the estimator is consistent and asymptotically normal. When the number of replications rises faster than the square root of the number of observations, the estimator is asymptotically equivalent to the maximum likelihood estimator.
The gradient of the simulated log-likelihood function is simple to calculate, which speeds the search for the maximum:
where d nj = 1 for j=i and zero otherwise. The derivative δη n r /δΩ depends on the specification of η and f. Also, if the same parameters enter β and Ω (as in the third model in section III), the gradient is adjusted accordingly. Analytic second derivatives can also be calculated. However, Revelt and Train (1996) found that calculating the Hessian from formulas for the second derivatives resulted in computationally slower estimation than using the bhhh or other approximate-Hessian procedures.
Different types of mixed logit models have been used in empirical work; they differ in the type of structure that is placed on the model, or, more precisely, in the specification of f. In section III below, as in Train (1995) and Ben-Akiva and Bolduc (1996) , we specify an error-components structure: U i = β′x i + µ′z i +ε i where µ is a random vector with zero mean that does not vary over alternatives and has density g(µ|Ω) with parameters Ω; z i is a vector of observed data related to 4 alternative i; and ε i is iid extreme value. This is a mixed logit with a particular structure for η, namely, η i =µ′z i . The terms in µ′z i are interpreted as error components that induce heteroskedasticity and correlation over alternatives in the unobserved portion of utility:
Even if the elements of µ are uncorrelated such that V(µ) is diagonal, the unobserved portion of utility is still correlated over alternatives.
In this specification, the choice probabilities are simulated by drawing values of µ from its distribution and calculating η i =µ′x i . Insofar as the number of error components (i.e., the dimension of µ) is smaller than the number of alternatives (the dimension of η), placing an errorcomponents structure on a mixed logit reduces the dimension of integration and hence simulation that is required for calculating the choice probabilities.
Different patterns of correlation, and hence different substitution patterns, are obtained through appropriate specification of z i and g. For example, an analog to nested logit is obtained by specifying z i as a vector of dummy variables --one for each nest taking the value of 1 if i is in the nest and zero otherwise --with V(µ) being diagonal (thereby providing an independent error component associated with each nest, such that there is correlation in unobserved utility within each nest but not across nests). Restricting V(µ)=σI is analogous to restricting the log-sum coefficients in a nested logit model to be the same for all nests. Importantly, McFadden (1996) has shown that any random utility model can be approximated by a mixed logit with an errorcomponents structure and appropriate choice of the z i 's and g.
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Most recent empirical work with mixed logits has been motivated by a random-parameters, or random-coefficients, specification (Bhat, 1996a and b; Mehndiratti, 1996; Revelt and Train, 1996; Train 1996) . 3 The difference between a random-parameters and an error-components specification is entirely interpretation. In the random-parameters specification, the utility from alternative i is U i = b′x i + ε i where coefficients b are random with mean β and deviations µ.
, which is an error-components structure with z=x. Elements of x that do not enter z can be considered variables whose coefficients do not vary in the population. And elements of z that do not enter x can be considered variables whose coefficients vary in the 5 population but with zero means. In different contexts one or the other interpretation will seem more natural.
Other types of mixed logits have also been used. Elrod (1988) and Erdem (1995) provide a factor-analytic structure to η. This specification is the same as the error components described above with the important difference that the z i 's are estimated (subject to normalization) rather than being observed variables. Ben-Akiva and Buldoc (1996) specify a "general autoregressive" error structure, under which each η i is correlated with each other η j for all j≠i with the covariance being proportional to weights associated with each i-j pair. This set-up is particularly useful for spatial choice models (such as destination choice for travel and shipping), with the weight for any two locations reflecting the distance between the them.
Ben- Akiva and Bolduc (1996) use the term "probit with a logit kernel" to describe any model where η is normally distributed but elements of ε are iid extreme value. This term is instructive since it points out that the distinction between pure probit models (with all components of the error being normal) and mixed logits with a normal mixing distribution (where all error components are normal except the final component which is iid extreme value) is conceptually minor and might be empirically indistinguishable. Unlike pure probits, however, mixed logits can also represent situations where η is not normal, as might arise when random coefficients must take a particular sign (such as a price coefficient that must be negative for all people) such that the unrestricted range of the normal is inappropriate.
Mixed probits: General distribution for η and standard normal for ε When the elements of ε are iid standard normal, then a family of models arises that is analogous to that discussed above for extreme value ε and with estimation performed by the same type of simulation (i.e., averaging the conditional choice probability over numerous draws of η).
However, given η, the conditional choice probabilities do not have a closed form as in the mixed logit case. Conditional on η and ε i (that is, the iid term for the chosen alternative), the conditional choice probability is a product of univariate cumulative normals, which is easy to calculate; this is essentially the Stern (1992) simulator generalized to allow for non-normal distributions of η.
However, conditioning on ε i adds an extra dimension of simulation when calculating the unconditional probability (Train, 1995) . Therefore, unless there is a reason to expect ε to be normal instead of extreme value, assuming ε to be extreme value seems preferable on pragmatic grounds for general distributions of η.
Pure probits: Normal η and standard normal for ε When η is normal as well as ε, then the model is a pure probit and simulation methods that have been developed for probits can be utilized. The model can be characterized as U i = β′x i + ξ j where the vector of unobserved utility components ξ=(ξ 1 , ...,ξ J )′ is distributed normal with zero mean and covariance matrix Λ. Given our notation, ξ i = η i + ε i , and any of the structures given above can be placed on η, which gives a structure to Λ. Hajivassiliou, McFadden, and Ruud (1992) describe and compare, using Monte Carlo methods, several probit simulators. These simulators differ structurally from the simulator described above for mixed logits. In particular, the probit simulators are based on draws of ξ (or more precisely, on draws of the difference between ξ j for each non-chosen alternative and ξ i for the chosen alternative) while the mixed logit simulator is based on draws of the random terms that compose η. The probit simulators draw from a J-1 dimensional distribution of utility differences, while the mixed logit simulator draws from a mixing distribution whose dimension is determined by the specification of the model. Hajivassiliou et al. (1992) found the GHK simulator (due to Geweke, 1991 , Hajivassiliou and McFadden, 1990 , and Keane, 1990 ) performed better than other probit simulators for the specifications that they examined. To our knowledge, there has been no comparison of the mixed logit simulator with probit simulators. We provide a comparison on our data set below. However, the advantages and limitations of each depend on the specific situation. For example, in situations where the the dimension of the mixing distribution is less than the number of alternatives (as in Train, 1996 , which had 59 alternatives and seven error components), the mixed logit simulator might have an advantage simply because the simulation is over fewer dimensions. The opposite occurs when the dimension of the mixing distribution exceeds the number of alternatives (as in Revelt and Train, 1996) .
In the following section we estimate: (1) a mixed logit with an error-components structure and normally distributed η, (2) a pure probit with the same structure, and (3) a mixed logit with some elements of η being non-normal. Before describing the models, we describe the data that were used in estimation.
III. Estimated Models
We utilize the data collected and described by Brownstone et al. (1996) for their models of vehicle choice. A sample of California households were interviewed regarding their attitudes and preferences for alternative-fueled vehicles. Completed questionaires were obtained from 4654 respondents. A central component of the survey was a conjoint-type experiment in which vehicles with different fuels and different attributes (such as price and operating cost) were described to the respondent and the respondent was asked to state which he/she would choose.
4 Figure 1 shows the information and question that was presented to one of the respondents; different respondents were presented with different vehicle characteristics. Note that each respondent was given detailed information about three vehicles, each with a different fuel and each of a particular size class, and was told that each of these three vehicles came in either of two specified body types. Thus the respondent faced a choice among six alternatives. However, the total number of distinct alternatives was 120, consisiting of each combination of 4 fuels (gas, methanol, compressed natural gas, electricity), 5 size classes (mini, subcompact, compact, midsize, large), and 6 body types (regular car, sports car, truck, van, station wagon, sports utility vehicle).
The variables that enter the model are defined in Table 1 . The choice of variables to enter the nonstochastic portion of utility was determined though exploration and testing with a standard logit model. Most of the variables are self-explanatory; however, a few notes are required. (i)
Dividing price by the natural log of income provides a higher log-likelihood for the logit model than: not dividing by income, dividing by untransformed income, or dividing by the square root 8 of income (with price and income always measured in thousands of dollars.) The price coefficient for a respondent with median income is essentially the same under any of these specifications.
(ii) The questionaire described to the respondent the cost of recharging/refueling the vehicle at a station, as well as, for electric and CNG vehicles, the cost of refueing at home. We found that station refueling cost is not significant for electric vehicles and home refueling cost is not significant for CNG vehicles. Consistent with these findings, the variable that enters the model is defined as home refueling cost for electric vehicles and station refueling cost for non-electric vehicles. (iii) When a separate constant is included for each size class, with the constant for the mini class normalized to zero, the estimated coefficients obtain the following pattern nearly exactly: the coefficient for compacts is twice that of subcompacts, and the coefficients for midsized and large vehicles are equal to each other and three time that of subcompacts. The size variable that enters the model is a parsimonious representation of this result: 0 for mini, 1 for subcompact, 2 for compact, and 3 for mid-size and large (multimplied by 0.1 for scaling.) 5 .
Column 1 of Table 2 gives the estimated parameters and standard errors for the logit model.
Column 2 presents a mixed logit with the same specification for the nonstochastic portion of utility plus four error components. The first and second error components are iid normal deviates that enter the utility for each non-electric vehicle and each non-CNG vehicle, respectively. These error components are motivated by the nested logit specification of Bunch and Bradley (1995) , which includes two overlapping nests: one consisting of non-electric vehicles and the other consisting of non-CNG vehicles. The third and fourth error components relate to the dimensions of the vehicle. In particular, the third error component is a normal deviate multiplied by the size variable described above, and the fourth error component is a normal deviate multiplied by the luggage space variable. To be precise, the stochastic portion of utility for alternative i is defined
] +ε i where ς k is iid standard normal, z ki are the four variables described above, and ε i is iid extreme value. The parameters σ k for k=1-4 are estimated; each denotes the standard deviation of the normal deviate that generates that error component. In simulating the choice probability for a respondent, four numbers are drawn from a random-number generator for the standard normal distribution; the four "variables" ς 1 z 1i -ς 4 z 4i are created; and the conditional probability is evaluated with coefficients σ k k=1-4 for the four "variables." This process is repeated for numerous draws and the conditional probabilities are averaged to obtain the simulated probability. We used 250 draws in estimation of the mixed logit model.
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The error compoents enter significantly. Gas and methanol vehicles enter both the non-EV and non-CNG error components, unlike electric and CNG vehicles which enter only one. The covariance in the stochastic portion of utility is therefore greater for gas and methanol vehicles than other pairs of fuels. CNG vehicles enter the non-EV component, which has a larger coefficient than the non-CNG component; the covariance between the stochastic portion of utility for CNG vehicles with that for gas and methanol vehicles is larger than for electric vehicles with gas and methanol vehicles. Stated succinctly, the following pairs are given in order of decreasing covariance: a gas vehicle paired with a methanol vehicle, gas or methanol paired with CNG, gas or methanol paired with electric, CNG paired with electric.
The error component associated with the variable "size" induces covariance across size classes.
Since the variable is largest for mid-size and large vehicles, the covariance is largest for these.
The covariance decreases for mid-size or large vehicles paired with either compact, subcompact, and mini vehicles, respectively. Similarly, the error component associated with luggage space induces greater covariance for pairs of vehicles with greater luggage space. It seems doubtful (a least to us) that households actually care about luggage space per se sufficiently to justify an error component based upon it. However, the luggage space error component entered significantly in all the specifications that we tried during preliminary analysis. We interpret, for the following reason, the luggage space variable as a second indication of vehicles' overall dimensions.
Respondents were told the size class of each vehicle as well as the luggage space relative to a comparable gas vehicle. Respondents could easily consider the luggage space information as an indication of relative dimensions of the vehicle within the fairly broad size classes. For example, if a respondent is told that an electric vehicle is a mini with 75% of the luggage space of a mini gas car, the respondent could logically think that the electric vehicle is smaller than a mini gas car -a mini-mini, so to speak.
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The estimated parameters that enter the nonstochastic portion of utility are generally larger in magnitude in the mixed logit than the standard logit. This phenomenon is expected. The scale of utility is determined by the normalization of the iid term ε. In a standard logit, all stochastic terms are absorbed (as well as possible, given that they are not, in reality, all iid) into this one error term. The variance of this error term is larger in the standard logit model than in a mixed logit since, in the mixed logit, some of the variance in the stochastic portion of utility is captured in η rather than ε. Utility is scaled so that ε has the variance of an extreme value.
Since the variance before scaling is larger in the standard logit than the mixed logit, utility (and hence the parameters) are scaled down in the standard logit relative to the mixed logit. This is the same result as obtained by Revelt and Train (1996) .
The ratios of estimated parameters, which are the economically meaningful statistic, are very similar in the standard logit and mixed logit models. For example, the ratio of the first two coefficeints (for price and range) is 0.529 in the standard logit and 0.511 in the mixed logit. The ratio of the second to the third coefficients (range and acceleration) is .489 in both models. Bhat (1996a) and Train (1996) also found the ratios of coefficients not to differ significantly between a standard and mixed logit, while Bhat (1996b) found fairly substantial differences.
The third column of Table 2 presents the estimated parameters of a pure probit model. This model has the same specification as the mixed logit in column 2 except that the final term in the stochastic portion of utility, ε, consists of iid standard normal terms rather than iid extreme value. The choice probabilities are simulated with the GHK simulator. This simulator requires more computer time per replication than the mixed logit simulator; to keep the computer time manageable we reduced the number of replications to 50. The relative accuracy and speed of the mixed logit and GHK simulators on our data are examined in section V below.
The ratios of estimated parameters are similar in the pure probit model to those in the standard and mixed logits. The scale of the estimated parameters is about the same as in the standard logit.
This is due to two counteracting factors. First, as described above for the mixed logit, the incorporation of part of the stochastic portion of utility into η rather than ε causes the parameters to rise in magnitude, since the parameters are scaled by the variance of ε. Second, the variance of a standard normal is smaller than that of an extreme value; therefore, utility is scaled down further in a probit model where ε is standard normal than in a logit model where ε is extreme value. In our application, it is simply a coincidence that these two factors have approximately the same impact, though in opposite directions, such that the probit parameters are similar in magnitude to the standard logit parameters. It is interesting to note that we did not use the logit parameters directly as starting values for the probit model but instead used the scaled logit parameters (i.e., the logit parameters divided by 1.6 to account for the difference in the variance between standard normal and extreme value). The iteration process moved the parameters back to the approximate scale of the original logit parameters.
The fourth column of Table 2 presents a mixed logit with more error components than the mixed logit in column 2 and the pure probit. These extra error components do not have normal distributions; as result, there is no pure probit analog to this model. The motivation and specification of this model require some discussion. We wanted to try a fairly complete random-parameters specification, in which households' tastes regarding each attribute of vehicles vary in the population. We first estimated a model in which each of the following variables was assumed to have a coefficient that is distributed independently normally in the population with mean and standard deviation being estimated: price/ln(income), range, acceleration, pollution, size, big enough, luggage space, operating cost, station availability, the EV constant, and the CND constant. (Note that the mixed logit in column 2 could be interpreted as having random parameters for size, luggage space, EV constant, CNG constant. See footnote 7.) In this specification, only one extra coefficient, beyond those four in the mixed logit model of column 2, obtained a statistically significant standard deviation. More importantly, the model produced counter-intuitive forecasts under some scenarios. For example, the predicted share of households choosing a large gas car was predicted to rise in response to a 20% rise in the price of large gas cars. This phenomenon is a natural (though undesirable) consequence of having the coefficients of attributes take a normal distribution when in reality all households can be expected to have the same sign for their coefficients. For example, the price coefficient is necessarily negative for all households; and yet the normal distribution for this coefficient necessarily implies that some households having positive coefficients. In forecasting, the households with positive price coefficients prefer a vehicle more when its price rises. If the share of households with positive price coefficients is large compared to the share of households choosing a given vehicle, then the model can predict that a price increase raises demand. This phenomenon occurs not just for price but for any attribute whose coefficient is given a normal distribution and yet has an expected sign for all households. The phenomenon was evidenced in one of the models of Revelt and Train (1996) in forecasting the impact of rising interest rates on households' decisions to take loans.
Pure probits with a random-parameters specification are, by their nature, susceptible to it.
The solution is to specify a density that is strictly positive only on one side of zero. For the model in column 4, we assume log-normal distributions for the coefficients of price/ln(income), range, acceleration, top speed, pollution, big enough, operating cost and station availability. Since the log-normal distribution gives positive coefficients, variables whose coefficients are necessarily negative (price/ln(income), acceleration, pollution, and operating cost) are entered as the negative of the variable. The four variables that enter the error components of the mixed logit in column 2, could logically take different signs by different households; these are therefore assumed to have normal distributions, as in the mixed logit model in column 2.
The k-th coefficient with a log-normal distribution is specified as exp(b k +s k ν k ), where ν k is iid standard normal and s k and b k are parameters. The mean coefficient is exp(b k +(s k 2 /2)) and the standard deviation of the coefficient is the mean multiplied by (exp(s k 2 )-1). In preliminary analysis, models with unrestricted b k 's and s k 's failed to converge, with one or more of the s k 's becoming so large that exp(b k +s k ν k ) exceeded the numerical limit of the software. We therefore constrained the parameters such that the standard deviation of each log-normally distributed coefficient was equal to its mean. (Mechanically, we constrained each s k to be .8326.) This constraint is appealing, since it results in a model with no more parameters than in the mixed logit in column 2 or the pure probit, and yet contains variation in the stochastic portion of utility over more attributes than in these models. The implications of this variation for substitution patterns is explored below. Table 2 gives two sets of estimates for the variables with log-normally distributed coefficients.
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On the right is the estimate of b k for each coefficient; the standard error is for the estimate of b k . On the left is the mean coefficient implied by the point estimate of b k and the constrained value of s k (multiplied by -1 if the negative of the variable was entered.). The left-hand number is comparable to the estimates in the previous columns for other models. The ratios of these estimates are similar to those in the other three models; the scale is similar to that of the mixed logit in column 2. If indeed the ratios of coefficients are adequately captured by a standard logit model, as our results and those of Bhat (1996a) and Train (1996) indicate, then the extra difficulty of estimating a mixed logit or a probit need not be incurred when the goal is simply estimation of willingness to pay, without using the model for forecasting. Table 4 provides an illustration of the substitution patterns that are implied by each of the models. In particular, the table gives the probabilities from each of the four models under various scenarios compared with a base situation. The probabilities are for a typical household; specifically, they are for a person with a college education, who commutes less than 5 miles to work, and whose household has three members and an annual income of $50,000. In the base situation, the household can choose among five classes of gas cars (mini, sub-compact, compact, mid-sized, and large); no alternative-fueled vehicles are offered. Four scenarios are considered, three in which new alternative-fueled vehicles are offered and a fourth in which the price of gas vehicles is changed. The table gives the change in probabilities that results from the introduction of new vehicles or the change in price.
IV. Substitution Patterns
It is important to note that the probabilities do not represent forecasts; rather, they illustrate the substitution patterns that are implied by each model. To use the models for forecasting, it is necessary to (i) calibrate the model against real-world choices, (ii) forecast the characteristics of households and develop a set of households for each forecast year that represents the distribution of characteristics in that year, and (iii) develop forecasts of vehicle characteristics that realistically represent future offerings or the range of possible future offerings. These tasks are currently being undertaken as a continuation of the work reported in Brownstone et al (1996) . Table 4 are not forecasts, the differences in the substitution patterns that arise under the different models will also occur in forecasting since these differences are intrinsic to the model specifications.
While the figures in
We first describe the differences between the standard logit and the mixed logit in column 2 of Table 2 , called mixed logit A. We then describe differences with the pure probit and the mixed logit in column 4, called mixed logit B.
In part 1 of Table 4 , a mini electric car is introduced to a base situation consisting of five gas cars. The logit model, because of the iia property, implies that the new electric car will draw
proportionately from all five of the gas cars. The electric car is predicted to be chosen by 7.2%
of households with the same observed characteristics as our typical household. As the figures show, 7.2% of the households who chose large gas cars in the base situation are predicted to switch to the electric mini car -the same as for households who chose gas mini cars in the base situation. The predictions from mixed logit A differ from those of the standard logit model in two ways. First, the percent of households who switch to the new electric car is higher among households who would have bought the gas mini car in the base than among households that would have bought larger gas cars. This more realistic substitution pattern is the consequence of the error component relating to size. The difference in substitution patterns is particularly important for policy analysis. For example, electric cars are seen as a way of reducing gas consumption and tailpipe emissions. The predicted reductions are lower when households are predicted, realistically, to switch from small gas cars more readily than from large gas cars.
Second, the mixed logit model predicts that more households in total choose the new electric car (11.2% as opposed to 7.2% in the standard logit model.) This higher prediction is due to the non-EV error component: the random term associated with this component is negative for some households, reflecting the fact that some households prefer electric vehicles to non-electric vehicles independent of the measured attributes (such as price and operating cost) which enter the model. The mixed logit probabilities incorporate the fact that some households actually like electric vehicles, thereby raising the share who are predicted to buy one. 8 This feature of mixed logits, namely, the ability to reflect greater distribution of preferences regarding new products relative to existing products, is potentially important in forecasting penetration rates for any new product, but especially for products that are expected to satisfy niche markets.
For part 2 of Table 4 , a second electric car in introduced, comparable in size to a gas subcompact. The previous scenario (five gas cars and a mini electric car) is taken as the base.
The standard logit model predicts, again because of the iia property, that the subcompact electric car will attract the same share of households who had bought any of the gas cars as it does of households that had chosen the mini electric car. The mixed logit model provides more realistic predictions: the new electric car, which is larger than the original electric car, draws more proportionately from the original electric car than from the gas cars.
The total share obtained by the new sub-compact electric car is the same from both the standard and mixed logit. This result, while it might at first appear to contradict the finding in part 1 that the mixed logit predicts a larger total share of electric cars, actually confirms that finding and explanation. In part 1, the mixed logit gives a larger share for the electric car because the mixed logit incorporates the fact that some people actually prefer electric cars. In part 2, the base situation contains an electric car, and households who prefer electric cars are predicted to buy this car in the base situation. The introduction of a second, larger electric car does not meet previously unmet preferences of households who like electric cars (as in part 1) since, in part 2, their preferences have been met in the base situation. The second electric car induces some of these households to switch from the smaller electric car from the larger one: this is one of the reasons for the large percent draw from the mini electric that is predicted by the mixed logit.
For part 3, the scenario in part 2 is taken as the base (five gas cars and two electric cars) and two methanol cars, a compact and a mid-sized, are introduced. The logit model of course predicts proportionate switching. The mixed logit predicts disproportionate switching, with greater switching from the larger gas cars than the mini and subcompact gas cars, and with greater switching from gas cars than electric cars. The later result is due to the fact that the same error components enter for methanol and gas, indicating a similarity in households' views of these two types of fuel (relative to electric). This finding is reasonable, since refueling with methanol is essentially the same as refueling with gas, whereas the procedures for recharging an electric car are quite different.
Finally, for part 4, the base is the five gas cars, as in part 1, and the scenario is a 20% rise in the price of large gas cars. The standard logit predicts that households switch proportionately to each of the other size classes. The mixed logit model predicts that households switch more readily to mid-size cars than to smaller cars, as one would expect in reality.
The predictions from the pure probit model are qualitatively the same as those from mixed logit A. Mixed logit B also has similar predictions, with one exception. In part 4, mixed logit B predicts a considerably smaller share of households switching away from large cars in reaction to a 20% price increase. Mixed logit B includes variation over households in the price coefficient, which neither mixed logit A and the pure probit do. Households who place relatively litte importance on price have a greater tendency to buy the expensive large car. And these households, since their price coefficient is relatively small, do not react to price increases as readily as a household with average price coefficient. As a result, mixed logit B predicts a smaller share of customers switching away from the large car when the price is raised.
In conclusion, the substitution patterns that are obtained with the mixed logit and probit models are more reasonable and provide more realistic policy implications than the patterns implied by standard logit. It is important to note that the improved substitution patterns were obtained with the addition of only four extra parameters.
V. Simulator Speed and Variance
To our knowledge, there have been no previous analyses of the variance of the mixed logit simulator. To examine this issue, we calculated the variance in the simulated values of the average probability, log-likelihood function, and gradient over different draws for mixed logit A.
Using the parameters values in Table 2 , we calcuated the average probability, log-likelihood, and gradient repeatedly using different seeds for the random-number generator (that is, using different draws for the random terms that constitute the error components). We set the number of replications at 50, 125, and 250, and for each number of replications, performed the calculations with ten different seeds. The mean and variance over the ten seeds for each number of replications are given in Table 4 .
The "average probability" is the simulated probability for each respondent, averaged over respondents. The mean (over the ten seeds) of the average probability is the same under each number of replications; this is expected since the simulated probability is unbiased for the true probability for any finite number of replications. The variance of the average probability decreases as the number of replications increases, also as expected. The variance decreases faster than 1/R, where R is the number of replications; in fact, it decreases at about twice this rate.
With accept/reject simulation of a choice probability, variance is expected to decrease at the rate 1/R (McFadden, 1989) . The faster rate for the mixed logit simulator indicates that additional draws of the mixed logit simulator provide more extra information than an additional draw of an accept/reject simulator.
The mean over the ten seeds of the simulated log-likelihood function decreases as the number of replications rises. The log of the simulated probability is not unbiased for the log of the true probability; rather, given the log transformation, it is biased downward for a finite number of replications, with the bias decreasing as the number of replications increases. The figures in Table 4 are consistent with these facts. Whether the bias can be considered large depends on the perspective that one takes. The mean of the simulated log-likelihood increases by 28.5 points when the number of replications rises from 50 to 250, and by 6.7 points when the number of replications rises from 125 to 250. However, these absolute changes represent only 0.4% and 0.09% changes. The issue can be considered in the context of interating to the maximum. In our estimation, the iteration process came within 6.2 points of the final maximized value after the third iteration; the remaining increase took another seven iterations. During the final seven iterations the point estimates changed in the second and sometimes the first digit (though the ratios changed less than the absolute values). However, the hypothesis that the true log-likelihood was maximized after three iterations (or more precisely, that the point estimates obtained after three iterations were the true ones) could not be rejected, even at low confidence levels.
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Unfortunately, as for most empirical work, the range of point estimates for which the null hypothesis that they are true cannot be rejected is fairly wide. However, within this context, the bias in the log-likelihood function that is introduced by simulation seems to be minor.
The variance in the simulated log-likelihood function decreases, like the average probability, faster than 1/R.
The variance in the gradient decreases as the number of replications rises, as expected. It is difficult to determine the rate since there are 25 elements to the gradient and some inconsistency in the change in the variances. More than ten seeds are apparently needed to obtain a reliable sense of the rate of decrease in the variance of each element of the gradient.
The calculations were performed on a PC with a pentium 166 MHz chip and 32 MB of RAM (which was sufficient memory to hold all the data and intermediate results, thus speeding the process considerably) using GAUSS for Windows95. The computer time for both the log-likelihood and gradient was nearly proportional to the number of replications. Our model with 250 replication required ten iterations to converge, and each iteration entailed several calculations of the log-likelihood function and one calculation of the gradient; the total time for estimation of this model was somewhat more than two-and-a-half hours. By comparison, the standard logit model took less than a minute.
We performed similar calculations for the pure probit. The results are given in the last column of Table 4 . The variance in the average probability and the log-likelihood function is somewhat smaller for the GHK simulator with 50 replications than the mixed logit with the same number of replications. However, the calculation of the GHK simulator is considerably slower. The mixed logit with 125 replications takes about the same time to calculate the log-likelihood as the GHK simulator with 50 replications, and yet the variance in the average probability and log-likelihood is less than half as large 10 . Stated succinctly: for a given number of replications, the GHK simulator has somewhat less variance than the mixed logit simulator, while for a fixed amount of computer time, the mixed logit simulator has considerably lower variance. The variance in the gradient also follows this patterns generally; however, there are sufficient differences that any conclusion about gradients cannot be considered very strong.
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These comparisons should not be taken as general. The relative performance, both in speed and variance, depend on the model specification, data, and other factors. For example, the GHK simulator requires a Choleski decomposition for the covariance matrix of the differences in the stochastic portion of utility. With our data (where each respondent faced a different set of alternatives) this decomposition had to be performed separately for each respondent. In other situations --for example, when each person faces the same alternatives and the covariance matrix does not depend on data that varies over people --the Choleski decomposition is not needed for each person; one decomposition for each alternative is sufficient. Also, in our application this covariance matrix has large off-diagonal elements (i.e., the correlation across alternatives in the stochastic portion of utility is high). The GHK simulator is known to have larger simulation variance when the correlation in utility differences is high (e.g., Geweke, Keane, Runkle, 1996) . Issues also arise regarding the computer program. GAUSS is particularly fast for calculations that can be "vectorized." The mixed logit simulator and its gradient can easily be vectorized, while only certain parts of the GHK simulator can be. A comparison of speeds using FORTRAN, which does not provide an advantage to vectorization, could have different results.
Nevertheless, the recursive nature of the GHK simulator (where the range for the random draw for one alternative depends on the value of previous draws for other alternatives) is inherently slow compared to simulators, like the mixed logit simulator, which draw simultaneously from unrestricted ranges. In light of these issues, the results in Table 4 are perhaps best interprested as simply an indication that the mixed logit simulator is reasonably accurate compared to the GHK simulator, particularly for given computer time. Given these choices, which vehicle would you purchase? (please circle one choice) 1) Vehicle "A" (car) 2) Vehicle "A" (truck) 3) Vehicle "B" (car) 4) Vehicle "B" (van) 5) Vehicle "C" (car) 6) Vehicle "C" (truck) Note that even though SP i is unbiased for P i , ln(SP i ) is a biased estimator of ln(P i ) for finite R, such that simulator induces bias in the log-likelihood function. This bias decreases as R increases and, as stated, when R increases faster than the square root of the number of observations, disappears asymptotically. While we utilize maximum simulated likelihood (MSL) estimation, as do all the empirical studies cited below, other forms of parameter estimation could be applied, such as method of simulated moments (MSM), method of simulated scores, or Gibbs resampling. See, e.g., McFadden and Ruud (1994) .
2.
This results differs critically, and is stronger than the "mother logit" theorem, which states that any choice model can be approximated by a model that takes the form of a standard (i.e., non-mixed) logit (McFadden, 1975; Train, 1986, pp. 21-24.) In the mother logit theorem, any choice model can be expressed as a standard logit if attributes of one alternative are allowed to be entered in the "representative utility" other alternatives. However, when cross-alternative attributes are entered, the logit model is no longer a random utility model (i.e., is not consistent with utility maximizing behavior and cannot be used for welfare analysis) since the utility of one alternative depends on the attributes of other alternatives. In the theorem regarding mixed logits, any random utility model can be approximated by a mixed logit with an error-components structure without entering cross-alternative variables, or, more precisely, while still maintaining the mixed logit as a random utility model.
3.
The earliest estimated versions of random-parameter logits were called hedonic models (Boyd and Mellman, 1980; Cardell and Dunbar, 1980) ; however, this term can cause confusion with respect to the hedonic price methods made popular by of Griliches (1961) . These early models were estimated on aggregate data such that the computationally intensive simulation was required for only one "decision-maker" rather than, as in the recent models, for each sampled decision-maker.
4.
Respondents were also asked to state their second choice. We did not utilize the secondchoice data in our analysis. Logit models estimated on the first and second choice responses yielded essentially the same parameter estimates with only slightly smaller standard errors. Also, the inclusion of two choices for each respondent makes the estimation of mixed logits and pure probits somewhat more complicated (so as to incorporate the correlation in unobserved factors over the two choices) and increases the computer time required for estimation by considerably more than twice. See Revelt and Train (1996) and Train (1996) for estimation of mixed logits with repeated choices for each decisionmaker.
5.
Interating to the maximum of the objective function with quasi-Newton Raphson procedures, as we use, is faster when variables are scalesd such that the elements of the diagonal of the Hessian have approximately the same magnitude.
6.
Different draws are taken for different respondents. McFadden (1992) indicates the importance, in the context of method of simulated moments estimation, of taking different draws for each observation: with differerent draws for each observation, the simulation error in the simulated probability is uncorrelated over observations and tends to cancel out when the simulated probability is averaged over observations. With maximum simulated likelihood (MSL) estimation, the average of the log of the simulated probability is utilized rather than the average
