The last years have been characterized by an increasing interest in the grid and cloud computing that allow the implementation of high performance computing structures in a distributed way by exploiting multiple processing resources. The presence of mobile terminals has extended the paradigm to the so called pervasive grid networks, where multiple heterogeneous devices are interconnected to form a distributed computing resource. In such a scenario, there is the need of efficient techniques for providing reliable wireless connections among network nodes. This paper deals with the proposal of a suitable resource management scheme relying on a routing algorithm able to perform jointly the resource discovery and task scheduling for implementing an efficient pervasive grid infrastructure in a wireless ad hoc scenario. The proposed solutions have been considered within two different parallelization processing schemes, and their effectiveness has been verified by resorting to computer simulations.
INTRODUCTION
Cloud computing [1] is a novel approach relying on pervasive and parallel computing, allowing to build and manage enterprise architectures thus offering several services types [2] . Cloud computing is assuming an even more importance in the design of future information and communication technology platforms by considering several aspects, as green computing and communications [3] , or infrastructure for scientific programs [4] , or, again, as a more effective way for managing multimedia scenarios [5] . Cloud computing infrastructures are divided into three main categories: Software as a Service that allows users to share applications running on cloud computing platforms, Platform as a Service that allows users to share platforms instead of applications, and finally, Infrastructure as a Service (IaaS), according to which users can share processing power, storage capability, network resources, and so on as in typical grid computing systems [6] .
This paper deals with a specific cloud computing paradigm, mainly devoted to provide IaaS services, where the cloud computing infrastructure is composed by elements to allow scaling an application according to the computing performance, and to guarantee specific quality-of-service (QoS) profiles [10, 11] .
In our approach, we consider the nodes of the cloud computing as mobile, battery powered, and with different computing capabilities (e.g., in terms of amount of memory, CPU power). The nodes form a mobile ad hoc network (MANET), where each device can communicate directly with the line-of-sight neighbors and through the neighbors, acting as relay, with the nonline-of-sight devices. We will refer in what follows to this kind of cloud as local computing cloud. A local computing cloud can be successfully adopted in several application scenarios that include emergency and disaster managements [12] , tactical applications [13] , and monitoring of natural phenomena [14] ; all these scenarios have in common the possibility that the nodes can be isolated or far from a centralized computing server, thus requiring in situ computation capabilities.
The described scenario assumes that the cloud computing works in a distributed way acting as decision support systems (DSS) [15] according to the IaaS approach. The DSS has to provide forecasting models of events in order to plan future operations [16] or react quickly to specific situations that will occur soon. In our case, the mobile nodes can interact with the set of services offered by the local cloud [17] and take part to the distributed and parallel computation performed within the cloud.
In particular, aim of this paper is to propose a proactive approach whose main features are to identify the most suitable subset of nodes belonging to the local computing cloud, for performing an optimal computation sharing among them, allowing communications among nodes, and reacting to the topology changes (caused by the mutual motion of the network nodes) keeping the local computing cloud connected.
A MANET routing protocol, named Extended Optimized Link State Routing (EOLSR) [9] algorithm, is used for the case of heterogeneous networks formed by nodes with different computing powers involved in distributed and parallel computations. The EOLSR foresees to embed network state and nodes computational load information in the routing messages, usually adopted to update the network topology information hence lowering the signaling overhead. Moreover, by optimizing the task scheduling among the nodes, the EOLSR can reduce the network load.
The aforementioned consideration leads to the possibility to form a computing cloud including mobile devices interconnected by broadband wireless links. The effectiveness of the proposed approach will be validated here by means of a suitable analytical approach and computer simulations.
The organizations of this paper is as follows: in Section 2, the description of a generic DSS application is considered, and in Section 3, the EOLSR routing algorithm is described. In Section 4, the proposed solutions for the scheduling and the resource allocation problems are formalized and described, and in Section 5, numerical results obtained by computer simulations are given. Finally, conclusions are drawn in Section 6.
MODEL OF THE PARALLEL AND DISTRIBUTED DECISION SUPPORT SYSTEM
A local computing cloud model has been proposed in [18] and successively adopted in [8, 19] ; this model can be represented as a graph where the vertexes are the logical components, and the edges are the communication channels. The logical components of the application can be different, each one performing a specific set of operations on the input data. The communication between logical components is performed through data streams, considered as a set of elements transmitted by one component to another [20] .
A logical component of a distributed application relying on the local computing cloud, likewise DSS applications, can be considered as a process running on the node; each node of the local cloud could execute all the components forming the distributed application. In this scenario, it is important that the whole application is able to dynamically reconfigure itself in order to match specific QoS constraints or to react to the context changes (e.g., changes in network topology, or computational load). The adaptivity and the context awareness of the application can be explicitly coded in each logical component. The two main types of adaptivity are the following [8] :
performance adaptivity -performed when the parallelism degree of a component changes; functional adaptivity -performed whenever a different version of the same resolution algorithm (e.g., a reduced memory footprint) is adopted.
A general purpose model of DSS applications should be based on the following set of entities the data source -For example, a wireless sensor network or, more generally, one or more devices measuring a set of indexes; each measure is called point. The whole monitored area can be divided in parts, called cells, where the data source is placed; the cloud nodes -in each cell, a local computing cloud operates, composed by a variable number of nodes equipped with a wireless network adapter; the data aggregators -in each local cloud, there are one or more devices that can gather the points produced by the data source operating in the cell where the aggregator is; the role of data aggregator can be performed also by a user device.
A parallel application can be developed according to different models; in order to estimate the performance of the routing and resource allocation algorithms, we have focused our attention on the task farm and data parallel alternatives [9] . However, the proposed approach can be applied also to more complex architectures. They differ in the type of logical components involved and in the way the logical components cooperate to solve a problem.
Task farm paradigm
The task farm paradigm relies on the replication of the same logical components used to perform the same operations on different input data ( Figure 1 ) [8, 9] .
A task farm application is composed by three logical components the emitter (E): The emitter receives an input stream composed by elements of the same type; the worker (W): Each worker receive a different input stream element from the emitter and process it with the same function F ; the collector (C): The collector gathers the outputs of the workers and forward them on the output channel.
In the isolated scenario, the emitter role can be played by the data aggregator node because it communicates directly with the data source; the main contribution to the computing power comes from the mobile nodes member of the local cloud, considering that each node can execute one or more workers in parallel. The collector process can run on a single node or in multiple nodes at the same time; in the following, we assume that each worker sends the output elements to the data aggregator node that also acts as the collector.
A task farm application, in a steady state, can be modeled as a three-stage pipeline system, where the first stage is composed by the emitter, the second by the workers, and the third by the collector. For this reason, the average service time of the application (T f arm ) can be expressed as [8, 21] 
where T E , T W , and T C are, respectively, the average service time of E, W and C, and N f arm represents the number of workers involved in the parallel computation. Being the second right member of (1) usually the biggest term, we have Let T A be the average time elapsed between the consecutive emission of two points (i.e., the average arrival time). We define the optimal parallelism degree ( O N f arm ) as the value allowing to have the average service time of the application equal to the average arrival time. Hence, we have
Data parallel paradigm
In the data parallel paradigm, the working processes involved in the computation are combined in order to solve one task at a time ( Figure 2) : The gather collects and assembles the outputs of the workers and also builds the solution to be sent out.
It should be noted that a worker involved in the computation can process a substate regardless of the other workers (the data parallel application is called map) or have some functional dependencies with other workers (in this case, the application is called stencil). Moreover, we have a functional dependence when a worker needs to know some partial results from one or more workers in order to perform an iteration of H . / on an element.
As for the task farm paradigm, the gather process can run on one or more nodes at the same time, and each node of the local computing cloud can execute in parallel one or more working processes. The node, where the scatter process is executed, is selected time by time through an optimal criterion (see Section 4). Finally, we assume that each worker transmits its output to the data aggregator node that also acts as the gather. Likewise, the task farm paradigm, a map application, in a steady state, can be modeled as a three-stage pipeline, where the first stage is composed by the scatter, the second by the workers, and the last stage by the gather. The average service time (T map ) can be expressed as
where T S and T G are, respectively, the average service time of S and G. Usually, T W is greater than the average service time of the other pipeline stages. Hence, we have [7, 8] T
with T W given by
where T H is the average time needed by a node to apply the H function one time on a single element incoming from the input state, N map is the number of workers involved in the computation, and the ratio between the total number of elements of M, n and N map gives the substate size (in terms of number of elements). The optimal number of workers ( O N map ) can be defined as the amount of computing processes allowing to have an average service time of the whole application equal to the average arrival time, hence, avoiding the saturation of the input queue of the parallel application. In order to have T A D T map or, as assumed earlier, T A D T W , the number of workers, according to (6) , has to satisfy
ROUTING PROTOCOLS FOR PERVASIVE GRID COMPUTING
Local computing clouds are characterized by a flat topology where each node has the same role. This reflects to a MANET communication framework, where there are no base stations or access points: a node communicates directly with the line-of-sight nodes.
In such networks (Figure 3 ), if a certain node A needs to communicate with a nonline-of-sight node C, a relay node B can be exploited according to the multihop approach. By extending this concept to a multitude of nodes, the routing protocol plays a key role in the local cloud.
When implementing a local computing cloud, it is needed to identify those nodes that best respect the requirements of the specific distributed application. In order to fulfill these requirements, we will focus our attention on the routing, resource discovery, and task scheduling operations, by considering a joint approach among them.
First of all, we provide a brief overview of the basic routing algorithms and the EOLSR scheme by showing the joint resource discovery and routing approach; the task scheduling operation will be outlined in Section 4.
Notes on mobile ad hoc network routing protocols
In the literature, several routing protocols have been introduced for ad hoc networks [22] [23] [24] [25] ; they can be classified into three families:
Proactive family -the proactive routing strategy relies on a periodic update of the routing information stored in each node; the routing table of a node is composed by all the possible routes for allowing the communication with all the nodes. The most popular proactive algorithm is the optimized link state routing (OLSR) [22] and its QoS-aware extension called QoS OLSR [23] , whose aim is to consider the QoS requirements of the different traffic flows for a better routing decision; Reactive family -differently from the proactive family, in the reactive a route from two nodes is searched only when needed (in reaction of a new transmission of a certain node). A well-known reactive routing protocol is the ad hoc on demand distance vector [24] ; Hybrid family -the hybrid routing algorithms are composed by two parts: the first operate in a proactive way, and the second in a reactive way. The zone routing protocol [25] is one of the most important protocols belonging to this class.
Our aim is to identify a routing protocol allowing a pervasive grid computation in a cloud computing system. Even if reactive protocols require less network traffic than the proactive, we focus here on a routing approach based on the QOLSR principle [23] because despite a higher signaling traffic, it provides the following characteristics:
the reactive protocols have a not predictable setup time for setting up a route and updating the routing tables for the nodes involved in the communication; the end-to-end QoS parameters of a path between the source and the destination nodes is explicitly monitored in each intermediate node; the routing messages cannot be used to periodically broadcast information or as probe messages in order to estimate some QoS indexes.
The extended optimized link state routing protocol
When considering a local cloud computing scenario, it is important to reduce the initial set-up time and the signaling messages, by integrating resource discovery and routing functionalities. With this aim, we refer here to an extended version of the well known OLSR method, namely the EOLSR protocol [8] . The EOLSR scheme relies on the QOLSR protocol and it is characterized by the following strengths:
it operates in a distributed way and does not require any supervisor node; it does not require a reliable transmission of routing messages; it performs a hop-by-hop routing approach, and each network node, belonging to the path connecting the source with the destination device, chooses the next destination to send the traffic; it is able to find always the optimal path between each couple of network nodes.
As for the QOLSR, each node has to perform the following operations when using the EOLSR protocol:
detecting, through the received HELLO messages, its one-hop neighbors; performing the MPR selection and updating its topology table through the topology control topology control (TC) messages; setting up the routing table.
The aim of the EOLSR protocol is to integrate the resource discovery functionality in the routing procedure. Toward this end, the set of QoS indexes in the HELLO message has been extended [8] to the context information of the pervasive grid computing nodes: the remaining battery power, the CPU architecture type (e.g., i386, XScale, MIPS), and the amount of CPU and allocated memory of each one-hop neighbor. It has to be noted that more additional parameters can be added according to the application requirements. Even if embedding this additional information in the header of the HELLO messages leads to an increased size of 32 bit, it is important to note that the size of each element of the advertised list has the same dimension. This is of particular interest because it allows us to have a more efficient routing protocol for distributed wireless computing environment with only a small increasing in terms of complexity. The EOLSR protocol can be seen as an extension of the QOLSR protocol, with the further advantage of allowing hybrid scenarios where nodes employing both protocols co-exist. In this case, only those nodes using the EOLSR can actively participate to the augmented pervasive scenario in an effective way.
With the expression i -hops neighbors of a node J , we refer to the set of nodes reachable by the node J through i -hops. The set of i-hop neighbors of a generic node J is called neighbor set of J (N i J ). A node J (Figure 3 ) broadcasts the HELLO messages to its one-hop neighbors containing the source address and the list of its one-hop neighbors. The node J , through the N 1 J , can also build its two-hops neighbors set N 2 J ). As for the QOLSR [8, 23] , it is possible to define the MPR set of a node J (MPR J ), a subset of N 1 J composed by those nodes through which is possible to communicate with the N 2 J set relying by using two-hops paths; each node has to estimate its MPR set. If a node A belongs to the MPR B , it is called MPR of a node B; A knows this through the HELLO messages transmitted by B itself. Each node has a list of the nodes (called MPR selector list, indicated as MPR adv ) that have chosen it as MPR node.
As for the QOLSR algorithm, each node with a nonempty MPR selector list must transmit periodically a TC message embedding its MPR selector list; each element of that list stores the address of the node that has the source in its MPR set, the QoS indexes of the communication link and the context information related to the node itself. Differently from the HELLO messages, the TC messages must be received by each node, but they are not broadcasting across the network: a TC message of a certain node A is processed only by the members of the MPR A , as well as, A will process only message received by its MPR set. It can be proven that in this way, all the network devices receive the TC messages transmitted by a node under the assumptions of an ideal channel and medium access [23] .
Through the received TC messages, each node can build a topology table with the addresses of the nodes belonging to the MPR selector list carried by a TC message (called destination address), the source address of the TC message (called last-hop address), the bandwidth and the delay of the communication link between the last-hop address and the destination address and the context information related to the last-hop node.
In the next section, we will show that context awareness of the network devices has a big importance for the local cloud computing scenario. The TC messages has been modified for carrying on also the complete list (called extended neighbor list) of the network nodes up to n-hops (E n J , where n 1 is the deep of the extended neighbor list); for all the elements belonging to the list, the same context information and QoS indexes are specified in the extended version of HELLO messages.
The EOLSR extended fields.
In order to make each node able to build a snapshot of the network and computing resources, the extended TC messages should be transmitted not only by the node with a nonempty MPR selector list but also by all network nodes. If the TC messages were transmitted only by the nodes with a nonempty MPR selector list, as QOLSR requires for the regular TC messages, only their extended neighbor lists would be propagated all over the network resulting in a partial perception of the real state of the communication and processing capabilities of the network.
The extension of the TC messages does not increase the message header size or the dimension of the elements of the advertised MPR selector list size, whereas the classical QOLSR dimensions are increased by the extended neighbor list carried within the message; an entry of that list has the same dimension of an element of the MPR selector list (12 B) and has a number of elements equal to jE n J j jMPR adv j. When a node has filled (or updated) the neighbor and topology tables, it can estimate (or periodically updates) its own routing table, differently from the QOLSR protocol; the classical entry (destination address, next-hop address, and the path length) has to be extended [9] in order to carry also: the bandwidth .BW / and the delay .d / of the path, defined herein from A to F through B, C , D, and E, respectively, defined as BW.r/ D minfBW.A;B/; BW.B;C /; : : : ; BW.E;F /g (8) and
where r is a path through n 1 hops from the source A and the destination node F along the B; C ; : : : ; E devices. The bandwidth of a link can be estimated by using the expected transmission count [26] used to evaluate the average number of transmissions required to deliver a certain probe message; this metric is additive and can characterize (with a single value) a bidirectional link. In our case, the probe messages are the routing messages. A link characterized by a high expected transmission count has a low bandwidth and vice versa; lastly, the bandwidth has been normalized respect to its maximum value. The delay of a link can be estimated averaging on a suitable number of packets the time required to transmit and receive an EOLSR message: the sender adds the current timestamp to the message at the sending time, then the receiver estimates the transmission time performing a subtraction between the carried timestamp and the message receiving time. It is important to note that the clock synchronization assumption can be easily relaxed using a different delay estimation technique; the remaining battery life of a path can be defined as POW.r/ D minfPOW.B/; POW.C /; : : : ; POW.F /g (10) where POW .I / is the remaining battery life of the node I normalized respect to its maximum value; the processor type, the amount of CPU occupied, and memory allocated (normalized respect to its maximum value) in the destination node. In order to ignore the fast variations that could characterize these indexes, the EOLSR messages do not carry the current values of CPU and memory allocated but the exponential moving average (EMA) of these indexes [9] E n D˛V C .1 ˛/E n 1 (11) where E n is the result of the EMA, E n 1 is the previous one, V is the sampled amount of CPU or (normalized) memory occupied, and˛is the smoothing factor. The smoothing factor is dependent to the particular distributed application used. In our cases, we have verified by setting˛at 0.8 and 0.9, respectively; for the CPU and memory EMA, it is possible to achieve the best performance.
The extended version of the routing table can be built (or updated) in the following way:
1. all the entries are removed from the ; the path length to one; 3. for j D 1, until at least one is updated, an iteration is performed: for each element (T C elem ) of the topology table, with its destination address not matching the destination address of any route (RT elem ) and its last-hop address corresponding to a destination IP reachable through a route already present in the routing table (with a path length equal to j ), the following entry is added: the destination address is the same of that entry, the next-hop address is set equal to the nexthop address, the path length is set equal to j C1, the bandwidth and the remaining battery life of the path are set to the minimum value, respectively stored in T C elem e RT elem , the delay equal to the sum of that indexes reported in the same two entries, the indexes describing the computing power of the destination node are the same of those reported in the considered topology table entry; j D j C 1; 4. all the nonconsidered entries of the topology table can be erased.
The extension to the cluster environment.
Because of the parallelization structure of the application, it is convenient to refer to a cluster, defined as a set of neighboring nodes, for allowing the scheduling of the computing tasks to the nodes independently from the resource discovery protocol. The cluster allows to have neighbors of nodes that can be exploited for the parallel and distributed processing as defined earlier. Given a cluster K and a cluster head (CH), it is possible to define the associated cluster table; each node of the network can build a cluster table, related to each CH and cluster size (i.e., the depth (in nodes) of the cluster). The cluster table built by a certain node A has the following fields:
the CH -The CH is the central node of the cluster and connected through a path p to a node A; the CH field stores the IP address of the CH node, the bandwidth, the delay, and the remaining battery power of p and the computing information of the CH node; the list of the cluster members -a network node I is a cluster member of K if it is within the cluster depth ı from the CH. Each element of that list stores the computing power information of the cluster member (such as the processor type, the amount of CPU, and memory occupied) and the QoS indexes (bandwidth, delay, and remaining battery power) related to the path between the CH and the cluster member; the sequence number -it is set to the same value of the sequence number of the TC message used to fill the considered entry.
The cluster table can be filled (or updated) in the following way:
for each received TC message, the node searches in its cluster table for an entry with the same CH address of the TC source address; in case the entry exists but has a sequence number greater than the value in the TC message, that message is discarded; else if that entry exists and the sequence number is lower than the sequence number of the TC message, all the indexes and the list of cluster members are updated. The CH data structure always stores the same information of the routing entry with the same destination address of the CH; else a new entry will be added to the cluster table following the same process of the previous step.
Finally, it should be noted that each entry of the cluster table defines a cluster with a depth that cannot be greater than the depth of the extended neighbor list and it will contain all the possible clusters found in the network (with a fixed depth).
SCHEDULING AND RESOURCE ALLOCATION
In Section 2, when describing the isolated scenario, we have assumed that in the task farm application, the emitter role is held by the corresponding process running on the data aggregator node present in the cell; in the data parallel paradigm, the data aggregator node finds the optimal number of subcomputations, the list of network nodes where they will be mapped, and the network node that will be the scatter. We will refer to the process characterized by these functionalities with the term of task dispatcher; the mobile nodes operating in the isolated scenario can execute in parallel one or more working processes; the output of the working processes is transmitted to the data aggregator node that works as a collector (or gather).
In the following, we will use the parameters and variables defined in Table I .
Optimum resource allocation scheme in a task farm system
When a new task needs to be scheduled by the emitter, it needs to choose the best network node for mapping the computation. For each network node i , we define a variable and fixed cost [8, 9] , respectively, C i and B i , as The number of the working processes to be executed on the network nodes belonging to the I-th cluster
The maximum number of workers that can be executed on the node i W The number of subcomputations where the task has been divided M i
The effective number of subcomputation that are mapped on a node i
The maximum and minimum number of iterations that can be performed by the H function on an element of the input state O S
The iterations actually performed F , J, and K Not negative weights A joint resource management scheme for pervasive grid networks D. Tarchi, A. Tassi and R. Fantacci
Equation (12) is a linear combination of the amount of occupied memory ( 2 MEM i ) and the CPU ( 1 CP U i ) that would be allocated if the computation would be mapped onto the node i , that is, the cost to be payed whenever a computation is mapped on that node; the same computation can use a different amount of memory or CPU load according to the architecture type of the working node. For this reason, it is called variable cost. B i is a linear combination of the occupied bandwidth (BW i ), the delay (d i ), and the amount of consumed battery power (POW i ) concerning the path between the node E, where the emitter process is executed, and the working node i ; the amount of allocated memory (MEM i ) and the occupied CPU (CP U i ) by the node i at a certain time instant as known by the node E thanks to its routing table.
All the QoS and context information indexes appearing in (12) and (13) are normalized with respect to their maximum values. The goal is that the emitter has to map a computation on the node i having the minimum effective cost K i , where K i D C i C B i . This mapping problem can be expressed as [8, 9] (TF) minimize
where the set V is the routing table of the emitter node, the vector M is the variable of the optimization problem, and M i (i.e., the i -th component of M with i 2 f1; 2; : : : ; jV jg) is the number of computations that will be performed by the node i belonging to the routing table. By exploiting the constraint (15), we will map only one computation at a time as required by the task farm paradigm. As outlined in [8] , it should be noted that the admissible solution set of the TF problem is represented by the network nodes reachable by the device acting as an emitter; it has just to select from its extended routing table the network node characterized by the minimum effective cost. From a theoretical point of view, this method appears computationally expensive, but it is important to note that an extended routing table holds at most a number of entries equal to the number of network nodes and this value usually let possible to solve, with an affordable amount of computing resources, the TF problem as proposed.
Heuristic solution to the resource allocation scheme in a data parallel system
In [8] , a data parallel application has been defined as composed by a set of computing processes involved in a distributed problem solving activity of one task at a time. It has been also presented in [9] how the working processes need to communicate between them during the problem solving activity to exchange the partial results; this happens according to specific communication patterns called stencils [20] . For these reasons, we can note that a pool (i.e., a cluster) of network devices, belonging to the computing infrastructure, acts as working nodes in a data parallel problem solving context. The cluster selection process has a remarkable impact on the overall QoS performances; in particular, we need to select the network cluster characterized by an affordable budget of transmission delay/throughput and computing power (i.e., the optimum cluster). After the cluster selection process, we need to map the subcomputations onto the selected cluster.
If we consider a cluster I formed by z nodes, its cost can be defined as
In what follows, we define the cluster as optimum having the minimum cost.
As presented in Section 2.2 and 3.2, the network node executing the task dispatcher process holds a cluster table (in addition to an extended routing table), so that it can select the optimum cluster (e.g., the cluster I ). The task dispatcher node has also to perform an optimal subcomputation mapping into the cluster I itself; in order to do that it is needed to solve the following optimization problem
Through the (17), the Data Parallel (DP) problem aims to pursue a double objective: decreasing the overall mapping cost and increasing the number of iteration performed on each input state element. It can be noted also that the DP is a (integer) nonlinear optimization problem because W is the function of S (as defined in (7)), C i depends from W and the fixed cost is directly related to S . The close solution of the DP problem represents an expensive task from the computational point of view.
In [9] , a heuristic approach has been already presented (summarized in Procedure 1) that is able to lead to a suboptimal solution to the DP problem in two steps it computes the fixed cost of all cluster nodes; through the nodeMap. / function, it maps on each cluster node, starting form the node with the smaller fixed cost, a pool of subcomputation equal to the number that it can hold (or equal to the remaining ones). Finally, it should be noted that the total amount of working process has to solve a task with a given number of iteration per element through (7). 
that is, at least one subcomputation will be mapped on each node of I it is possible to enunciate the Proposition 1.
Proposition 1. If S and M are estimated by applying the Procedure 1, it is possible to demonstrate that S is the maximum number of iterations that the function H can perform on each element of the input state, and M is the minimum mapping cost that we can get with S.
Proof . We suppose that S 2 N and M is a vector such that: S < S and O > O , with
It follows that
From the constraint (20) , it follows that
(where W and W are respectively the number of subcomputations mapped through M and M ). It is possible to say that
Procedure 1 produce a mapping solution characterized by a number of iteration of H relying on a number of workers not less than W I ; 2. from the aforementioned point, it follows that W D W . In particular, we have that
The terms of the summations can be sorted by the node id without loss of generality; from that relation follows that 9 l 2 V t.c. C l < C l this is a contradiction.
Relying on the previous set of hypothesis and on the Proposition 1, the Procedure 1 leads to a globally optimal mapping solution, regardless of network topology and of distribution of the computing resources in the network nodes.
NUMERICAL RESULTS
In this section, the numerical results obtained by computer simulations are described for validating the proposed approach. We have resorted to the OMNeT++ framework [27] and the INETMANET library [28] to evaluate the performance of the routing and the resource management joint approach for both the task farm and data parallel cases. The scenario considered for the computer simulation has been listed in Table II. The attention has been then focused on the performance evaluation of the scheduling and resource allocation techniques. In particular, we will consider a task farm and a data parallel application characterized by The size of the output state has been chosen according to similar applications [20] , while the emission time is typical for environmental sensor applications. By properly choosing the weights introduced in (12), (13) , and (16), we have investigated the performance of the proposed methods by focusing on the following policies Policy A -only the bandwidth and delay indexes are considered for the computation and subcomputation mapping; Policy B -all the QoS indexes and the context information are considered during the mapping process; Policy C -equal to the policy B but in this case, the CPU-related indexes are not considered.
In Table III , the selected weights are reported for the three aforementioned policies. The selection of the weights has been made according to a computer simulation based optimization process and to a normalization process, not reported here because of brevity. However, it has to be noticed that the values, when different from zero, are the same for the three policies.
We have considered a network composed by 15 nodes randomly placed in a square area of 0.25 km 2 . It should be noticed that in the considered scenario, the routes are composed by a number of hops usually limited to two or three. For these reasons in Figures 4 and 5 , the performance for the three policies introduced is shown in terms of computation (or subcomputation) number mapped in a time interval of 900 s, and different task emission periods. Note that, herein, we have not considered the battery life information; this will be taken into account later, and its influence on the behavior of the proposed approaches will be carefully discussed.
It is important to note that for a task farm application (Figure 4) , the policy A maps the computations on the same network nodes because the estimated bandwidth and delay aim to be the same in the short-term period in the case of a pedestrian scenario. Moreover, we can emphasize that the policies B and C have better performance, with policy C slightly overcoming; this is expected because the percentage of CPU allocated in a node changes faster than the occupied memory, and hence, it produces a not completely accurate snapshot of the network resources.
We have then considered the data parallel application using network nodes where only one working process at time is present. Looking at Figure 5 , we can observe that the policy A is affected by the same problems highlighted in the case of the task farm application; the policies B and C are characterized by better performance, even if they approximatively result to be the same. Figure 6 considers the case of a network composed of 15 mobile nodes where the node with an odd id can execute in parallel two workers, and the node with an even id can execute only one. This figure confirms that the policies B and C can map the subcomputations preferring the more powerful devices.
As an additional parameter, we have considered the influence of the battery life of the mobile nodes on the performance of the scheduling and resource allocation scheme. In order to highlight the battery influence, we have considered that they have a different battery life; in particular, the nodes with odd id have batteries with a higher battery life than the even nodes.
In Figures 7 and 8 , the performance of the proposed approach is reported in terms of computation (or subcomputation) number mapped on each mobile node for the policies B and C. As for the previous cases, we can see that these policies correctly map more computations on nodes characterized by a greater remaining battery life.
Finally, we have evaluated the performance in terms of average service time and outage probability. The first parameter is the average time needed to finish a task from the emission to the gathering or collection of the output; the second parameter can be defined as for a data parallel application, where N arrived is the number of output states successfully or partially recovered by the gather process in the time interval considered, and in this case, N comp is related to the gather process. In Table IV , the average service time and the outage probability are shown by varying the number of the nodes, randomly placed in a square of 1 km 2 , for the cases of T a equal to 5 s [9] or 10 s, respectively, and with tasks requiring a computing time T c equal to 22.65 s. From Table IV , it is possible to note that the policies B and C globally outperforms the policy A. Moreover, it is important to note that the outage events in a network composed up to 15 mobile nodes are mainly caused by a nonhomogeneous mapping and a small number of computing resources in the network (resulting on a increment of the time spent in the input queue of the device). The outage events are also caused by the task cancelation events occurring when the output of a computation (or subcomputation) cannot fully be transferred to the collector (or the gather) process because of the output state size and the nodes distance; in networks composed by 20 or more nodes, the outage events are mainly caused by the mutual interference occurring among the nodes' communications. This is related to the fact that an IEEE 802.11 based communication has been selected.
In Table V , the computing performance is reported considering a data parallel application characterized by clusters of three network nodes (with one working process running on each one) and using subcomputations 15 s long. We can see that with this form of parallelism, the policies B and C outperforms A, whereas B and C are characterized almost by the same performance. In this case, the outage events are caused by the nonhomogeneous mapping in networks composed of up to 15 nodes, otherwise, by the cancelation events due to the network interferences.
CONCLUSION
Nowadays, cloud computing is gaining more and more attention for several applications. In this paper, the basic IaaS case has been considered by focusing on applications 
