Abstract. We show that any graph, in the sequence given by Haagerup in 1991 as that of candidates of principal graphs of subfactors, is not realized as a principal graph except for the smallest two. This settles the remaining case of a previous work of the first author.
Introduction
This paper completes the proof that the pairs of graphs as in Fig.  1 are not realized as (dual) principal graphs of any subfactor for n > 7. These graphs are a part of the list of graphs given by Haagerup in 1991 in [10, §7] as candidates which might be realized as (dual) principal graphs of subfactors. Bisch proved that a subfactor with (dual) principal graph (4) in [10, §7] does not exist [5] by checking the inconsistency of fusion rules on the graph. Haagerup and the first author proved that two pairs of graphs: the case n = 3 of (2) (see Figure  1 ) as well as the case (3) in [10, §7] , are realized as (dual) principal
The first author was sponsored in part by NSF grant #DMS-0504199. graphs of subfactors, and that such subfactors are unique respectively ( [1] ). The remaining problem was whether the graphs for the case n > 3 of (2) as in Figure 1 would be realized as (dual) principal graphs of subfactors. Haagerup proved that the obstruction, as found for the case (4) by Bisch, does not exist on any of the pairs of the graphs in (2) . Moreover, he proved that a unique biunitary connection exists for each pair of the graphs ( [11] ). For the case n = 7, it was numerically checked by Ikeda that the biunitary connection should be flat ( [13] ).
In 2005, Etingof, Nikshych, and Ostrik showed in [7, Theorem 8.51 ], that the index of a subfactor has to be a cyclotomic integer, namely an algebraic integer that lies in a cyclotomic field. The result is essentially based on the result by A. Coste and T.Gannon in [6] , that shows that the entries of the S-matrix of a modular tensor category are in some cyclotomic field. This implies that if the square of the Perron-Frobenius eigenvalue (PFEV) of a graph is not a cyclotomic integer, the graph cannot be the (dual) principal graph of a subfactor. Utilizing this new fact, the first author proved that the graphs in Figure 1 are not (dual) principal graphs for n = 4k + 3 for 1 < k ≤ 27 by showing that for each 1 < k ≤ 27, the Galois group of the minimal polynomial m k of the square d k of PFEV of each graph is not abelian: it is actually a symmetric group. By the Kronecker-Weber theorem ( [29] ), this implies that the d k 's for k in said range, are not cyclotomic integers. The first author also checked that for the case k = 1, d 1 is a cyclotomic integer. Kondo's result in [21] , that implies that the Galois group of an irreducible polynomial with square-free discriminant should be symmetric, played an essential role there.
In this paper we prove, by further utilizing algebraic number theory, that none of the graphs in Figure 1 can be realized a (dual) principal graph for k > 1. We prove that the d k 's for k > 1 are not only not cyclotomic integers, but actually the field extension Q(d k ) over Q is not even a Galois extension: notice that if Q(d k ) was contained in some cyclotomic field, the extension Q(d k )/Q is necessarily Galois, since it corresponds to a subgroup of an abelian group, which is automatically a normal subgroup.
The first author would like to thank T. Banica for valuable discussions, especially for bringing [3] to attention, which contained a change of variable used in §3.1, and D. Bisch, V. Jones and Y. Kawahigashi for pointing out the result in [7] . M.A. also thanks RIMS for hospitality during the visit in May 2007, that made this collaboration possible.
Essential tools from algebraic number theory
In the following, we list some theorems in algebraic number theory necessary for later discussion. Most of them are directly cited from references. We give all the proofs for the statements for which we could not find a reference.
Proposition 2.1. Let ξ is an algebraic integer such that all the conjugates have the complex absolute value equal to one. Then ξ is a root of unity.
Proof.
Let n be the number of the conjugates of ξ. For any ǫ, there is N such that |ξ N − 1| < ǫ/2 n−1 .
, where the product is taken over all conjugates ξ ′ 's of ξ. Then
Therefore we may choose N so that P is arbitrarily close to 0. On the other hand, ξ N − 1 is also an algebraic integer, and its conjugates are given by (ξ ′N − 1)'s. Therefore they are roots of an irreducible monic polynomial in Z[x], thus P ∈ Z. This means P = 0, i.e. ξ ′N − 1 = 0 for some ξ ′ . Then all the conjugates of ξ ′N − 1 are also 0, this implies ξ N − 1 = 0. Thus ξ is a root of unity.
The rest of this section is devoted to a brief explanation of Hilbert's theory on ramification of ideals, which plays a key role in our argument, and to listing the theorems we use.
Let K be a finite extension of Q, namely a field generated by finitely many algebraic numbers. We denote by O K the ring of integers of K, namely the set of algebraic integers contained in K. For example,
Let p be a prime number. It generates a prime ideal (p) in Z. Now, consider the ideal pO K , generated by p in O K . This is not generally a prime ideal. Since O K is a Dedekind domain ([9], 3.1), it factorizes into a product of prime ideals uniquely:
where P i 's are distinct prime ideals of O K . It is easy to see that P i ∩ Z = (p) for all i. We call e i the ramification index of P i . For a
The ramification theory concerns the factorization described above, for a given prime p and a field extension K. There is the following beautiful theorem. Here we do not give definitions for the discriminant of a polynomial nor the discriminant of a field. In fact we do not want to deal with the discriminants, thus we need to modify this theorem for our use. We will also combine it with the following nice theorem: Theorem 2.3. ( [24] , Theorem 4.6) Suppose K/Q is a Galois extension of degree n. Then for a prime p we have
where P i 's are distinct prime ideals of O K , and h(P i ) = h for all i for some h, and we have n = ehg.
We obtain the following theorem for our use.
be the minimal polynomial of d with degree n. Suppose that K/Q is Galois. Let p be a prime number, and k := Z/pZ. Let e, f , and g be integers such that
where P i 's are distinct prime ideals of O K , and h(P i ) = h for all i = 1, . . . , g. Then f (x) factorizes mod p as follows:
where
with deg f i = h for all i and each f i is of the form
i , where
Note that for σ ∈ G, σ(P i ) is a prime ideal, and it coincides with some P j , since σ(P i ) ∩ Z = (p). For each P i we define
Then H i is a subgroup of G. Consider the following surjection
This is a normal subgroup of H i , and we have
1 For each i, let σ i ∈ G to be so that σ i (P 1 ) = P i . Then we obtain a coset decomposition
.
The polynomial f i (x)'s may or may not be irreducible in
e ′ i e mod p. Altogether we have desired factorization of f (x) mod p,
where for each i deg
i , and g i is irreducible.
Minimal polynomials
Let d k be the square of PFEV of the graph Γ k in Fig. 1 . In [2] the adjacency matrix A k of Γ k was given, which is of the size (4+2k)×(6+ 2k). The characteristic polynomial of the matrix
2 , which is denoted by q k (x), satisfies the following recursive formula
and thus computed as follows:
In this section we prove the following theorem conjectured in [2] .
Then r k (x) is irreducible for any k, thus it is the minimal polynomial of d k .
One immediately sees that the polynomials q k (x)'s are ugly: indeed
and so on. It is hard to see any pattern as k varies. However, by the change of variable used in [3] , we obtain better polynomials. We define
The polynomials P k 's satisfy the recursive formula
Thus we obtain
for any k ≥ 1. Our goal is to prove the following theorem, which is stronger than Theorem 3.1.
This, together with Proposition 2.1, implies the following:
Corollary 3.4. Suppose P k factorizes into the product of irreducible polynomials as follows:
and suppose P k,1 (α) = 0. Then P k,1 (α ′ ) = 0, and for i ≥ 2, all the roots of P k,i are roots of unity.
Proof of Proposition 3.3.
(1): Notice that P k (0) = 1 > 0, P k (1) = −2k − 1 < 0, thus there exist a root α of P k in (0, 1). We show that it is unique. It suffices to show
holds in (0, 1). For general k, since
we have
It is easily checked that (
(2): Notice that q 4 − q 3 − q 2 − q ≥ 0 for q ≤ 0. Therefore
for q ≤ 0, which implies that P k−1 (q) has no non-positive real root. Thus the only real roots of P k−1 (q) are α and 1/α. On the other hand, recall that the matrix N k := A k t A k is symmetric, thus all the eigenvalues are real. Therefore all the roots of q k−1 (x) are real. If β is a root of P k−1 (q), β + 1/β = r is a root of q k−1 (x), which is real, and β is a root of t 2 − rt + 1 = 0. This implies that β is real or |β| = 1.
Proof of Theorem 3.2.
For k = 2 mod 3, we show that P k−1 (q) is irreducible. From Cor. 3.4, it suffices to show that P k−1 (q) has no root which is a root of unity. Let
Note that the roots of Q k−1 (q) are the roots of P k−1 (q) except for q = ±1, ±i: it is easy to check that they are not roots of P k−1 (q).
Thus it suffices to show that Q k−1 (q) has no root which is a root of unity except for those. Let β = e 2πiθ , where θ ∈ [0, 1), and suppose Q k−1 (β) = 0. Notice that 
Notice that sin 3πθ cos πθ = 3 tan πθ − tan 3 πθ 1 + tan 2 πθ . and 0. Similarly, for k = 2 mod 3, we need to show that the only roots of Q k−1 (q) which are roots of unity are the roots of (q 4 − 1)(q 2 + q + 1). So we need to show that there is no θ ∈ Q ∩ [0, 1) satisfying the equation (♯) except for θ = 
Proof.
Let K be the splitting field of Q k−1 (q) and G = Gal(K/Q). By the assumption e 2πiθ ∈ K, thus K ⊃ Q(e Therefore, without loss of generality we choose θ so that | 1 2 − θ| will be the minimum among the choices of θ, which implies that | tan πθ| is the maximum. We may choose so that 
We prove this lemma later on. Using this lemma will give an upperbound of d. For b ∈ S, we have f (tan πbθ) = tan(4k + 1)bπθ = tan(4k + 1)πθ.
Note that the last term is fixed. Since deg f = 3, there are at most three solutions to f (x) = const. Therefore we obtain 3 ≥ |S| ≥ ϕ(d).
Noting that d|4k + 1, d needs to be odd. Thus we get d = 1 or 3. d = 3 is possible only if 3|4k + 1 ⇔ k = 2 mod 3.
Proof of Lemma 3.7.
There is a natural group homomorphism
Observe that ker ψ = S. Thus
There is a formula for computing ϕ ( [31] ): for n = p 
Applying this formula to (⋆) we obtain |S| ≥ ϕ(d).
We return to the proof for Theorem 3.2.
Case 1: k = 2 mod 3. In this case d := gcd(N, 4k + 1) = 1. Let θ ′ to be so that (4k + 1)θ
We find the range of x so that |x| ≤ |f (x)|. The graphs of y = |x| and y = f (x) is given in Fig. 3 . 
Thus the critical points are given by x = ± 2 √ 3 − 3 < 1. One may easily check that this gives local maxima for |f (x)|, with the value
Recall that θ was given explicitly for each N. We now examine each case.
• N = 3: θ = . tan π/3 = √ 3 > γ. Since
for all N > 3, we have tan πθ > √ 3 > γ for all the odd integer N > 3.
• N = 4: θ = . tan π/4 = 1 < γ.
• N = 6: θ = . tan π/6 = 0.57 · · · < γ.
• N = 8: θ = . We have tan πθ > √ 3 > γ for all N > 8, N = 0 mod 4.
• N = 10: θ = 3 10 . tan π We need to check that θ = 1 6 is not a solution for (♯). Since 4k + 1 ∈ (Z/6Z) × , (4k + 1)
. Thus
On the other hand,
Therefore, the only rational solutions for (♯) in [0, 1) are θ = . Thus the polynomial P k−1 (q) is irreducible in this case.
Case 2: k = 2 mod 3. In this case d can be either 1 or 3. Note that 3|4k + 1. For the case d = 1, N cannot be divisible by 3. The proof proceeds exactly the same as for Case 1, except that we do not have to worry about N = 6 at the end.
For d = 3, we have |S| ≥ 2 from Lemma 3.7. Note that for b ∈ S, bθ is a solution for (♯), by Lemma 3.5. Thus b ∈ S ⇒ tan(4k + 1)πθ = tan(4k + 1)bπθ = f (tan bπθ).
Since distinct values of b ∈ S give distinct values for tan bπθ, |S| ≥ 2 implies that tan(4k + 1)πθ = f (x) ( * ) has at least two solutions, and they are in the range of |x| ≤ κ ≈ 2.542 . . . , where f (κ) = −γ. Taking b = 1, we have tan πθ ≤ κ. Noting that 3|N, we examine each N = 3, 6, 9....
• N = 3: θ = . tan π/3 = √ 3 < κ.
. tan π 6 = 0.57 · · · < κ.
• N = 9: θ = 4 9 . tan π 4 9 = 5.67 · · · > κ. Thus for odd N > 9, tan πθ > κ.
• N = 12: θ = 5 12 . tan π . Thus for 18 ≤ N = 2 mod 4, tan πθ > κ.
We check if the surviving values θ = would give solutions to (♯). For θ = 1 3 , tan π(4k + 1) , noting that 2 | 4k + 1, 3|4k + 1, tan(4k + 1)πθ is undefined. On the other hand f (tan , and 2 3 . This complete the proof of Theorem 3.2, and thus that of Theorem 3.1.
Factorization of minimal polynomials over primes and non-cyclotomicity of d k
In this section we show that d k 's are not cyclotomic integers for k ≥ 2, which implies that the graphs Γ k in Fig. 1 are not principal graphs for subfactors for k ≥ 2, which was conjectured in [2] .
For simplicity, we prove the equivalent statement that e k = d k − 2 is not cyclotomic integers for k ≥ 2. We shift the variable of all the polynomials accordingly:
• The minimal polynomial for e k is m k (x) := r k (x + 2).
• p k (x) := q k (x + 2).
The polynomial p k (x) satisfies the recursive formula:
In the rest of this section we show the following theorem:
Thus the graphs Γ k in Fig.1 are not principal graphs of subfactors for k ≥ 2.
Proof. Let k ≥ 3 for the rest of this section. Suppose Q(e k−1 )/Q was a Galois extension. It coincides with the splitting field of the minimal polynomial m k−1 (x) of e k . We use Theorem 2.4 to derive a contradiction. First we look for a suitable prime number. The following is obtained by easy computations using the recursive formula.
Claim 4.2.
This implies the following. Note that the condition p | k is obviously redundant, and that x | x + 1 mod p.
Proof. Claim 4.2 implies that x|p k−1 mod p, x 2 | p k−1 mod p. Thus, in the setting of Theorem 2.4 we have e = h = 1, therefore m k−1 (x) mod p factorizes into a product of linear terms.
In the following, we find a suitable prime p to derive a contradiction to the above proposition. 
Proof.
Consider the fourth derivative of
k−1 (q) = (4k + 4)(4k + 3)(4k + 2)(4k + 1)q 4k − (4k + 3)(4k + 2)(4k + 1)4kq
Thus, for β in an algebraic closure of Z/pZ, Q
k−1 (β) ≡ 0 mod p only if β = 0. Note that q = 0 is not a root of Q k−1 (q). This implies that the multiplicities of roots of Q k−1 (q) mod p cannot be more than four, nor can the multiplicities of the roots of P k−1 (q) mod p. Recall that
There is a one to one correspondence between factors (x − a) ⇔ (q 2 − aq + 1). Therefore n a ≤ 4.
In the following, there is a slight difference in arguments for k = 2 mod 3 and k = 2 mod 3. We deal with each case one by one.
4.1. The case k = 2 mod 3. ⌋, where by ⌊c⌋ for c ∈ R we denote the largest integer dominated by c.
Suppose that Q(e k−1 )/Q is Galois. By Proposition 4.3 and Lemma 4.4, and that deg p k−1 = 2k, we need at least ⌈ 2k−1 4
⌉ + 1 distinct elements in Z/pZ, where by ⌈c⌉ for c ∈ R we denote the smallest integer dominating c. However,
, thus |Z/pZ| = p < ⌈ 2k−1 4
⌉ + 1, thus we have a contradiction.
The remaining cases are when 2k + 1 is prime or a power of 3.
Case 2: 2k + 1 = 3 l . Let p = 3. Suppose Q(e k−1 )/Q is Galois. From Proposition 4.3 we have
where α + β + 1 = 2k. Thus
Note that (q 2 + 1) is irreducible mod 3. Since 3|2k + 1, P k−1 (1) = −2k + 1 = (−2k − 1) + 2 = 2 mod 3; thus β = 0. On the other hand P k−1 (−1) = 2k + 1 = 0 mod 3, so α = 0. However, we get α < 3 by the following computation.
Therefore we need 2k < 1 + 3. Thus Q(e k−1 )/Q cannot be Galois for k − 1 > 1, where 2k + 1 is a power of 3.
Case 3: 2k + 1 is a prime = 3. Let p = 2k + 1, and assume that Q(e k−1 )/Q is Galois. From Proposition 4.3 we have
where a β a + 1 = 2k. Thus
Lemma 4.5. Let α = 0 be in the algebraic closure of Z/pZ =:
We postpone the proof of this lemma to the end of this subsection. If α is a root of P k−1 (q), it is a root of (q 2 −bq +1) for some b ∈ F p ; thus α + α −1 = b ∈ F p . Therefore if β a = 0 and (q 2 − aq + 1) is irreducible, (q 2 − aq + 1)|q p−1 − 1 or ((q 2 − aq + 1)|q p+1 − 1. Any linear factor of P k−1 (q) divides q p−1 − 1 or q p+1 − 1 as well. On the other hand we have the following: 4.2. The case k ≡ 2 mod 3. We still use Proposition 4.3 and derive a contradiction, in essentially the same way as in the previous section. Note that 2k + 1 cannot be be divisible by 3 in this case. Therefore we deal with two cases: whether 2k + 1 is a prime or not. Note that P k−1 (q) is not irreducible in this case: instead, P k−1 (q)/(q 2 + q + 1) is irreducible and it corresponds to the minimal polynomial m k−1 (x).
Case 1: 2k + 1 is not a prime. We take a prime p so that p|2k + 1. We have p ≤ ⌊ ⌉ + 1 distinct elements in Z/pZ in order for Q(e k−1 ) to be Galois by Proposition 4.3. However, we still have an inequality ; therefore there aren't sufficiently many distinct elements in Z/pZ.
Case 2: 2k + 1 is a prime. Let p = 2k + 1. The proof is exactly the same as the previous section, except for a slight difference at the very end. We have deg(P k−1 )(q)/(q 2 + q + 1) = 4k − 2 ≤ 12; thus we get the same inequality k ≤ 3. However, by assumption k ≥ 3 and k = 3 ≡ 2.
