Abstract. Let R be a ring, Z its center, and D the set of zero divisors. For finite noncommutative rings, it is known that D\Z = ∅. We investigate the size of |D\Z| in this case and, also, in the case of infinite noncommutative rings with D\Z = ∅.
It has been known for many years that for certain classes of rings, commutativity or noncommutativity is determined by the behavior of zero divisors or nilpotent elements. Among the early theorems illustrating this phenomenon are two due to Herstein, the second of which is obviously an extension of the first.
Theorem H 1 [4]. If R is a finite ring in which all zero divisors are central, then R is commutative.
Theorem H 2 [5] . If R is a periodic ring in which all nilpotent elements are central, then R is commutative.
From these results we know that a periodic ring which is not commutative must contain noncentral nilpotent elements. We first consider the question of how large the set of noncentral zero divisors must be in a finite noncommutative ring, and then we comment on some related questions for infinite rings. In our final section, we establish the commutativity of certain rings in which appropriate subsets of nonnilpotent zero divisors are assumed to be central.
Preliminaries. In general, R represents a ring, not necessarily with 1, and Z its center. For Y an element or subset of R, A(Y ) is the two-sided annihilator of Y ; and for H ⊆ R, |H| denotes the cardinal number of H. The symbols N = N(R), D = D(R)
, and S = S(R) denote, respectively, the set of nilpotent elements, the set of zero divisors, and the set of zero divisors a for which A(a) = {0}.
In several of our proofs, it is necessary to show that certain sums of zero divisors are zero divisors. The following lemma is helpful. Lemma 1.1. Let R be any ring.
Proof. (i) We may assume that b ∈ D is a left zero divisor, and choose c = 0 such that bc = 0. Let k ≥ 1 be the minimal positive integer for which a k c = 0. Then
2. |D\Z| in finite rings. Our first theorem appears in [6] . However, the proof we present is very different from, and more elementary than, the proof given in [6] ; and it will shed light on a later question. 
Now suppose that D = N, in which case each element of R is either nilpotent or invertible-a condition which implies that N is an ideal [8] Theorem 2.1 is the major step in the proof of the following more general theorem. The remaining part is a simple lemma given in [6] , which we need not repeat. Proof. For n = 1, the result holds by the previous theorem. Proceeding from n to n + 1, we may assume that R = R 1 ⊕ R 2 , where R 1 is the sum of n noncommutative S j and R 2 is the sum of the other S j . Let 
) yields four disjoint possibilities for (a 1 ,a 2 ) to be in D\Z; and we easily determine that
We now consider the group of units in R 2 , namely,
Since the complement of a proper subgroup has cardinality at least that of the subgroup, then setting |Z 2 \D 2 | = α and
)α with t = 1 when β = α, t = 2 when β = 2α, and t = 3 when β ≥ 3α, the last case following from Theorem 2.2. Therefore,
and
To show that the bound 4 n − 1 is best possible, let R = S 1 ⊕···⊕S n , where
Since the center of S i is
and it has two invertible elements, we have
Now the invertible elements of S i are those matrices with a = 1, so
and 
. If we let L be the set of such
it may be shown that D(R) = L[t; δ] = L(t) ⊆ Z(R).
The details are similar to those in [6, Ex. 1.1] and hence may be omitted. If R is an infinite noncommutative ring with D\Z = ∅, then D\Z must be infinite. In fact, the following stronger result holds.
Theorem 3.2. Let R be an infinite ring. Then |S\Z| = |D\Z|; and if S\Z is nonempty, then it is infinite.
The proof of this theorem requires a sequence of lemmas. Now choose a ∈ S\Z. Then a ∉ N, the finiteness of B guarantees that some power of a is a nonzero idempotent e; and since N ⊆ Z, e ∈ Z. It follows that R = eR ⊕ A(e); and since S is commutative, both eR and A(e) are commutative and hence R is commutative-a contradiction. Therefore, S\Z must be infinite.
We note in passing that Lemma 3.6 in conjunction with Theorem H 2 yields the following generalization of [2, Thm. 3] .
Theorem 3.7. A periodic ring with |S\Z| < |R| is either finite or commutative.
A crucial distinction between infinite rings and finite rings is that in infinite rings, it is possible to have 0 < |D\Z| < |D ∩ Z|, which, as pointed out in [6] , is equivalent (in infinite rings) to the condition that |D\Z| < |R|. In fact, |D\Z| may be any infinite cardinal number less than or equal to |R|, as the following theorem shows. In fact, our discussion goes well beyond the case of finite rings. The fundamental tool is the following lemma. (ii) Use the same argument, but with Lemma 1.1(ii).
Using this lemma and Theorem H 2 , we obtain the following theorem, which includes the results for finite rings which we announced at the beginning of this section.
Theorem 4.2. Let R be a periodic ring in which
This result can be extended to larger classes of rings. Call a ring R weakly periodic if R = P + N, where P is the set of potent elements, i.e., the set of x ∈ R for which there exists an integer n = n(x) > 1 such that x n = x. Call R quasi-periodic if for each x ∈ R, there exist integers n, m, k with n > m > 0 such that x n = kx m . The classes of weakly periodic rings and quasi-periodic rings both contain the class of periodic rings. The containment is proper in the case of quasi-periodic rings (for example, Z is quasi-periodic). Whether the containment is proper for weakly periodic rings is not known. It was proved in [3] that every weakly periodic ring with N commutative is periodica result which, in conjunction with Theorem H 2 , shows that a weakly periodic ring with N ⊆ Z must be commutative. It was proved in [1] that every quasi-periodic ring with N ⊆ Z is commutative. Thus, our lemma yields To conclude the paper, we return to the case of finite rings and present a theorem analogous to Theorem 2.1. 
