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addition of any one edge to E causes it to be not FLR ordered). If 
G = (V, E, a) is a strongly connected MFLR ordered digraph, then G con- 
tains a spanning tree. Conversely, if T is an FLR ordered tree with ordering 
a, then there is a unique MFLR ordered igraph with ordering a having T as 
a spanning tree. These results are proved in [4]. 
We note that there are obvious analogs of the inheritance problem for 
inheritance of matrix entries in the matrix L of the right unit LU factoriza- 
tion and in the matrices L and U of the (normalized) UL factorizations, and 
there are analogs of an FLR ordering for these problems. With simple 
modifications, our results can be extended to these other types of orderings 
on digraphs. 
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NONLINEAR NETWORK MODELS FOR MATRIX BALANCING 
AND THE ESTIMATION OF SOCIAL ACCOUNTING MATRICES 
by STAVROS A. ZENIOS ° 
1. Introduction 
The problem of adjusting the entries of a matrix to satisfy consistency 
requirements--matrix balancing--is posed as follows: 
Given a matrix A, determine a matrix X that is close to A and satisfies a 
given set of linear restrictions on its entries. 
The linear restrictions usually require that the total across every row (of a 
square matrix) be equal to the total across the corresponding row. In cases of 
rectangular matrices the restrictions require that the totals across every row 
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and column are equal to prespecified values. Schneider and Zenios [4] discuss 
five areas of application where such problems appear and give formal 
definitions of matrix balancing problems together with a discussion of solu- 
tion methodologies. 
The particular problem that motivated the work we summarize here 
appears in estimating social accounting matrices (SAM) for development 
planning. A SAM is a square matrix A whose entries represent the flow of 
funds between the national-income accounts of a country's economy at some 
point in time. Each row or column index represents an account, or agent, in 
the economy. The entry a~i is positive if agent j receives funds from agent i. 
The balancing conditions are the accounting identities that each agent's total 
expenditures must equal its net income. Zenios et al. [6] give additional 
references on the use of SAM in developmental economics and on algorithms 
for the estimation of these matrices. 
The SAM balancing problem can be stated as follows: 
PROBLEM 1. Given an n × n SAM A, determine a nearby matrix X (of 
the same dimensions) such that 
~_ Xij = ~ X#, 
j= l  j=~ 
i = 1 ,2 , . . . ,n ,  
and xlj > 0 only if a~i > 0. 
2. A Nonlinear Network Model for Matrix Balancing 
An extensive body of literature xists on nonlinear network optimization 
models and their applications, as reviewed by Dembo et al. [3]. In addition 
several authors were motivated by the underlying raph structure of matrix 
balancing problems in developing specialized algorithms; references are 
provided in [6]. 
The nonlinear network model we consider is a transportation graph with 
one node for every row and one for every column in the matrix and one arc 
for every nonzero entry. In addition backarcs are introduced to convert he 
transportation i to a circulation etwork and enforce the condition that total 
flow from a column is equal to the total inflow in the corresponding row, as 
in Problem 1. 
DEFINITION 1. For an n × n nonnegative matrix A, define the trans- 
portation graph of A with backarcs to be the directed graph G = (V, E) 
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where 
V= {1,2,3 ..... n}~(1 ,2 ,3  ..... n},  
E = E 1 U E 2, 
E2 = {( i ,k ) l i=k  }. 
(See Figure 1). 
E l is the set of edges between nodes and columns of the matrix with 
nonzero prior values. E 2 is the set of backarcs between every column and the 
corresponding row. Using the transportation graph with backarcs, the bal- 
ance constraints that the adjusted matrix X must satisfy can be expressed as 
x , j=xjk  for ( j , k )~E z and j= l  .. . . .  n, (1) 
E xi j=xk, for (k , i )~E 2 and i= l  .. . . .  n. (2) 
(i, j) ~ El 
That is, if X is interpreted as a flow in the underlying raph, then flow 
conservation must hold at every vertex, and X must be a circulation. An 
optimization problem is formulated by requiring that X be as close as 
possible to the original data A, and the flow on circulation arcs is as close as 
possible to estimates on the marginal totals (which we denote by U = { u i }). 
Deviations are measured by a penalty function 
F(X,A,V)= E f,j(x,j,%)+ E f,j(x,j,u,). 
(i, j) ~ E~ (i, j) ~ E2 
(We shall omit the dependence on aij and ui. ) In addition, it is often the case 
in applications that the modeler knows the range within which the variables 
should be forced to lie. These constraints are incorporated into the model by 
specifying lower and upper bounds, llj and uij, on the variables x~j. Then 
the network optimization model of the balancing problem can be formulated 
as  
minimize { ~'. fq (x i i )+  Y'~ f/j(x~j)} 
x (i, j) ~ El (i, j) E E2 
subject o lij <~ xij <~ u~i. 
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FIG. 1. A simple SAM and the corresponding etwork model. 
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In practice, either quadratic or entropy flmctions are used for balancing 
matrices. These are defined as (see Figure 2) 
- a...~2; (a) Quadratic penalty: fq(xo)  = wij(x q ,~, 
(b) Entropy penalty: fq(xq)= wqxij[ln(xq/aq)- 1]. 
The quadratic penalty function can be extended to a nonseparable function 
of the form 
E (xi j  - aq)w(i j ,  k,)(xk, -- akl ). 
(i,j),(k,l) 
Some comments  are in order: 
1. The formulation of the matrix balancing problems as a circulation 
network with backarcs allows the estimation of the marginal total together 
with the entries of the matrix. Marginal totals may, of course, be kept fixed 
with the use of upper and lower bounds on the circulation arcs equal to the 
desired value. 
2. The two penalty functions given above are the only ones used in 
practice, with the nonseparable extension appearing less frequently in appli- 
cations. Although other penalties are possible--for example, piecewise linear 
of the form Ixq-aql--the two given here result in solutions that are 
acceptable to the modelers. In addition, the entropy function has a theoreti- 
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Fic. 2. Penalty functions for network optimization models. 
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cal justification based on principles of information theory. The quadratic 
model has a statistical interpretation asa least-squares approximation. Using a 
quadratic function with terms weighted by the inverse of the original 
estimates (wii = 1/aij ) results in a chi-square stimate. 
3. The lower and upper bounds on variables are introduced to eliminate 
values in the balanced matrix that seem unreasonable to the modeler. They 
offer some control over the mechanized estimation of the matrix, but no 
systematic way for assigning their values is available. 
4. The objective~function weights wq reflect the relative reliability of 
the original estimates. They are assigned by the user to ensure that reliable 
data in the original matrix are not perturbed by the optimization model. A 
systematic way of assigning weights is possible whenever the entries are 
obtained from sampling procedures and a prior estimate of the variance 
matrix V is available. The inverse standard error may be interpreted as an 
index of the reliability of the SAM entries. Usually V is diagonal, its inverse is 
easily computed, and a consistent weighting mechanism assigns weights as 
the inverse of the variance matrix. This approach as been adopted by Byron 
[2]. In the nonseparable extension of the quadratic penalty a variance-covari- 
ante matrix is used as the weighting matrix, with the same effect. Note, 
however, that its inverse may not be easily computable in this case. 
5. A variation of Problem 1 whereby the totals across each row and 
column are known a pr/or/ can be solved with this model if the flow on the 
circulation arcs is fixed by setting the upper bound equal to the lower bound 
(and equal to the exogenous total value of the row or column). The solution 
fro the network optimization model with entropy penalties is, in this case, 
identical to the solution obtained from the Rns algorithm; refer to [4]. 
There are important implications in recognizing that matrix balancing 
problems have the structure of network models. First, we can exploit the 
structure of the network basis in designing efficient algorithms. Second, we 
can use several suitable penalty functions, incorporate weights reflecting the 
reliability of the various estimates, and bound the values of the balanced 
matrix. The network optimization problem is solved using a specialization of 
the primal truncated Newton algorithm (see [1]). The algorithm is a line- 
search-based procedure implemented within an active space setting. Direc- 
tions of descent are computed solving Newton's equations exactly. 
3. The GAa~iS/SAMaAL Modeling System and Some Results 
In order to facilitate the use of network optimization software by 
economists and nontechnical personnel involved with the estimation of SAMs 
and other related problems, we designed and implemented the CAMS/SAMBAL 
system, described in greater detail in [6]. This system integrates network 
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optimization software with a high-level algebraic modeling language. The 
language has been extended to include constructs that allow the user to 
specify a matrix balancing problem without dealing with the underlying 
network. Such constructs include, for example, a set of acronyms for the 
specification of the penalty functions to be used in the estimation, the prior 
values of the matrix, upper and lower bounds on the values of the balanced 
matrix, and so on. An instance of a matrix balancing problem can be specified 
without explicit knowledge of the underlying network model and the algo- 
rithm used for its solution. 
The system has been used for the estimation of SAMs for development 
planning by the World Bank. A detailed empirical investigation of this system 
is reported in [6]. One of the larger matrices balanced is a 232 × 232 matrix 
for the economy of Morocco for 1980, with 1664 transactions between the 
various agents. The matrix was balanced with both a quadratic and an 
entropy penalty fimction, using the GAMS/SnMBAL system and a general-pur- 
pose optimization program--MiNOS of Murtagh and Saunders. The following 
solution times in CPU seconds were obtained on an Apollo DN3000 running 
Domain: 
Penalty GnMS/SnMSnL MINOS 
Quadratic 2264.18 20958.09 
Entropy 658.24 12004.51 
The balanced 1980 matrix was then updated for consistency with row and 
column totals for 1985. The problems was solved using both GAMS//SAMBAL 
with an entropy penalty and the nxs algorithm. The following results were 
obtained on an IBM 3081-K running CMS: 
Characteristic arts GAMS/SAMBAL 
Iterations 75 20 
CPU seconds 23.7 68.9 
Entropy value - 28760.7494 - 28760.7494 
4. Discussion 
We have discussed some recent research in the use of nonlinear network 
optimization models for matrix balancing and for the estimation of social 
accounting matrices. The proposed models offer some flexibility which is not 
encountered among commonly used procedure like ans, and they are effi- 
cient. Very large matrices can be balanced with reasonable computer e- 
sources. 
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