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MEMORY FOR FREQUENCY 
Memory for Frequency of 
Complex Sounds 
Jennifer R. Levine 
Ithaca College 
Abstract 
This study examined whether different 
testing conditions hamper or enhance the 
ability to remember frequency of events. 
Subjects were presented a series of 
computerized sounds during the 
acquisition phase and estimated during 
the testing phase how many times they 
had heard each sound. Subjects were 
placed into one of four conditions: (a) no 
labeling, subjects simply listened to the 
stimuli; (b) labeling, subjects devised a 
description for each sound; (c) continuous 
distractor, subjects performed a simple 
mathematical task for the entire 
acquisition periods; and (d) intermittent 
distractor, subjects performed the 
mathematical task between the sounding 
of stimuli. Results indicated that subjects 
were able to estimate frequency of events 
fairly well; the more times a sound was 
played, the higher the subjects' estimates, 
F(4, 304) = 139.27, p = .000. The 
distractor conditions, however, did reduce 
the subjects' abilities to estimate stimulus 
frequency. 
Memory for frequency is not 
something commonly thought about, but 
it occurs with every individual. Without 
realizing it, most of us are able to estimate 
with reasonable accuracy how many times 
a specific event has occurred. For 
example, if asked how many times one 
has spoken on the phone in a day, a 
person would most likely give a reliable 
answer. This memory for frequency has 
given rise to much research and debate. 
Hasher and Zacks (1984) proposed, 
that frequency encoding is an automatic 
process. Throughout their studies, Hasher 
and Zacks (1979; 1984) found that 
subjects initially expressed doubts about 
their ability to perform a frequency task 
and were quite surprised when they did 
well. According to Hasher and Zacks,  
"storage of frequency data occurs without 
intention" (p.1376). After seeing or 
hearing a stimulus, a person automatically 
stores the information in memory, even if 
no intention was involved. 
In contrast, Greene (1984) 
provided no such support for automaticity 
of memory for frequency. In his 
research, subjects were placed into one of 
two groups: an intentional learning group 
that knew it would be tested on memory 
for frequency of the words, and an 
incidental learning group that was 
unaware of the memory task. The 
intentional learning group performed 
better than the incidental learning group. 
The knowledge that their memory would 
be tested spurred the subjects to learn the 
frequency of the words that were 
presented to them. Unlike Hasher and 
Zacks (1984), Greene concluded that 
intention does play a strong part in 
memory for frequency. 
Another hypothesis for frequency 
encoding was proposed by Jonides and 
Naveh-Benjamin (1987). They suggested 
the use of direct and indirect coding 
mechanisms. 	 The direct coding 
mechanism employs an active process, 
such as counting, which enables the 
frequency to be stored as separate from 
the event. The indirect mechanism codes 
the frequency information of the event 
more or less passively. The event is 
automatically encoded, without any active 
effort to do so. In their experiment, 
Jonides and Naveh-Benjamin formed two 
groups. One used acoustic associations, 
thinking of rhyming words, the other used 
semantic associations, or thinking of 
words with similar meanings. Estimation 
for frequency was much better for the 
semantic condition. Jonides and Naveh-
Benjamin concluded that depth of 
processing, which was greater for the 
semantic condition, contributes to more 
accurate frequency judgments. 
Other work has also examined the 
relationship between depth of processing 
and memory for event frequency. 
Ingersoll (1992) used nonverbal, auditory 
stimuli to investigate whether labeling 
unfamiliar sounds provided more accurate 
memory for frequency. Any differences 
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in performance between groups who 
labeled and those who did not would be 
attributable to the more efficient 
processing that labels allow. 
Significant differences in 
estimates of frequency emerged between 
the labeling and non-labeling groups. 
Subjects in the labeling group clearly 
made estimations more accurate with 
regard to actual freqUency. At the same 
time, subjects in both groups were clearly 
able to tally stimulus frequency reliably, 
even if they relied on different kinds of 
cues for their memories. 
The present study has examined 
why no difference was found. We 
attempted to discover the conditions 
during which people are able to keep track 
of remembering frequency or are 
prevented from remembering frequency. 
As such, we have included a distraction 
task to the experiment. 
Our experiment contained four 
conditions: subjects were instructed to (a) 
merely listen to sounds and to expect a 
subsequent memory test (b) to label each 
sound they heard (c) engage in a task to 
prevent thinking about the sounds in 
intervals between stimuli, or (d) perform a 
distractor task even when the stimulus is 
presented. We proposed that the subjects 
in the labeling and non-labeling groups 
will perform almost equally, as Ingersoll 
(1992) has shown. Alternately, the 
distractor groups, will probably not be 
able to perform as well. If depth of 
processing is as important as Jonides and 
Naveh-Benjamin (1987) believe, the 
distractor task will inhibit more thorough 
processing. We also expected to find a 
slight difference between the intermittent 
and continuous distractor groups because 
the group facing a continuous distractor 
task will be least able to devote full 
processing to the stimuli. If, however, 
depth of processing is not important to 
frequency encoding, all four groups 
should perform fairly similarly. 
Methods 
Subjects 
Eighty Ithaca College students  
were recruited from lower-level 
psychology classes. The subjects ranged 
in age from 18 to 21. Subjects were 
tested either individually or in pairs. 
Many received extra credit for their 
participation in the study. 
Materials 
Unfamiliar sounds were created on 
a Macintosh computer, using the software 
synthesizer, Sound Edit Pro (Macromind 
Paracomp, 600 Townsend Street, San 
Francisco, California, 94103). During the 
acquisition phase, the sounds were played 
on an audio cassette recorder at seven-
second intervals. There were eight 
different sounds that occurred during the 
acquisition phase, 2, 4, 6, or 8 times in a 
random order. One additional sound was 
introduced during the testing phase which 
had not been heard during acquisition. 
The entire stimulus list included 40 
sounds. During the testing phase, two 
new sounds were added. The sounds 
were beep or buzzer-like and ranged in 
pitches; they had no obvious meaning or 
associations to everyday sounds (as 
judged by the researchers). 
Procedure 
All four groups were told that they 
would hear sounds at seven second 
intervals during the acquisition phase. 
The non-labeling group was told to only 
listen to the sounds. The labeling group 
was required to think of a label for each 
sound and to write that label down in a 
booklet. 
Subjects in the continuous 
distractor group started subtracting from 
three thousand, by sevens, as soon as the 
tape started, and did so until the 
acquisition phase ended. The subtraction 
was done with paper and pencil. Lastly, 
those in the intermittent distractor group 
were told to subtract only during the 
seven second pauses between the sounds 
and to pause to listen to them. 
During the testing phase, all 
subjects heard the sounds they had been 
exposed to during acquisition and were to 
indicate how many times each sound had 
been heard. During this testing phase, 
44 	 MODERN PSYCHOLOGICAL STUDIES 
2 4 	 6 
Consintaan moor 
INOTOONO oar 
*LOON 
• NO UNOt ; 6 
.6 4 
w2 
8 - 
MEMORY FOR FREQUENCY 
two sounds were played that had not been 
presented during acquisition. If subjects 
were tested individually, they reported 
their frequency estimate verbally. If 
subjects were tested in pairs, they 
recorded their estimates on a data sheet. 
Design 
The dependent variable was the 
frequency estimates of the sounds. There 
were two independent variables. The first 
was the kind of task during acquisition: 
labeling, no labeling, intermittent 
distractor, or continuous distractor. The 
second was the actual frequency of 
sounds during acquisition. Test sounds 
had been heard 0, 2, 4, 6, or 8 times. The 
combination of repeated measures and a 
between group variable made this a 4 x 5 
mixed design. The acquisition task was 
between group and the frequency variable 
was within groups. 
Results 
As expected, subjects were fairly 
good at estimating frequency of a sound, 
F(4, 304) = 139.27, p = .000. The more 
times a sound was played, the higher the 
subjects' estimates. The mean estimates 
across conditions for words that occurred 
zero times during acquisition were 0.2, 
3.0, 4.4, 4.9, and 6.2 for stimuli occurring 
0, 2, 4, 6, and 8 times, respectively. For 
the zero frequency items, there was no 
difference in estimates across conditions, 
although estimates diverge thereafter for 
the different groups (See Figure 1). As 
actual frequencies of occurrence went up, 
subjects' frequency estimations rose in a 
very regular manner. 
Subjects' behavior in acquisition 
exerted no significant effect on estimates 
for frequency, F(3,76) = 2.10, p =.108. 
When looking at the mean estimates for 
all four testing conditions, statistically, 
there were no significant differences. The 
means for frequency of sounds are as 
follows: continuous distractor (M = 3.0); 
intermittent distractor (M = 3.7); labeling 
(M = 4.2); and no labeling (M = 3.4). The 
subject's condition bore no relevance to 
the estimation ability on average, 
although significant interaction occurred,  
F(12, 304) = 2.73, p = .002. When the 
sound frequency was zero, subjects in all 
conditions performed comparably. As the 
stimulus frequency increased, however, 
subjects in the different conditions 
estimated the occurrence of the sounds 
differently, generating different slopes of 
the curves (See Figure 1). Upon 
examination, one can see that the slopes 
for the continuous and intermittent 
distractor conditions began to level off. 
The slopes for subjects in the labeling and 
non-labeling conditions, however, rose 
much more sharply. Estimates in the 
labeling and non-labeling groups were 
more nearly accurate with respect to 
actual frequency. Although these 
differences in slopes were observed, there 
was no statistical difference between 
them. 
Actual Frequency of Occurrence 
Figure /. Mat= of occurrence u a function of actual frequency of 
OCCI2112100. 
Discussion 
In one sense, the results of this 
study further instill our initial belief that 
people are fairly good at remembering 
frequency of occurrences. Yet, we must 
analyze the lack of a significant main 
effect among the four different groups. 
One reason for this may be that subjects 
automatically label sounds, whether or not 
they were told to. In fact, Jonides and 
Naveh-Benjamin (1987) provide evidence 
for this speculation. For instance, the 
non-label and distractor groups may have 
been labeling the sounds in their minds as 
they heard them. This may have been a 
MODERN PSYCHOLOGICAL STUDIES 
	 45 
Jennifer R. Levine 
completely unconscious reaction, or the 
subjects may have purposely done this. 
Another possible explanation is 
that although subjects were able to tally 
stimuli somewhat crudely, even when 
they were distracted, the subjects were not 
able to differentiate among stimuli very 
well, leading to similar estimates of 
stimuli that had occurred 2, 4, or 6 times 
This would lead to the lower slopes in the 
distractor conditions. 
The subjects in the continuous 
distractor group were presumed so busy 
with their task that they had no time to 
properly process the sounds, that is, to 
attend to the cues inherent in the sound 
that would normally make it easy to 
count. Similarly, it is most likely they did 
not have ample time to come up with a 
label for the sound. This may possibly 
explain why this condition had poorer 
frequency estimations than the 
intermittent distractor group. The 
intermittent distractor group seemed to 
have performed slightly better than the 
continuous group. The breaks in the 
distractor task may have given the 
subjects more time to process what they 
were hearing even if they didn't have time 
to label. 
The non-distractor groups 
estimated more accurately because they 
were more actively involved in listening 
to the sounds. The labeling and non-
labeling groups performed on basically 
the same level. Subjects in the non-
labeling group may have labeled the 
sounds in their minds which may have 
allowed both groups to process the sounds 
more deeply than the distractor groups. It 
is probable that labeling and actively 
listening to the sounds enhances one's 
ability to estimate for frequency. Another 
possibility is that subjects can effectively 
use other cues as labels. Although we did 
not test to see whether the non-labeling 
group tried to generate labels, this activity 
seems unlikely due to the novelty of the 
sounds and to the fact that the sounds do 
not resemble naturally occurring sounds. 
These findings coincide with those 
of previous research (Pritchard, 1992). 
For example, subjects were able to 
estimate quite accurately the frequency of  
seeing geometric shapes. Similarly, 
memory for frequency for familiar words 
was very high (Pritchard). 	 An 
explanation for these findings might be 
that obvious and familiar cues aid and 
enhance the encoding process. This 
hypothesis was further supported when 
subjects who were exposed to pure tones 
that differed only in pitch were unable to 
recall frequency for the tones. When cues 
were taken away, subjects had a difficult 
time keeping track of sounds. The pure 
tones contained no familiar cues the 
subjects could identify, therefore, recall 
for frequency was hampered (Ingersoll, 
1992). 
There remains the question as to 
whether quality of processing changes 
when subjects have different amounts of 
time to process the sounds. Further 
examination in this area is warranted to 
determine if having more time to process 
and encode the sounds will lead to better 
estimation for frequency. 
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