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ASYMPTOTIC BEHAVIOUR OF
LIE POWERS AND LIE MODULES
ROGER M. BRYANT, KAY JIN LIM, AND KAI MENG TAN
Abstract. Let V be a finite-dimensional FG-module, where F is a field of prime
characteristic p and G is a group. We show that, when r is not a power of p,
the Lie power Lr(V ) has a direct summand Br(V ) which is a direct summand of
the tensor power V ⊗r and which satisfies dimBr(V )/dimLr(V ) → 1 as r → ∞.
Similarly, for the same values of r, we obtain a projective submodule C(r) of the
Lie module Lie(r) over F such that dimC(r)/dimLie(r) → 1 as r → ∞.
1. Introduction
Let F be a field of prime characteristic p, G a group, and V a finite-dimensional
(right) FG-module. Write T (V ) for the tensor algebra of V : thus T (V ) =
⊕∞
r=0 V
⊗r.
Let L(V ) denote the Lie subalgebra of T (V ) generated by V : thus L(V ) =
⊕∞
r=1 L
r(V ),
where Lr(V ) = L(V ) ∩ V ⊗r. We call Lr(V ) the rth Lie power of V . The tensor
power V ⊗r is an FG-module (under the ‘diagonal’ action of G) and Lr(V ) is a sub-
module of V ⊗r. The dimension of Lr(V ) is given by a formula of Witt (see [MKS,
Theorem 5.11]):
dimLr(V ) =
1
r
∑
d|r
µ(d)nr/d, (1.1)
where n = dimV and µ denotes the Mo¨bius function.
The modules Lr(V ) have been extensively studied in recent years. We refer to the
paper of Bryant and Schocker [BS1] and the works cited there for details of progress
on the problem of describing Lr(V ) up to isomorphism. When r is not divisible by
p, Lr(V ) is a direct summand of V ⊗r (see, for example, [DE, §3.1]). Although this
does not hold in general, our first main result shows that, in an asymptotic sense,
‘most’ of Lr(V ) is a direct summand of V ⊗r provided that r is not a power of p.
Theorem 1.1. Suppose that dimV > 1. Let A be the set of all positive integers r
such that r is not a power of p. Then, for each r ∈ A, there is a direct summand
Br(V ) of Lr(V ) such that Br(V ) is a direct summand of V ⊗r and
lim
r→∞
r∈A
dimBr(V )
dimLr(V )
= 1.
The modules Br(V ) are the modules denoted by Br in the decomposition theorem
of [BS1] and their dimensions are given by a recurrence formula. When r = pm with
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m > 0, we have Br = 0. Thus, although we conjecture that a result like Theorem
1.1 holds without any restrictions on r, we cannot use [BS1] when r is a power of p.
The other main result of this paper concerns the Lie module Lie(r). This is a
module for the symmetric group Sr and can be defined as follows. Let En be a
vector space over F of finite dimension n, where n > r, and let {e1, . . . , en} be
a basis for En. Then Lie(r) is the subspace of L
r(En) spanned by all elements
of the form [e1pi, e2pi, . . . , erpi] where pi ∈ Sr and [e1pi, e2pi, . . . , erpi] denotes the ‘left-
normed’ Lie product in which [e1pi, e2pi] = e1pi⊗e2pi−e2pi⊗e1pi and [e1pi, e2pi, . . . , erpi] =
[[e1pi, e2pi, . . . , e(r−1)pi ], erpi]. Clearly Lie(r) is a (right) FSr-module, where the action
of Sr comes from its right action on {1, . . . , r}. Furthermore, the definition of Lie(r)
is independent of the choice of n with n > r. The dimension of Lie(r) is (r− 1)! (as
follows from [MKS, Theorem 5.11] by taking n1 = n2 = · · · = 1).
The main motivation for our result on Lie(r) comes from the work of Selick and
Wu [SW1]. These authors considered the problem of finding natural homotopy de-
compositions of the loop suspension of a p-torsion suspension and proved that this
problem is equivalent to the algebraic problem of finding natural coalgebra decom-
positions of the primitively generated tensor algebras over the field with p elements.
They determined (see [SW1, Theorem 6.5]) the finest coalgebra decomposition of a
tensor algebra (over an arbitrary field). Their result can be described as a functorial
Poincare´-Birkhoff-Witt theorem. However, in order to compute the factors in this
decomposition, it is necessary to know a maximal projective submodule, Liemax(r),
of the Lie module Lie(r).
The projective modules for the symmetric groups over fields of positive charac-
teristic p are not known in general. Their structure depends on the decomposition
matrices for symmetric groups and the determination of these is a famous open
problem. However, according to [SW2], even if the modules Liemax(r) cannot be
computed precisely, it is of interest to know how quickly their dimensions grow
and whether or not the growth rate is exponential. Determination of Liemax(6)
and Liemax(8) in characteristic 2 in [SW2] suggests that Liemax(r) is relatively large
compared with Lie(r). If this is true in general, it has the desirable consequence
that the factors in the functorial PBW theorem are relatively small.
Some progress has been made in the understanding of Liemax(r) in the case where
r = pk with p ∤ k. Erdmann and Schocker [ES] established, amongst other things,
that there is a one-to-one correspondence between the non-projective indecompos-
able summands of Lie(pk) and the indecomposable summands of Lie(k). Erdmann
and Tan [ET] provided an upper bound for dimLiemax(pk) and showed that the
ratio of this upper bound to dimLie(pk) approaches 1 as k tends to infinity. They
conjectured that the same fact holds for dimLiemax(pk)/dimLie(pk).
Our second main result establishes this conjecture and considerably more.
Theorem 1.2. Let A be the set of all positive integers r such that r is not a power
of p. Then
lim
r→∞
r∈A
dimLiemax(r)
dimLie(r)
= 1.
The theorem shows, in particular, that dimLiemax(r) grows exponentially with r
when r is not a power of p. As in the case of Theorem 1.1, we conjecture that the
restriction on r can be removed. However, our methods work only for r ∈ A. In the
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proof, we quickly reduce to the case where F is an infinite field and then consider
the n-dimensional natural module En for the general linear group GLn(F ), where
n > r. The image of Lr(En) under the Schur functor is the Lie module Lie(r) (see
Section 3). With Br(En) as in Theorem 1.1, the image C(r) of B
r(En) under the
Schur functor is a projective submodule of Lie(r). We describe the dimension of
C(r) by means of a recurrence formula and show that dimC(r)/dimLie(r)→ 1 as
r →∞ with r ∈ A.
Theorem 1.1 will be proved in Section 2 and Theorem 1.2 in Section 3. Through-
out this paper F denotes a field of prime characteristic p. All of our algebras and
vector spaces are taken over F , unless otherwise stated, and all tensor products are
also taken over F . All modules are right modules.
2. Modular Lie powers
In this section we shall prove Theorem 1.1.
Let G be a group and let V be a finite-dimensional FG-module. The decomposi-
tion theorem of [BS1] yields, for each positive integer r, a certain direct summand
Br of L
r(V ) such that Br is a direct summand of V
⊗r. Here we write Br(V ) instead
of Br. We shall use the following result, where we write p
iU for the direct sum of
pi copies of a module U .
Theorem 2.1 ([BS2, Theorem 4.2]). Let k be a positive integer not divisible by p.
Then, for each non-negative integer m, we have
pmBp
mk(V )⊕ pm−1Bp
m−1k(V )⊗p ⊕ · · · ⊕Bk(V )⊗p
m ∼= Lk(V ⊗p
m
). (2.1)
For positive integers n and r, let
w(n, r) =
1
r
∑
d|r
µ(d)nr/d.
Lemma 2.2. For all n and r, we have
nr/r − nr/2/2 6 w(n, r) 6 nr/r.
Proof. The result is clear if r = 1, so we assume r > 2. By [R, Theorem 7.1],
rw(n, r) is the number of words of length r on an alphabet of cardinality n that
cannot be written as a power of a shorter word. Clearly rw(n, r) 6 nr. If u is a word
of length r of the form vd, where d > 1, then v has length at most r/2. Hence, for a
given d, the number of possibilities for v is at most nr/2. The number of possibilities
for d is at most r/2. Therefore nr − rw(n, r) 6 (r/2)nr/2, which gives the required
result. 
Let n = dim(V ) and suppose that n > 2. By (1.1), we have dimLr(V ) = w(n, r).
For each r > 1, we define
br =
dimBr(V )
dimLr(V )
=
dimBr(V )
w(n, r)
.
Since Br(V ) is a submodule of Lr(V ) we have 0 6 br 6 1. In order to prove Theorem
1.1, we need to prove that br → 1 as r →∞ with r ∈ A. Note that for r ∈ A we can
write r = pmk where m > 0, p ∤ k and k > 2. Suppose, for the rest of this section,
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that m and k satisfy these conditions. By direct computations of the dimensions in
(2.1), we have
m∑
i=0
pm−i(bpm−ik)
piw(n, pm−ik)p
i
= w(np
m
, k). (2.2)
For i = 0, 1, . . . ,m, define
ai =
w(n, pm−ik)p
i
piw(n, pmk)
.
Then, on dividing (2.2) by pmw(n, pmk) and re-arranging, we obtain
bpmk =
w(np
m
, k)
pmw(n, pmk)
−
m∑
i=1
ai(bpm−ik)
pi . (2.3)
Lemma 2.3. Suppose that 0 < s 6 i 6 m. Then
ai
ai−s
6 p−s
(
2ps
(pm−ik)ps−1
)pi−s
.
Proof. We have
ai
ai−s
=
w(n, pm−ik)p
i
psw(n, pm−i+sk)pi−s
= p−s
(
w(n, pm−ik)p
s
w(n, pm−i+sk)
)pi−s
.
Write q = pm−i+sk. Then, by Lemma 2.2,
w(n, pm−ik)p
s
w(n, pm−i+sk)
6
(pm−ik)−p
s
nq
nq/q − nq/2/2
=
(pm−ik)−p
s
qnq/2
nq/2 − q/2
.
Since n > 2 and q > 6, we have nq/2/(nq/2 − q/2) 6 2. Thus
w(n, pm−ik)p
s
w(n, pm−i+sk)
6 2(pm−ik)−p
s
pm−ikps =
2ps
(pm−ik)ps−1
.
This gives the required result. 
Corollary 2.4. Suppose that m > 1.
(i) For i = 2, 3, . . . ,m− 1, we have ai/ai−1 6 1.
(ii) We have a1 6 2/(p
m−1k)p−1 and am 6 2/k
pm−1.
Proof.
(i) By Lemma 2.3 with s = 1, we have
ai
ai−1
6 p−1
(
2p
(pm−ik)p−1
)pi−1
6
(
2
p(m−i)(p−1)
)pi−1
6 1.
(ii) By Lemma 2.3 with i = s = 1, we have
a1 =
a1
a0
6 p−1
2p
(pm−1k)p−1
=
2
(pm−1k)p−1
.
Similarly, with i = s = m,
am =
am
a0
6 p−m
2pm
kpm−1
=
2
kpm−1
.

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Lemma 2.5. We have
w(np
m
, k)
pmw(n, pmk)
> 1−
k
2np
mk/2
.
Proof. By Lemma 2.2, we have
w(np
m
, k)
pmw(n, pmk)
>
np
mk/k − np
mk/2/2
pmnpmk/(pmk)
= 1−
k
2np
mk/2
.

Proof of Theorem 1.1. Suppose that m > 1. Recall that br 6 1 for all r. By (2.3)
and Corollary 2.4(i), we have
1 > bpmk > w(n
pm, k)/(pmw(n, pmk))− (m− 1)a1 − am.
Hence, by Corollary 2.4(ii) and Lemma 2.5,
1 > bpmk > 1−
k
2npmk/2
−
2(m− 1)
(pm−1k)p−1
−
2
kpm−1
.
Also, for m = 0, we have bk = w(n, k)/w(n, k) = 1. Thus br → 1 as r → ∞ with
r ∈ A. 
3. Lie modules
In this section we shall prove Theorem 1.2.
In order to prove the theorem we shall apply the Schur functor to the modules
appearing in a special case of the isomorphism (2.1). Since the Schur functor, in its
usual form, requires the field F to be infinite, we begin by showing that it is enough
to prove Theorem 1.2 in the case where F is infinite.
Let G be a finite group and let M be a finite-dimensional FG-module. We write
Mmax for a maximal projective submodule ofM . ThusMmax is a maximal projective
direct summand of M and is uniquely determined up to isomorphism. Let K be an
extension field of F . Then K ⊗M and K ⊗Mmax are KG-modules.
Lemma 3.1. Suppose that F is a splitting field for G. Then K ⊗Mmax ∼= (K ⊗
M)max.
Proof. For modules U and V , we write U | V to denote that U is isomorphic to a
direct summand of V . Clearly K ⊗Mmax is projective and K ⊗Mmax | K ⊗M .
Thus K ⊗Mmax | (K ⊗M)max. Since F and K are splitting fields for G, it follows
from [HB, Theorem 10.18] that if P is a projective indecomposable FG-module
then K ⊗ P is a projective indecomposable KG-module and, furthermore, every
projective indecomposable KG-module is isomorphic to some such K ⊗ P . Hence
there is a projective FG-module Q such that K ⊗Q ∼= (K ⊗M)max. In particular,
K ⊗Q | K ⊗M and it follows, by [HB, Theorem 1.21], that Q |M . Thus Q |Mmax
and so (K ⊗M)max | K ⊗Mmax. The result follows. 
In Section 1 we defined the FSr-module Lie(r) for each positive integer r. Let
LieK(r) denote theKSr-module defined in the same way over K. ThusK⊗Lie(r) ∼=
LieK(r). As in Section 1, let Lie
max(r) be a maximal projective submodule of Lie(r).
It is well-known that every field is a splitting field for Sr (see [J, Theorem 11.5]).
Thus, by Lemma 3.1,K⊗Liemax(r) is isomorphic to a maximal projective submodule
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of LieK(r). Consequently, if Theorem 1.2 holds over K, it holds over F . Therefore
it suffices to prove Theorem 1.2 in the case where F is infinite. Hence, from now
on, we take F to be infinite.
Suppose that n > r and let En be the n-dimensional natural module for the
general linear group GLn(F ) with standard basis {e1, . . . , en}. We identify Sr with
the subgroup of GLn(F ) consisting of all those elements which permute {e1, . . . , er}
and fix er+1, . . . , en pointwise.
Let Λ(n, r) be the set of all n-tuples (α1, . . . , αn) of non-negative integers such
that α1 + · · · + αn = r. The elements of Λ(n, r) are called weights. For t1, . . . , tn ∈
F× = F \ {0} let d(t1, . . . , tn) denote the diagonal matrix in GLn(F ) with entries
t1, . . . , tn down the diagonal.
Let M be a finite-dimensional FGLn(F )-module such that M is a homogeneous
polynomial module of degree r (see [G]). For α = (α1, . . . , αn) ∈ Λ(n, r) the α-
weight space of M is denoted by Mα and is the subspace of M defined by
Mα = {u ∈M | u · d(t1, . . . , tn) = t
α1
1 · · · t
αn
n u, ∀t1, . . . , tn ∈ F
×}.
By [G, (3.2c)], we have
M =
⊕
α∈Λ(n,r)
Mα. (3.1)
Let ωr ∈ Λ(n, r) be defined by ωr = (1, . . . , 1, 0, . . . , 0) where there are r entries
equal to 1 and n− r entries equal to 0. For σ ∈ Sr 6 GLn(F ) we have
σd(t1, . . . , tn)σ
−1 = d(t1σ, . . . , trσ, tr+1, . . . , tn).
It follows that Mωr is invariant under the restriction to Sr of the action of GLn(F )
on M . Hence Mωr is an FSr-module.
Let modF (n, r) be the class of all finite-dimensional homogeneous polynomial
FGLn(F )-modules of degree r and let mod(FSr) be the class of all finite-dimensional
FSr-modules. Let
fr : modF (n, r)→ mod(FSr)
be the map defined by fr(M) =M
ωr for all M ∈ modF (n, r). This map fr is called
the ‘Schur functor’. (It is an exact functor between the two module categories: see
[G, Chapter 6].) It is easy to verify that
fr(M ⊕N) = fr(M)⊕ fr(N) (3.2)
for all M,N ∈ modF (n, r). Furthermore, it is clear from the definition of the Lie
module in Section 1 that
fr(L
r(En)) = Lie(r),
for all n such that n > r.
Let r1, . . . , rl be positive integers such that r1 + · · · + rl = r. We may regard
Sr as the group of all permutations of a set of cardinality r written as the disjoint
union of sets of cardinalities r1, . . . , rl. Thus we may regard Sr1 × · · · × Srl as a
subgroup of Sr. The following lemma is an immediate consequence of a slightly
stronger version given in [DE].
Lemma 3.2 ([DE, §2.5, Lemma]). Let n > r and let r1, . . . , rl be positive integers
such that r1 + · · ·+ rl = r. For i = 1, . . . , l, let Mi ∈ modF (n, ri). Then
fr(M1 ⊗ · · · ⊗Ml) ∼= Ind
Sr
Sr1×···×Srl
(fr1(M1)⊠ · · · ⊠ frl(Ml)).
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Lemma 3.3. Let n > qk where q and k are positive integers. Then
dim fqk(L
k(E⊗qn )) = (qk)!/k.
Proof. Let I(n, q) be the set of all ordered q-tuples (i1, . . . , iq) where i1, . . . , iq ∈
{1, . . . , n}. For θ ∈ I(n, q), where θ = (i1, . . . , iq), write
eθ = ei1 ⊗ · · · ⊗ eiq ∈ E
⊗q
n .
Thus {eθ | θ ∈ I(n, q)} is a basis for E
⊗q
n .
The FGLn(F )-module L
k(E⊗qn ) is spanned as a vector space by the elements
[eθ1 , . . . , eθk ] with θ1, . . . , θk ∈ I(n, q). It is easily verified that each of these ele-
ments belongs to some weight space of Lk(E⊗qn ). Thus, by (3.1), (Lk(E
⊗q
n ))ωqk is
spanned by those elements [eθ1 , . . . , eθk ] which belong to it. These are the elements
[eθ1 , . . . , eθk ] such that each of e1, . . . , eqk occurs once and only once among the
tensor factors of eθ1 , . . . , eθk .
Let Φ be the set of all k-element subsets {θ1, . . . , θk} of I(n, q) such that each
q-tuple θj (1 6 j 6 k) has q distinct entries and {1, . . . , qk} is the disjoint union of
these k sets of entries. For each φ ∈ Φ let Wφ be the subspace of L
k(E⊗qn ) spanned
by the elements [eθ1 , . . . , eθk ] where {θ1, . . . , θk} = φ. It follows that
fqk(L
k(E⊗qn )) = (L
k(E⊗qn ))
ωqk =
⊕
φ∈Φ
Wφ.
It is easily verified that |Φ| = (qk)!/k!. Also, by [MKS, Theorem 5.11], dimWφ =
(k − 1)! for all φ ∈ Φ. Thus
dim fqk(L
k(E⊗qn )) = (qk)!(k − 1)!/k! = (qk)!/k.

We consider Br(V ), as in Section 2, in the special case where G = GLr(F ) and
V = Er and we define
C(r) = fr(B
r(Er)).
The following result will enable us to use FGLn(F )-modules for arbitrary values of
n with n > r.
Lemma 3.4. For all n > r, we have
C(r) ∼= fr(B
r(En)).
Proof. We regard Er as a subspace of En with GLr(F ) 6 GLn(F ) in the obvious
way. Let dn,r : modF (n, r)→ modF (r, r) be the truncation map (see [G, §6.5]). For
all M ∈ modF (n, r), we have
dn,r(M) =
⊕
β∈Λ(r,r)∗
Mβ
where Λ(r, r)∗ is the subset of Λ(n, r) consisting of those weights (β1, . . . , βn) such
that βr+1 = · · · = βn = 0 (see [G, (6.5c)]). In particular, fr(dn,r(M)) = fr(M).
It is a consequence of [BS1, Theorem 4.2] that dn,r(B
r(En)) = B
r(Er). The result
follows. 
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By definition, C(r) is a submodule of Lie(r). However, Br(Er) is a direct sum-
mand of E⊗rr and, by [G, (6.3d)], fr(E
⊗r
r ) is a regular FSr-module. Thus, by (3.2),
C(r) is a projective FSr-module, and so dimC(r) 6 dimLie
max(r). Hence, in order
to prove Theorem 1.2, it suffices to prove that
lim
r→∞
r∈A
dimC(r)
dimLie(r)
= 1.
For each r > 1, we define
cr =
dimC(r)
dimLie(r)
=
dimC(r)
(r − 1)!
. (3.3)
Thus 0 6 cr 6 1. It suffices to prove that cr → 1 as r→∞ with r ∈ A.
Suppose that m is a non-negative integer and k is a positive integer such that
p ∤ k and k > 2. Take n > r = pmk and apply fr to the isomorphism (2.1) with
V = En. By (3.2) we obtain
m⊕
i=0
pm−ifr(B
pm−ik(En)
⊗pi) ∼= fr(L
k(E⊗p
m
n )). (3.4)
By Lemma 3.2, Lemma 3.4 and (3.3), we have
dim fr(B
pm−ik(En)
⊗pi) =
(pmk)!
((pm−ik)!)p
i
(dimC(pm−ik))p
i
=
(pmk)!
(pm−ik)p
i
(cpm−ik)
pi .
Hence, by (3.4) and Lemma 3.3, we obtain
m∑
i=0
pm−i(pmk)!
(pm−ik)pi
(cpm−ik)
pi =
(pmk)!
k
. (3.5)
For i = 0, 1, . . . ,m, define
a′i = (p
m−ik)−(p
i−1).
Then (3.5) may be written as
cpmk = 1−
m∑
i=1
a′i(cpm−ik)
pi . (3.6)
Lemma 3.5. Suppose that 0 6 s 6 i 6 m. Then
a′i
a′i−s
= p−s
(
ps
(pm−ik)ps−1
)pi−s
.
Proof. We have
a′i
a′i−s
=
(pm−i+sk)p
i−s−1
(pm−ik)pi−1
=
(ps)p
i−s−1
(pm−ik)pi−pi−s
= p−s
(
ps
(pm−ik)p
s−1
)pi−s
.

Proof of Theorem 1.2. Note the similarity between (3.6) and (2.3). Lemma 3.5 is
stronger than Lemma 2.3 and therefore gives an analogue of Corollary 2.4. We do
not need an analogue of Lemma 2.5 because the first term on the right-hand side of
(3.6) is 1. Thus, by the argument of the proof of Theorem 1.1, we obtain cr → 1 as
r →∞ with r ∈ A. 
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