This paper is concerned with jointly recovering n node-variables {x1, · · · , xn} from a collection of pairwise difference measurements. Specifically, several noisy measurements of xi − xj are acquired. This is represented by a graph with an edge set E such that xi − xj is observed only if (i, j) ∈ E. To accommodate the noisy nature of data acquisition in a general way, we model the measurements by a set of channels with given input/output transition measures. Using information-theoretic tools applied to the channel decoding problem, we develop a unified framework to characterize a sufficient and a necessary condition for exact information recovery, which accommodates general graph structures, alphabet sizes, and channel transition measures. In particular, we isolate and highlight a family of minimum distance measures underlying the channel transition probabilities, which plays a central role in determining the recovery limits. For a broad class of homogeneous graphs, the recovery conditions we derive are tight up to some explicit constant, which depend only on the graph sparsity irrespective of other second-order graph metrics like the spectral gap.
I. INTRODUCTION
In various data processing scenarios, one wishes to acquire information about a large collection of objects, but it is infeasible or difficult to directly measure each individual object in isolation. Instead, only certain pairwise relations over a few object pairs can be measured. Partial examples of pairwise relations include relative rotation, pairwise matches, and cluster agreements, as will be discussed later. Fortunately, such pairwise observations often carry a significant amount of information across all objects. As a result, reliable joint information recovery becomes possible as soon as sufficiently many pairwise measurements can be obtained.
This paper explores an important class of pairwise measurements, termed pairwise difference measurements. Consider n variables x 1 , · · · , x n , and suppose we obtain independent measurements of the differences x i −x j over a few pairs (i, j). This pairwise difference functional can be represented by a graph G with an edge set E such that x i − x j is observed if and only if (i, j) ∈ E. To accommodate the noisy nature of data acquisition, we model the noisy measurements y ij 's as the output of the following equivalent channel
where p (· | ·) represents the channel transition probability. The distribution of the output y ij is specified solely by the associated channel input x i − x j . The goal is to recover x = {x 1 , · · · , x n } based on these channel outputs y ij 's. Note that as long as G is connected, the ground truth x is uniquely determined by the pairwise difference functional {x i − x j | (i, j) ∈ E}, up to some global offset. Therefore, information recovery is also identical to decoding the input of the equivalent channel (1) based on the y ij 's. Problems of this kind have received considerable attention across various fields like computer science and social networks. We list a few below; see [1] for a more detailed discussion.
• Alignment and Synchronization. Consider n views of a single scene from different positions. The goal is to align all views based on noisy estimates of the relative translation and rotation across several pairs of views [2] , [3] .
• Joint Graph Matching. Existing pairwise matching methods allow us to map common features between a pair of shapes. Given multiple shapes, a fundamental problem amounts to how to refine these noisy pairwise matches in order to obtain globally-consistent matches [4] , [5] .
• Community Detection. Various social networks exhibit community structures [6] , [7] , and the nodes are clustered based on shared features. The aim is to uncover the community structure by observing the similarities between nodes.
Many of these applications have witnessed a flurry of activity in algorithm development, which are primarily motivated by computational concerns. Several of these algorithms are shown to enjoy intriguing recovery guarantees under simple randomized models, although the choice of performance metrics is often studied in a model-specific manner. On the other hand, there have been several information theoretic results in place for a few applications including stochastic block models [7] , [8] and synchronization [9] . Despite their intrinsic connections, these results were developed primarily on a case-by-case basis instead of accounting for the most general observation models.
In the present paper, we account for the similarities and connections among all these motivating applications, by viewing them as a graph-based functional fed into a collection of general channels. We wish to explore the following questions from an information theoretic perspective: 1) Are there any fundamental distance metrics of the channel transition measures that dictate the success of exact information recovery from pairwise difference measurements? 2) If so, can we characterize the fundamental limits -in terms of these channel distance metrics -such that perfect recovery is feasible only above the limits? All in all, we aim to gain a unified understanding towards the fundamental performance limits that underlie most appli-cations falling in the realm of information recovery from pairwise difference measurements. These fundamental limits will in turn provide a general benchmark for algorithm evaluation and comparison.
A. Main Contributions
The main contribution of this paper is towards a unified characterization of fundamental recovery limits, using both information-theoretic and graph-theoretic tools. In particular, we single out and highlight a family of minimum channel distance measures (i.e. the minimum KL and Hellinger divergence), as well as two graphical metrics (i.e. the minimum cut and the cut-homogeneity exponent), that play central roles in determining the feasibility of exact recovery. Based on these metrics, we develop a sufficient and a necessary condition for information recovery such that the minimax probability of error tends to zero. These results apply to general graphs, any type of input alphabets, and general channel transition measures. Encouragingly, as long as the alphabet size is not super-polynomial in n, these two conditions coincide (modulo some universal constant) for a very broad class of homogeneous graphs, subsuming as special cases Erdős-Rényi models, random geometric graphs, small-world graphs, etc.
Our results reveal that the fundamental limits, presented in terms of the minimum channel distance measures, scale inversely proportional to the minimum cut size. Somewhat surprisingly, for most homogeneous graphs, the fundamental limits depend solely on the vertex degrees, irrespective of other second-order metrics (e.g. the spectral gap) that underlie the sufficient recovery condition derived in some previous work (e.g. [10] ).
The unified framework we develop is non-asymptotic, in the sense that it accommodates general settings without fixing either the alphabet size or the channel transition probabilities. This allows full characterization of the high-dimensional regime where all parameters are allowed to scale, which has received increasing attention compared to the classical asymptotics where only n is tending to infinity.
B. Related Work
The information-theoretic work most relevant to our results is [10] , which characterized the fundamental recovery limit under the Erdős-Rényi model with binary alphabets. A sufficient recovery condition for general graphs has also been derived in [10] under binary alphabets, although it was not guaranteed to be order optimal. Our prior work [9] explored the fundamental recovery limits under general alphabets and graph structures, but was restricted to the simplistic outlier model rather than general channel distributions. In contrast, the fundamental limits derived in the current work allow orderwise tight characterization for general alphabets and channel characteristics.
The pairwise measurement models considered in this paper and [10] can both be treated as a special type of "graphical channel" as defined in [11] , which refers to a family of channels whose transition probability factorizes over a set of hyper-edges. This previous work on graphical channels centered on the concentration of the conditional entropy.
Our results are presented in terms of the KL and Hellinger divergence of order α; see [12] , [13] for an introduction of these measures. The fundamental lower bounds rely on the generalized Fano inequality [14] , [15] as well as an extended version involving more general divergence measures [16] .
C. Terminology
Graph Terminology. For any vertex sets S 1 and S 2 , we let e(S 1 , S 2 ) represent the number of edges with one endpoint in S 1 and another in S 2 . An Erdős-Rényi graph of n vertices, denoted by G n,p obs , is constructed such that each pair of vertices is independently connected by an edge w.p. p obs . Divergence Measures. For any two measures P and Q, the KL divergence and the Hellinger divergence of order α ∈ (0, 1) [12] between them are defined respectively as KL (P Q) :=ˆdP log dP dQ ;
(2)
When α = 1/2, this reduces to the squared Hellinger distance.
II. PROBLEM FORMULATION
• Object Representation and Pairwise Difference. Consider an additive group formed over X together with an associative addition operation "+". For any x i , x j ∈ X , the pairwise difference operation is defined as
where −x j stands for the unique additive inverse of x j . We assume throughout that "+" satisfies the bijective property:
Partial examples include modular subtraction, relative rotation, and pairwise matching, as discussed in [1] .
• Measurement Graph and Channel. The pairwise difference measurements are represented by a measurement graph G that comprises an edge set E. Specifically, for each (i, j) ∈ E (i > j), the pairwise difference x i − x j is independently passed through a noisy channel, whose output y ij follows the distribution such that for any 0 ≤ l < M ,
where P l denotes the transition measure that maps a given input l to an output y ij ∈ Y. The output alphabet Y can either be continuous or discrete. In contrast to conventional information theory settings, no coding is employed across channel uses. This paper centers on the fundamental limits for exact information recovery. Note, however, that each input x is unique only up to a global offset, because the inputs x and x+l·1 result in an identical output y := {y ij ∈ Y | (i, j) ∈ E} from which x and its shifted versions are indistinguishable.
Here 1 denotes an all-one vector. In light of this, we introduce the distance modulo a global offset factor as follows
Equipped with this distance metric, we define, for any recovery procedure ψ : Y |E| → X n , the probability of error as P e (ψ) := max x∈X n P dist (ψ (y) , x) = 0 x . (8) We aim to characterize the regime where the minimax probability of error inf ψ P e (ψ) tends to 0.
III. KEY METRICS A. Key Metrics on Probability Distance
There are several information divergence measures that play central roles in the subsequent development of our theory. Specifically, we define the minimum Hellinger and KL divergence with respect to the channel transition measures as Hel α (P l P i ) ;
These measures capture the distinguishability of outputs given minimally separated inputs. Moreover, for any > 0, define
which clearly satisfies 1 ≤ m kl < M . This quantity reflects how many probability measure pairs under study are able to approach the minimum information divergence. Finally, we note that the KL divergence and squared Hellinger distance are almost equivalent when two probability measures are close -a regime where two measures are the hardest to distinguish, as recorded in the following fact. 
B. Key Graphical Metrics
First of all, we denote by mincut, d min , and d max the size of the minimum cut, the minimum vertex degree, and the maximum vertex degree, respectively. Apart from these common metrics, there are a few other graphical quantities that are crucial in presenting our results, as detailed below.
For any integer m, define
which consists of the collection of cuts of about the same size. We are particularly interested in the peak growth rate of the cardinality of N as defined below
In the sequel, we will term τ cut the cut-homogeneity exponent, as illustrated through the following two examples:
• Complete graph K n on n vertices, where mincut = n − 1 and e (S, S c ) = |S| (n − |S|). A simple combinatorial argument suggests that |N (k) | n k n and thus τ cut log n.
• 2 complete graphs K n/2 connected by a single bridge, where mincut = 1 due to the existence of a bridge. Since we still have |N (k) | n k n (k ≥ n), one has τ cut k log n n . In many homogeneous graphs (e.g. complete graphs) one has mincut d min , and τ cut can be on the order of log n. In contrast, mincut = o (d min ) often holds in inhomogeneous graphs, for which τ cut tends to be lower. In light of this, τ cut captures the extent of homogeneity for cut-size distributions.
Interestingly, for various homogeneous graphs (including random geometric graphs, Erdős-Rényi graphs, and other expander graphs with good expansion), one always has [1] τ cut log n.
IV. MAIN RESULTS: GENERAL GRAPHS Intuitively, faithful decoding is feasible only when (i) G is sufficiently connected so that we have enough measurements involving each vertex variable, and (ii) the channel output distributions given two different inputs are sufficiently separated. This section formalizes this intuition by developing both sufficient and necessary recovery conditions in terms of the information divergence and graphical metrics, which accommodate general graphs, channel characteristics, and input alphabets. Derivations of all results can be found in [1] .
A. Maximum Likelihood Decoding: General Graphs
We start by analyzing the performance of the maximum likelihood (ML) decoder ψ ml (y), which seeks a solution that maximizes the likelihood function. Based on ML decoding, we develop a sufficient recovery condition in terms of the minimum Hellinger divergence. The condition is universal and non-asymptotic. It holds for all graph structures, and depends only on the min-cut size and the cut-homogeneity exponent irrespective of other graphical metrics.
Theorem 1. For any δ > 0 and 0 < α < 1, the ML rule achieves P e (ψ ml ) ≤ (2n)
provided that
Theorem 1 characterizes a non-asymptotic region of Hel min α where ψ ml (·) admits perfect information recovery. The boundary of the region scales as
This scaling reveals that the contribution of τ cut will be negligible if it is below o (log n). In general, we are unable to develop a general sufficient recovery condition in terms of the KL divergence, since the KL divergence cannot be controlled for all measures, especially when dP l dPj (l = j) becomes unbounded. In contrast, the Hellinger distance is generally stable and more convenient to analyze.
As will be seen later, this result is most useful when applied to those homogeneous graphs satisfying mincut ≈ d min ≈ d max , for which the fundamental limits decay inversely with the vertex degree. To gain some insights about the metrics, we emphasize that the channel decoding model considered herein differs from the classical information theory setting in that the input is "uncoded". Consequently, the minimum distance between the set of hypotheses (rather than the mutual information in an average sense) presents the fundamental bottleneck for information recovery. Notably, two hypotheses x and w are minimally separated when they differ only by one component v. The resulting pairwise inputs y contain about deg (v) copies of information for distinguishing x and w, where each copy of information can be measured by the information divergence metrics KL min or Hel min α . This offers an intuitive interpretation as to why the fundamental limit scales inversely with the vertex degree.
B. Lower Bounds: General Graphs
Encouragingly, for a broad class of homogeneous graphs, the sufficient recovery condition for the ML decoder matches the fundamental lower limit in an order-wise tight sense, as revealed in the following theorem.
then inf ψ P e (ψ) ≥ . Here, H (x) is the entropy function.
Theorem 2 presents a general fundamental lower limit on KL min that allows perfect recovery, which scales as
The lower bound is derived in terms of KL divergence, which is almost identical to the Hellinger distance when the transition measures of the graphical channels are close to each other.
C. Implications
The following discussion concentrates on the case where dP l dPj = 1 + o (1) for all l and j, which essentially corresponds to the most difficult situation for decoding. Recall from Fact 1 that KL min = 2 (1 + o (1)) Hel min 1/2 . Additionally, we suppose that the alphabet size M is not super-polynomial in n. When specialized to the homogeneous graphs satisfying d max mincut (e.g. Erdős-Rényi Graphs, random geometric graphs), the recovery conditions are within a factor of O log M + log n log m kl + log n from optimal. Consequently, our results are orderwise tight.
• First-order v.s. second-order graphical metrics. For a broad class of homogeneous graphs (e.g. Erdős-Rényi graph, random geometric graphs), one has mincut d max and τ cut log n (see [1, Lemma 1] ). As a result, the boundary recovery condition for these graphs reduces to
as long as M poly (n), which depends only on the vertex degree and does not rely on those second-order expansion properties 1 like the Cheeger's constant as given in [10, Theorem 4.3] . This leads to the following observation: for various homogeneous graphs, the fundamental recovery limits are determined solely by first-order graphical features (i.e. vertex degrees). This is in stark contrast to the sufficient condition for several classes of tractable algorithms (e.g. spectral methods), whose success typically relies on strong second-order expansion properties.
• A Unified Non-asymptotic Framework. Our framework accommodates various practical scenarios that respect the high-dimensional regime, where both the number n of objects and the alphabet size M tend to be large. Our problem falls under the category of multi-hypothesis testing in the presence of exponentially many hypotheses, where each hypothesis is not necessarily formed by i.i.d. sequences. Under such a setting, the conventional Sanov bound [17] becomes unwieldy and the Chernoff information is not guaranteed to capture the minimax rate. By comparison, our results build upon alternative divergence measures (particularly the Hellinger-α divergence). This results in a unified framework that allows non-asymptotic characterization of the minimax rate simultaneously for most general settings.
D. Special Case: Erdős-Rényi Graphs
We now turn to the Erdős-Rényi model, the simplest and the most widely adopted random graph model. Specifically, we suppose that the measurement graph G is drawn from G n,p obs for some p obs log n/n. While our preceding results are sufficient to characterize the fundamental recovery limit in an order-wise optimal sense, we refine our analysis for this special model to obtain tighter universal preconstants. These are stated in the following two theorems. (1 + δ) log (2n) + 2 log (M − 1)
then the ML decoder achieves
Theorem 4. Fix > 0, and suppose that p obs > c log n/n for some sufficiently large constant c > 0.
(a) One has inf ψ P e ≥ − 1 n 10 in the regime where
(b) For any α ≤ (1 + ) −1 and any small constant ζ > 0, one has inf ψ P e ≥ n − − 1 n 10 , provided that
for some residual r (np obs ) −1 .
These two theorems tighten the preconstants for both sufficient and necessary recovery conditions, as discussed below.
1) Consider the first-order convergence, that is, the regime where inf ψ P e → 0 as n → ∞. Combining Theorems 3 and 4(a) suggests that as n → ∞, < log n + log m kl 2p obs n .
In general, our minimum distance bounds are tight to within a factor of (1 + o (1)) 4 log n + 8 log M log n + log m kl . 2) Consider the second-order convergence and, particularly, the regime where inf ψ P e → n −1 (n → ∞). Putting Theorems 3 and 4(b) together implies that which holds for all settings. This implies that our results are within a multiplicative gap of (1 + o (1)) 8 + 4 log M log n from optimal, uniformly over all possible alphabet sizes and channel transition measures.
V. CONCLUDING REMARKS This paper investigates simultaneous recovery of multiple vertex-variables based on noisy graph-based measurements, under the pairwise difference model. The problem formulation spans numerous applications including community detection, image registration, and also computational biology [18] , [19] . We develop a unified framework in understanding all problems of this kind based on representing the available pairwise measurements as a graph, and then representing the noise on the measurements using a general channel with a given input/output transition measure. This framework accommodates large alphabets, general channel transition probabilities, and general graph structures in a non-asymptotic manner. Our results underscore that the feasibility of information recovery is captured by the minimum information divergence measures. We expect that such fundamental limits will provide a general benchmark for evaluating the performance of practical algorithms over many applications.
