I. INTRODUCTION

C
OMPRESSED sensing (CS) aims to measure and recover the sparse signal from underdetermined systems of linear equations. In practice, the sparse signal has additional structures. If such structures are exploited, the better recovery performance can be achieved. The clustered nonzero samples of a block-sparse signal is an important structured sparsity [1] - [4] , with applications in block-sparse impulsive noise estimation in Power Line Communication (PLC) [5] and clustered-sparse channel estimation [6] . Consider
where ∈ R N ×M is a known measurement matrix with columns having unit 2 -norm, y ∈ R N is the measurement vector, and n ∈ R N is the additive white Gaussian noise (AWGN) satisfying n ∼ N(0, σ 2 n I N ). We aim to estimate the unknown signal w ∈ R M , with an unknown cluster structure, when N M. Assuming the knowledge of the block structure, a few effective algorithms [1] - [4] have been developed. However, in many applications, e.g. the bursty impulsive noise in PLC [7] , such prior knowledge is often unavailable. As a result, some algorithms requiring less a priori knowledge have recently been proposed [8] - [11] . But all these algorithms assume the i.i.d. block structure which is impractical in many applications, e.g. the bursty impulsive noise in PLC. To solve this problem, we propose a novel BBHTA for structure-agnostic block-sparse signal recovery. BBHTA jointly detects the supports by Bayesian hypothesis testing (BHT) [12] and estimates the amplitudes by linear minimum mean-square error estimation (LMMSEE). BHT was first proposed in [13] [7] to describe the block-sparse signal. Recently, BHT with belief propagation is introduced in noisy sparse recovery [14] . In [15] , [16] the i.i.d. BG and Gaussian Mixture models are used to represent sparse signal and the approximate message passing (AMP) is used to recover sparse signal. Although [17] has used BGHMM to describe the block sparse signal, its signal recovery is based on MAP estimation and iterative Expectation Maximization, which is different from BHT used in BBHTA and requires more computation. Inspired by BPA [13] , we adopt a BHT-based approach and extend BPA to BBHTA. BPA uses the correlation between y and the columns of in (1) to obtain the activity rules. Using BHT, BBHTA searches for the start and termination of the support blocks in w without using the correlation. This search yields two ultimate activity rules which manifest the correlations between y and the columns of . In these activity rules, the correlations are compared with two simple thresholds to detect and recover the supports. Given the detected and recovered supports, BBHTA then uses LMMSEE to estimate the nonzero amplitudes. Such a simple mechanism allows it to reliably recover the block-sparse signals. BBHTA is a doublelooped and turbo-like approach. The inner loop is a serial procedure that detects the supports. The outer loop is similar to turbo iterative algorithm, estimating the amplitudes of the signal using LMMSEE. The inner loop refines and reuses the LMMSEE of w by combining the block sparsity information in successive iterations. This novel implementation offers more accurate recovery of block-sparse signals.
II. SIGNAL MODEL
Consider the block-sparse sources, w, in (1). Define two hidden random processes, s and θ [17] , where s ∈ {0, 1} M is a binary vector describing the supports of w, denoted as S, and θ ∈ R M is the vector representing the amplitudes of the active elements of w. Hence, each element of the source vector w can be characterized as
where s i = 0 gives w i = 0 for i / ∈ S and s i = 1 gives w i = θ i for i ∈ S. In vector form, (2) can be written as w = Sθ , where
To describe the block-sparsity of the source vector w, we assume that its support s is a stationary first-order Markov process with transition probabilities: p 10 Pr{s i+1 = 1|s i = 0} and p 01 Pr{s i+1 = 0|s i = 1}. In the steady state, Pr{s i = 1558-2558 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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and
. Given the two parameters p and p 10 the remaining transition probability can be determined as p 01 = p· p 10 (1− p) . Here, the average number of consecutive samples of ones, i.e. the length of the blocks, is specified by 1/ p 01 in Markov chain.
We further assume that the amplitude vector θ satisfies θ ∼ N(0, σ 2 θ I M ). Hence, the PDF of the w i 's is given as
where σ 2 θ is the variance of θ . Equation (3) is BernoulliGaussian hidden Markov model (BGHMM) [7] which is a special form of Gaussian Mixture Hidden Markov model. The hidden variables s i with the first-order Markov chain model in BGHMM allow implicit expression of the block-sparsity of the signal w to be estimated.
III. THE PROPOSED ALGORITHM
A. Support Detection Using Bayesian Hypothesis Testing
We determine the activity of the jth element of the blocksparse signal w by searching the start and termination of active blocks in w. First, we assume that w i is inactive, i.e. s i = 0, and intend to determine whether w i+1 is active, i.e. s i+1 = 1. This is equivalent to searching the start of the active blocks. Next, we assume that w i is active, i.e. s i = 1, and intend to determine whether w i+1 is inactive, i.e. s i+1 = 0, corresponding to searching the end of active blocks. Full details are given below.
1) Searching the Start of Active Blocks:
To detect the start of an active block we choose 1 between the hypotheses H 01 : s i = 0, s i+1 = 1 and H 00 : s i = 0, s i+1 = 0, given the measurement vector y. Using BHT, we compute the posteriors p H 01, j |y and p H 00, j |y . The posterior probability p H 01, j |y is given as
where y|H 01, j = M j=1, j =i φ j w j + n and φ j represents the jth column of matrix . Similarly, the posterior probability p H 00, j |y is given by
where p 00 = p (s i+1 = 0|s i = 0) = 1 − p 10 . The hypothesis H 01, j is assumed to be true, i.e.ŝ j = 1, when p H 01, j |y > p H 00, j |y . From (4)-(5), the activity rule for w i+1 is
Assume that we have all the estimates of w j except for j = i + 1 and intend to estimate w i+1 . We have
where μ y M j=1, j =i,i+1 φ j w j . When s i s i+1 = 01, we have y|H 01, j = y|H 00, j + φ i+1 w i+1 + n = M j=1, j =i,i+1 φ j w j + n , where n = φ i+1 w i+1 + n. Hence, the likelihood p(y|s i s i+1 = 01) is a multivariate Gaussian with the mean μ y and covariance
Therefore, we can write the likelihood function as
Further, we can express −1 y and det( y ) as
Using (7)- (11), the Bayesian hypothesis test in (6) can be simplified to give the final activity rule for w i+1 as
and x = y − w − φ i w i − φ i+1 w i+1 . In the activity rule (12) the correlation between the columns of and vector x decides H 01 or H 00 .
2) Searching the Termination of Active Blocks:
The decision here is between the hypotheses H 10 : s i = 1, s i+1 = 0 and H 11 : s i = 1, s i+1 = 1, given the vector y. Using BHT, we compute the posteriors p(H 10, j |y) and p(H 11, j |y). Similar to (4), we have p H 10, j |y ∝ (1 − p) × p 01 × p (y|s i s i+1 = 10), where y|H 10 
, where p 11 = p (s i+1 = 1|s i = 1) = 1 − p 01 and y|H 11, j = M j=1 φ j w j + n. Thus, the inactivity rule for w i+1 is p 01 × p (y|s i s i+1 = 10) > p 11 × p (y|s i s i+1 = 11). Following Section III-A1, the final inactivity rule for w i+1 is
Th 2,i+1 2σ
and z = y − w − φ i+1 w i+1 . Now consider the unknown parameters σ θ , σ n , p, p 10 , and p 01 in (13) and (15) . We can estimate σ θ by assuming that the elements of are chosen randomly from a uniform distribution in [-1,1] with columns having unit 2 -norm. We can estimate the parameters σ n and p by MAP estimation and assuming the other parameters are known. Thus, we can estimate the parameters σ θ , σ n , and p with the updateŝ
where E (·) is the expectation of a random variable. The details about the estimation of σ θ , σ n and p, using MAP estimation method when the other parameters are known, are provided in [17] , [18] . To calculate the update equation for parameter p 10 , we need to maximize the posterior probability p( p 10 |ŝ,θ ,σ θ ,σ n ,p, y), i.e. maximizing p (ŝ| p 10 , p) × p(y|ŝ,θ ,σ n ) , where only p(ŝ| p 10 , p) depends on p 10 . From Section II, p(s) is given by
where
Therefore, the MAP estimate of parameter p 10 is given (17) is used and p(s 1 ) is removed since it is independent of p 10 . Define s i+1 |s i ) ). Then, differentiating with respect to p 10 and using (18) gives
Equating the last equation to zero and solving it for p 10 result in the desired MAP updatê
Similarly, using the MAP estimation method, the update for p 01 can be obtained asp
B. Amplitude Estimation Using LMMSE
Given the detection and recovery information of the binary support vector s by BHT, we complete the estimation of the original unknown signal w by estimating the amplitude samples of the θ vector. Denoteŝ the detected vector s. We can obtain the LMMSE estimateθ for θ [19] 
whereŜ = diag(ŝ). Algorithm 1 provides a pseudo-code implementation of our proposed BBHTA. The inner loop is a consecutive scanning, based on BHT, to detect the supports of the signal in a sequential manner. Similar to turbo iterative algorithms, the outer loop 
BHT-detection: 3:
if Activity START (w i+1 ) > Th 1,i+1 in (12) then 5:
set s i = 1, 6:
else if Inactivity END (w i+1 ) > Th 2,i+1 in (14) 7: set s i = 0, 8: end if 9:
end for 10:
LMMSE estimation:
Parameter Estimation: using (16), (19) and (20) 13:
14:
Compute the difference
, k ← k + 1 15: end while Output: w = w (k) of the algorithm reuses and refines the LMMSE estimate to reconstruct the block-sparse signal w in successive iterations. Also, k max is a termination condition for the outer loop of the algorithm. Extensive simulation studies show that k max = 100 is sufficient for the overall convergence of the algorithm. Note that in the line 13 of Algorithm 1 denotes the Hadamard (element-wise) product.
IV. SIMULATION RESULTS
This section presents two experimental results. We first compare the performance of the proposed BBHTA with that of BPA [13] versus SNR. We then evaluate the performance of BBHTA versus number of nonzero blocks and compare the performance with some block-sparse signal reconstruction algorithms.
All the experiments are conducted for 400 independent simulation runs. In each simulation run, the elements of the matrix are chosen from a uniform distribution in [-1,1] with columns normalized to unit 2 -norm. The Block-sparse sources w gen are synthetically generated using BGHMM in (3) . Unless otherwise stated, in all experiments p = 0.9, p 01 = 0.09, and σ θ = 1 which are the parameters of BGHMM. The measurement vector y is constructed by y = w gen + n, where n is zero-mean AWGN with a variance tuned to a specified value of SNR which is defined as SNR(dB) 20 log 10 ( w gen 2 / n 2 ). We use the Normalized Mean Square Error (NMSE (dB)) as a performance metric, defined by NMSE(dB) 10 log 10 ( w − w gen 2 2 / w gen 2 2 ), where w is the estimate of the true signal w gen . We compare BBHTA and BPA at different noise levels. In this experiment N = 192 and M = 512. We add Gaussian noise so that SNR (dB) varies between 10 dB and 30 dB for each generated signal. Recall from Section II that decreasing p implies the larger sparsity levels. Hence, in this experiment we evaluate the performance of BPA and BBHTA for p = 0.9, p = 0.8, and p = 0.7. Figure 1 shows the NMSE (dB) versus SNR for both BBHTA and BPA and for different values of p. There we observe that BBHTA outperforms BPA for p = 0.9, p = 0.8, and p = 0.7. It is also seen that BBHTA exhibits significant performance gain (almost 5 dB) over BPA for p = 0.9.
In the second experiment, we examine the influence of the block size and the number of blocks on the estimation performance of BBHTA where the block partition is unknown. We set up a simulation to compare BBHTA with some recently developed algorithms for block sparse signal reconstruction, such as the block sparse Bayesian learning algorithms (BSBL and EBSBL) [10] , the cluster-structured MCMC algorithm (CluSS-MCMC) [8] , and the pattern-coupled sparse Bayesian learning algorithm (PC-SBL) [11] . The size of matrix is 256 × 512, SNR = 15dB, and σ θ = 1. Recall from Section II that the block size and the number of blocks of w are proportional to 1/ p 01 . That is, when p 01 is small w comprises small number of blocks with big sizes and vice versa. Hence, we vary the value of p 01 between 0.09 and 0.9 to obtain the NMSE (dB) for various algorithms. The results of NMSE (dB) versus p 01 is shown in Fig. 2 . As seen from the figure, for p 01 ≥ 0.36 BBHTA outperforms all other algorithms.
V. CONCLUSION
This letter has presented a novel BBHTA to recover the block-sparse signals whose structure of block sparsity is completely unknown. The proposed BBHTA uses a Bayesian hypothesis testing to detect and recover the support of the block sparse signal. For amplitude recovery, BBHTA utilizes an LMMSEE to estimate the nonzero amplitudes of the detected supports. Simulation results show that BBHTA outperforms BPA with almost 5 dB performance gain for p = 0.9. BBHTA also outperforms many state-of-the-art algorithms when the block-sparse signal comprises a large number of blocks with short lengths. The proposed BBHTA is based on the assumption that all the samples w i satisfy (3) with the same σ θ . If w i 's have different σ θ i 's, Bernoulli-Gaussian Mixture (GM) model [20] with multiple components may be used to deal with this situation. This will be an interesting topic for future work.
