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ABSTRACT 
The study of lacunary subsets of the duals of compact abelian groups 
can be traced back to Sidon and Hadamard, and it is still an area of 
activity today . During the last decade, this study has been extended to the 
compact non-abelian case, which forms the central theme of this thesis . 
• A notion of lacunary set due to Bozejko and Pytlik is generalized from 
lhe abelian to the non-abelian setting, and a study is made of the class of 
sets thus obtained for compact Lie groups. This class includes most types 
of lacunary sets previously considered . In the process, it is necessary to 
develop some new techniques of harmonic analysis on compact Lie groups; the 
results ob.tained generalize and improve a number of known results on 
previously considered notions of lacunarity. 
Chapter l is a collection of the definitions, notation and elementary 
results of harmonic analysis which will be used throughout the thesis, 
followed by a brief introduction to some aspects of the theory of lacunarity 
for compact nonabelian groups . 
In Chapter 2, I begin the study of sets of type V(p, q) and A(p, q) 
(p, q E [l, oo]) and their central and local central analogues. An 
important subclass of these sets consists of the p-Sidon and central 
p-Sidon sets (p E [l, 2[) . Most of the theory of this chapter is valid 
for arbitrary compact groups . 
Chapter 3 deals with sets of type local central V(p, q) and local 
central A(p, q) , specializing to the case of a compact Lie group . The 
theorems are proved by extensive use of the theory of semisimple Lie 
lgebras to obtain estimates for the p-norms of the irreducible characters 
in terms of their dimensions . It is shown that the dual of a compact Lie 
group is of type local central A(2+s) , but that no infinite subset of the 
dual is of type local central A(4-8) . Here s > 0 and 8 > 0 are 
(iv) 
constants which depend on the group . It is also a result of this chapter 
that the dual of a compact Lie group contains no infinite p-Sidon sets 
(1 Sp < 2) . 
The results of Chapter 4 concern the convolution centres of the 
classical function and measure algebras of a compact connected Lie group 
(i . e . the space of trignometric polynomials , the space of continuous 
functions , the LP spaces (l Sp S 00 ) and the space of measures) . It is 
shown that the convolution centre of each of these spaces is linearly 
isometrically isomorphic to a subspace of the same space of functions or 
measures on the maximal torus , and a formula is derived which makes it 
possible to calculate the Fouri er transform of a central function or 
measure in terms of the Fourier transform of its image under this isometric 
isomorphism . One is thus able to reduce many questions concerning 
convolution centres to questions about abelian groups . Again, important 
use is made of the representation theory of Lie groups and Lie algebras. 
In Chapter 5 , the theory of Chapter 4 is applied to sets of type 
central V(p , q) and central A(p, q) for compact connected Lie groups. 
In particular , it is shown that every infinite subset of the dual contains 
an infinite set of type A(2+c) (where c is as in Chapter 3) , and it is 
shown that a set of representations is of type central A(2) if ·and only if 
the corresponding set of characters of the maximal torus is of type A(2) 
Finally , central p-Sidon sets are considered; central p-Sidonicity is 
related to a simple arithmetic condition - r-boundedness - on sets of 
ch r cters, a new proof of the Ragozin-Rider result that the dual contains 
no infinite central Sidon sets is given , and it is shown that the dual of 
SU(2) contains no infinite central p-Sidon sets (1 Sp< 2) . 
I make much wider use of the theory of Lie groups , Lie algebras and 
their representations th n previous authors in this field: the requisite 
f cts from this theory are outlined in two appendices , appendix A on Lie 
(v) 
algebras , and ppendix Bon Lie groups . Alis of symbols and definitions 
ls provided for the reader ' s convenience , and a list of references relates 
he results in this thesis to the literature . 
( vi) 
DEFINITIONS AND NOTATION 
The following definitions and notation will be used without comment in 
the remainder of the text. 
l. 
E 
u 
n 
C 
A\B 
Set theory 
{x E A I P( x)} 
card A 
elemen thood 
union of sets 
intersection of sets 
con ta in men t 
complement of the set 
A u BC 
the set of elements of A satisfying property P 
cardinal number of A 
restriction of function f to a subset A of its 
domain 
f A -+ B function f has domain A and range B 
f a 1--+b f(a) =b 
fog composition of functions 
Definitions and elementary properties of partially ordered sets. 
~ set of natural numbers {O, 1, 2, .. ·} 
~ (ll+) set of integers (positive integers) {O, ±1, ±2, ... } 
({l, 2 , 3 , ... }) 
~ set of rational numbers 
R set of real numbers 
[ set of complex numbers 
2. lgebra 
Definitions and elementary properties of group , subgroup, normal 
ubgroup, centre of a group, products, quotients of groups, action of a group 
on a set . 
(vii) 
Definitions and elementary properties of vector space~ matrices. 
dim V dimension of the vector space V 
GL( V) set of invertible endomorphisms of V 
(See Herstein [l] for these concepts .) 
3 . Topology 
Definitions and elementary properties of open sets, closed sets, 
compactness , connectedness , arcw~se connectedness , simple connectedness, 
fundamental group,· 
If a , b E JR u { 00} 
' 
a < b 
' 
let 
[a' b] - {x E lR I a < X < b} - - -
' 
]a' b[ - {x E lR I a < X < b} -
Similarly define [a, b[ and ]a, b] 
4 . Functional analysis 
Definitions and elementary properties of Hilbert space, Banach space, 
Banach algebra, Banach *-algebra, ideals, homomorphisms of Banach algebras. 
V* 
B( V) 
II <P II 
set of continuous complex-valued linear functionals on 
the normed vector space V 
set of norm continuous linear endomorphisms of V 
the operator noI'l71 of cp E BCV) 
(see Edwards [l] for these terms) . 
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CHAPTER l 
PRELIMINARIES 
(l .l) Introduction 
This chapter has two main aims . Firstly , for completeness , it sets 
forth the definitions and fundamental concepts from the theory of harmonic 
analysis on compact groups which will be used later in the thesis . These 
have been well expounded prev ious l y - notably by the encyclopaedic Hewitt 
and Ross [ l] ; also Edwards [ 3] and Dunkl and Ramirez [l] provide well-
written introductions to this subject . My treatment is accordingly brief. 
In addition to material from these books , I have included a statement of the 
structure theorem for compact connected groups ( section 2) , and a somewhat 
expanded original treatment of central function and measure algebras which 
was hinted at in lemma ( 1. 1 ) of Parker [ l ] ( section 5 ). 
The second aim of this chapter is to provide an outline of the subject 
of lacunarity for compact groups , since this is the main motivating force 
behind this thesis . Hewitt and Ross [ l ], Volume II , was published in 1970, 
and gave a very good summary of what was known up to that time. In section 
6 , I give a brief outline of the material presented there, followed by a 
sketch of snme of the more recent developments. My treatment cannot pretend 
to be exhaustive or impartial : I have stressed those lines of research 
which lead to the research contained in this thesis, but I hope that it will 
help to motivate and set in context that which fo l lows . 
(1.2) Compact groups 
(1.2.l) A s et G which is endowed with a group s tructure (an identity 
e , and operations -1 Xl-+X (x , y) 1-+ xy) and which is also a 
Lopologic 1 spilce is said to be a topological group if t l1e map 
-1 (x, y) f-+ xy : G x G + G is continuous . The morphisms for the category 
of topological groups are the continuous homomorphisms. If there exists a 
homeomorphism which is also an isomorphism G1 + c2 , I shall write 
2 
c
1 
~ c
2 
, and say that c1 and c2 are isomorphic (as topological groups). 
If the underlying topological space of a topological group . lS a G 
locally compact Hausdorff space , G is called a locally compact group; if 
the underlying space is a compact Hausdorff space , G is a compact group. 
(I shall never consider non-Hausdorff groups .) 
(1.2.2) The class of abelian groups (those for which Vx, y E G, 
xy = yx) is an important subclass of the class of topological groups. 
Perhaps the most important compact abelian group is 1f, the circle group. 
1T = {z E [ I lzl = l} , has the topology induced from [ and the 
multiplication induced from the multiplication of [ . Sometimes, it will 
be convenient to identify the interval ]-TI, TI] with 1f, via the map 
i8 e~e 
(1.2.3) Let G be a topological group . A subgroup H of G which 
is a closed set is called a closed subgroup of G. It may happen that the 
number of H cosets xH (x E G) is finite. In this case, we say that H 
has finite index in G, and denote the number of cosets by [G: HJ . 
If N is a closed normal subgroup of G , we can form the quotient 
group , GIN . This is also a topological group , under the strongest 
topology for which the quotient map G + GIN is continuous (see Hewitt and 
Ross [l], §5) . 
The direct product, -r-f G. 
iEI b 
of any family of topological groups, 
(ci)iEI, endowed with the product topology, is again a topological group . 
If the G. are all compact , so is the product group (see Hewitt and Ross 
b 
3 
[l], §6 for further elucidation). 
If (the underlying topological space of) G is a connected topological 
space , G is called a connected group . For any topological group G, the 
connected component of the identity , G
0 
, is a closed normal subgroup of 
G . We say G i~ totally disconnected if G = {e} 0 Note that 
. is 
always totally disconnected . (For further details , see Hewitt and Ross [l], 
§ 7 . ) 
(l .2.4) A group G which has the structure of an analytic manifold 
such that the operation -1 (x, y ) f-+ xy is analytic is called a Lie group. 
Lie groups are locally compact groups . Some further information on Lie 
groups is presented in appendix B. 
It is perhaps worth mentioning here that if G is a compact Lie group , 
then the connected component of the identity, G0 , has finite index in G 
(i.e. GIG
0 
is finite). This can be seen by noting that, if G is a Lie 
group , G0 is an open subset of G ( Price [4], Lemma 2.1.4 (b)) . Hence, 
since G is compact a finite number of the cosets xG
0 
(x E G) covers 
G ' 
. i . e . GIG
0 
is finite . 
A Lie group is called simple if it contains no non-trivial connected 
normal subgroups . A Lie group is semi-simple if it is the direct product 
of finitely many simple Lie groups (cf. (Bl)). 
A Lie group is simply connected if its underlying topological space is 
rcwise connected and has trivial fundamental group . In some senses, the 
compact simply connected simple Lie groups are the fundamental building 
blocks for non-abelian compact connected groups, as is shown in the next 
paragraph. 
(l .2.5) THEOREM (The Structure Theorem for Compact Connected Groups) . 
Let G be a compact connected group . Then there exists a family 
----------------------------~ 
(ci)iEI of compact simply connected simple Lie groups., a compact connected 
abelian group 11 ., and a totally disconnected subgroup Z of the centre of 
AX n G. such that 
iEI -i 
G f"J [A x n G .] /Z . 
iEI -i 
To the best of my knowledge , this theorem first appeared in Weil [l]. 
A more recent exposition of it is given in Price [4], (6.5~6). 
Note that a structure theorem for connected compact abelian groups is 
given in Hewitt and Ross [l], (25.23). This theorem is rather technical and 
I shall not discuss it here. 
If G is a compact Lie group , then we may assume that A is lTn 
(i . e . 1T X x 1T ( n times)) for some n E lN , and that the set I is 
finite . This special case i s discussed in ( B2 ). 
(1.2.6) Let G be a compact group . I shall denote by C(G) the set 
of complex-valued continuous functions on G. Then C( G) is a vector 
space , which is a Banach *-algebra under the norm llfll
00 
= sup I f(x) I , 
xEG 
pointwise multiplication , and involution f*(x) = f(x- 1) . The set M(G) 
of (Radon) measures on G , is defined to be the set of continuous 
functionals on C(C) . If v E M(C) , I shall write v(f) and J fdv 
interchangeably to mean the value of v at f E C( G) 
Banach space with norm ll vll 1 = sup{ lv(f) I I llfll00 = l} . 
The space M(G) is 
If f E C( G) , define fx and f E C( G) 
X 
by (J) ( y) - f( xy) and 
fx(y) = f(yx) . There exists a unique regular measure on G , Ac , called 
Haar measure such that : for all f E C( G) , \c(:x/') = Ac(f) ; if 
f(x) > 0 for all x E G and ft O then AG(f) > 0 , and AG( 7) = l . 
(7 : x ~ l E C(G) .) (Hewitt and Ross [l] , (15.8).) Note that compac t 
~roups are unimodular ; so we also have , for f E C(G) , \c(f*) = Ac(f) , 
For µ E M(G) , I shall denote by µ 
X 
( respectively 
11 ) the measure 1-"x (respectively f 1--+ µ(f _1) ). 
X 
Let Lp(G) (1 Sp< 00 ) denote the usual LP-spaces with respect to 
the measure AG; Lp(G) is the Banach space of equivalence classes of 
functions with integrable pth powers (or, in the case p = 00 , of A -G 
essentially bounded functions), two functions being declared equivalent 
if they are equal almost everywhere. The norm for Lp(G) . lS 
llfll00 = AG - ess sup I f(x) I . 
xEG 
space C(G) is a dense subspace of LP(G) for 1 Sp< 00 • 
As usual, 
The 
for 1 < q < p < oo Notice that the embedding L1(G) ~ M(G) 1s given by 
If v, µ E M(G) , define v * µ by, for g E C(G) , 
(v * µ) ( g) = v ( x 1--+ µ ( g)) , and 
X 
(µ*)Cf) = µCf*) . 
These operations make M(G) into a Banach *-algebra; further L1(G) 
is a closed ideal. 1 Note that for f, g E L ( G) 
' 
(f * g) (y) 
= J f(x)g(x- 1y)dAG(x) . 
otice also that LP( G) 1 LP(G) g E L1 (G) lS an L (G)-module - for f E 
' 
f * g E LP ( G) and llf * gllp S llfll1llgllp LP(c) lS a Banach *-algebra 
with convolution and f*(x) = f(x- 1) . Further, for p E [l, 00 J , let, 
p ' E [l, 00 be such that ( 1/p) + C 1 /p ') = 1 ( where we set ( 1/oo) = 0 ) . 
' Then for p E [l, oo[ , LP (G) is the dual space of LP(G) The duality 
is givrn by < f, g > = (f.AG) (g) = f fgdAG . (f E LP, (G), g E LP(c)) . 
5 
' 
6 
These matters have been dealt with extensively elsewhere , and I do not 
wish to dwell on them here . A very full account is given in Hewitt and Ross 
[l] , Chapters 3 , 4 and 5 . 
(1.3) Representation theory of compact groups 
(1.3.1) If H . Hilbert space over [ denote by U( H) th~ set lS a 
' 
of -:ill unitary operators H -+ H (the reader will recall that the linear 
operator u . H -+ H is unitary if for all 
~ ' s E H 
' 
< u~, Us) - < ~ ' s) ) . U(H) is a topological group (with composition as -
operation , and the strong operator topology ). If H is a finite dimensional 
Hilbert space , U( H) is a compact group . If H is the simplest of all 
Hilbert spaces , [ , then U( H) =Tr. 
(1 .3.2) If G is a locally compact group and H is a Hilbert space, 
then a representation of G on H is a continuous homomorphism 
o : G-+ U( H) . The dimension of the Hilbert space H (possibly infinite) 
is called the dimension of o . I shall be concerned almost exclusively 
with finite dimensional representations . 
Let o be a representation of G on H . A closed subspace V of 
H J s called invariant if fer all x E G , o(x) V c V . The representation 
o is called irreducible if the only invariant subspacP.s of H are H and 
{ 0} . 
Two representations of G 
' 
01 on Hl and 02 on H2 are called 
equivalent (wri ten 01 ~ 02 ) if there lS a linear isometry ¢ . Hl-+ H2 
such that for all E G ¢ 0 o1 Cx) - o2(x) cp This 
. the X 
' 
- 0 . lS same as 
11 unitary equivalence" (see Hewitt and Ross r1J, (13.43)). Without worrying 
too much about foundational problems, I denote by ~(G) the dual of G , a 
1nnximal s t of pairwise inequivalent representations of G . (An 
urgument d aling with the foundational problems raised here is given by 
Hewitt and Ross [l], footnote to (27.3).) 
The Gelfand-Raikov theorem (Hewitt and Ross [l], (22.12)) assures us 
that there are sufficiently many elements of L(G) to separate points of 
G; i.e . for every x t y E G, there is a E L(G) such that a(x) t a(y) 
Some authors have considered non-unitary representations of locally 
compact groups . Actually, it turns out that provided G . is a compact 
group this gives us no more generality: if H is a Hilbert space, and 
a: G ~ B(H) is a weakly continuous irreducible homomorphism, then a new 
inner product can be introduced into H so that a is a representation in 
he above sense (see Weil [l], §18). 
(1.3.3) Suppose G is a compact group . Then it is known (see 
Hewitt and Ross [l], (22 .13)) that every irreducible representation of G 
7 
has finite dimension. Henceforth, if a E L(G) , I shall denote by H the 
a 
finite dimensional space such that a 
dimension of H 
a 
I shall always denote by 
operator with domain H
0 
and by d 
a 
the 
H the identity 
a 
If a E L(G) , let a denote the unique element of L(G) equivalent 
to its conjugate representation (which acts in the conjugate Hilbert space 
H see Hewitt and Ross [l], (27.27)). 
a 
If (ai)iEI is a family of representations of G, we may form their 
direct sum (t) 
iEI 
a . , which acts in the space 
1, 
(t) 
iEI 
H. 
1, 
Every representation 
of G may be uniquely decomposed as a direct sum of irreducible 
representations (Hewitt and Ross [l], ( 27 . 29) and (27.44)). 
If are two representations of G, their tensor product, 
o1 ® o2 may be defined in a more or less natural fashion (see Hewitt and 
Ross [l], (27 . 33)), acting in 
8 
Using the unique decomposition of a representation into a direct sum of 
irreducibles , I may, for o, n E I(G) , write o®n'::' ® n (B).B, 
BEI(G) on 
where I(G) -+ lN and has finite support. The support of n0 n lS 
denoted ox n . 
We may think of "X" and II 11 as arithmetic operations on I(G) 
These make I(G) into a hypergroup (in the sense of Helgason [l]). A 
subset of I(G) closed under x and is called a subhypergroup. 
Hypergroups have been considered by Helgason [l], Dunkl and Ramirez [4], 
McMullen [l], McMullen and Price [l], [2] ( see also Hewitt and Ross [l], 
(27 . 36)-(27 . 38)) . 
(1.3.4) If (ci)iEI is a family of compact groups, then r [n a.] 
i EI 1,, 
consists of those representations of the form 
a finite subset of I, and 0. 
1,, • 
for 
J 
J E {l, ... , n} . 
If G is a compact group and N a normal subgroup, let 
A(I(G), N) - {o E I(G) I olN - Id} Then A(I(G), N) may be identified 
0 
with I(G/N) (Hewitt and Ross [l], (28.10)). 
It is possible to get conditions on the hypergroup structure of I(G) 
which are equivalent to conditions on the structure of G. The most 
important of these are undoubtedly: 
(i) G is a Lie group if and only if I(G) is finitely generated 
(i. e . there exist {o1 , ... , on} c I(G) · such that the 
smallest subhypergroup containing 
. . . ' 0 } 
n 
lS I(G) ) ; 
for a proof of this , see Price [4], (6.1.1); 
(ii) G is totally disconnected if and only if every element of 
I(G) has finite order (i.e. each o E I(G) is contained in 
9 
a finite subhypergroup); this is proved by Hewitt and Ross 
[l], (28 . 19) . 
In this connection , I would like to record the following 
DEFINITION. A compact group G is tall if, for every n E ~ , 
{0 E L(G) I d
0 
= n} is a finite set . It will be seen in (B+) that compact 
connected semi-simple Lie groups are tall . 
(1.3.5) Let G be a compact group . If 0 E L(G) and ~' s E H
0
, 
then t ~0,~ ·. x , _ _____,._ < 0(x)r-, r) E C(G) • Th 1· f 11 h f t· s s ,--r s s e 1near span o a sue unc ions 
is called the set of trignometric polynomials on G, and is denoted T(G) 
By the Gelfand-Raikov and Stone-Wfierstrasse theorems, T(G) is a dense 
subalgebra of C(G) It is worth noting that , for 0, n E L(G) , 
i f 0 - n ' 
0 otherwise, 
( see Hewitt and Ross [l], ( 27.18)). These equations are called the 
orthogonality relations. 
Suppose 0 is any finite dimensional representation of G Then 
X0 : x 1-+ tr (0 Cx )) is well- defined and an element of T(G) This 
function is called the character of 0 . Characters of irreducible 
representations are called irreducible characters . The following statements 
are then true . 
( i ) If o and are irreducible representations of G , then 
X0 - x0 if and only if o is equivalent to o1 . l 
(ii) If o is a finite dimensional representation of G , then 
(iii) If o, n are two finite-dimensional representations of G, 
then xo©l = X + X , and xo®l = Xo . xn . 0 n 
(iv) If o , n, BE Z: (G) 
' 
then 
1 if 0 - n -
' 
f X XdAG --o n 
0 otherwise , 
and f XaXrlBdA G - n CB ) - o, 
(l.3.6) If T is a compact abelian group , every irreducible 
representation is , by Schur ' s lemma , one-dimensional ; that is, is a 
homomorphism T ~ 1T. Thus , the set of irreducible representations and the 
set of irreducible characters co-incide . If o , n E Z:(T) , then ox n 
contains precisely one element , and the above arithmetical operations make 
Z:(T) into a group , the character group of T . The theory of character 
groups of abelian groups has been extensively studied (e . g. Hewitt and Ross 
[l] , Rudin [2] , Edwards [2] ). 
10 
(l.3.7) I conclude this section on the representation theory of 
compact groups with a brief introduction to the theory of induced 
representations . This powerful tool is classical for the study of 
representations of finite groups (which form, of course, a subclass of the 
class of compact groups) . It was extended to the class of locally compact 
groups by Mackey [l] , [2] , [3 ]. I shall, however, have no need of the 
theory at the level of generality proposed by Mackey - I shall use it as a 
tool to extend results on compact connected Lie groups to arbitrary compact 
Lie groups, by inducing from the component of the identity . Thus the groups 
I shall consider are compact, and I shall always induce from a subgroup of 
finite index . At this level of simplicity, most theorems can be proved by 
simple extension of the method for finite groups , which is well outlined in 
Curtis and Reiner [l], or Dornhoff [l] . 
DEFINITION. Let G be a compact group , H a closed subgroup of 
11 
finite index in G. Suppose ~ i s a finite dimensional representation of 
H on H~ . Define a representation, 
HG= {f: G ~ H~ I Vh EH, Vx 
~ 
~G of G f 11 s as o ows : 
E G, f(h.x) - ~(h)(f(x))} 
This is clearly a finite-dimensional space . (Its dimension is 
d~ . [G HJ .) For x E G and f EH G, define 
~ 
( ~ G ( X) · f) : Y I-+ f ( xy ) · 
It is not hard to check that ~G is a representation of G on HG; it 
~ 
is called the representation of G induced from ~ . 
LEMMA. Let X l' ... ' X [ G: HJ be a set of coset representatives for 
G/H . Define~ for x E G ~ 
if x E H ~ 
0 if X f H • 
Then 
[G:HJ [ l l 
- L x~ x~ yx. 
·1 s 1., 1., 1.,= 
This lemma is easy to prove from the above definition. I shall not 
include a proof here . 
(l.3.8) THEOREM (The Frobenius Reciprocity Theorem). Let G be a 
compact group~ H a closed subgroup of finite index in G. Let ~ E L(H) 
and o E L ( G) . (Then ~G is a representation of G and olH . 1.,S a 
representation of H .) The number of times o occurs in the decomposition 
of ~G as a direct sum of irreducible representations is the same as the 
nwnber of times ~ occurs in the decomposition of oi 8 as a direct sum of 
irreducible representations. 
A proof of this theorem appears in Mackey [2J (Theorem 5.1). 
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(1.3.9) THEOREM (Clifford). Suppose G . &Sa compact group~ H a l'\crMo. \ 
closed subgroup of finite index in G . 
Let a E [( G) . Then there exists ~ E [(H) ~ and there exists 
such that 
where for g E G and h EH~ 
a complete set of coset representatives for H~ = {g E G I ~(g) ~ ~ } . 
n E ]N 
0 
. 
&S 
This theorem is a very special case of theorem 12.l of Mackey [l]. 
Perhaps a more amenable presentation is that of Curtis and Reiner [l], 
(49.7). 
(1.4) The spaces EP(~(c)) . Fourier transforms 
Throughout this section , G will be a compact group, and [(G) will 
be as defined in (1.3.2). 
(l.4.1) Suppose H is a finite-dimensional Hilbert space. For 
A E B(H) and p E [l, 00 ] , define IAI to be the unique positive-definite 
square root of the Hermitian operator A*A , and let 
be the (necessarily ·i:o,,~\'\i'rt1~) eigenv2lues of IA I . Then set 
IIA II <P 
p 
These define norms on the space 
(1 ::: p < oo) ' 
BC H) ; co-incides with the 
usual operator norm . For further details, see Hewitt and Ross [l], 
c1ppendix D. 
(l .4.2) Define TI : U B(H
0
) ~ [(G) by TI(A) - 0 if A E B (H ) . 
0 0E[(G) 
This defines a (rather trivial) vector bundle structure over L(G) . Let 
E(L(G)) denote the set of all sections of this bundle - i.e. maps 
13 
a 1--r A 
a 
: L(G) -+ U B(H0 ) so that If R i s any subset of 
a EL ( (;) 
L(G) , let E(R) be 
R 
' 
that is, ~_(R) 
the set of 
is the set 
all restrictions of elements of E(L(G)) to 
of all sections of the restricted bundle map 
1T U B (H ) -+ R . 
aER 0 
Now for any subset R of L(G) , let 
for p E [l, oo[ , and let 
E
00(R) = {A E E(R) I sup IIA
0
JI· = 
- - aER ~00 
It is shown by Hewitt and Ross [l], §28, that for each p, EP(R) is a 
Banach *-algebra with pointwise composition as multiplication and with 
involution given by (A*)= (A)* 
a a 
, 
Further, if p E [l, 00 [ , Ep (R) 
the dual of , under <A, B) = > 
-· 
d tr (A B*) . 
a a a 
a EL( G) 
Finally, let 
~ (R) - {A E E(R) I l!A
0
1!~
00
-+ 0 as a-+ 00 } , 
~ 0(R ) = {A E E(R) I A0 = 0 outside a finite set} . 
Note that, if 1 s p < q < 00 , then 
provided R is infinite, all these containments are strict . 
A 
. 
lS 
(1 .4.3) Let µ E M(G) and a E L(G) . Define µ(a) to be the Bochner 
integral J Gdµ (for the theory of Bochner integrals, see Edwards [l], 
8 .14.1). Then µ E E(L(G)) . In fact , it can be shown that µ E E00 (L(G)) , 
and that JIµ 11 00 _ IIµ 11 1 . The section µ is called the Fourier transform of 
µ . 
A. 
It is then true that µ 1-+ µ . . is a non norm-increasing *-isomorphism 
of the Banach *-algebra M(G) into the Banach *-algebra E00 (I(G)) . It 
can be further shown that if 1 f EL (G) , then fE~(I(G)). (These 
results are to be found in Hewitt and Ross [l], (28.36) and (28.40) 
respectively - the latter is known as the Riemann-Lebesgue lemma.) A 
further , less difficult, result in this direction is that 
is a bijective linear map. 
(l.4.4) The following theorems are true : 
(i) L2 (G ) ~ _§_2 (I(G)) is an isometric isomorphism of Banach 
* -algebras ( L o.. r. .?. theorem - Hewitt and Ross [l], (~ ~4s)). 
..I\ , 
for some p E [l, 2] , then 1 E Ep (I(G)) (ii) 
llfllp , S llfllp . (The Hausdorff-Young inequality - Hewitt and Ross [l], 
(31.22).) 
and 
14 
(iii) If g E L2(G) and p E [l, 2] then llgllp ' < llgllp (Hewitt and 
Ross [l], (3l.2s).) 
(l .5) Central functions and measures: the central projection 
In this section , G will denote an arbitrary compact group. Other 
notation is taken from previous sections. 
(l .5.1) LEMMA. Let v E M(G) . The following propositions are 
equivalent : 
( i) for all f E T(G) V * f - f * V . 
' 
-
' 
(ii) for all µ E M(G) V * µ - µ * V . 
' 
-
' 
(iii) A. for all 0 E I(G) v(o) is a multiple of Id . 
' ' 0 
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(iv) for all x E G ~ \) = \) X X 
The proof of this lemma is omitted ; it is based on standard techniques 
of harmonic analysis ( see Hewitt and Ross [l], (28.48 ) and (28.49)). 
If A is any subalgebra of M(G) , define the centre of A , ZA , by 
ZA = {v EA I for all µEA, v * µ = µ * v} . 
The above lemmr:1. shows that, provided that A :=::t T( G) , ZA = A n ZM( G) . 
(1 .5.2) Let f E C(G) . Define, for y E G, 
~(f)(y) = f f(x- 1yx)dAG(x) . 
LEMMA. ... C(G) ~ ZC(G) is an idempotent bounded linear map of norm 
l . 
Further~ ~,ZC(G) is the identity map. 
Proof. Now ... i ~ clearly linear; that ~,ZC(G) is the identity follows 
from (l.5.1) (iv). 
Notice that 
sup 
yEG 
- sup I f(x) I = llfll
00 
xEG 
This completes the proof. D 
(1.5.3) One may extend to a map 
manner ; for v E M(G) and f E C( G) , let 
< sup 
xEG,yEG 
lf(x-1yx) I 
M(G) ~ ZM(G) in the following 
~
0
(v)(f) = v(~Cf)) . 
If we consider the continuous functions g and ~(g) as measures, 
then for all f E C(G) , 
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( ~ ( g) . AG) ( f) - I f(y)~(g)(y)dAG(y) -
- J I f(y)g(x- 1yx)dAG(y)dAG(x) -
- I I f(x- 1yx)g(y)dAG(y)dAG(x) -
- (gAG) (~Cf)) = (~ 0 (g. AG)) (f) . -
Thus ... 
~o extends I shall henceforth denote both maps by II-;::;' II 
It is now not hard to show : 
PROPOSITION (i) ... : M(G) + ZM(G) &San idempotent bounded linear map 
of norm l . 
(ii) ~I ZM( G) is the identity map. 
(iii) Suppose A is a Banach algebra of measures under convolution, 
with norm II· II A ., such that T(G) c A, and such that \) f-+ \) 
X -1 
X 
. &San 
isometry of A A+ ZA is an idempotent bounded linear map of 
norm l., and ~lzA is the identity map. 
Proof. (i) and (ii) may be proved by appealing to (1.5.2). The details 
are left to the reader . 
To prove (iii), notice that, for fixed v EA, Xf-+ \) : G+A 
X -1 . 
X 
(the reader will recall that , for x E G, v ( M(G) , and f E C(G) , 
V {+)= v( f) - see (1.2.6)) is an integrable vector valued X -1 -1 X 
X X 
funct ion, and ~(v) = J xv _1dAG(x) . But , using the theory of Bochner G X 
integrals ( see Edwards [l], 8.14), this shows that 
It is a result of this theorem that, if A satisfies the hypotheses of 
(iii), ZA is a closed subalgebra of A . 
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(l .5.4) It is worthwhile noticing the effect of on the trignometric 
polynomials t(a) defined in (l.3.5). 
r,:,c;; In fact , for 0 E L(G) , x E G and 
~ ' ~ E H0 , t~~~(x) - < a(x)E,:, ~> , and 
l 
-d < E,: , ~>x (x). 
0 0 
(This can be proved by use of the orthogonality relations - see (1.3.5).) 
Thus , it is easy to see directly that ~(T( G)) = ZT( G) . From this, the 
density of ZT(G) in ZC(G) and zLP(c) ( 1 Sp< oo ) follows ; one uses 
(1.5.3) and the density of T(G) in C(G) and LP(c) (1 Sp< oo ) 
(l .5.5) If A is some subalgebra of M(G) , containing T( G) , ~IA 
is called the central projection of A on ZA. 
The following proposition is now immediate from (1.5.3). A proof of 
this proposition in the case A= C(G) , LP(c) (1 Sp< oo) 
given by Parker [l], lemma (1.1). 
PROPOSITION. Let G be a compact group, and let A be a Banach 
. 
lS 
algebra of measures on G under convolution, with norm ll · IIA, such that 
for all x E G , v f-+ v ~s an isometry of A 
X -1 Suppose further that 
X 
~~ cJ <:.v1. \ ~ 
C(G) J. ~-,~Llj .. · contained in A C ( G) c A /.__ and there exists . ~s (i . e . 
K E lR so that for all f E C( G) , ilfilA S Ki1fi1
00 
) • 
Then (ZA) * is isometrically isomorphic to Z(A*) . In particular, 
this conclusion is valid if A is any one of the algebras M(G), LP(c) 
( l s p s 00 ) or C ( G) • 
Proof. Denote by ~l ZA 7 A the canonical injection. By lemma 
Thus , taking adjoints , I obtain 
= i* 0 l (~)* . 
Now consider the map (ZA)* + Z(A*) given by ~IA* o (~IA)* . Since 
C(G) is continuously contained in A , A* is a subalgebra of M(G) , 
hence this is a bounded map; it has an inverse , VbZ . ii o b 2 , where 
b
2 
Z(A *) + A* is the canonical injection . Since each of the maps ~IA' 
and has norm 1 , both and its inverse 
have norm 1 - thus this map is an isornetry . D 
(l .5.6) PROPOSITION. Let v E M(G) ~ o E I(G) . Then 
The proof of this proposition is not difficult given (1.5.4), and 
hence is omitted . D 
(l.5.7) LEMMA. Suppose A E E ([ ( G) ) . The following statements are 
equivalent : 
(i) for all B E ~O([(G)) AB = BA . ~ ~ 
(ii) for all B E E (I(G)) ~ AB = BA · ~ 
(iii) for all o E I( G) ~ exists a 
0 
E [ such that 
D 
If Fis a subset of E(I(G)), let ZF denote the set of A E F 
satisfying any one of the above equivalent statements . Note that (1.5. 6) 
says that 
(l .5.8) It is clear that for each p E [l, 00 ] , _zEP(I(G)) is a 
closed subalgebra of EP(I(G)) - a similar statement is true for 
LEMMA. Let p E [l, 00 ] • The map which associates with 
o 1-+ a0 . Id E ZEP (I(G)) (or 
0 
18 
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the map 0 1-r d 21P . a E zF(ICG)) (J (J 
isometric isomorphism. D 
Note that this map is not a Banach *-algebra isomorphism (pt 00 ). 
(1.6) Lacunarity 
(1.6.1) Since a large part of this thesis is devoted to a study of 
lacunary or "thin" subsets of the duals of compact groups , it seems 
appropriate to give some background upon this subject here. The study of 
1 cunarity for abelian groups is today a vast study - several books have 
been devoted to it alone : Lindahl and Poulsen [l], Lopez and Ross [l], 
Kahane and Salem [l], to name but a few . I shall make no attempt to 
summarise developments in this area - indeed , I shall only touch upon those 
which are of importance in the study of non-abelian lacunarity. 
(1.6.2) Suppose G is a compact group, 
shall denote by AR the set {µEA I for all 
often write L~ (G) , CR(G) , etc . in place of 
An element of MR ( G ) is called R-spectra l. 
AC M(G) I R c I(G) and 
0 f R, µ(0) - o} . I shall 
(LP(c))R , (C(G))R , etc. 
A subset R of I (G) is said to be a Sidon set if (CR(G))~ c E1 (rCc)) 
This condition is equivalent to several other conditions; the 
existence of K E lR so that for all f E TR ( G) , llf 11 1 S K llfll 00 ; 
equivalences , are proved in (37 . 2 ) of Hewitt and Ross . They are also a 
special case of (2 . l . ) below . In I (IT) = ll , every Hadamard sequence of 
integers (i. e . each sequence {nk I k E ~} with (nk+l)!(nk) >A> 1) is 
a Sidon set ; in fact, if T is any compact abelian group, every dissociate 
set is a Sid on set (for ·a definition of dissociate (which is an algebraic 
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condition) and a proof of these facts , using Riesz polynomials, see 
(37.12)-(37.15) of Hewitt and Ross [l]). From this, it follows that every 
infinite subset of L(T) contains an infinite Sidon set . This is 
definitely not true for non-abelian groups , as the following material will 
show . An excellent treatment of recent developments in the theory of Sidon 
sets for abelian groups is given by Lopez and Ross [l]. 
(1 .6.3) Let p E ]l, 00 [ • A subset R of L(G) is said to be of 
type A(p) if for some q E [l, p[ , L~(G) => Li(G) This, again, is 
equivalent (see Hewitt and Ross [l], (37.7) and (37.9)) to several other 
conditions : in part icular, to for all q E [l, p[ , and to 
the existence of K E lR such that, for all f E TR( G) , llfllp :::: K llflJ 1 . 
It can be shown that for every Sidon set R there exists KE lR such 
that for p E ]2, 00 [ and for f E TR(G) , 
Hence a Sidon set is of type A(p) set for all p (Hewitt and Ross [l], 
(37 . 10)) . 
(1.6.4) The preceding two paragraphs have presented a summary of some 
of the results pertinent to lacunarity for non-abelian groups which are 
presented in §37 of Hewitt and Ross [l]. Very little information was 
available at that time on the existence of lacunary sets in the duals of 
compact non-abelian groups. However, three results in this direction are 
giv0n wl1ich I should like to mention here, since they have been important 
ror suh;,c~quent developments in the area . 
(i) By estimating the L4-norm of Lhe irreducible characters of SU(2) , 
the authorG arc able to show that L(SU(2)) conta5ns no infinite A(4) 
sets and hence no infinite Sidon sets . This example can actually be 
strengthen8d to show th t L(SU( 2)) contains no infinite A(3) sets . 
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00 
(ii) Let G - n U(n) 'where U(n) lS the group of n X n unitary 
n=2 
matrices . Then G is a compact group . For each n E lN , the proj ecti011 
·rr 
n 
G + U(n) E r(G) , and {11 In E i'J } 
n 
is a Sidon set. 
(iii) For each n E lN , let G be thP set of n x n unitary matrices ;.z 
with precisely one +l or -1 in each row and each c.olumn. Then 
00 
G - nc is a compact group ; for each n , the projection 1T 
n 
G + U(n) 
n 
n=3 
is an ir:!:'ed11cible representation of G , but no infinite subset of 
{n I n E ~} is of type A(p ) for any p > 1 . (This example is due to 
n 
Figa-Talamanca [ 2].) 
Since the publication of Hewitt and Ross [l]; Volume II, research into 
this area has developed considerably . It is my aim in the rest of this 
section to give an outline of some of the subsequent developments, with 
particular emphas is on tho~e which directly motivate the remainder of this 
t0esis . Some developments not discussed her2 ( nstably those concerned with 
uniform ap~roximability and the union problem for Sidon sets) appear in th2 
book of Dunkl and Ramirez [l ]. 
(l .6.5) One offshoot of the existence question has been the 
proliferation of types of lacunary sets considered . I wish to mention here 
three additional types : central sets, local sets and local central sets. 
Parker [l] defines a set R to be central Sidon if 
and central A( p ) if (zL~(c) ) :::, ZLi(G) for some (and hence for all) 
q E [l, p [ . Equivalent statements s uch as those menticned in (1. 6 .2) and 
(1 . 6 . 3) for Sidon sets and A(p) sets are available (with appropriate 
ch, n~es - s jmpl r2place each function algebra , measure algebr~ , or space 
by its centre - see Parker [l], Theorems 2 . 1 and 2.2, for details). 
' 
Clearl y Sidon sets are central Sidon sets, and A( p ) sets are central A(p) 
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sets . for abcli n groups , the two notions co-incicte . Dunkl and Ramirez [3] 
show that I(G) cannot be central Sidon unless C is a finite ~roup . 
n·d 
''"l er [2] defines a set R to be a local Sidon set if ther8 exists a 
"' constant KE lR such that for every f E T(G) such that f is supported 
on a single element of R , 
( 1 ) 
and to be 0f type local A(p) if there is KE lR so that for every such 
f, 
llfll S K llfll 1 • p - (2) 
A set R is of type local central A(p) if (2) holds as f runs 
through the 3et cf all irreducible ch~racters of elements of2:(G). (It can 
quickly he seen that every subset of I(G) is "local central Sidon".) 
If s up{d I o ER}< 00 (in particular, this condition is satisfied 
0 
for any subset R of the dti.al of an abelian group), R is local Sidon, and 
local A(p) for all p . 
It is clear that the following implications hold: 
A(p) => local A(p) =? local central A (p) , 
A(p) =? central A(p) =? local central A(p) , 
Sidon=? local Sidon. 
Price [3] proves that a local Sidon set is local A(p) for all p . 
However (see (1. 6 .8) (iii)), a central Sidon set need not even be local 
central A(p) for any p . It seems an open question whether L(G) can be 
local Sidon with sup{d I o E L(G)} = 00 • 
0 
(l .6.6) Hutchinson [l] has recently shown that if R is an infinite 
set with sup {d I o ER}< oo , then R contains an infinite Sidon set . 
0 
!!is method uses the technique of Riesz polynomials on the entry functions of 
the representations (Parker [l] was only able to show that such a set 
contains an infinite central Sidon set) . It follows from (l . 6 .7) below that 
a central Sidon set R with sup{d I o ER}< 00 is actually of type A(p) 
0 
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for all p It seems to be an open question whether such a set must be a 
Sidon set . 
(l .6.7) Rider [2] proves the following relations between the sets 
introduced in (1.6.5): 
Suppose R is a central Sidon set , and p E [2, 00 [ Then 
(i) if Risa local central A(p) set , R is a central A(p) 
set ; 
(ii) if R is a local A(p) set , R . lS a A(p) set. 
Secondly , he proves that if s E ~ , s > 1 , and R is any subset of 
L(G) , then R is of type A(2s) if and only if R is both local A(2s) 
and central A(2s) . 
Thus central sets , local sets and local central sets can be used to 
give examples of "ordinary " lacunary sets . 
Functional analytic conditions for local sets have been discussed by 
Armstrong [l], Price [ 2] , and Picardello [l]. 
(l .6.8) Motivated by (1. 6 .4) (ii) and (iii), one has the following 
results. 
( i) Let (ci) iEI be a family of compact groups , and for each . E I 'l, 
let o . be an element of L ( G.) . Let G = n G. . Then 
'l, 'l, iEI i, 
{ • 0 I 'l, EI} c L(G) (where 1T • G -+ G. . the projection) . lS lS a 
'l, 'l, 'l, 1,, 
central Sidon set . (This is proved by using a notion of independence; see 
Parker [l], theorem 4 . 2 .) 
(ii) Rider [2] shows that the set R = {n I n E ~} of (1.6.4) (iii) 
n 
' 
is local central A(p) for every p . The results of (1 . 6 . 7) now show that 
this set is central Sidon and central A(p) for every p , but not local 
A.(p) for any p . This example seems to indicate that "central" properties 
nd "local" properties are somehow independent- . I have been able to tighten 
Rider ' s analysis to show that R satisfies 
{ 
llfll 
sup J,; P I f E 
p 2 llfll2 
Thus there is no analogue of the r esult of (1.6.3) for central Sidon sets 
which are central A(p) for all p . This proves incorrect a rather wild 
claim of Benke [l], p. 22 . 
24 
(iii) Another example of Rider [2], in the same genre , gives a set 
which is a central Sidon set which is not of type central A(p) (and hence 
not of type local central A(p)) for any p . Thus, one can expect no 
analogue of the theorem in the last paragraph of (1.6.3). In both this 
example and the previous one, the group G is an infinite product of finite 
groups , and hence is totally disconnected. 
(iv) Hutchinson [l] has given the following construction: 
Let G be any compact connected tall group which is not a semi-simple 
Lie group . Then it is not too hard to see , by use of (1. 2 . 5), that 
G ~ [r-T c.J;z , with I infinite, where the G. are simple simply 
iE I 1,, 1,, 
connected Lie groups , and at most finitely many of the G. belong to any 
1,, 
one isomorphism class of s imple simply connected Lie groups. Thus, we must 
have an infinite sequence { i . I j E lN} c I such that each 
J -
G. belongs to 
1,, . 
J 
one of the families of the classical simple simply connected Lie groups (see 
appendix B) . Suppose first that Z = { e} , and for each j E lN , let 0. 
1,,. 
J 
be the irreducible representation afforded by the "natural" injection 
G . -+ U( 0.) ( see (B3)). Then {n. o 0. I j ElN} is a Sidon set in 
1,, • 1,, • 1,, • 1,, • 
J J J J 
E(G) • (The details are in Hutchinson [l], §4 .) It seems likely that a 
similar construction can be made even if Z t {e} . (Certainly, each set 
defined in this way is central Sidon . ) 
By (l.6,q), the groups for which the existence of infinite 
lacunary ~ets is uncertain are the compact tall groups . It is apparent from 
the discussion in the preceding section that there are many interesting 
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questions concerning lacunary sets for compact tall totally disconnected 
groups . I have , however, made no attempt to deal with this class of groups 
in this thesis. The thesis of Hutchinson [2] contains, I believe, some 
information on this subject , but I have had no opportunity to peruse it. 
The other extreme is represented by the tall compact connected groups; 
the discussion of (1.6.8) (iv) indicates that it is likely that each compact 
connected tall group which is not a semi-simple Lie group has an infinite 
Sidon set (by (l.6.8) (i), it certainly has an infinite central Sidon set). 
Thus , there remains the class of compact connected semi-simple Lie groups . 
It is to this class that this thesis is devoted. 
The remainder of this section relates some of the known results for 
this class of groups . 
(i) Cecchini [l], motivated by (l.6.4) (i), estimates the 4 norms of 
the irreducible characters of compact Lie groups, and is able to show that 
if G is a compact Lie group, the only local central A(4) sets in L(G) 
are those with sup {d
0 
I o ER}< 00 • 
(ii) Price [3] shows that if G is a compact Lie group, then I(G) 
is of type local central A(2) . 
(iii) Rider [3] discusses local central A( p ) sets for G = U( n) and 
SU(n) . In particular he shows that I(G) is of type local central A(p) 
1111.~, ~te 
for all p < 2 + 2/n , but that there exist~sets which contain no infinite 
subset of type local central A(2+(2/n)) . 
I shall give theorems which generalize and improve (i)-(iii) in 
chapter 3 . 
(iv) Rider [5] has shown that neither r (SU(n)) nor r(U(n) ) 
contains an infinite set of type local A(p) for any p > l. (The case 
n = 2 was done by Price [l].) 
(v) Let G be a simple Lie group , µ E ZM( G) a continuous measure . 
Then R gozin [l] shows that , for n large enough (independent of µ) 
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l"' ~"""e, 
. l 
W * . . . * Wk E Z L ( G) . In particular , l!µ(o)I! -+ 0 as o-+ oo . It follows 
<.p 00 
that I(C) contains no infinite central Sidon sets . 
(vi) Rider [2] has improved Ragozin ' s argument to show that, for G a 
connected group L(G) contains an infinite central Sidon set if and only if 
C is not a semi-simple Lie group . 
It seems plausible from (l. 6 . 8 ) (iv) that these conditions are also 
equivalent to the condition that I(C) contains an infinite Sidon set. 
(1.6.10) In this paragraph, I shall give some details of the argument 
of Rider mentioned in (1. 6 . 9) (vi 0 ), since I shall , later in the thesis be 
interested in trying to improve this result. 
( i ) First recall that one of the conditions equivalent to R being 
central Sidon lS ZM (c ry; ZE00(R) 
(ii) Recall from Hewitt and Ross [l], §19 . 20 that for any locally 
compact group G , M(G) = Mc (G)@ Md(G) - where Md(G) consists of the 
"discrete" measures (those of the form 
00 
00 
I a.a , where 
i=l i, xi 
a . E [ , 
1,, 
) I a . I < 00 , and 
1,, 
0 : f ~ f(x.) E M(C)) - and consists of the 
,.J 
i=l x . 1,, 1,, 
"continuous" measures ( those with no point masses). 
( iii ) It is an easy argument to see that for any locally compact group 
G the only measures o (x EC) which are central are those with x 
X 
belonging to the centre of G (see Ragozin [l], 2.1). Hence, for 
µ E ZM( C) , µ is continuous if and only if µ({x}) = 0 for every x 
belonging to the centre ZG of G . 
(iv) Now suppose that G is a compact connected simple Lie group and 
that X f ZG . Then ~ ( 0 ) lS a central measure , and it lS not hard, using X 
(iii), to see that ~ ( 0 ) lS 
X 
continuous . Now , by Ragozin ' s result 
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(1.6.9) (vi), ~(o~) * ... * ~(ox) E ZL 1 (G) . Thus, by the Riemann-Lebesgue 
lemma ( 1. 4. ) , 
,,~ (o ) "'(o) "n -+ 0 as 0 -+ 00 
X c.p oo 
(where n - dim G ). But, using (1.5.6), it is easy to see that 
hence for x f ZG , as 
1 
do 
X (x) 
0 
0 -+ 00 • 
. 
' 
This result is now immediate for every compact connected semi-simple 
Lie group , since each such group is a direct product of finitely many simple 
Lie groups . 
(v) Now s uppose µ is a continuous central measure on a compact 
connected semi-simple Lie group G. Then 
But is a uniformly bounded set of functions, and by (iv), as 
o-+ 00 , this approaches (pointwise) the characteristic function of ZG. 
' 
110 ( o) II -+ 0 as o -+ oo 
c.p 00 
That is µ E ZE 0 (I:(G)) . 
(vi) Since , for R infinite, ZE 0(R) has infinite codimension in 
00 
ZE (R) , this shows that (1.6.10) (i) cannot hold . 
-
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CHAPTER 2 
SOME TYPES OF LACUNARY SETS 
(2.1) Introduction 
In view of the material presented in §1 . 6 and particularly in view of 
(1.6 . 9) , the question arises as to whether there is some notion of lacunary 
set (or perhaps , central lacunary set ) which is admitted by the dual of 
every compact group, and in particular by the dual of every compact Lie 
group . 
• Working entirely within the framework of abelian groups, Bozejko and 
Pytlik [l] introduced lacunary sets of type s p ,q and S* p,q These 
notions provide a unified treatment of most types of lacunary sets previously 
considered . (For example , Sidon sets are those of type S
00 1 , and A(p) 
' 
sets (p > 2) are those of type S* , 2 . ) 
p ' 
At the same time, it appears 
from their work at least a priori likely that some of these sets are not 
lacunary in any previous sense . A result in this direction is provided by 
Edwards and Ross [l] (again 5 for abelian groups only) . These authors show 
that the dual of any abelian group contains 3/2-Sidon sets (these are 
Bo~ejko and Pytlik sets of type S ) which are not Sidon. 
oo,3/2 Johnson 
and Woodward [l] have subsequently improved this result . 
• It is my aim in this chapter to extend Bozejko and Pytlik's definitions 
and principal theorems to arbitrary (i . e . not necessarily abelian) compact 
groups . Of course , this leads to consideration of central and local central 
analogues of these sets (cf . (1 . 6 . 7)) . In future chapters, I will analyse 
these notions more closely, specializing to the case of compact Lie groups. 
Specifically , in Chapter 3 I will deal with local central sets, and in 
Chapter 5 with central sets . 
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• 
Closer examination of Bozejko and Pytlik [ l ] shows that many of the 
results therein (and particularly theorems 1 and 2) have straightforward 
generalizations to the non-abelian case . I summarize th~~e results in §2 . 2 . 
• 
It should be noted that I have not conserved Bozejko and Pytlik's notation . 
Rather than sets of type s p ,q and S * , I shall speak of sets of type p ,q 
V(p , q) and A(p , q ) . §2 . 3 is devoted to central and local central 
analogues of these sets . In §2 . 4 , I consider P- Sidon and central p-Sidon 
sets , giving a general i zat i on of the theorem that a Sidon set is A( q) for 
all q > 1 ( see (1. 6 . 3 )). §2 . 5 contains some necessary conditions for a 
set to be of type central A( p , q ) in terms of the hypergroup structure on 
the dual ; I extend the not ion ( due to Edwards , Hewitt and Ross [ 2] ) of 
test family from abelian t o non-abe l ian groups . Using this notion , I am 
able to obtain an i mprovement to a theor em of Benke [ l ] (which is, in turn, 
based on a theorem of Rudin concerning intersections of arithmetic 
progressions with l a cunary set s) . There are two applications of these 
techniques . The fir st is t o show that the dual of SU( 2) contains no 
infinite p - Sidon sets for any p E [ l , 2 [ ; the second is to lacunary sets 
of projections in a class of totally disconnected groups (cf . (1 . 6 . 4) (iii)). 
This chapter is a somewhat expanded version of Dooley [l]. 
(2.2) Definitions and Elementary Properties: sets of type V(p , q) and 
A(p , q ) 
(2.2.l) All notation is taken from Chapter 1 . 
(2.2.2) DEFINITION. Let G be a compact group , R c L(G) , and 
suppose p, q E [l , 00 ] • Then R is of type V(p , q) if 
(i) there exists KE ffi such that for all f E TR(G) , 
and R is of type A(p; q) if 
' 
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(ii) there exists KE ffi such that for all f E TR(G) , 
llfll ::: K 11.fll • p q 
For typographical and historical reasons , I have preferred to alter the 
notation of Bo~ejko and Pytlik [l] . The correspondence is given by: 
R lS of type s ~R lS of type V(p I' q , ) . p ,q ' 
R lS of type S* ~R lS of type /\.(p ' , q ' ) . p ,q 
Notice that for p > 2 R of type /\.(p) if and only if R . of 
' 
lS lS 
type A(p' 2) 
' 
and also that R is of type /\. ( 2) if and only if there 
exists p > 2 such that R lS of type V(p ' 2) . Every set of type /\.(p) 
(p < 2) is also of type V( 00 , p ) . 
The proofs of the following theorems may safely be left to the reader 
• familiar with §37 of Hewitt and Ross [l] , Edwards and Ross [l], and Bozejko 
and Pytlik [l] . 
(2.2.3) THEOREM. Let G be a compact group~ p, q E [l, 00 ] ~ 
qt 1 ~ and suppose R c L(G) . The following propositions are pairwise 
equivalent : 
(i) R is of type V( ) p ' q ; 
(ii) there i,s K E ffi such that for all f E CR(G) (or 
p ' , llfllq , ::: Kilfllp , LR (G) )~ f E r,q ( L ( G)) and . ~ 
(iii) ( Lf (Gf c Eq 1 (L( G)] . 
' 
(iv) (LP(c))AIR :=) Eq (R) ~(R) if p = l and q = 00 ) ; 
(vJ there 1,,S K E ffi such that for all cj) E Eq(R) ~(R) if 
p - l and q = oo) there exists h E LP(c) such that 
11h11 :'.: Kjjcpli • p q 
If p - l ~ (i) - (v) are also equivalent to each of the fo llowing 
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condition : 
I (vi) CR(G)A c Eq (R) ; 
If p = oo ., (i) - (v) are equivalent to each of the following conditions: 
(2.2.4) THEOREM. Let G be a compact group., p, q E [l, 00]., pt 00 
and suppose R c L(G) . The following statements are paiI'LJise equivalent: 
(i ) R i,s of type A(p, q ) ; 
(ii) there . E 1R such that for all f E CR(G ) (or i, s K 
co 
LR(G ) ) -' f E Eq (L( G)) ~ llfl lp SKll.fllq ; 
(iii ) there . E 1R i,s K such that for all \) E MR(G) (Lt( G) if 
p = J ) ., ~ E ,c~q ( L ( G) ) lfo ( L ( G) ) if a = 00) ~ \) E LP ( G) and 
11\)11 S Kllvll • p q 
( iv ) [L~(G) rJ R =, Eq(R ) 
(LP'cc) ) AIR c r,q ' cR) (v) I (if p = l ' C ( G )''' I R C Eq ( R) ) ; . 
I (vi) there i,s K E lR such that for all g E LP (G) (C(G) if 
If p - 00 ., one has (i) <=}(ii)<=} (iii)<=} (iv)~ (v) <=} (vi). 
(2.2.5) REMARKS. The above theorems show that every set of type 
A(p, q ) is also of type V(p , q) It is clear also that each type is 
hereditary - a subset of a set of type V(p, q) or A(p, q) is of the same 
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type . Furthermore, it is easily seen that if p1 Sp , q1 Sq then every 
set of type V(p, q) (respectively A(p, q)) is also of type v(p1 , q1) 
(respectively A(p1 , q1) ). 
Of course, for many values of (p, q) the class of sets of type 
A(p, q) is trivial; either it includes all subsets of L(G) or it includes 
only finite sets (which are clearly of type A(p, q) for all (p, q)). A 
consequence of the Hausdorff-Young inequality ((l.4.4) (ii)) is that every 
subset of L(G) is of type A(p, p ') for all 2 Sp< 00 Let me also 
note here that the preceding theorems show L(G) to be of type V(p, q) 
if and only if L(G) is of type A(p, q) . 
(2.2.6) It is easy to show (using (2.2.4) (v)) that the union of two 
sets of type A(p, q) is again of type A(p, q) The problem for sets of 
type V(p, q) , however, is not at all trivial, even for the abelian case. 
Most seems to be known about Sidon sets (those of type V(l, 00)); Drury's 
lemma [l] settled this for the abelian case. Rider [2] gives an example to 
show that the union of two central Sidon sets is not necessarily central 
Sidon . In Rider [6], a new proof of Drury's lemma is given for the abelian 
case, and it is asserted (without proof) that this will enable one to 
extend the result to the non abelian case . I do not know if this has been 
done . A partial result was obtained independently by Dunkl and Ramirez [2], 
• 
and Bozejko [2]; they showed that the union of two Sidon sets of uniformly 
bounded dimension is again a Sidon set . 
(2.3) Central and Local Central Sets 
(2.3.1) DEFINITION. Let G be a compact group . In analogy with 
(1 . 6 .7), I shall say that R c L(G) is of type central V(p, q) if 
(2.2 . 2) (i) holds for all f E ZTR(G) . 
Further , R is of type local central V(p, q) if (2.2.2) (i) holds as 
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f runs through all irreducible ch ar a cters of C . 
In a similar way, one defines sets of type central A(p, q) and local 
central A(p , q) . 
(2.3.2) REMARKS. The following implications are clear for R c L(G) : 
R is of type V(p, q) ~ R is of type central V(p, q) ~ R is of type local 
central V(p , q) . Similar implications hold for type A(p, q) . 
Analogues of theorems (2.2.3) and (2.2.4) hold for sets of type central 
V(p , q) and central A( p , q) . One replaces, in the statements , T( G) , 
C(G) , Lp (G) , M(G) ann Ep(R) by ZT(G) , ZC(G) , zLP(G) , ZM(G) 
and zEP (R) . Thus , for example, ( 2 . 2 . 3) (iii) becomes 
(zL~ 1 (G)JA C ZEq 1 (L(G)) . The task of writing out and proving the central 
analogues of (2.2.3) and (2.2 4) is left to the interested reader. The 
• 
proofs are again trivial modifications of the proofs in Bozejko and Pytlik 
[l] - although one needs to use (1.5.5) in showing the implications 
(ii)~ (iii) in (2.2.3) and (iv)~ (v) in (2. 2 .4). 
(2.3.3) LEMMA. Let G be a compact group, and let a E L(G) . 
Hence 
( i J If q E [ l , 00 J , 11 X
0 
11 q = d~ - ( 21 q ' ) 
(ii) If p < 2 -' a1-c 2/p ) < llx0 IIP _, and if - 0 -
llx II ~ a 1-C 2/p) . 
0 p 0 
Proof. Let TE L(G) . Then 
IIXllq = a~2 -ql!q 
1 I i· f d d O - T ' 
0 0 
0 if O # T . 
_ dl-( 2/q ' ) 
0 
p > 2 , 
-
(ii) follows from (i) by the Hausdorff-Young inequality and its 
converse ( see ( 1 . 4 . 4)) . · 0 
(2 .3.4) PROPOSITION. Let G be a compact group . Then 
(i) I: (G) 1,,s of type local central V(l, q) for all q E [l, 00 ] 
(ii) Suppose p E ]l , 2] , q E ]2 , 00 ] and p > q '. Then if 
R c I:(G) 1,,s of type local central V(p , q) ~ sup {d I a ER} < oo . 
a 
Further~ if R is of type central V(p , q ) ~ R is finite . 
(iii) Suppose q E ]l , oo ] • Then if R c I: (G) is of type local 
central A( oo , q ) ~ s up{d I a E R} < oo 
a 
A(oo , q ) ~ R 'l,S finite . 
Proof. By ( 2 . 3 . 3 ) Ci ), 
If R is of type central 
sup{ IIX
0
llq ,/ll\rll 00 I OE l:(G )} < sup{d~( 2 /q) I OE l:(G) } < l . 
This proves ( i ) . 
To show ( ii ), firs t not i ce that if R is of type local central 
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V(p , q ) for p < 2 ' then s up {ll xollq ,/l lxollp ' I O E R} < 00 • By (2 . 3.3) (ii) 
this implies that sup{d~2 / p ')-( 2 / q ) I o ER} < 00 , so either p < q ' or 
sup {d
0 
I o E R} < oo . 
Suppose now that R is an infinite set of type central V(p , q) 
(p f 2 , p > q ') Then s up {d I o ER } < 00 , so by (1 . 6.6) we may assume 
a 
1 [ f ]A [ 2 ]A 2 th t R is of type A(p ') . Then ZEq (R) :) ZL~ (G) IR = ZLR(G) - IR = ZE (R) . 
This implies that R is finite or that q < 2 . The latter contradicts the 
stated constraint on the val ues of q . 
The proof of ( iii) is similar , except that one uses the fact that any 
infinite set of uniformly bounded degree contains an infinite central Sidon 
set ( 1 . 6 . 6) . D 
(2.3.5) REMARK. Suppose that q E ]2, oo] , p E ]l , 2] , and suppose 
th t R is an infinite set of type central V(p , q) . Then the argument of 
(ii ) shows that R contains no infinite set of type central A(p ' ) . If G 
is abelian , every infinite set contains such a subset and so there are no 
infinite :~c; t:., of Lype V(p, q) for any p , q with p > l and q > 2 . 
ll owcver, in the nonabelian case, not every infinite subset need contain an 
infinite central A(p') set (cf. (1. 6 .8) (iii), (l.o.9) (i)); the 
· s ituation is unclear. 
(2.3.6) It may clarify the above theorems to give a graphical 
representation of the information which they contain. 
The conventions for the following graphs are as follows: 
Identify the set [l, 00 ] x [l, 00 ] with the unit square 
[O, l] x [O, l] via the map (p, q) 1-+ (1/p, 1/q) . If a boundary is 
contained in the region below it and to the left, it is shown as a dotted 
line ; if it is contained in the region above it and to the right, it is 
s hown as a solid line. 
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A region is marked "all" if for every (1/p, 1/q) in that region, 
L(G) (and hence every subset of L(G)) is of type local central V(p, q) 
(respectively A(p, q) ) . A region is marked "b. d." if for ( 1/p, 1/q) in 
that region the only sets of type local central V(p, q) (respectively 
A(p, q)) are those whose representations have uniformly 
bounded dimension (i.e. are sets R s uch that sup {d I a ER}< oo ). 
a 
Finally , a region marked "?" is one for which the above theorems give 
no information concerning which sets can occur there. 
Sets occuring on the boundary labelled "A" (Figure 1) are precisely 
local central A(2) sets. Sets occuring on the boundary labelled "B" 
(Figure 2 ) are precisely local central A(p) sets (p > 2) . 
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The reader should note that if a set is of type local central V(p, q) 
(respectively A(p, q)) for (1/p, 1/q) in the diagram, then it is also of 
type (respectively A (p q ) ) for each l' 1 
belonging to the region of all points above and to the right of (1/p, 1/q) . 
Also, each set of type local central A(p, q) is also of type local central 
V(p, q) . 
Similar diagrams can be drawn for sets of type V(p, q) , A(p, q) , 
central V(p, q) and central A(p, q) . Diagrams for these sets are nearly 
identical to those in Figure 1 and Figure 2. One simply replace "b.d." by 
"finite". However, notice that the boundary in Figure 1 labelled "all" 
(i.e. {(l, 1/q) I OS 1/q < ~}) now consists of the q'-Sidon sets (or 
central q'-Sidon sets). 
I shall return to these diagrams in (3.6.3), in (5.3.1) and in (5.5.1), 
for the special case where G is a connected Lie group; in this case much 
fuller information will be available. 
(2.4) Some results on p-Sidon sets 
Sets of type (central) V(l, p') are said to be (central) p-Sidon 
• 
sets. These sets have been discussed for G abelian by Bozejko and Pytlik 
[l], 1.-S. Hahn [l], Edwards and Ross [l] and Johnson and Woodward [l], and 
Woodward [l]. Edwards and Ross showed the existence of (3/2)-Sidon sets, 
in the dual of any abelian group, which are not p-Sidon for any p < 3/2 , 
and Johnson and Woodward [l] (again for abelian groups), the existence of 
(2nKn+n)-Sidon sets which are not p-Sidon for any p < (2n/n+l) . None of 
these authors was able to decide whether a p-Sidon set need be of type A(q) 
for all, or for any q > 1 . 
By the Hausdorff-Young inequality ((1.4.4) (ii)), [(G) is p-Sidon 
for all p ~ 2 . Thus I shall consider only 1 s p < 2 . The (central) 
1-Sidon sets are simply the (central) Sidon sets of §1 . G. 
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FIGURE 2 . Sets of type local central A(p, q) 
Let G be a compact group , p E [l, 2[ . 
(2.4.1) THEOREM. Let Re L(G ) be p- Sidon . Then 
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( i) R -is of type v(oo , 2p/(J p-2)) ., 
(ii) R -is of type J\(r, 2p/( 3p-2) ) for all r E [l, oo[ . -in ., 
fact there is K E 1R such that for all f E TR(G) and 
llfllr 
h: "" for every r E [l, 00[., S Kr 2 11fll 2p/( 3p- 2 ) . 
Proof. (i) is proved by an adaptation of the argument of Edwards and 
Ross [l] , theorem 2 .1: 
Let g E L~(G) . Then for all f E C(G) 
' 
"" 
. f E EP (L( G) ) ( g * f)"" = g 
/'\. (c(G) , EP (L(G ))) multiplier (see Hewitt Ross [l], Thus g lS a and 
(35.1)). Hence , by table (3 6 .20) of Hewitt and Ross [l], 
g E E( 2p)/( 2- p )(L(G)} . I have shown that [Li/G)r c E( 2p)/( 2- p )(L(G)} 
Now apply (2.2.3) (iii), noting that (C2p)/(2-p)) ' = (2p)/(3p-2) . 
• A version of (ii) for abelian groups is proved by BozP.jko and Pytlik 
[l]. Using methods of Figa-Talamanca and Rider [l], I shall indicate how 
to extend their proof to the non-abelian case. 
Let G = r-f U(d ) ; let f E TR(G) , and O <a< l . Recall from 
-- oER a 
(D.26) of Hewitt and Ross [l], the definition of !Ala for A E B(H0 ) . 
Define 
G X G -+ [ ( x , W) f--+ ~ d Tr [t ( o ) . I .f ( o ) I -a . W • a ( x ) ] 
oER o o 
Not e that for W E G , of--+ W~ • l.f(o) la E foo (L(G)) · Since R . lS 
P-Sidon, there exists KE 1R (independent of f) and there exists 
l gW E L (G) (depending on f) such that 
, and llgwll 1 s Kllw*. ltlRla 
p 
(1) 
It lS eas y to s ee that ((fa(·, w)) "" .gw)Cs) = .f(s) for all s E L(G), so t hat 
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Hence, for r E [l, 00 [ , 
(2) 
If a~ 1/p , (D.41) and (D.48) of Hewitt and Ross [lJ, show that for o ER~ 
llf( 0) ll~p , 
'JI a:p , 
, so (1) implies that 
Combining (2) and (3) and integrating over G, one obtains 
( 4-) 
Since R considered as a subset of r(G) is a Sidon set (l . 6.4) (ii), 
there exists BE R, i~dependent of f, such that for all r E [2, 00 [ 
and for each x E G, 
Iii (x, ·) I( s (Bvrllf (x, ·) 112)r 
a r a 
A 1-a 
( )
r 
S Bvrilfii 2 ( l-a) , 
provided that 1 - a~~. Now (4) and (5) give 
"' ( 1-a) "' a iifiir S BKVriifJJ 2( l-a) iifliop , , 
provided that (1-a) > ~ and a.;p ' ~ 1 . Choosing a such that 
ap' = 2(1-a) , it is easily established that ap' = 2p/(3p-?.) , ,-;rhich 
completes the proof . D 
(5) 
(2.4.2) REMARK. The reader will recognize (2.4.1) (ii) as an analogue 
for P-Sidon sets of the result mentioned in the last paragraph of (l.6.3) 
(that a Sidon set is A(r) for all r > l). I note (with Edwards and Ross 
[l], 2 . 5 (ii)) that in the case p = l , (2 . 4 . 1) (i) and (2.4.2) (ii) 
combine to show the existence of KE R such that for all f E TR(G) , and 
for all r E [l, oo[ , 
h; II +'Jlr s\.\r "' llfli 1 , but that for p > 1 , these two 
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results no longer combine in this way . 
The example of Rider given in (1.6.8) (iii) leads one to suspect that 
there will be , in general , no analogue of (2.4.1) (ii) for central p-Sidon 
sets (for any PE [l, 2[ ). I can show , however, that a central P-Sidon 
set R such that sup {d
0 
I 0 ER} < 00 must satisfy (2.4.1) (ii) with 
"f E TR(G)" replaced by "f E ZTR(G)" (cf. (l.6.7)). The proof is a 
straightforward adaptation of the method of Parker [l]; however, in the 
case p = l , the method yields (2.4.1) (ii) unchanged. 
The problem of extending (2.4.1) (i) to central p-Sidon sets is even 
more inte~esTing. Again, Rider's example ((1. 6 .4) (iii)) shows that this is 
not always possible, at least for p = 1. However, it seems reasonable to 
ask whether the set of (ZC(G), ZEP(E(G))) multipliers can ever be equal to 
ZE 2 P / ( 3 -p ) (" ( C) ) f 1 f 6 , or some va ues o p E [l, 2[ and for some class of non-
abelian groups - perhaps for the class of compact connected Lie groups. 
(2.5) Test families for non-abelian groups 
Let G be a compact group. 
(2.5. l) DEFINITION. For R c Z:(G) , let \J(R) - If G is 
abelian, \J(R) is simply the cardinality of R . The measure \J is the 
Plan herel measure on [(G) . 
(2.5.2) The reader is reminded of the operations x and and the 
integers n0n(') introduced in (1.3.3). If P and Q are subsets of 
Z:(G) , let p X Q - u 0 X n and p = {0 I 0 E P} - . 
0EP,nEQ 
LEMMA. Let G be a compact group., and let P, Q be non-empty finite 
sub ets of Z::(G) . There exists k E ZT( G) such that 
" (i) k(a) - Id 0 E P ., - ., 
0 
A (ii) k( 0) = 0 ~ o E [(G)\(P X Q X Q) ~ 
A (iii) o s k(o) < Id for all o E [(G) ~ -
0 
(iv) llkll1 < (v(P x Q)/v(Q))~ -
Proof. Let f - I dnxn g - > dx , and -
' 
-
nEQ [,, EPXQ s [,, 
1 
k - v(Q) f · g -
It is easily seen that , for all o E [(G) , 
Notice that nn[,,(o) = n
0
n([,,) , and for o E P, n E Q , 
) drn -([,,) = d d . Hence , (i) follows from (l); (iii) also follows 
r; EPxQ s on o n 
from (1) because, for any o E [(G) , 
). d n -([,,) s > d n -([,,) = d d . 
r,,EPxQ s on r,,E[(G) r,, on o n 
The equality (ii) results from (1) together with the fact that for 
o ~ p x Q x Q , and for any n E Q, [,, E P x Q, nnr,,(o) = O . 
Finally , by Holder ' s inequality, 
Let G be a compact group . 
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(1) 
(2.5.3) DEFINITION. Let ME lR, M ~ 1. A family n of finite 
non-empty subsets of [(G) is called a test fa.mily of order M if for all 
P E n , v(PxP) < M 
v(P) - and 
v(pxpxp) 
v(P) S M . 
This is a generalization of the definition given in Edwards, Hewitt and 
Ross [l], (3 . 1). It should be noted that in the abelian case, the first 
condition follows from the second, but that in the non-abelian case such an 
implication need not hold . 
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(2.5.4) THEOREM. Let G be a compact group, and let ~ be a test 
family of order M in L(G) . Suppose that R c L(G) is of type central 
A(r , s) for some r, s E [l, 00[, with constant K . Then for any PE~, 
s'.2'/2( )s'/r v(R n P) < K M v(P) 
Proof. Choose a function k E ZT(G) satisfying (2.5.2) (i)-(iv), 
with P = Q . 
Let g - > d X . 
,_, 0 0 
oERnP 
It is clear that 
Now 
"' [ 2r/s v(R n P)l/s . llgll s - I do -- -
oERnP 
Thus v(R n P)l/s, S Kllkllr, . 
But by Holder's inequality, 
llkllr ' s llkll~-( 2/r)llkll~/r s (v(P x P)/v(P))(l/ 2)-(l/r) (v(P x P x P))l/r 
This completes the proof. D 
(2.5.4) combines with (2.4.l) (ii) to prove: 
(2.5.5) COROLLARY. Let ~ be a test family of order M. If R is 
a p- Sidon set then there is KE 1R such that for every PE~ with 
v(P) ~ 3 , v(R n P) s Kif/( 2-P) (log v(P) )P /( 2-P) . 
Let G be a compact group . 
(2.5.6) EXAMPLE. Recall ((1.3.3)) that a subset P of L(G) is 
called a ubhypergroup if Pc P and P x Pc P . Let ~ be the family of 
all finite subhypergroups of L(G) . Then ~ is a test family of order 
l . 
(2.5.7) NOTATION. Let G be a compact group , and let o E L(G) . 
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Denote by n the subset 0 X 0 
s (o) - u cil -
r j , k?_O 
j+k=r 
the trivial representation , and let 
X 0 (n times) 
X cf s
0
(o) --
' 
P ( o ) -
n 
n 
u 
r=O 
s 
r 
of 
{l} 
I(G) . Let 
' 
Notice that P (o) 
n 
contains (The latter set is denoted A(o , n ) by Benke [l]. The 
two sets are equal if 0 = 0 .) If G abelian , P (o) . the arithmetic lS lS 
progression of length 
(2.5.8) LEMMA. 
there is a polynomial 
sufficiently 
d 2 • most 
large ., 
n generated by 0 . 
Let G be a compact group . 
p with degree at most 2d2 0 
v(P ( o )) = p(n ) If -. 0 - 0 ., 
n 
n 
For each 0 E I(G) ., 
such that., for n 
the degree of . at p -is 
0 
~,..r-,~ ~ ~ ~ ce....'>e o-~ 1 ,\. \-v\~ ·1 v~k,-tti, <; V-f'f'"~ '--* .1. 
by 
Proof. 2 Let J c L (G) be the two-sided convolution ideal generated 0 -
(1+x +x ) . 0 0 It is not hard to see that J is the linear span of the 0 
function 1 together with the coordinate functions t(o) E;,,n' 
t(o) 
E;,o 'no ' 
c , n E H ( introduced in (1 . 3 . 5)). so O O Thus dim Jo < 2d
2 
+ l 
- 0 
( If o - o , dim J - d2 + l .) 
0 0 
Let Jn be the subspace of L2 ( G) spanned by functions of the form 
0 
<t\ • . . . • cpn ' cp . E J . J 0 Notice that Jn is spanned by co-ordinate 0 
functions of the representations l and 
. -k ~ ® 0 ' l < j+k < n ; hence 
dim Jn -
0 
d 2 = v (P ( o)) s n 
Now Jn , considered as a vector space, is isomorphic to a quotient of 
0 
. 
the vector space of polynomials of degree n in dim J
0 
variables . Thus 
by lemma s . g of MQyer [l], there exists a polynomial p of degree at most 
dim J -1 
0 
such that for n sufficiently large, dim~= p(n) . 
(2.5.9) PROPOSITION. {P (0) I n E ~} bS a test family. 
n 
D 
p (0 ) X p (0 ) X p (0 ) - p ~- (0 ) By ( 1 . 5.8), for n sufficiently large, 
n n n °rt 
and 
v(P2n(0)) 
v(Pn(0)) 
v (P 3n (0)) 
v(Pn(0)) 
< 2 
< 3 D 
(2.5.10) REMARKS. Applying (2.5.4) to (2.5.9) gives (for G any 
compact group) : 
Let 0 E L(G) and suppose that R c L(G) is of type central 
II.Cr, s) , r, s E [l, 00 [ • Then there exists K E lR such that 
v (R n P ( 0) ) 
n 
( ( 2S '. d~) I r-) 
< Kn for all n . 
' 
if 0 - 0 
' 
v(R n P (0)) ~ 
n 
In particular, if R is a central A(p) set (p > 2) , 
v (R n P ( 0)) 
n 
for all n . Benke [l] shows that if R . lS a 
central A(p) set, card(R n A(o, n)) s o(n ((4d;);p)). The result of the 
44 
preceding paragraph is an improvement of his result, since P (0) . A(0, n) 
n -
and also since, for any set R, v(R) ~ card R, equality prevailing if and 
only if d = 1 
0 
for all 0 E R . 
(2.5.11) PROPOSITION. Let G be an infinite compact group. Then 
L(G) has an infinite t est family . 
Proof. For o E I(G) , let [o] denote the smallest hypergroup 
containing o (see (1.3.3)). If there is a o E I(G) such that [o] 
infinite , then (2.5.9) provides such a test family. If not, for every 
. 
lS 
o E I(G) , [o] is finite. In this case, the family of finite subhyper-
groups of I(G) is an infinite test family. D 
Applying ( 2 . 5 .11) to (2.5.4) gives : 
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(2.5.12) COROLLARY. Let G be an infinite compact group. Then L(G) 
1..,s never of type central A(p, q) for p > q'. 
(2.5.13) PROPOSITION. I(SU(2)) contains no infinite sets of type 
central A(p, q) for p > lq' ~ p, q E [l, 00[. 
Proof. Let ( see Hewitt and Ross [l], (2 9 .13)) Oz be the (unique) 
irreducible representation of SU(2) 
l E { 0' 
~ ' 
1, ... } 
Suppose that R = 
One has 
. 
{o 
n. 1.., 
j=l 
Then for n E lN 
I 2n. E lN} lS 1.., 
(2n .+1) 2 , and 
1.., 
Thus by (2.5.10) there is a constant 
of dimension 2Z + l 
' 
p ( 0 h-) - {oo, 0 h- ' 
' 
-
. . . ' 
n 2 2 
an infinite set of type 
n 
v(P (01)) = ), 
n 7i • J=O 
(2j+l) 2 
K such that for all . 1.., ' 
2 (2n .+1) s v(P (oh-) n R) 1.., n . 2 [ 3lq , IP < Kn . 1.., ' 
1.., 
Since R is infinite, this implies that P s 1q' . D 
0 n/2} . 
A(p, q) . 
_ 0[4;3] 
Hence , by (2.4.1) (ii), I(SU( 2)) contains no infinite p-Sidon sets 
for any p E [l , 2[ . In Chapter 3 , I will be able to extend this result to 
the case of an arbitrary compact connected semi-simple Lie group . 
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(2.5.14) As a second application of the theory of this chapter, I 
shall show how it can be applied to a class of totally disconnected groups, 
one of which is given in (1.6.4) (iii) . 
co 
Let (Gn)n~ be a sequence of finite groups. Let G = nG and, ' n 
n=l 
for each n let TI 
n 
G + G be the projection. Let o be an irreducible 
n n 
representation of G , for each 
n 
n . Then R - {o o TI 
n n 
n ElN} c L(G) 
is a central Sidon set ((1.6.8) (i)) and hence a central p-Sidon set for 
all p E [ 1, 2 [ . 
PROPOSITION. In order that R be of type central A(r, s), it is 
necessary that there should exist K E lR such that for all n E lN , 
2 )s'/r d S K(card G . 
o n 
n 
In order that R should be a p- Sidon set (p E [l, 2[), it ~s necessary 
that there exist K E lR with, for all n E lJ , 
d2 S K(log(card G )) p/( 2- P). 
o n 
n 
Proof. Let n be the test family of finite subhypergroups 
{L(Gn) I n E l'J} . Then n is a test family of order 1 . By (27.57) (i) 
of Hewitt and Ross [l], 
(2.5.5). D 
card G 
n 
Now apply (2.5.4) and 
(2.5.15) Let k be a prime number. Then it is known (see Herstein 
[l]) that there exists a nonabelian group of order k3 . Choose such a 
group for each k , and denote it by Gk . Then Gk has an irreducible 
representation Ok of dimension k . (To see this, note that since . is 
nonabelian , it must have a reprP.sentation o with d > 1 . 
o 
By Hewitt and 
Ross (27.57) (i) and (ii), 
follows that d
0 
- k . ) . 
d 
o 
is a divisor for 3 k and 
' 
d2 < k3 . 
o 
It 
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Now let G - i--T Gk 
k prime 
The set R - {ak\l k prime} is, by (1.6.8) (i), 
a central Sidon set in L(G) But, applying (2.5.14), one sees that R . is 
of type central A(r, s) only if there exists a constant K such that for 
all primes 
h.2 ::: K_J 3s '/r) ; . i . e . = < ~s ' 
.L - 2 • 
In particular, R is not a p-Sidon set for any p E [l, 2[ 
This method can be applied to other examples of this sort. 
CHAPTE R 3 
NORMS OF CHARACTERS AND LOCAL CENTRAL SETS 
(3 .1) Introduction 
In this chapter, I shall take up the analysis of sets of type local 
central V(p, q) and local central A(p, q ) , which were introduced in 
(2 . 3 . 1) , specializing to the case where G is a compact Lie group . The 
theorems of chapter 2 will enable me to deduce from these some results 
about sets of type V(p, q) and A(p , q) . 
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It is quickly seen that analysis of these local central sets involves 
finding estimates for the p - norm of an irreducible character of G in 
terms of the dimension of its associated irreducible representation, as was 
done for arbitrary compact G in (2 . 3 . 3) . The bulk of this chapter is 
thus devoted to finding estimates which complement and improve those of 
(2 . 3 . 3) , for the case where G is a compact Lie group . 
The ·main results are as follows (G being a compact Lie group). 
( i) There exists E > 0 G such that for all s E [o, EG [ , there 
exists K E ffi with , for all p E [2+s , oo[ , and for all o E L(G) , 
s 
1/p 
K 
s 
. dl-((2ts)/p) . 
a 
(ii) There exists MG E ffi+ 
For all p E [MG, oo [ there 
with the following property: 
is a constant K' such that for all p 
o E L(G) , 
1- (M Ip) 
ilXii ~K 'd G • 
a p p a 
(iii) There exist 8G E ffi+ and KE ffi+ with the following properties: 
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If p E [l, 00 [ , choose :r E ~ with p < 2:r . Then for all 
a E I(G) , 
These estimates are applied to yield some results concerning local 
central lacunary sets for compact Lie groups . It requires a certain amount 
of technicality to state the theorems on sets of type local central V(p, q) 
and local central A(p, q) in full generality, but I would like to mention 
here some of the consequences for "ordinary" lacunary sets (i.e. those 
discussed in §1 . 6) . Firstly (G being a compact Lie group), I(G) is of 
type local central A(2+s) for every s <CG. This was proved by Rider 
for the special case G = U(n) or SU(n) (cf. (l.6.9) (iii)); it improves 
the result of Price given in (1.6. 9) (ii). Secondly, every subset R of 
I(G) which is of type local central A(4-oG) has sup{d0 I 0 ER}< 00 
This result improves the well-known result of Cecchini (cf. (1.6.9) (i)). 
Finally, combining estimate (ii , ) with (2.4.1) (ii), one sees that every 
p-Sidon subset R of I(G) (1 Sp< 2) also satisfies 
sup{d I a ER}< 00 
a 
The chapter is organized as follows . The special case of compact 
simply connected semi-simple Lie groups is dealt with first, the ·estimate 
(i) being given in §3 .2 and the estimates (ii) and (iii) in §3.3. In §3.4 
the constants CG ' oG and MG are tabulated for the simple simply 
connected Lie groups. In §3 . 5 I show how to extend these results to 
arbitrary compact Lie groups. Finally, §3 . 6 contains the results on 
lacunarity referred to above . This material has already been accepted for 
publication (Dooley [2]). 
'-
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(3.2) An upper estimate for llx0 IIP 
(3.2.l) NOTATION. Throughout §3 . 2 , G will denote a simply connected 
simple Lie group of rank l , T a maximal torus for G (see (B3) for 
definitions) . Let ¢ denote the set of roots of [L(G) (the complexified 
Lie algebra of G) with respect to [L(T) (a CSA of [L(G)), and ¢+ the 
set of positive roots with respect to some base 6. The root a E ¢ 
defines a unique character X' a of T 
. 
via (see (BS)). The 
Weyl integration formula (B7) states that for any continuous class function 
f : G + [ ' 
Here, W is the Weyl group, AG and AT denote the Haar measures on G 
and T respectively, and q is a trigonometric polynomial on T given by 
q= n (1-x'). 
aE¢+ a 
(3.2.2) Before giving the next theorem , it seems in order to make some 
remarks on its history . Rider [3] quoted this theorem without proof, for 
the special case of G = U(n). It was subsequently proved by Clerc [l] for 
arbitrary simply connected simple Lie groups, though his proof is somewhat 
incomplete . Clerc ' s proof is improved by Stanton and Tomas [l]. I had 
obtained an independent proof of this theorem before I became aware of the 
work of Clerc or of Stanton and Tomas, so it seemed worthwhile including a 
proof here . 
THEOREM. Notation bS as in (3.2.1). 
I -s 1 qi E L (T) . 
Proof. 
Let 0 < s < l 
+ card¢ 
ote first that for XE L(T) , 
+ 
- 2card¢ TT I sin na(X) I . 
dE¢'+ 
Then 
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Identify L(T) with ]Rz Since Haar measure on T is, to within a 
cons tant the imAge under expT of Lebesgue measure on L(T) , one sees that 
lqj-s E L1(T) if and only if lq o expTj-s is integrable over some 
neighbourhood U of O in L(T) . In fact, choosing a base 6 for <P , I 
may assume U = {X E L(T) I I y(X) I s 1 for all y E 6} . Hence, using the 
fact that jq(t)j = lq(t-1) I , it will suffice to show that 
Xi-,+ fT+ I sin a(X), -s is integrable over 
aE<P 
Notice that for 
{XE L(T) I Os y(X) s 1 for all y E 6} . 
+ 
a E <P , we may write a(X) = '[ n~. y(X) 
yE6 
where the a n y 
are non-negative integers. It hence suffices to show that for some € > 0 , 
X f-+ n I sin a(X) ,-s lS integrable over 
aE<P 
L ={XE L(T) I O < y(X) < s for all y E 6} . 
€ 
(The function X 1--+ n I sin a(X) ,-s has singularities bounded away from 
aE<P 
zero , but since these all have lower order than the ·singularity at zero, 
they can be dealt with by a slight modification of the argument which 
follows .) By choosing s sufficiently small , one may approximate - sin(a(X)) 
by a(X) uniformly on L 
€ 
0 z h < s < 
' 
- + s card¢ 
For any ordering 
L< = {x 
€ 
It is clear that L 
€ 
X 1--+ 
II<" 
E L I 
€ 
< 
- UL 
< € 
Thus, finally, I am reduced to proving, for 
n ja(X)j-s integrable over L lS 
€ 
aE<P 
of 6 (there are z ! different orderings), 
r}y' B E 6, y < B => y(X) s BC X)} . 
I will show that for each order < ' h s 
integrable over Suppose with 
let 
. 
lS 
Then 
where 
n a(X) -
aE<I/ 
Hence I may write 
n a(X) -
aE¢+ 
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[ f na .y.(X)1 , . 1 y. i, 
i,= 1,, ) 
where the are non-negative integers. It is a non-trivial 
fact that for some choice of 
. . . ' N ) E ]N Z z with 
This 
fact is proved by Cahn [l], lemma 3, lemma 4 and lemma 5, for G belonging 
to each of the classical families of simply connected simple Lie groups 
(using a case-by-case argument); the proof for the exceptional simply 
connected simple Lie groups is ( Stanton and Tomas [l]) 11 an exercise in 
tedium" . However , given the explicit description of the irreducible root 
systems of (A . 11) , such a program can be carried out, although I have not 
done so here . 
Then 
Since is a base, 
Z N. 
> n (y.(x)) i, • 
. 1 i, i,= 
I\ • • • I\ d Yz is Lebesgue measure on L(T) 
within a constant) . Thus , it suffices to show that 
· · . dX z < 00 • 
Now, the above conditions on N1 , ... , NZ ensure that for each 
(to 
. 
1,, ' 
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X X 
I
E I l I 2 l -sN. 
. . . n Xi -i dX 1 . . . dX l 
0 0 0 ~=l 
1 Z-s(N1+ ... +Nz) 
- --.-( 1---s N-
1
-.-) .....--( 1---s ..,..._( N-
1 
+_N_
2
_) )....--.-. __,. (-1--s--,,(~N 
1
_+_N_
2 
+-. -. -. +--N--.l )--.-) E 
+ Z-s . card¢ f < 
= K . E < 00 , or s ---+ 
card¢ 
l 
This completes the proof . D 
(3.2.3) COROLLARY. Notation is taken from (3 . 2.1) . For 
O < s < l ., there exists a constant K E JR+ such that for all 
card¢+ s 
o E L ( G) ., 
Proof. By the Weyl integration formula (B7), 
By the Weyl character formula (B9), 
where x(o) and X, are as defined in (B9) . o-wo 
Thus and it follows that 
2+s I I 1-s llx II 2 s q d>..T = = K • o +s T s 
(3.2.4) COROLLARY. Notation is from (3.2 . 1) . 
Then for all p E [2+s, 00 [ and for all o E L(G) ., 
Let 
D 
l 
oss<---
+ 
card¢ 
Proof . Recall that llx Ii S d and us e (3 . 2 . 3) together with Holder's 
0 00 0 
inequality. D 
(3.3) Lower estimates for llx II CT p 
In this next lemma, I shall use notation from (2.5.1) and (2.5.7). 
(3.3.l) LEMMA. Let G be an arbitrary compact group; let r E ~. 
Then for CT E L(G) ~ 
(ii) 11 X 11 2 ::: d · ( \) ( CT J ) -( 1 / 2r ) · CT r CT 
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Proof. Let n = CT (29 ••• @ CT Cr times), and write n = 8l n(Z:) • z: 
C:ECTr 
where the z: are irreducible representations and n(z:) > l is the 
multiplicity of s in the decomposition. Now 
2r 
= I r-r llxCTll 2r XX dAG --CT CT 
(i) is now clear. For (ii), use Holder's 
d2r 
CT 
2 
- d~ - [ Lr n(1;).d1;) ::: 
i'.',:ECT 
~ (n(z: )) 2 
i'.',:ECT r 
inequality: 
. 
' 
Neither of these estimates involves calculating multiplicities directly. 
(3.3.2) NOTATION- In this paragraph, I fix some notation which will 
be used throughout the remainder of this section. Fuller explanation of 
these matters appears in appendix A. 
Let L be a semi-simple Lie algebra of rank l over [, and let A 
be the set of weights of L . The Weyl group W of L has a natural action 
on A . One defines a partial order < on A by 
Al < A2 ~A - Al - ) k Ct k > 0 - . 
' 
-
. 2 a.(ci/ Ct Ct 
Let TI( A) - {µ E A I for all WE W, Wµ < A} By A+ I denote the set of - . 
' 
dominant weights of L with respect to some choice of base 
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. . . ' Choose a basis for /\+ ( , dual under 
the form < 
' 
) ) to the basis such that any element of /\+ may be 
l 
uniquely written I n ."A . , & & n. > O • & These concepts are all explained in i=l 
(A7) . Recall from (A9) that there is a bijective correspondence between /\+ 
and the set of equivalence classes of finite-dimensional irreducible 
£-modules . For + "A E /\ , let V("A) denote the corresponding £-module 
(of highes t weight A). The Weyl dimension formula (AlO) asserts that 
dim V("A) = n<"A+c5,a) 
aE<P < c5 ,a) 
, where 
l 
o = I 
i=l 
Thus dim v[ f n .A.] is a polynomial with rational co-efficients in 
-~1 & & &-
(nl+l, ... , nl+l) , homogeneous of degree card <P+ . For each 
& E {l, . . . ' l } let N. be the degree of this polynomial in n. (n. & & J ' 
J -t & being considered fixed ). Let NL= min {Ni I & - 1 , l} Clearly - . . . ' 
NL depends only on L Note that N. - card {a E <P+ < A • ' Cl ) -t o} Thus . - . & & 
1 < N < + Values f or when is a simple Lie algebra card <P . NL L are 
- L -
given in §3 . 4 . 
(3.3.3) For + A E /\ , let Ar be the set of dominant weights µ such 
that V(µ) is a direct summand of V("A ) ® ... ® V(A) Cr · times) . If F 
is a set of dominant weights , let v(F) = ) 
·- · 
(dim(V(µ) )) 2 . 
µEF 
LEMMA. Notation from (3.3.2). Let r E ~. There is a constant 
K; E ffi such that for all >,. E /\ + ., 
Proof. Let >,. = 
r 
V (A ) 
l 
I 
i=l 
n . "A . 
& & 
It is an easy result of Steinberg 's 
formula ( AlO), that if µ E Ar then µ < r. A . Thus 
Arc {µ E /\+ I µ < r.A} 
z 
A. = )' q . . a . 
1,, j-;l 1,,J J 
where 
As is shown in (A7), one may write 
+ q . . E Q • 
1,,J 
Suppose that µ -
i 
I 
i=l 
+ 
m.A. EA and 
1,, 1,, 
Then rA - µ - f ( f q . . (r . n . -m . ) ] a . 
:.--J • --J 1,,J 1,, 1,, J 
is a sum of positive 
j=l i,=l 
i 
roots, so for each i, , I q . . (r . n . -m . ) E lN . 
i;'l 1,,J 1,, 1,, 
It follows that 
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I s(m1+1, ... , mz+1) , 
{{m.} ~ 1cllj for j=l ... Z, f q .. (r.n .+1-m .) E1N~ 1,, i,= - . J 1,,J 1,, 1,, i,=l 
where S is a polynomial in n variables, homogeneous of degree 
2 card <P+ . 
Thus 
Note that if (i q .. (r.n.+1-m.)] E1N, then for all t E {l, ... , Z}, 
i=l 1,,J 1,, 1,, 
Q inf 
j=l ... i 
I ( dim V( µ)) 2 
µEAr 
< 
-
1 z 
sup qk · i~l 
k=l ... i J 
Q Q 
) ) 
_, 
-- ~ 
m =l l m =l 2 
• q . . (r.n.+1) >mt. 
1,,J 1,, 
Using the fact that 
Q t ) m is a polynomial in Q of degree t + l , one 
m=l 
sees that there exists KE JR , independent of A such that 
+ 
But by the definition of Q , Q2card<P +Z is dominated by a polynomial 
in which each n . occurs with degree 
1.,. 
+ 2 card¢ + l - dim L But is a polynomial in n. 
1.,. 
ln 
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which each ni occurs with degree at least NL . Therefore there exists 
a constant K ' such t hat for a l l 
r 
A EA+ 
' 
(3.3.4) COROLLARY. For the sequence A = n.o one has for all 
n 
nE lN., 
Proof. By the argument of ( 3 . 3 . 3 ), v[A:] is dominated by 
inf 
j=l ... l [ supl qk k=l ... l J 
l ] 2card¢++l 
> q . . (n+l ) , 
/ -.J 1.,J 
i =l 
l · l f d 2 card~++ l a po ynomia in n o egr ee ~ But , by (3 . 3 . 2), 
dim ( V( no )) = card¢+ K.n where + K E 1R . The corollary follows. D 
(3.3.5) Let G be a compact simply connected semi-simple Lie group. 
Then , by (B4 ) the finite - dimensional representations of G are in bijective 
correspondence with the f i nite- dimensional representations of [L(G) , the 
complexification of the Lie algebra of G , this correspondence preserves 
irreducibility , dimension , direct sum and tensor product of representations. 
The following theorem now results from (3 . 3 . 1 ) and (3 . 3 . 3) . (Note that 
dim G = 2 card¢++ l , where l and ¢+ are respectively the rank and set 
of positive roots of [L(G) - see (3 . 3 . 2) . ) 
THEOREM. Let G be a compact simply connected semi- simple Lie group. 
Le t and let denote the se t of positive roots of [L(G) 
(see (3 . 3 . 2)) . Let r E 1N. There exists K ' E 1R such that for all 
r 
0 E [(G) ., 
' 
that 
l-(l/2r) ((dirnG/NG)) 
llx0 11 2r ::: K ;d0 • 
Further~ there exists an infinite sequence { o I n E lN} c L ( G) such 
n 
> K'dl-(l/2r) (CdimG/card¢+)) 
r o 
n 
( 3. 3. 6) COROLLARY. Let G be as in ( 3 . 3 . 5), p E ~tmG, 001 · There 
- G 
exists K ' E ffi such that for all o E L(G) ~ p 
1-(1/p) ((dimG/NG)) 
llx II ::: K ' d 0 p p 0 
Proof. Choose r E ~ such that p < 2r . Then' since llx II < d 
0 co O ' 
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( 2r/) l-( 2r/) (2r/p)-(l/p)((dimG/NG)) 1-(1/p)((dirnG/NG)) 
> K' pd p . d = : K'd . 0 
r o o p o 
(3.3.7) COROLLARY. Let G be as in (3.3.5). There exists an 
infinite sequence (on)nElN c L(G) such that for all n E lN ~ 
> K'dl-(l/p)((dimG/card¢+)) 
p on 
This corollary shows that for p > dime 
+ ' 
card¢ 
Hence we can expect no great improvement of (3.2.3). 
D 
-+ co as d -+ co 
0 
(3.3.8) The above method appears to give a good estimate when p . lS 
large . In this .paragraph, I shall develop an approach which gives (in 
general) better results for smaller values of p . In particular, I show 
how to improve the well-known estimate of Cecchini [l], which states that 
there is a constant K such that for all o E L(G) , llx
0
11 4 ::: K log d 0 , 
The proof given here is considerably simpler than that of Cecchini. 
LEMMA. Notation is taken from ( 3 . 3. 2) . Let \', A" E t/ . Suppose 
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that k E lN atisfies k S min(< A ' , a . ) , < A", a . ) ) 
1,, 1,, 
for some 
i E {l, Z,} • + µ = A ' + A " - ka. . E A ., and 
1,, 
occurs V( l-1) Then 
. . . ' 
precisely once as a direct summand of V( A ') ® V( A") • 
Proof. To see that 11+ 1J E H , let J E {l, ... , Z} and note that 
< µ, a.> =<A', a.> +<A", a.> - k< a., a.> 
J J J 1,, J 
Since ( a. , a . ) < O for 
1,, J 
1,, "f J and <a., a .)= 2 , it follows that (µ,a.)::: 0 
1,, J J 
To prove the second claim, I shall use Steinberg's formula (see AlO) 
which states that the number of times V(µ) occurs as a direct summand of 
V(A ') (8) V(A") is given by 
I ~ sgn uw 'p (µ+ 2 cS-W( A '+ cS )-W ' ( A "+cS)) 
WEW w 't:W 
where for A E A , p(A) is the number of ways of writing 
with k < 0 . 
a 
Now suppose that 
p (A' +A "-ka. .+28-w( A' +cS )-w ' ( A "+cS)) 
1,, 
A - > 
_, 
a.>O 
k . a 
a 
(1) 
- p ( ( A '-WA ' ) + ( A "-w 'A")+ ( cS-wcS ) + ( cS-w 'cS) -ka. . ) -:/; 0 • 
1,, 
Since each of A, - WA, ' A" - W'A" ' cS - wcS and cS - w'o is a sum of 
positive roots (by the lemma of (A7)), each must be a non-negative multiple 
of a .. 
w 
a . 
1,, 
1,, 
Thus in particular, wcS = cS - ma . 
1,, 
for some m E lN . 
the reflection determined by a . ' 1,, 
(w w)cS - o + (m-l)a. 
a . i, 
1,, 
Hence, by lemma (A7), either m - l , in which case 
Now, denoting by 
w - w , or 
a . 
1,, 
m = 0 , in which case w is the identity. The same argument applies, of 
course, to w' . 
Thus, precisely four terms occur in (1) corresponding to 
(W, W ' ) - (1, 1) , (1, (IJ ) ' CL 
1., 
(w , 1) and 
CL 
1., 
- p(-ka .) - p((< ).. ' +cS , a .>-k) a .) 
1., 1., 1., 
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(w , w ) ) , and 
Cl. Cl. 
1., 1., 
- p ((< ).."+cS, a . >-k)a.) + p((< >,.'+>,."+2c5, a. >-k)a.) . 
1., 1., 1., 1., 
But since k S (A', ai > one has p ((<A '+ cS , ai >-k) ai) = 0 ; similarly all 
terms vanish e<cept the first , which is 1 . Thus mA , A,,(µ) - 1 . D 
' 
PROPOSITION. If r ~ 2 ., then >,. r :J { r. A-ka. I o ::: k s < 11., a. >} • 
- 1., 1., 
This proposition is an easy induction , based on the previous lemma . 
THEOREM. Let G be a compact simply connected semi-simple Lie group., 
and let <P+ denote the set of positive roots of [L(G) . There is a 
constant K E IR such that for all r E lN and for all o E L( G) ., 
+ d ( l / card<P ) 
0 
Proof. The preceding proposition together with (3.3.2) (i) shows that 
2r r llx 11 2 ::::. card A o r o where >,. 0 is the dominant weight 
associated with o . On the other hand , d
0 
is a polynomial in 
8 A
0
, a 1 >+1 , ... , < 11. 0 , al >+1) , homogeneous of degree 
is a constant K such that for all o E L(G ) , 
+ 
+ card <I> • 
K. d(l/card<P) < 
0 
max 
i=l , ... , l 
(>,.,a.>. 
0 1., 
This completes the proof . 
Thus there 
0 
(3.3.9) By a proof similar to that of (3 . 3 . 6) one may now show 
COROLLARY. Let G and <P+ be as in Theorem (3-3.8) . There exists 
K E IR with the following property : Let p E [l, 00 [ and choose r E ~ 
such that p ~ 2r . Then for alZ o E L(G) ., 
In particular, if 
> K(l/p)dl-(l/p)(2r-(l/card<P+)) 
0 
p > 4 - 1 + ' 
card¢ 
where 
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£ - 1 - l:_ r4 - - ~ l > 0 . The estimate given in (3.3.9) improves that of 
P '- card¢+ J 
( 3 . 3. 6) if and only if for some r E lN , 
2card<P++l p < 2r s + 
NG 
(:L4) The simple Lie groups 
1 
+ 
card<P 
(3.4.1) The following table gives the various constants in 3.2 and 
3 . 3 for the compact simply connected simple Lie groups. Its verificntion, 
which is left to the reader , js a simple mechanical task , given (All). 
It sh0uld be noted that the upper and lower Pstimates of (3 . 2 . 4) and 
(3 . 3.6)-(3 . 3 . 9) co-incide if (and only if) G = SU( 2) . 
Group Lie Algebra l dimL 1 
+ IVL + card<P card<P 
SU( l+l) ( l ~2- 1) 2 l+2 2 Al --l+l (Z+l)l 
S0 (2l+l) (l 2) 1 l
2
+l 1 
Bl > -- l 2l-l l2 
Sp (l) (l 3) 1 l
2
+l 1 
cl > -- l 2l-l l2 
S0 (2l) ( l 4) l l2 1 Dl > - l-1 2(l-l) l(l-1) 
E [ 1 128 l 
EB - -- --8 15 57 120 
E[ 
E7 
l 70 l 
-
-
-7 9 27 63 
E [ E- l 42 l 
- - -6 6 6 16 36 
F [ F l 28 l - - -4 6 15 24 
G[ l 2 l G2 - - -2 3 5 6 
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(3.5) Extensions to arbitrary compa ct Lie groups 
(3.5. 1) I remind the reader of the structure theorem for compact 
connected Lie groups ( see B2 ). If G is a co~pact connected Lie group , one 
may write 
. . . ' G m 
G = [Ax ~ ci];z where A is compact abelian, 
1-=l 
are compact simpl y connected simple Lie groups , and z 
finite subgroup of t he centre of 
(3.5.2) Let 
m 
be an i r reduc i ble character of Ax r-T G • . 
. l 'Z, 1-= 
m 
appea 1.in~ to ( 1 . 3 . q. ) , one sees that A X0 - X r-T X , where 
. l O . 
A 
X 
'Z, = 'Z, 
. 
lS a 
Then 
lS a 
character of A , and for each i E {l, ... , m} , Xo . is an irreducible 
'Z, 
charac er of G . . Clearly 
'Z, 
and 
F11rther , suppose G is any compact group with normal subgroup N • 
Then by (1 . 3 . 4 ) there is a b ij ection ¢ from 
A (I(G) , N) = {o E I (G) I o(x) = I for all x EN} do 
to I(GIN) . For o E A ( I: ( G), N) , one has d
0 
= d¢(o ) , and it is banal 
to show that These remarks show that the resu}ts of 
§§3 . 2 and 3 . 3 are valid for arbitrary connected Lie groups . 
(3.5.3) Now let G be a compact not necessarily connected Lie group. 
Then G0 , the connected component of the identity of G is a compact 
connected Lie group and [G : G0] is finite . Suppose [G : G0] = n . 
Let o he an irreducible representation of G. Then, by Clifford's 
theorem (l . J . 9 ) the restriction ale decomroses into a direct sum of the 
(\ 
V 
form where is a po~itive integer, an 
irreducible representation of c0 , for g E G , h E G0 , 
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~(g)(h) = ~(g- 1hg) , and {e - g
1
, g2 , • .. , gk} is a complete set of coset 
representatives for H~ - {g E GI ~(g) ~ ~ } 
PROPOSITION. (iJ d~ ~ d
0 
< n . d~ . 
(ii) Let r E lN . Then 
Proof. Note that 
Ross [l] , (28 . 54), 
{l n 
J llx0 ll2r - - ) - n i~l 
n(-l/2r ){J > 
-
> n . 
a 
k < n . Now by Hewitt and 
2 }l/2r Ix (g .h) I rdAG (h) 
a -i o 
I Xa (h) 12r di.Go (h l } l/2r 
k 2r }l/2r 
~~l X (g .)(h) d\G (h) 
v ~ -i 0 
2r }l/2r 
X (g .)(h) dAG
0
(h) . 
f; -i 
(The last inequality is valid because all the mixed terms in the sum which 
immediately precedes it are multiplicities of a certain representation in a 
direct decomposition and hence are non-negative integers.) Thus, since 
-1 h ~+ g . hg. leaves the Haar measure of c0 invariant, 
-i -i 
> n . n 
a 
(-l/2r) (1) 
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This proves the left hand inequality of (ii). Putting r = 1 in (1) gives 
k~ < t Now da = x0 (e) = n k df; Thus ( i) follows. It na - n 0 . . 
remains to prove the right hand inequ-:1.lity of (ii). 
By the Frobenius reciprocity theorem (1.3.8), 0 . contained the is in 
decomposition of the induced representation f;G precisely n
0 
times. Now, 
for x E G , 
if x E c0 , 
0 otherwise. 
(This follows from lemma (1.3.7).) 
Hence by arguments similar to those used in the proof of (ii), 
k 
~ .I X (g .)(h) 
1.,=l 1., 
~ 
2r }l/2r 
dAG (h) 
0 
l-(l/2r) 1 k {f 
< n · k .I 
1.,= 1 
= i-c i;2r) II II 
n xf; 2r . 
(3.5.4) THEOREM- Let G be a compact Lie group. There exist 
constants sa, MG, oG > o such that: 
(i) for alls E [o, sG[ and for all p E [2+s, 00 [ there 
exists K 
s E lR such that for all a E I:(G) ~ 
II X II < K 1 /pd 1- ( 1 ( 2 +s ) IP) . 
0 p - S O ~ 
(ii) for all p E [Mc, oo[ there exists K , p E JR such that~ 
for all o E I:( G) ~ 
K , • 
p 
(iii) thePe exists KE 1R with the following pPopePty : 
let p E [l , 00 [ and choose P E lN such that p ~-: 2P . 
Then foP all o E L(G) ~ 
l/ 1-( 1/p) ( 2P-0 G) 
llx II ~ K Pd . 
0 p 0 
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Proof. Let G
0 
be the connected component of the identity of G . In 
view of (3 . 5 . 2) , together with ( 3 . 2 . 4) , ( 3 . 3 . 6) and ( 3 . 3 . 9 ), the theorem 
holds for G0 , and applying ( 3 . 5 . 3) shows that the theorem is true if p 
is constrained to belong to the set of even integers . The technique of 
(3 . 3 . 6) now enables one to denucP. th2t ( ii) and ( iii ) are valid for all 
values of p . To extend the valid i ty of (i ) to all values of p , 
proceed as follows ; let s E [o, EG [, suppose that p E [2+s , 00 [ , and 
0 
choose P with 2P < p < 2P+2 . The above arguments ensure the existence 
of K E 1R with 
s 
II II < Kl/2P dl- ( ( 2+s ) /2P) 
Xo 2P - s o and 
II II s Kl/(2P+2)dl-((2+s)/(2P+2)) . 
Xo 2P+2 s o 
A simple application of Holder's inequality gives 
II II II ll ( P+l) (p-2P ) /pll IIP(2P+2-p)/p Xo p s Xa 2P+2 Xo 2P ' 
which combines with the above to yield 
as required . D 
(3.5.5) Note that once the structure of G is known , the various 
constants in (3 . 5 . 4) can be determined . Let [G : G
0
] = n and suppose 
c1 , ... , Gm are the simply connected simple groups associated ':rith G0 as 
in ( 3 . 5 . l) . Th en 
[ 2rankG. l 
[ d~:~i] EG - min dirnG r ra:kG i MG 
- max . 
-
' 
-
' i=l .. . m i=l .. . m 
1,, 
8G - min [ dimGi-~ankGJ 
. K :5 n fr K(i) -
' 
. 
' i=l .. . m . 1 s 1,, = 
-1 frK,(i) l (i) K , and -1 n > n K ::: n K 
-
' ' p i=l p i=l 
where (i) , ( i) and (i) are the relevant constants for G. KS 
' 
K K p 1,, 
(3.6) Applications to lacunary sets 
(3.6.1) In this section, I return to the sets of type local central 
V(p, q) and local central A(p, q) which were defined in (2.3.1). It is 
clear, via (2.3.3), how (3.5.4) provides information on these sets. 
Furthermore, by use of (2.4.1) (ii), I can obtain information concerning 
p-Sidon sets . We now have 
PROPOSITION. Let G be a compact Lie group . 
(i) Suppose p E [1, 2+EG [., q , E r 2p CX) r. l2+E ' I 
- G -
Then every subset of 
[( G) . of type local central A(p' q) In particu Zar., subset of i,s . every 
[( G) . of type local central A(p) for all 2+EG • i,s p < 
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(ii) Suppose p E [MG, CX) [ ., q, E 11, Ill · Then if R c [( G) . of i,s 
- G-
type local central A(p, q) ., sup{d
0 
I o ER}< 00 • In particular., if R 
i a p-Sidon set then sup{d
0 
I o ER}<~. 
( iii) Suppose that for some r E lN ., p E [2r-o G, 00 [ ., and 
q ' E Then if R c [(G) is of type local central A(p, q) ., 
sup{d
0 
I a ER}< 00 • In particular if R i,s of type (local central) 
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(Notice that the second statement of (ii) follows from theorem (2 . 4.1) 
(ii) . ) 
(3.6.2) PROPOSITION. Let G be a compact Lie group . 
(i) Suppose p ' E [2+sG' 00 [., q E r2p, 00 r. l_?+sc' I Then L(G) is of type 
local central V(p , q) . 
(ii) Suppose that for some r E lN ., p ' E [2r-cSG' 00 [ and 
q ' E 11, 21"=0 p ' I· Then L ( G) is of type local centrnl V(p, q) . 
- G -
(iii) Suppose Then if R c L(G) 
~s of type local central V(p, q)., sup {d0 I 0 E R} < 00 • 
(3.6.3) One may dia8rammatically represent the sets of type local 
central A(p, q) and V(p, q) as was done in (2.3.6). Adopting the 
conventions explained in (2.3.6), theorems (3.6.1) and (3.6.2) can be 
expressed by the diagrams of Figure land Figure 2 . The letters a, b and 
c represent the numbers 4 - cS G and MG respectively, and the 
letters a ' b ' c ' 
' ' 
their conjugate indices (see (1.2.6)). 
1/q 
l 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
all 
b.d. 
l l 3 l ~ - - -
a' b' 4 c ' 
1 1/p 
FIGURE 1. Sets of type local central V(p , q) (G compact Lie) 
1/q 
1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
• 
l 
C 
all 
• • • -- ...................... . 
• • 
k l 
4 b 
b . d. 
• • 
l 
-x a ~ 1 
1/p 
FIGURE 2 . Sets of type local central A(p, q) (G compact Lie) 
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(3.6.4) It seems worthwhile to mention here the situation for sets of 
tyue A(p, q) and V(p, q) . Figures 3 and 4 represent knowledge 0f these 
sets which can be gleaned fr•om (2.2.5), (2.3.5), ( 3 .6.1), (3.6.2), (3.6.3). 
The sets occurring on the boundary labellec "C" (Figure 3) are precisely the 
A(?.) sets . If G = U(n) or SU( n ) , Rider has shown that these sets are 
-finjte . 
lJotice that if G is semi-si:nple , then G is tall, so "b.d." is 
Rquivalent to "finite". 
liq 
l . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 
. 
all 
? 
~ ,__ ________ __.._ _______ ~ 
'--------.------' 
C 
finite b.d. 
l 
FIGURE:. Sets of type V(p, q) (G compact Lie) 
1/p 
1/q 
l . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
? all 
b . d. 'J 
t .... , ........... ~ ........ . ....... . . 
1 
C 
1 
b 
finite 
1 
FI GURE 4 . Sets of type A( p , q ) (G compact Lie) 
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1/p 
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CHAPTER 4 
CENTRAL FUNCTIONS AND MEASURES 
(4.1) Introduction 
In this·chapter, I shall develop methods for analysing the convolution 
centres (introduced in §1.5) of the standard function and measure algebras: 
ZT(G), ZC(G), zLP(c) (1 s p s ~) , ZM(G) . §4.2 is devoted to a closer 
study of the mapping H of §1.5; its action on functions (rather than on 
equivalence classes of functions) is studied for arbitrary compact G ~ and 
this le~ds, in the special case where G is a co~pact connected Lie group, 
to an P-xtension of the Weyl integration formula (see (B7)) tn elements of 
L1(c) . Using this extended formula, I am able, in §§4 . 2 and 4.3, to show 
that the centre of any of the standard function or measure algebras on G 
is isometrically isomorphic to the subalgel>Y>a of the same function or 
measur~ algebra on (a maximal torus for G) consi~ting of those 
elements invaria~t under the action of the Weyl gr~up. 
In §4.5 it is shown that the FouriPr tY>ansform of an element of 00 ZL ( G) 
may be c~lculated in terms of the Fourier transform of its image under the 
isometric isomorphism mentioned in the previous paragraph. A formula 
applicable to central measures is also developed . These te~hniques are 
applied in §4.6 to get convolution formulae for central functio~s and 
measures . 
In §4 .7, I work through in some detail the two related exa~ples 
G = SU( 2) and G = U( 2) . These examples are simple enough to be easily 
understandable and yet exhibit many of the characteristics of the gen~ral 
c2se . ~he reader is invited to consult §~ . 7 ~she reads the other sections 
of thi~ chapter : this will perhaps aid his understanding of the genera l 
case . Finally , i~ §4 . 8, I have inr.lucied a discussion of the possibility of 
extending the Weyl integration formula to some class of co~pact connected 
groups more ~encral than the class of connected Lie groups . 
The main moLivation for the theory pres2ntcd in this chapter is its 
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applicabiJity to c~ntral lacunary sets , which will be dealt with in the 
next chapter . However , the th0orcms presented here have i~te~est in their 
own right , because they elucinate the structure of the convolution centres 
of the standard function and mea~ure algebras . I should mention that the 
techn~que of reducing questions about central functions on G to questions 
cbout functions on T is not new - it ~as been applied successfully by 
Rider [3], Stanton [l], Clerc [ ~] . However , the theorems of this ch~pter 
have apparently not previously been proved . It seems likely that thi~ work 
will have wider applicability - for e~am~le, to the problem of determining 
multipliers of central fu~ction and measure algebras; see the second 
paragraph of (2 . ~ . 2) . (Indeed, I have already obtained some pai·tial 
results in this direction - although they are not included as part of this 
thesis .) 
(4.2) An extension of the Weyl integration formula 
(4.2.1) In this section , I shall show how to extend the Weyl 
inte~ration formula of (B7) to elements of L1 (G) . This will involve first 
~ 
a clcser examination of the mapping introduced in §1 .5. 
(4.2.2) LEMMA. Let G be a compact group~ and let f be a A -G 
integrnble complex-valued function on G. Then for almost all y E G ~ the 
integral J f(xyx- 1)dAG(x) exists . 
The fun tion ~(f) defined by 
J f(xyx- 1)dAG(x) if this integral exists, 
~(f)(y) -
0 otherwi e. 
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Proof. 
-1 The map 8 : G x G ~ G: (x, y) 1-+ xyx i~ continuous; thus 
f o 8 is a AG x AG measu:r.·able -function G x G ~ [ . Furthermore, 
Thus the lemma follows from Tonelli ' s theo~em (4.17.8 of Edwards [l]). D 
(4.2.3) LEMMA. Let G be a compact group . If f is AG-integrable~ 
then for all x E G and for all y E G ., ~(f ) (x- 1yx) = ~(f)(y) 
Proof. Since AG is left invariant , J ( -1 -1) f zxyx z dAG(z) exists if 
and only if J f(zyz- 1)dAG(z) exists ; when these integrals exist they are 
equal . D 
(4.2.4) LEMMA. Let G be a compact group . Suppose f is a AG-
integrable function such that f = f a . e . for all x E G. X"' -1 Then 
X 
~(f) = f . a . e . 
Proof. 
J \~(f)-f1dAG 
-
J J 
(f(xyx- 1)-f(y) )dAG(x) dAG(y) -
< 
J J If (xyx -1) -f(y) I dAG(x )-dAG(y) -
-
J [J Jf(xyx-1)-f(y)JdAG(y)ldAG(x) -
by Fubini ' s theorem (Edwards [l], 4.17.7) 
= 0 . D 
(4.2.5) The preceding lemmas show that the mapping H of (4.2.2) has 
the property that if f = f 1 a . e . then ~(f) = ~(f1) a . e . The map 
obtained on equivalence classes of functions thus co-incides with the map H 
of section (1.5). 
..... 
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(4.2.6) THEOREM. Let G be a compact connected Lie group~ T a 
ma:rimal torus for G. Let f be a AG-integrable complex valued function. 
Then J fdAG = . • ~J(~(f) o l) lql 2dAT. Here l denotes the canonical 
injection T + G ~ and q is the function defined in (B7). 
Proof. By (B7), the formula holds for all f E C( G) . Now let f be 
a AG-integrable function. By (4.6.7) and (4.6.9) of Edwards [l] there 
exists a 11 • 11 1 -Cauchy sequence 
and such that Ilg -fll + 0 as n + 00 
n l 
By (4.2.2), it follows that ~ (g ) 
n 
. 
lS a 
By the Weyl integration formula of (B7), 
such that lim g = f a.e., 
n 
11 · 11 1-Cauchy sequence , that 
{~g O 1} 
n 
. is an 
L1 [T, lql 2dAT)-cauchy sequence. By Edwards [l], (~. 6 .7), it now suffices 
to show that lim ~g (t) = ~f(t) for AT-almost all t E T . 
n 
Suppose this not so , and let s - {t E T I ~g (t) -f+ ~f( t)} By - n 
(4.2.3), for all X E G and for all t E T 
' 
~g (xtx- 1 ) = ~g (t) and 
n n 
~f (xtx- 1) = ~f(t) . Thus, for y E {xtx- 1 Ix E G, t Es}= Y, 
~gn(y ) -1-+ ~f(y ) . But AG(Y) - AG((j)(G/T x S) ) , where (j) is as defined in 
(B6). The formula of ( B7 ) shows that 
Now we have AG(Y) = AT(S) > 0 , and this contradicts the fact that 
li~ ~g = ~f a . e . D 
n 
(4.3) The centre of LP(G) (1 ~ p < oo ) 
(4.3.l) NOTATION. Throughout this section , G will denote a compact 
... 
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connected Lie group, Ta maximal torus for G (see B3), l . T -+ G the 
canonical injection. The Weyl group W (isomorphic to NG(T)/T - see also 
( B3) ) has action on T defined by W.t = -1 for gT E W an gtg w = . 
Suppose f: T-+ [ Define w.f: T-+ [ by (w.f)(t) - f(w- 1 .t) 
Clearly f i----+ W.f: C(T)-+ C(T) is an isometric isomorphism. Furthermore, 
by Hewitt and Ross [l], (15.26), the transformation ti----+ W.t of T 
preserves the \~-measure of any set - thus f i----+ W.f also defines an 
isometric isomorphism LP(T)-+ LP(T) (1 Sp S 00 ) • 
Finally, for v E M(T) and f E C(T) , let (W.v)(f) = v(w-1 .f) . 
Then v 1-+ w.v : M(T)-+ M(T) is an isometric isomorphism coinciding with 
the map f ~ W.f of the previous paragraph on the subcpaces C(G) , and 
LP ( G) ( 1 s p s 00 ) • 
If A is a subset of M(T) , let AW= {v EA I Vw E W, w.v - v} . 
Note that I shall usually write CW(G) , L~(G) , etc. instead of (C(G))W, 
(4.3.2) LEMMA. If A is a normed vector subspace of M(T) such that 
for all w E W ~ vi----+ w.v is an isometry of A~ then 
l 
vi-+ dW > w.v : A-+ AW is a bounded linear map of norm 1 whose 
car wtw 
restriction to AW &S the identity map . Thus~ under these hypotheses 
AW -t { o} . 
Proof. It is clear that for any v EA , Q(v) E AW , and that for 
Let II · II A denote the norm of A . Now, for VE A , 
(4.3.3) COROLLARY. If A &Sa complete normed vector subspace of 
M(T) I · , containing C(G) such thal for all W E (LI ., v f-+ W. v 
1.,s an isometry of A., then (Aw)* is isometrically isomorphic to 
This corollary may be proved by the method of proof of (1 . ) . 5). 
(A*) w 
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(4.3.4) DEFINITION. Suppose f is a AG-integrable function G + [. 
Define , for p E [l , oo [ , a measurable function 
lq I 21P 
1/ p . ~ ( f ) 0 1 
( cardW) 
and define 
iµ ( f ) 
p 
T + [ by 
(4.3.5) THEOREM. Let G be a compact connected Lie group., T a 
maximal torus for G. For each p E [ l , oo] ., the map iµ of (4.3.4) is a p 
linear isometric isomorphism zL P(c ) + L~ (T ) 
Proof. I shal l first check that the maps iµp are well-defined. 
Suppose that f = g a . e ., and f , g E ZL P(G) . Then by (4.2.4) , 
~(f ) - ~(g ) AG - a . e . By the argument of (4. 2 . 6), this implies that 
~Cf ) o 1 = ~Cg) o 1 AT - a . e . Thus for every p E [l, oo J , the measurable 
functions iµ (f) and iµ (g ) are equal AT - almost everywhere . p p 
Suppose that f E ZLP(G) for p E [ l , oo[ . Then by (4 . 2.6) , 
- J 
= J 
2 Jg_L . I ~(f) Ip O 1dAT 
cardW 
(The reader may easily verify the third equality by use of (4.2 . 3) . ) 
Thus iµ (f) E LP(T) 
p This argument also establishes that iµp 
. is an 
isometry for p E [l, oo[ 
To see that l/J 00 lS 
00 f E ZL (G) 
' 
llfll 00 --
00 
an isometry into L ( T) , note that , 
ll~(f) 1100 - AG - ess sup I ~Cf) ex) I -
xEG 
ess sup I~ ( f) ( t) I · 
tET 
(To see this, note that , by (4.2. 6) , for any ME lR , 
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for 
AG{x E G I ~(f)(x) > M} = 0 if and only if A1{t ET I ~(f)(t) > M} = 0 .) 
Next, I show that if f E zLP(G) , then l/J ( f) p is invariant under the 
action of W defined in (4.3 . 1). To see this, first recall that 
lql 2 = f-r (1-x') (see (B9)). Since each element of W maps ¢ into 
a.E¢ a 
itself (AS, B9), lql 2 is invariant under this action. Secondly, note that 
for any AG-integrable function f, and for W = xT E W (cf. (4.3.1)), 
(w. (~Cf) o 1))Ct) = ~(f)(xtx-1 ) = ~(f)(t) (by 4.2.3). It follows that for 
any p E [l, oo] ' l/Jp : zLP(G) ~ Lfu(T) lS an isometry. 
To complete the proof, it is necessary to show that l/Jp is a surjective 
map for each p . I shall treat only the case p E [l, 00[ • The- case 
p = 00 is entirely similar but slightly simpler, and so I have omitted its 
proof . I shall use information from (B6)~ whence all unexplained notation 
i,s taken . 
Let g be a function T ~ [ , invariant under the action of W , and 
such that lalp lS AT-integrable . Then f1 , defined by 
1/p (cardW) 
lq(t)! 21P 
0 
. g(t) if q(t) i- 0 , 
if q( t) - 0 , 
1s a AT-measurable function on T, invariant under the action of W. 
Thus f 2 : (GIT) x T + [ , defined by f 2(gT, t) = f 1 (t) lS a 
measurable function , invariant under the action of W on (GIT) x T. It 
follows that there exists a measurable function 
s uch that f 2 = f 3 o U. 
f 3 (( GIT) x T)!W + [ 
Now <Pl : ((GIT) x TR)IW + GR is injective, and (CG/T) x TR)!W and 
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GR are two manifolds of the same dimension. Thus, by the inverse function 
theorem (Matsushima [l], p. 19), • 00 <P1 is a C diffeomorphism; hence 
is a well-defined AG-measurable function. (r have used 
here, of course , the results of ( B6 ) and (B7) that the two measures AG and 
(\GIT x \T) o ~ are mutually absolutely continuous.) Thus 
-1 f 3 o <P (x) if x E GR , 
f(x) -
0 
1s a A -measurable function on G. 
G 
Furthermore , for x E G , y E GR , 
Now applying 
- f 3 (W(xzT, t) ) where 
-1 y = ztz 
- f 2 (CxzT, t)) - f 2 (zT, t) = f(y) . 
(4.2.6) yields 
oo > J lglPat.T = 1 I lf1lp · !qi 2d\T cardW 
1 
J If O 1 Ip I q 1
2 
d\T f ltlPat.c, = = cardW 
and this shows that f E zLP(G) . 
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Li.nally , for t E TR , lqCt)I > o. Thus 
I q( t) 1 21P (~Cf)) Ct) I I 21P w ( f )( t) - - q ( t) f( t) - 1/p -p 1/p (cardW) (cardW) 
I l21P I I 21P 
-
q( t) f ( eT t) - q(t) f ( t) = g(t) 
-
- . 
( cardW) l / p 2 ' ( cardUJ) l/p 1 
Thus w ( f) = g AT - a . e . D p 
It should be noted that the maps WP are not (even for p = 2 ) 
Banach *-algebra isomorphisms. This point will be further discussed in 
section L~ . 6 . 
(4.4) The centres of T(G), C(c) and M( G) 
In this section , I show how to extend the results of the previous 
section to T(G), C( G) and M(G) . Notation is as in (4. 3.1) and (4.3.4). 
(4.4.l) LEMMA. Let G be a compact connected Lie group~ T a 
maximal torus for G . Suppose f E ZT( G) . Then wJ E T0/T) ~ and 
Proof. Recall that if f E ZT( G) , then f is a linear combination of 
irreducible characters of G . Now , by (BB) (or, indeed, by more 
elementary considerations ), the restriction of an irreducible character of 
G to T is an (integral) linear combination of characters of T. Thus 
W
00
(f) E T( T) . 
(4.4.2) 
The other claims now follow from (4 . 3 . 5) . D 
PROPOSITION. Let G be a compact connected Lie group~ 
maximal toru for G. w
00
: ZT(G) + TW(T) ~s a linear isometric 
isomorphism . 
Proof. In view of (4.4.1), I need only show surjectivity . 
Let g E TW( T ) . Then g = r2(g) (r2 is defined in (4.3.2)) . But 
r2(g) is a linear combination of elements of T(U (T) of the form 
T a 
S(X) - ) x ' , XE I(T) (the so-called elementary sy17077etric sums) . 
x ' EW .x 
Thus it suffices to show that every S(x) is in the image of ~
00
IZT(G) , 
and since , for all WE W , S(W .~) - S(x) , it suffices to show that 
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is in the image of ''' I for each 
\foo ZT(G) ' CJ E I(G) . (By lemma A of 
B9 , every character is carried onto a 
But recall from ( B9 ) that for CJ 
~00 (xCJ) = > 
xEI + (T) 
~ (CJ) X X 
+ 
(CJ) 
X 
E I(G ) 
n (CJ) (x) 
X 
where n (CJ) E 7l. , and 
X 
( (CJ) ) n (CJ ) X - l . 
X 
by some element of W .) 
' 
. S(x) 
Moreover, also by lemma A of (B9) , the number of elements XE I+(T) 
such that X < X
( CJ ) 
is finite . The proposition now follows by induction 
on the number of elements < x ( CJ ) • 
In fact , this method proves that each S(x) can be written as a 
finite linear combination with integer co-efficients of elements of 
(4.4.3) COROLLARY. Let G be a compact connected Lie group~ T a 
maximal torus for G . Then ~oolZC(G) : ZC (G) ~ CW(T) is a linear 
isometric isomorphism . 
Proof. That the map is into C(T) is clear (since the injection 1 
continuous) . That it is into CW(T) , linear and isometric follows from 
(4.3.5) (the case p = oo ) . Since the map is an isometry, its range is a 
closed linear subspace of CW(T) . But by (4 . 4.1), the range contains 
. 
lS 
TW(T) , and it is a consequence of (4 . 3 . 2) that TW(T) is dense in Cc/T) .D 
(4.4 .4) DE FI NITI ON . Let G be a compact connected Lie group, T a 
maximal torus for G . Define, for v E ZM(G) , ~1 (v) E MW(T) by 
1J)
1
(v)(f) = v(1JJ:1f) , for all f E CW(T) . (Note that, by (4-. 3 .3), MW(T) 
lS the dual space of Cw( T) .) 
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Now CW(T) is isometrically isomorphic to ZC( G) . The dual spaces of 
these two spaces , Mw( T ) and ZM( G) , are hence isometrically isomorphic. 
It is not hard to see that 1J)1 is an isometric isomorphism . Thus 
we have 
(4.4.5) PROPOSITION. Let G be a compact connected Lie group~ T a 
maximal torus for G . Then 1J)1 ZM(G) + Mw( T ) ~s a linear isometric 
isomorphiDm~ and co-incides with the map of (4-.3 . 5). D 
(4.5) Formulae for Fourier transforms of central functions and measures 
(4.5.1) In this section , I shall show how it is possible to calculate 
the Fourier transform of elements of ZL00(G ) and ZM(G) in terms of the 
transforms of their images under the maps 1jJ
00 
and 1J)1 respectively. The 
formulae developed in this section are essential for the treatment of central 
lacunary sets which appears in Chapter 5 . 
Let G be a compact connected Lie group, T a maximal torus for G. 
In this section~ I will freely use notation from ( B9). In particular, the 
reader is reminded of the characters x' (a E ¢+ , ¢ a root system for 
a 
[L(G) with respect to [L(T ) ) , and w E W . 
concerns the function q = n (1-x:y) 
aE¢+ a 
.(4.5.2) LEMMA. (i) q - I sgn w . x[_wo 
WEW 
(ii) For all w E W ~ W.q - sgn W. XJ_wo . q . 
(iii) For all X E_ [(T) ~ 
My first lemma 
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sgn W if X - \ s-wo for some W E ltJ ., 
A qCx) -
O otheI'Wise . 
Proof. Statement (i) comes from ( B9) ; (iii) is a trivial consequence 
of ( i) . 
To prove (i i) , let 
WO . q 
WO E w . Then 
- L sgn w~ - 0o-w0wo WEW 
- I w , , - sgn Xo-W oXo-W Wo 
WEW 0 0 
- sgn WoXo~W 8 ) sgn - __. 0 WEW 
= sgn WO . X8-W 8 . q . 
0 
WOW \S-W wo 0 
D 
(4.5.3) THEOREM. Suppose G is a compact connected Lie group with 
maximal torus T ., and let 1µ00 be the map defined in (4-.3.4-). Then for all 
00 f E ZL (G) and for all o E I(G)., 
(Note that the symbol " "' " on the left hand side of this equation 
denotes the Fourier transform of G , whereas on the right hand side it 
denotes the Fourier transform of T . ) 
Proof. By (l . 5 . 6 ), "' l [J f. \l>-c]I d . f(o) = d 
0 0 
Now , by ( 4- . 2 . 6) , 
Hence , using the Weyl character formula (B9), 
If ~dA = 1 > J sgn w(q .1 f 100(f))11N(o) ' dA ·Xo G cardW _, ~ VVA • Xo-Wo T. WEW 
Remark that for all WE W , W. lj)
00
(f) = lj)
00
(f) (since by (4- . 3 . 5), 
...... 
1µ
00
(f) E L~(T) ). Thus , by (4.5.2), 
w . ( q . lµ o/ f)) = \s -wo . s gn w . q . ( lµ J) . 
Hence , 
(since (4.3.l) \T is invariant under the action of W). D 
00 (4.5.4) COROLLARY. Notation is as &n (4 . 5 . 3) . 
o E I(G ) . Then 
Let f E ZL (G) :, 
Jco) = Jo [~w sgn w (~oo(fl)A[x(o)_ xJ _wo)) . Ida. 
Proof. By (4. 5 . 3 ), f(o ) =; (q * (wo/f))A(x(o))) Id , where "*" 
0 0 
denotes convolution in I(T) . Now use (4. 5 . 2 ) (iii) to see that 
q * ( lJJ 00 cf)) A (x c O)) - > q C x) ( lJJ 
00 
cf)) A (x c O) x) 
XEI (T) 
- I sgn w(w
00
Cf))A[x(o)x8_w0] D WEW 
(4.5.5) I shall need the following lemma in the proof of (4.5.7). 
LEMMA. Let G be a compact connected Lie group :, T a maximal torus 
for G . Let XE I(T ) Then either 
These 
(i) there exists a E cp such that w Cx) -
a 
the definition of w from ( AS) )~ or 
a 
, 
x · Xo-w o 
a 
(ii) there exists o E I(G ) and w E W such that 
X = w (x ( o ) ) . X ' o-wo . 
two possibilities are mutually exclusive . 
Proof. Let G1 , A , z and p be as ln (B9). Then X o 
(recall 
p = X A . Xµ 
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where a character· of A E A = /\ ( [L ( G 1 )) and 
. trivial XA lS ' 
µ 
' 
XA . Xµ lS 
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on Z . 
Consider lJ + c5 EA. By the lemma of (A7), there exists WE W such 
that w(1-1+c5) EA+ . 
If w(1-1+c5) is strongly dominant, then + A - w(1-1+c5) - c5 EA , and 
XA - w(x1-1+c5) Xc5 
- w(xµ) . Xc5_wc5 
Thus is trivial on z . 
' 
hence there exists o E I:(G) with 
Co) 
X o p - XA 
- wx o P . x6-wo o P , 
and (ii) obtains . 
If , on the other hand, w(µ+o) is not strongly dominant, then 
w( µ+c5) -
l 
> n .\. 
1, 1, 
are the fundamental dominant weights) with 
., 
i=l 
n . = 0 
J 
for some J E {l, . . . ' Z} . Then for some B E 6 
' 
l l 
WB w(µ+c5) - \ n.\. ) n .< \ . , a.> = W(µ+o) . - .. . . , 1, 1, 1, 1, J i=l i=l 
Thus (w- 1w6w)(µ+Ol - µ + 0 But it can easily be proved (see Humphreys - . 
[ll , lemma 9 . 2 ) that Let a = w( B) E ¢ • Then 
It follows that w Cx) = x. xJ_w o ' 
a a 
and so in this case (i) holds . D 
(4.5.6) NOTATION. As usual, G is a compact connected Lie group, T 
a maximal torus for G . For the purposes of the next lemma, I shall denote 
"(T) by " X" and "+(T, G) by X+ (th· . . 1· "th th t t · f 6 6 is is in ine wi . e no a ion o .
Hewitt and Ross [l]). If R is a subset of I:(G) , let 
X+ ( R) = { X ( O ) I O E R} + ( + Then X R) c X . Further, let 
l 
(4.5.7) PROPOSITION. Notation is conserved from (4.5.6). Let 
00 f E ZL (G) ., and R c I(G) . The following propositions are equivalent: 
0 f A (i) for every R ., f(a) = 0 . ., 
(ii) for every X E x+ \ x+ (R) ., Cq.tJJJ)"Cx) - 0 . - J 
(iii) for every X f X(R) (q.tJJJ)A(x) = 0 . ., ., 
(iv) for every X f X(R) ~ sgn w(tJJJ)A(x.xc5_wc5) - 0 . ., -
WEW 
Proof. The equivalence of (i) and (ii) results from (4.5.3), and the 
equivalence of (iii) and (iv) from (4. 5 . 2 ). 
(i ii ) ~ ( ii ). It s uffices to show th~t for o E I(G) , 
Suppose thus that n E X+(R) and 
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(1) 
Let A , G l' Z and p be as in ( B9 ), and write 
X ( n) o p = XA , • X A , where ~ , XA , are characters of A and 
n1 
It follows by the lemma 
of (A7) that w = 1 and o1 = n1 . Thus n = o . 
( ii)~ (ii i) . Suppose (ii) is true , and let X f X(R) . By (4.5.5), 
either ( Co))-, x = w x Xo-wo (for some WE W and o E I(G)), or for some 
( ) h X(o) l- X+(R) a E ¢, wax = x . x8_w O . Int e former case , f (for 
a 
otherwise XE X(R) ), and hence 
Cq.tJJcxf)ACx) = Cq .tJJcxJ)A(w(xCo))xl-wo) 
= ( ( x cS -wo . q) . tJJ ) A ( WX C o ) ) . 
But (4.5.2) shows that W.q = sgn W . Xi ~ . q , and (4.3.5) that 
u-Wu 
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W(tµJ) = tJJJ . Thus , invariance of AT under the action of W proves that 
In the latter case , by (4. 5 . 3) , 
Notice that , since W is a reflection, sgn W = -1 . 
a a 
Thus 
But 
= w a ( X . \s -wo) . 
Thus, since (tµoJ')(wax) = tµaJ'(x) , (q.tµaJ')A(x) = 0 . D 
(4.5.8) Recall from (B 9) , lemma B, the integers nX(x1) , XE I+(T) , 
x1 E f,(T ) . 
PROPOSITION. Let v E ZM(G) ~ 0 E f, (G) . Then 
V(ol = ;j-- [ ) n (o/xl. (,J\v)A<xi)ra 
0 XEf,(T ) X 0 
l 
-a 
0 
[ L 
XEL +( T) 
x<xCa ) 
Proof· By (4.2.6)~ v(a) = dl v(x0)Id . But 
0 0 
v(xo) - v[¢~1~00Xo) = (¢lv) (~ooXo] 
> n (a)(X) . (tJJ1(v))ACX) XEf,(T) X 
(by lemma B of (B9)) . To see the equality of the two expressions , recall 
(4.6) A convol ution formul a 
(4.6.1) The isometric isomorphisms ljJP (1 :Sp S 00 ) of (4-.3.4-) and 
(4- . 4- . 4-) are not , unfortunately , Banach *-algebra isomorphisms, since they 
fail to conserve convolutions . In this section , I shall derive a formula 
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00 
which shows how to calculate the convolution of two elements of ZL (G) (G 
a compact connected Li e group ) in terms of their images under the map 1µ
00 
of ( 4- . 3 . 4-) . 
My first result , however , concerns the involut i on * which was 
introduced in (1 . 2 . 6 ). 
LEMMA. Let G be a compact connected Lie group~ and let p E [l, 00 ] . 
Then for f E zLP(G) ~ lJJ Cf *) = (lJJ Cf )) * • p p For v E ZM(G) ~ 
lJJl (v* ) = (lJJl (v)) * . 
(4.6.2) NOTATION. Define d 
X E f. ( T ) , 
f. ( T ) ~m+ u {O} as follows : for 
sgn W. d0 i f o E f.( G) and WE W are such that 
dCx) - ( Co)) -X = w. X ,X8-W8 ' 
o if there exists a E ¢ such that wax - X·Xl-w 0 
a 
By ( 4- . 5 . 5) , this defines dCx) for all X E r. ( T ) . 
Define V E E00 (f. (T )) as follows: for XE 'i,(T) 
' 
1 if dCx) t o dCx) ' 
"' V(x) --
o if dCx) = o . 
The reader is reminded of the definition of A(T) ( Hewitt and Ross 
[l], (34- . 4-)); A(T) = {f E C(T) If E E1 (r,(T))} . By (34- . 7) of Hewitt and 
Ross [l] , (ACT))"'= E1 (r,(T) ) . 
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A A 
For f E A(T) ' one defines V * f E A( T) by (V * f)A(x) = V(x) .f(x) . 
(I am here thinking of V as a pseudomeasure (see Hewitt and Ross [l], 
(34.46).) 
(4.6.3) PROPOSITION. Let G be a compact connected Lie group . Let 
00 f, g E ZL (G) . Then 
-1(1 l f * g = woo q . v * Cq.woof) * cq.w~) . 
(REMARK. I should note here that, since lq.woofl = lw 2fl , both 
q .wcxf and q .w~ 2 are elements of L (T) . It follows that 
( see Hewitt and Ross [l], (34.16)) .) 
Proof. Suppose first that a E L(G) . Then by (4.5.2), 
(q -~oo(f * g) ) A(x(o))Id = da(f * g)A (a) 
a 
Now suppose X E L(T) . Then if X satisfies (4.5.5) (i), the 
argument of (4. 5 . 6) shows that 
Hence, in this case, 
If , on the other hand, X satisfies (4.5.5) (ii), for a E L(G) and 
00 
w E W, then for any h E ZL (G) , the argument of (4.5.6) shows that 
It follows that 
A Cq.~oof * g)ACx) - vex) · Cq.~oof)ACx)Cq.~~)ACx) 
- (v * Cq.~J) * Cq.~~))ACx) 
Thus q . W00(f * g) = V * (q.~cxf) * (q.~~) · 
Since q is non-zero almost everywhere, this implies that 
and this gives the formula . D 
..... 
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(4.6.4) PROPOSITION. Suppose G bS a compact connected semi-simple 
Lie group . Let l denote the rank of G and ¢+ the set of positive roots 
of [L( G) . Then for p >(card¢+) - l + l ~ 
00 
Proof. 11v11P s card w > J:.__ x card{o I da s n} . By a recent result 
p n~'1 np 
of Cahn and Rothaus ( see Rothaus [l], Theorem l) card{o I d0 Sn} 
approaches asymptotically n 
+ card¢ -l The result is now obvious. D 
(4.6.5) I now give a convolution formula for central measures. This 
can be deduced from (4. 5 .8). 
PROPOSITION. Let µ, v E ZM( C) ~ and suppose a E L(C) . Then 
I n (a) Cx ) (l/J1 (µ * v)) "'Cx) = XEI(T ) X 
(4.7) An example 
(4.7.1) In this section , I shall work through in some detail the 
examples G - SU( 2) and C = U( 2) (These two groups are close~y related.) 
I hop e that this will provide some motivation for the theory of the 
preceding sections . It should be noted that ZM(SU( 2)) has been discussed 
by Mayer [l], [2], [3], [4], and also by Coiffrnan and Weiss [l]. The reader 
may be familiar with the discussion of the representation theory of U(2) 
given in (29.48) of Hewitt and Ross [l]. 
(4.7.2) I shall first discuss SU( 2) . The reader will recall that 
SU( 2) is the group of 2 x 2 complex unitary matrices of determinant +l . 
A maximal torus for SU( 2) is 1T, embedded in SU( 2) by the mapping 
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The complexified Lie algebra [L(SU (2)) is precisely s l (2, [ ) , which 
is of type A1 . (See (All) for further details of S1 (2, [ ) . ) Now 
s l (2 , [ ) consists of the 2 x 2 complex matrices of trace zero , and the 
above embedding of TT in SU(2) lifts to the map 
JR+ L(SU( 2)) 
Thus a Cartan subalgebra for sl( 2 , [) . lS 
There is only one positive root , a (of sl.( 2 , [) 
H ) ' + 6 = <I> = { a } . a on H is The action of i . e . 
X is a character of TT, and it fo llows that a 
with respect to 
[ c O ] i-----+ 2c Now 0 -c 
(z ETI). We 
note that Xa is t r i v ial on {l, - 1 } which is precisely the centre of 
SU( 2) . 
It is now clear that q ( z ) = l - z2 
' 
z E TT . ( Hence 
Note that the Weyl group , isomorphic to s = {1 , w} 
2 has as action on 
1T , l : z 1-+ z and w : z 1-+ z . Thus its action on characters of TI is 
given by wCx) = X . 
There is just one fundamental dominant weight of s l (2 , [ ) - denote it 
by i\ . Then one has , for z E TI , Xi\ ( z ) = Xc5 ( z ) - z ( and for 
H ' It follows that ,:+ (IT, SU (2)) = {x~ I n E JN} 
n n Note that W . Xi\ - Xi\ , and that n > m xi\ x8 if and only if n - m is an even 
integer . 
The integers (n E ]\J ) are given by 
l if X m 
- XA (m E "ll.. ) with n - 1ml E 21N, 
0 otherwise . 
Further a[x~] = n + 1 . 
The results of this chapter now become : 
( i) ZT(SU( 2)) is isometrically isomorphic to 
T w ( Tr) = {f E T ( Tr) I for all z E Tr ' f ( z ) = f ( z) } . 
Similarly for ZC(SU (2 )) . 
( ii) The maps ~p : ZLP (SU( 2)) + L{u( TD are isometric isomorphisms . 
( iii ) f E ZL00 (SU( 2)) , and for o E I: (SU(2)) 
n 
of dimension For any 
n + l ' 
- (~cxf' )A(n - 1 ) - (~cxf' )A(n+l) 
( iv) If R = {o } c I: (SU( 2)) , then 
nk k ElN 
X + (R ) - { nk I n E 1N} C "l1.. - L ( m ' 
and 
X( R ) = { ±nk I k E 1N} . 
The function f E ZL00 (SU( 2) ) is R spectral if and only if (q.~oof) 
is x (R) spectral . 
(v) ZM(SU (2) ) ~MWITT ) , and for v E ZM(SU( 2) ) , 
~(on) = n!l [ [nf2] (iJ,lvJA[x~(m+(n/2)-[n/2])]] . 
m=-[n/2] 
(4.7.3) I shall now carry out the analgous discussion for the group 
U(2) . 
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Let Z denote the normal subgroup {(l , e), (-1 , -e)} of Tr x SU(2) 
(where e denotes the {dentity of SU (2) ). Then the decomposition of (B2) 
lS : 
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uc2) ~ rr x suc 2))1z . 
Let p : 1T x SU (2) ~ U(2) be the quotient map . The discussion of (BS) 
shows that a maximal torus for U( 2) (i . e . LfT x SU( 2))/Z) is 
T = (lT x lf)/Z . Let T)l : 1T x 1T + 1T x 1T : (21 , 22) 1-+ (2122 , 2~) , we see 
that ker n1 = Z , so that the quotient map n identifies T with 1T x1T. 
I shall henceforth consider the maximal torus of U( 2) to be 1T xTf , 
embedded in U( 2) by -1 n 
By the discussion of (4.7. 2) and (BS) , we can see that X, which is Cl ' 
a character of Tr x 1T (To see this , notice that . lS 
It follows that 1 - z 2 
Note that the action of W = { 1, W} on Tr x Tr is given by 
Denote by kl (z Z ) I-~ z l ' 2 1 the character 
of Tf X Tf . We have Furthermore , 
X~ - x8-Wo = Xco , l ) · Finally , X(k k) > X( ) if and only if 1' 2 ml ,m2 
Which characters are elements of z::+ (TT x 1T, U ( 2)) ? To 
answer this , notice that 
where A lS as defined in ( 4 .7. 2) (cf · also (B S)). Hence, 
z::+(Tf x Tf, U( 2) ) - {x 
- (k1 , k2 ) I kl+2k2 E lN} . 
Denoting by 
o(k1 , k2) the representation of U(2) corresponding to 
X( E z::+(Tf x 1T, U( ~)) , one has, for (z, U) E Tr x SU (2) , k1 , k2) 
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It can now be seen 
that, if are elements of 
0 otherwise. 
(i), (ii). We now have analogues of (4.7.2) (i) and (ii); notice that 
(iii) The analogue of (4.7.2) (iii) is, for f E ZL00 (U(2)) , 
J(o(k1 ,k2)) = Cq.~JlA(x(k1,k2)) 
= C~JlA(x(k1,k2)) - C~JlA(x(k1,k2+1)). 
(iv) If 
R = {o( ) I ((n ., m .)) •,-Thi c 7l x 7l and 2m .+n. E lN} c l'.(U(2)) , 
n . ,m . J J J l;:IJ'i - J J J J 
then 
and 
X+(R) - {x(n.,m.) I j ElN} 
J J 
X(R) = {x(n.,m.) I j EJN} u {~.,-(n.+m.+l) I j E1N}. 
J J J J J 
Again, f E ZL00 (U(2)) is R spectral if and only if q. wa:f is X(R) 
spectral . 
(v) Finally , by (4.4.5), ZM(U(2)) is isometrically isomorphic to 
M(V( 1T x 1T) , and one has, for v E ZM(U(2)) , 
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v(cr( )) l [S12 (tlv)A(xh,s)) l - (m1 +2m 2+1) -ml ,m2 
1 (2 
m2 
(t1v)A(x(m1,s))+(t1v)A(x(m1,o)) l · - (m1 +2m2+1) ) - _., s=l 
(4.8) A counter example 
(4.8.l) In this section , I examine the possibility of extending the 
Weyl integration formula to some more general class of compact connected 
groups than compact connected Lie groups . The results of this chapter show 
what a powerful tool this formula is , so this question is an interesting 
one . I am indebted to Professor Edwards for posing it. 
(4.8.2) More specifically , suppose G is a compact connected group, 
T a connected abelian subgroup of G . Can one write, for f E C(G) , 
(1) 
where <P : (GIT) x T-+ G : (gT, t) ~ (gtg-1 ) , and 
h E L1 ((G/T) x T , \G/T x \T) ? 
It is not hard to show that, if such a formula as (1) holds for a 
connected abelian subgroup T of G, a similar formula holds for a 
maximal connected abelian subgroup containing T . Thus, I may assume T 
is a maximal connected abelian subgroup of G 
By the structure theorem for compact connected groups (l.2.5), G is a 
quotient of a group of the form (where A is a compact abelian 
group , and for i EI, G. is a compact connected simple Lie group) , by a 
-i 
totally disconnected subgroup Z of its centre. A maximal abelian subgroup 
of G is then the quotient by z of A X n T. ' where' for each 
iEI -i 
. 
-i ' T. 
-i 
is a maximal torus of G. 
-i 
If a formula such as (1) holds for such a group , 
it holds for G - A x n G. , 
i EI 1,, 
To ask whether (1) holds is equivalent to asking whether AG is 
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absolutely continuous with respect to the measure -1 0 <p • The 
following example shows that this is not so for the very simple case where 
I = ]N and G. = SU ( 2) for all 1,, E ]N 
1,, It is not hard to extend this to 
cover the case where {G. I i EI} is an arbitrary infinite family of 
1,, 
simple simply connected Lie groups, and hence to conclude that I must be a 
finite set, and G a connected Lie group . 
Such an extension would, however, obscure the argument by introducing 
technical difficulties , so I shall not include it here. 
(4.8.3) Let G = IT SU( 2 ) , 
nElN 
T=IT1f. 
nElN 
I will show that AG is not 
absolutely continuous with respect to -1 . . AG/T x AT o <p , by giving an 
example of a set E c G for which (AG/T x AT) (<r-1 (E)) = 0 but AG(E) > 0. 
It is known (see Hewitt and Ross [l], §13 ) that 1 - i-T 1 /\.G - I 1 /\.SU(2) ' 
nElN 
and it is not hard to see that 
I shall identify 1f with ]-TI , TI] • Let a. ~ 0 be some sequence, L )'q~)O 
1,, . ) 
which will be chosen later . Let 1f => F. = ]..:.TI, ·-Tia. [ u ]Tia . , TI [ , and let 
- 1,, 1,, 1,, 
Then E is a measurable set . Now 
(AG!T x AT)(<!l-l(El) - g (ASU(2)/1T x AnJ<il-l(En) 
- IT (Asuc 2 ) ; 1r x A-J ( <r( (sue 2) ;TI) x F n)) 
nm 
= IT A (p ) = IT (1-a ) . 
nm Tf\ n nElN n 
Also , letting WE denote the characteristic function of the set E, one 
has 
but 
l I =IT 2 
n Elf\! F. 
1,, 
= n [1 - an 
nEIN 
(1-cos t)dt 
Now choose l a - - , n - 1, 2, 3, .... 
n n+l 
The above formulae yield: 
1· l 
= im n+l = O , 
n-+co 
\(E) = n [1 -~(Tia-sin Tia)] TI n n 
n=l 
00 
1 
( Tia ) 3 oo 
TI 3~ = n 
· n=l 
[ 2 J 1 - TI 
6(n+1) 3 
~ n (1 1 J 
n=l (n+l) 
1 
- 2 . 
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CHAPTER 5 
CENTRAL LACUNARY SETS 
(5.1) Introduction 
In this chapter , I shall return to the sets of type central A( p , q) 
and central V(p , q) introduced in (2.4.1), specializing here to the case 
where G is a compact connected Lie group . The results of §3.6 give some 
information on these sets , but it turns out that, using the ideas developed 
in chapter 4 , considerably more information can be obtained. The general 
strdtaeem of this chapter is to reduce questions about the lacunarity of a 
set R c L(G) (G a compact connected Lie group) to questions which only 
involve some sort of lacunary condition (to be specified) on the set 
X+(R) c L(T) (see (4.5.6)), where T is a maximal torus for G 
The chapter is organized as follows. Section (5.2) introduces the set 
of antisymmetric trignometric polynomials and gives a lemma which will be 
useful in the sequel . In §5 .3, I shall recall from chapters 2 and 3 the 
known facts about sets of type central A(p, r) , and generally provide 
background for the discussion of these sets which appear in §5 .4. Perhaps 
the most important result of §5 . 4 is that , if G is a compact co_nnected Lie 
group , every infinite subset of L(G) contains an infinite set of type 
central A(2+EG) (where EG is the number introduced in (3.5.5)). This 
result was proved by Rider [3] for the special case where G = U(n) . The 
following section , §5 . 5 , moves on to a discussion of the background to sets 
of type central V(p , r) . Here there are two main areas of interest; 
those for which 2 Sr '< p < 00 (which include sets of type central 
A(2)) · and central p - Sidon sets (l Sp< 2) . The former are discussed 
in §5 . 6 . It is shown , in particular , that R c L(G) is of type central 
A(2) ~ and only if X+(R) is of type A(2) . Using this, I am able to 
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show the existence of infinite sets which are of type central V(p, r) for 
every p , r satisfying 2 < r ' < p < 00 
' 
but which are not of type central 
A(2) (the reader will recall that a set is of type central A(2) if and 
only if it is of type central V(p , 2) for some p > 2). Finally, §5.7 
is devoted to a discussion of central p-Sidon sets. The results are 
disappointingly fragmentary . Nevertheless , I am able to give an independent 
proof of the result of Ragozin-Rider that if G is a compact connected 
semi-simple Lie group , I(G) contains no infinite central Sidon sets, and I 
show that I(SU(2)) contains no infinite central p-Sidon sets for any 
p E [l, 2[ . For certain other simply connected groups G (those of low 
rank) , I can show that I(G) contains no infinite p-Sidon sets for 
p E [1, KG [, where KG E [l, 2[ is a constant depending on the group. 
(5.2) The set of antisymmetric trignometric polynomials: a lemma 
In this section, I introduce the set of antisymmetric trignometric 
polynomials and prove a lerruna which will be useful in later sections. 
(5.2.l) NOTATION. Let G be a compact connected Lie group , T a 
maximal torus for G. Recall from (B9) the set I+(T) c I(T) . Let ¢+ 
denote the set of positive roots of [L( G) with respect to the CSA 
[L(T) . Recall (AS) that the Weyl group of (G, T) is generated by the 
reflections {w I a E ¢+} . 
a 
Let XE I+(T) and x1 E I(T) . The reader will recall from (B9) the 
(5.2.2) DEFINITION. In this paragraph, I shall use (4.5.5) to extend 
the definition of the integers nX(x1) to the case where x E I(T) . This 
extension will enable me to state (5 . 2 . 4) in a rather simpler form. 
Define , for X, x1 .E I(T) , 
sgn w . n (o)(x 1) if CJ E L(G) and w E W 
X 
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are such that X = WX (a) . XfJ-WcS , 
o if there exists a E ¢ such that WaX = X . x8-W O . 
a 
By (4.5.5), this defines the integers nX (xJ for all X, x1 E L(T) . 
Let d be the function defined in (4.6.2); notice that for all 
X E L(T) , 
(5.2.3) DEFINITION. Notation is taken from (5.2.1). Recall from 
(B9) the characters (W E W) • A function f: T + [ is said to be 
antisymmetric if for all w E W , 
Denote by AT(T) the set of antisymmetric trignometric polynomials on 
T . 
It was shown in (4. 5 . 2 ) that the function q (see (B7)) 
is antisymmetric . 
(5.2.4) LEMMA. Notation ~s taken from (5.2.1)~ (5.2.2)~ (5 . 2.3) and 
( 4 . 3 .1). Suppose f E AT( T ) . Then there exists g E TW(T) such that 
q .g = f. In fact~ if f = I a(x) . x (where F is a finite subset of 
x_EF 
r(T) and the a (x) are complex numbers )~ 
1 g = q 
Proof. Consider a as a map L(T) + [ , vanishing outside F. 
Since 
w E W , 
f = L a(x) . x and w .f = sgn wx_8_w/ 
xErCT) 
one sees that, for any 
1 00 
> a (w-1 . x) . X - sgn W 
, > a(x) . X - . Xc5 _wc5 
xEI:(T) xEI:(T) 
- > a(x) sgn w. , - . X · Xc5_wc5 _, 
XEI:(T) 
- I sgn Wa (XXc5-Wc5) . X . -
XEL(T) 
Therefore, for all w E W and for all X E I:(T) 
' 
a(w-1x) = sgn W. a (x. x8_wc5) . 
Hence, if X satisfies (4.5.5) ( i) ' a(x) - 0 It follows that - . 
) f = ) a(x) sgn W , . wx . xcS-WcS . ';::'t :_.; XEFnL (T) WEW 
However, the Weyl character formula (B9) shows that 
l 
- I sgn w x8_w0 wcx) -q WEW 
Thus 
l f = . q J. a ( X) > n (x ) · X XEFn'f+ (T) x
1 
E°f(T) X l l 
(5.2.5) In the light of some later work (particularly (5.7.2)) it will 
be interesting to ask wh e ther such a factorization is possible for elements 
C.OA~VVA~) ~(M ~ 
of AC( T) , i.e. whether for every ·1,~\i. s...p~iM~t,,(l "- there exists with 
.) 
q . g = f. l shall show that it is not even possible to find g E L~(T) 
satisfying this equation. I treat here only the simplest case of 
G = SU(2) , but the proof is easily susceptible of generalization. Refer to 
(4.7.2) for the notation in the following. One has T = Tf , -2 q(z) = l - z 
lq(eit) I = 2lsin ti . Consider the function f E C(IT) de fin ed by 
-f(z) = 
zsgn(z-z) 
lloglz-zll 
0 
z sgn (z-z) 
It is clear that l.f = f and that 
if o < I z-zl < ; , 
if I z-zl - o , 
if lz-zl l > e 
(w.f)(z) - f(z) - -z2f(z) = sgn w(xcS-wo .f) (z) 
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It is banal to check that f E C(1T) . Thus f E AC(1T) . But consider the 
measurable function f q It is clear that f or t sufficiently small , 
[fl i t ~ . l . L l ( Tr\ • q (e ) ~ tloet , hence this function is not even in 11 1 
(5.3) Sets of type central A(p, q) ; motivating discussion 
(5.3.l) In this section, G is a compact Lie group. (For the moment, 
I shall not need the hypothesis of connectedness.) By (2.3.6), (2.4.4) and 
(3.6.3), I may depict the present state of our knowledge of sets of type 
central A(p, r) as follows: 
1/r 
1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 
all sets 
A B ·. C 
, 
finite sets 
• • • • 0 '------------------------~ l l l 
r ~ C U a l 1/p 
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The notational conventions f or this diagram are explained in (2.3.6) 
and ( 3 . 6 . 3 ) . 
In the region labelled "A" there occur only sets R with 
sup {d
0 
I o ER} < 00 • Any infinite set with this property contains an 
infinite Sidon set (1. 6 . 5 ) which is , of course , of type central A(p, q) 
for all ( p , q ) . 
The sets of type central A( p , 2 ) for p > 2 are precisely the 
central A(p ) sets . 
(5.3.2) In the light of ( 5 . 3 . 1 ), it is natural to ask whether there 
are any infinite sets R i n r eg i on B or C for which sup {d0 I o ER}= 00 
In particular , if G is a connected semi-simple Lie group, are there any 
infinite sets in regions "B" or " C" ? ( It is to be recalled that connected 
semi-simple Lie groups are tall.) It should be noted that by (2 . 6~12), 
( 1, ql] I(G) can never be of type central A( p , q ) for l_p lying in any of the 
( 1, ql] regions A, B or C, but that I (G) is local central A(p, q) for l_p 
lying in region C. 
(5.4) Existence of sets of type central A( p , q) 
(5.4.1) DEFINITION. Suppose T is a compact abelian group , and 
+ suppose w : I(T) + R u {o } . Further suppose r , s E [l , 00 ] , s # 00 
Then Y c I(T) is said to be of type w - A(r, s ) if there exists KER 
such that for all f E Ty(T) , 
[ l 1/s 11 f 11 r :5 K L w C X ) I f ( X ) I s . XEY 
Thes e set s are r e lated to the weight ed lacunary sets discus s ed by Sanders 
[l], [2] . I shall only be interested in the case where w lS 
some r E R , where d - is defin ed in (4 . 6 .2). 
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(5.4.2) PROPOSITION. Suppose G bS a compact connected Lie group~ T 
a maximal torus for G . Let r, s E [l, 00 ] ~ st 00 ~ and suppose that 
R c L(G) . The following conditions are equivalent: 
(i) R is of type central A(r, s); 
(ii) there exists K E JR such that for all f E (AT(T)) X(R)~ 
(Remarks: Central A(p, q) is defined in (2.3.1), AT(T) , in (5 . 2.3), 
X(R) in (4.5.6). As in (1.6.2), (AT( T )) X(R) denotes the set of X(R)-
spectral elements of AT( T) . 
Note that the left hand side of the inequality of (ii) is well-defined 
for any r E [l, 00 ] by ( 5 .2.4).) 
Proof. Now R is of type central A(r, s) if and only if there 
A 
exists K E 1R such that for all f E ZTR(G) , llfllr S Kllflls · 
Appealing to (4.3.5) we see that 
2/r 
llf llr = IIWrf llr = I q I ijJJ 
( card(U) 1 r r 
and to (4.5.3), that 
(2/r)-l 
1/r Cq.1JJJ) 
(cardW) r 
- LI dollf 11¢ rs = ( I d( xi2-s I (q. iJ,JY( x) Is rs 
fR s AEX+(R) 
- (card W)-(1/s) [ f d(x)2-s l(q.1JJJ)"'(x) 1s]l/s . 
AEX(R) 
But by (4.4.2) and (5.1.2), f 1---+ q, wJ: ZT(G) + AT(T) is a 
bijective map, nd by (4 . 5 . 7), this map restricts to a bijective map 
These facts now combine to conclude the proof . D 
(5.4.3) PROPOSITION. Suppose G is a compact connected Lie group~ 
T a maximal toru for .G . Let EC be the number defined in (3 . 2 . 2). Let 
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R c [(G)., r E ] 2 , 2+E:0 [., s E [l, 00 ] • In order that R should be of 
type central A(r, s)., it is sufficient that X+(R) c [(T) (see (4.5.6)) 
should be of type d2-s - A(p, s) (For the 
definition of d2-s - A(p, s)., refer to (4. 6.2) and (5.4.1).) 
Proof. Choose Note that, . since 2 < r < 2+€ we G 
have 
-€ < 
G 
Thus 
(2-r) . [tl < O . Note that, in fact, 
Now, by Holder's inequality, for f E T(T) , 
iJ/ 2/r)-l.fll,, = [J lql 2-"ltl"dATr/r 
= _E_ 
p-r 
< [[J lql(2-r)(p/r) 'aAT](p-r)!p[J lflpdAT]"IP]l/r 
- K(p, r)JJfllp (1) 
[J (2-r)(p/r)' )(l/r)-(1/p) I have denoted by K(p, r) the number lql d\T . 
Since -EG < (2-r)(~)' < 0 , (3.2.2) assures us that 
Now X(R) , a finite union of translates of a set of type 
d 2-S - A(p, s) , is also of type 2-s d - A(p, s) (cf. (2.2.6)). Thus 
there is a constant K E lR such that for all f E ( AT (T)) X (R) , 
llfll ::: K I d(x) 2-slf(x)ls . ( ,,.., )1/s 
p XEX(R) 
(2) 
Now, combining (1) and (2), I obtain, for all f E (AT(T))X(R) , the 
inequality 
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[ ]
1/s (2 r -1 2-s A s liq 1 ) .fll s K . K(p, r) I d(x) lfCx) I . 
r XEX(R) 
By (5.2.2), this implies that R is of type cen t ral A(r, s) . D 
(5.4.4) Of course, for s = 2 , sets of type 2-s d - A(r, s) are 
simply A(r) sets . Thus, we obtain 
THEOREM. Suppose G is a corrrpact connected Lie group . Let 
r E ] 2, 2+sG [ . Then in order for R c L( G) to be of type central A(r) , 
it is sufficient that x+(R) should be of type A(p) for some 
In particular, every infinite subset of L(G) contains an infinite set 
which is of type central A(r) for all r < 2+sG. 
Proof. The first statement results directly from (5.4.3), and the 
second from the fact that every infinite subset of L(T) contains an 
infinite set which is of type A(p) for all p (see ( 1.6.2), (1.6.3)). D 
(5.4.5) COROLLARY. Suppose G is an infinite corrrpact connected 
group . Then for some p > 2, L(G) contains an infinite central A(p) 
set . 
Proof. By the structure theorem (1. 2 . 6) , we may write G = G X G 1 2 
where G
1 
is an infinite connected Lie group . Now L(G1 ) certainly 
contains an infinite central A(2+sG) set , and it is not hard to che ck 
1 
that , considered as a subset of L(G) , L(G1) 
of G • D 
is a central A(2+sG) set 
l 
(5.4.6) Suppose G ·is a simply connected Lie group . Example (3.3.4) 
gives an infinite set which contains no infinite subset of type (local) 
central A(2+sG) . Hence there exist infinite subsets of L(G) which are 
of type central A(p) for all p < 2+sG but which are not of type central 
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This is perhaps rather surprising , in view of the fact that for 
abelian groups there are no known sets of type A(2) which are not of 
type A( 3) . 
Price [l] showed that SU(2) has no infinite local A(p) sets and 
hence no infinite A(p) sets for any p > 1 , and Rider [5] has extended 
this result to SU(n) . It seems likely that this result is true for any 
connected semisimple Lie group. 
The result of (5.4.4) is in sharp contrast to these results. The 
special case of (5.4.4) when G = U(n) was proved by Rider [3], Theorem 5. 
Rider ([3], Corollary 7) also showed that every compact connected group has 
an infinite central A(2) set. 
(5.4.7) It would be interesting to know if there are any sets of type 
central A(p, s) for s < 2 which are not of type central A(p) (p > 2) . 
For p > 4-oG, this question reduces to the problem of existence of infinite 
sets of type central A(p, s) . Of course , by (3. 6 . 1), we can only hope to 
find such set s provided that 
and 
s ' :::: 
2p 
2n-o G 
(2n - oG < p for some 
s' > ?E_ (see (3.6.1)). 
NG 
n E lN) , 
Another interesting question which I have left unanswered is the 
problem of finding a necessary condition on X+(R) for R to be of type 
central A( p ) , which is " c l ose " to the sufficient condition (5.4 . 3) . In 
t . 1 . . L . b 1 h R f t t J 11 ( p ) w i· tho ut X+ r R) pc1r -J cu c11) , 1 s 1. poss 1 e o ave o ype cen ra H , 
being of Lype A( p) ? In this connection , see ( 5 . 6 . 6). 
Finally, I have not attacked the problem of whether connectedness is 
necessary for the preceding - in particular , are (5.4.4) and (5.4.5) valid 
without the hypothesis that G is connected? It may be possible to prove 
this extension of (5.4.4) by recourse to the theory of induced 
representations . 
(5. 5) Se ts of type central V(p , q) motivating dis cussion 
(5.5.1) Suppose G is a compact Lie group . As in (5 . 3.1), the 
knowledge of sets of type central V(p , r ) which can be g l eaned from 
Chapter 2 and Chapter 3 may be depicted thus : 
1 / r 
1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 
all sets 
A 
central r'-Sidon sets 
finite sets 
t l l l l 1/p 
a ' b ' C , 
Again , notation i s taken from (2 . 3 . 6 ) and ( 3 . 6 . 3) . 
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Recall from (2 . 3 . l) that a set is of type central V(r, 2) for some 
( and hence for all ) r > 2 if and only if it is of type central · A(2) 
' 
that every central A( r ) set ( r < 2) lS of type V( oo ' r) . We are 
further assured , by ( 2 . 6 . 12) , that we can never have "all" in the region 
labelled "A". 
The sets of type V(l , r ) ( r > 2) are just the r'-Sidon sets. 
Remember that if [~' !] lies in the region labelled "C", every set i s 
type local central V(p ' r) , but only finite sets are of type V(p, r) 
Note that we can never have "all" in region B or C , for then by (2 . 3 . 4), 
and 
of 
. 
I(G) is of type central A(p , q) for ( 1 /p , 1/q) 
and this contradicts cs:3 .1) . 
in region B or region C 
It is worthwhile recalling here , from (2 . 3 . 5), that if R is a set 
of type central V(p , q) (p > 1, q < 2) then R contains no infinite 
subset of type central A(p ' ) . Thus there are no sets in regions B or C 
which are not actually central p-Sidon sets for some p < 2 , and which 
conlain infin ite subsets of uniformly bounded degree . 
(5.5.2) I list some qu estions about sets of type central V(p, r) . 
(i) Are there any infinite sets in region " A" which are not of type 
central A( 2) ? 
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( ii ) For p E ] l , 2 [ , are there any infinite central p-Sidon sets? 
( iii ) Are there any poin ts [1 1] in region "C" for which there are p' r 
infinite sets of type central V(p , r ) ? ( This question is answered in the 
negative for abelian groups by t he last paragraph of (5 . 5 . 1).) 
( 5. 6) Existence of sets of type centra 1 V(p , q ) I 
(5.6.1) In this section , I shall consider the sets lying in region 
" A" of the diagram of ( 5 . 5 . 1 ) . 
(5.6.2) DEFINITION. Let T be a compact abelian group, 
w Suppose r , s E [l , oo] Then Y c I(T) is of type 
w - V(r, s) if there exists KE lR such that for all f E Ty(T) , 
[ 
']( 1/ s ' ) ~ w(x) l.f(x) Is ::: Kllfll ' . 
XEY r 
(5.6.3) I have , of course , an analogue of (5 . 4.2) for sets of type 
central V(p , r) . Its proof , which is almost word-for-word the same -
provided several of the inequalities are reversed - is omitted. 
PROPOSITION. Let G be a compact connected Lie group~ T a maximal 
torus for G . Suppose p , r E [l , 00 ] ~ and R c I(G) . The following 
conditions are equivalent : 
(i) R . 1., of type central V(p, r) ; 
.... 
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(ii) There exists KE lR such tha.t for all f E (AT(T))X(R) ~ 
(Refer to the remarks following the statement of (5.4.2).) 
(5.6.4) COROLLARY. Notation is taken from ( 5 . 6.2 ) and (5.6.3). Let 
p E [2, 00 ] and r E [l, 00 ] • If R c L(G) is of type central V(p, r) 
then 
2-r' is of type d - V(p, r) . 
Proof. Suppose R i s of type central V(p, r) . Then since p ~ 2 , 
2 
p' 1 ~ 0 . Thus by (5.6.3) (ii) and Holder's inequality (recall that 
1lqll
00 
- card W ) , for all f E (AT(T)) X(R) , 
[ 
2 ' '] l/r' ( 2 / ') l d(x) -r lf(x)lr s K(card W) p - llfllp' . 
XEX(R) 
Now let g ET (T) . 
X+(R) Then f = I w. g. x8-W8 E (AT(T))X(R) ' WEW 
and so 
(card W)l/r' 2 , ,1
1/r' 
(d (x)) -r jg (x)lr 
= [ I (d(x)) 2-r 1 lf(x)lr'J 11r ' 
xEX(R) 
S K(card W)( 2 / p ') -lllfll , S K(card 0)) 2 /p'llgll , . D 
p p 
(5.6.5) PROPOSITION. Let G be a compact connected Lie group~ T a 
ma.ximal torus for G . Suppose p E [2, oo] and r E [l, 00 ] , and let 
R c L(G) Then if X(R) 2-r ' ~s of type d - V(p , r) ~ R is of type 
central V(s, r) for every s < . p . (Recall that EG is defined 
in ( 3 . 2 . 2) .) 
110 
Proof. Suppose X(R ) 2-r ' is of type d - V(p , r) Then in 
particular , there exists K E lR such that for every f E (AT(T))X(R) , 
I d(x) 2-r l?Cx) Ir < Kilfll , · [ , '] 1/ r ' XEX(R) p (1) 
Notice that s < [
2
+sG] . p < p ; it follows that p ' < s ' . Now, for 
p+sG 
f E T( T ) , 
and applying Holder' s inequality , J obtain 
s '/( s ' -p ') (2/s')-l 
- Kp (C s - 2)/(p- s ))llq .flls, ' 
wher e 
- J jql p (( 2-s)/(p- s )) dAT 
K (p( 2- s ) /( p-s)) (cf. ( 3. 2.3)). 
(Re~ark t hat ~ ',] ' - s ' Thu s s , -p, . 
P '[1 2-Jrs 'J' = [ p 's 'J[s ' -2] = _ rs-2] s ' lP ' s '-p ' s ' P lP - s 
, p ( 2-s) < - EG( p - s ) , and so p ~=~] < EG . Thus by 
( 3. 2. 2), Kp (( s-2) /( p- s )) < oo .) 
Combining ( 1 ) and ( 2 ) giv es the desired result . D 
(2 ) 
(5.6.6) COROLLARY. Let G be a compact connected Lie group~ T a 
maximal torus for G . Then R c I ( G) is a central A(2) set if and only 
if x+ (R) c [(T) &Sa A( 2 ) set . 
Proof. Recall that R is a central A(2) set if and only if R . lS 
of type central V(p , 2 ) for some p > 2 . Notice also that X(R) is a 
finite union of transla~es of X+(R) . Thu~ X+(R) is a A(2) set if and 
only if X(R) is a A(2) set . The result thus follows from (5.6.4) and 
(5 . 6 . 5) . D 
(5. 6 .7) The results of the previous two paragraphs have reduced the 
problem of fin ding sets in region 1 1 A1' of diagram ( 5. 5 . 1) which are not 
central A(2) sets to one in abelian lacunary theory. 
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Are there any infinite subsets of I(T) of type 2-r ' d - V(p, r) for 
some (p' r) such that [
2+EGJ 2 < r ' < p p+EG which are not of type A(2)? 
One way of answering this question is given in the following lemma. 
LEMMA. Let T be the maximal torus of the compact connected Lie group 
G . Let EG be the number of (3 . 2 . 2 ) and d the function of (4.6.2). 
-E 
Suppose Ye I(T ) is such that >' (d(x) ) G < 00 • Then~ for every 
X E.Y 
such that 
~
+EGJ r ' < p +E ~ 
G 
Y is of type 
d 2- r ' - V ( p , r ) . 
Proof. Let f E Ty(T ) . Then, u sing Holder ' s inequality, for any 
t E ] 1 , oo[ , 
r l l / tr ' [ l l / r ' t ' < L d( x) ( 2 - r ' ) t . I I .f( X) I r 't ' . lx EY X Ey 
Choosing t - (since 
thus t E ]l , oo[ ) , I obtain 
[ 
2 , ,1
1/r ' 
> (dCx)) -r ltCx)lr 
x°EY 
2+EG 
~~ < r < 2 , one sees that 
l+EG 
(r ' -2)/r ' E 
s f I dCx) -Ee] . c[ I 
lxEY xEY 
2 < r' < 2+EG; 
It is not hard to see that the condition r' < (
2+sc] 
p+s p 
G 
is equivalent to 
r's G 
----,- < p . 
2+sG-r ' 
(r'-2)/r's 
Thus , letting K = -( I d(x)-EG] G' I have 
xEY 
( I (acxi) 2-r' 1.fcxi !1"'J11r' < 
xEY , 
K . 
A ) 1/p lfcx) IP 
< Klifllp r 
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(The last step follows from the Hausdorff-Young inequality - (1.4.4) (ii)).D 
(5.6.8) Combining (5.6.6) and (5. 6 .7), I obtain 
PROPOSITION. Let G be a compact connected Lie group~ and Zet sG be 
the constant of (3.2.2). Suppose Rc'i,(G). Then if L 
oER 
-s 
d G 
0 
is a set of type c~ntraZ V(s, r) for aZZ (s, r) satisfying 
2 < r' < s < oo . D 
< 00 ~ R 
This proposition can be used to produce a wealth of examples of sets of 
type central V(s, r) (2 < r' < s < 00 ) of unbounded degree in the dual 
object of any compact connected Lie group . 
(5.6.9) EXAMPLE. I will give an exampl e of an infinite set in 
r,(SU( 2) ) which is of type central A(s, r) for all (s, r) satisfying 
2 < r' < s < oo but which is not of type central A(2) . 
Note that T =1T, and s SU( 2 ) = l . In view of ( 5 . 6 .8), it will 
suffice to display a set E of positive integers such that E is not 
A(2) , but such that l I - < 00 
nEE n 
Consider the set of integers 
E = { 2m ! + ( 2m- l ) ! . k O s k s m, m E 1N} . 
It lS shown by Rudin [l], (4 . 3) , that E is not of type A(2) ( in fact , 
00 
not even of type . A(l) ) . On the other hand I l I 2m E lS - < < 00 - ( 2m) ! 
nEE n m=l 
. 
It seems likely that examples of sets with these properties can be 
found for any compact connected Lie group . 
(5.7) Existence of sets of type central V(p , q ) II 
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( 5. 7. l) The sets in regions "B" and "C" of diagram ( 5. 5 .1) are the 
subject of this section . I shall, however , limit my discussion to central 
p-Sidon sets (l Sp< 2) 
posed in (5.5.2) (iii). 
I have made no attempt to answer the question 
Let G be a compact Lie group , and let p E [l, 2[ . Then I have 
shown in ( 2 .4.4) (i) that e very subset of L(G) is a local central p-Sidon 
set . On the other hand , it is a result of (3.6.2) (ii) that the only 
p-Sidon subsets of L(G) are sets whose representations have uniformly 
bounded dimensions . ( So that if G is semi-simple, there are no infinite 
p-Sidon subsets of L(G ) .) Central p-Sidon sets "lie between" local 
central p-Sidon and p-Sidon sets , so the problem of their existence is 
interesting . 
In the case where G is a compact abelian group Edwards and Ross [l] 
showed that there are 3/2-Sidon sets which are not p-Sidon for any 
p < 3/2 . Their result has been subsequently improved by Johnson and 
Woodward [l], who show that , for each n E i'J , there are 
which are not p-Sidon for any 2n P < --n+l 
2n S ' d 
- 1 - i on sets n+ 
This leads one to hope that the dual of a compact connected semi-simple 
Lie group G might contain infinite central p-Sidon sets for some p > l, 
despite the result of Ragozin-Rider that it cannot contain infinite central 
Sidon sets (cf . (l . 6 . 10)) . Furthermore , close examination of the proof given 
in (1 . 6 .10), shows that it uses the equivalence of (2.2.3) (viii); that 
R c L(G) is central p-Sidon if and only if 
( l) 
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ow by (1 . 6 . 10) (v) , (ZMc(G))"' c ZE 0 (I:(G)) , and if p - l, this shows that 
(1) cannot hold for R infinite . However , if p > l, p ' < 00 and one 
, 
knows that zEP (I:(G) ) c ZE 0 (I:(G)) . Thus the method of (l . 6 . 10) gives no 
information concerning p-Sidon sets . 
In this and the following sections , it is my aim to carry out a 
discussion of central p - Sidon sets , continuing to use the methods of the 
previous sections ; i . e . redu c i ng to questions concerning sets of 
characters on the maximal torus . In this section , I shall introduce a simple 
arithmetic condition Cr-boundedness , r E [O , l] ) on the set of characters 
X+(R) of the maximal toru s associated (via (4 . 5 . 6)) with a set R c I:(G) , 
and show that if X+( R) is r - bounded , then R contains no infinite central 
~
1
2 
-Sidon sets . The r-bounded sets are discussed in §5.8. 
+r 
(5.7.2) PROPOSITION. Let G be a compact connected Lie group~ T a 
maximal torus for G . Let R c L( G) and recall. from (4 . 5.6) the set 
X+(R ) of characters of T associated with R . Let p E [l, 2[. Then R 
is a central p- Sidon set i f and only if there exists K E lR such that for 
all f E T ( T) ~ 
X+ (R) 
I 
X EL ( T ) f I l + x1 EX (R) 
( l) 
Proof. Recall from (2 . 5 . l) that R is central p-Sidon if and only if 
R is of type central V(l , p ' ) . By (5 . 6 . 3), this is equivalent to the 
existence of K E lR such that for all f E (AT(T)) X(R) , 
[ I fdcx/ 21ri-i _Jcxl 1rJ1
1
P < 
XEX(R) 
Using (5 . 2 . 4), for any f E (AT(T))X(R) , 
-1 Kllq .fll 00 • (2) 
Now A 
-1 
.f l I [ L nx <xlf(x1} )x q = cardW X EI ( T) x1 EX(R) l 
- I: [ L nx <xl.f (x1} )x -
xEI (T) 
x
1 
EX+ (R) 1 
f i--+ L . sgn w. w. f. xJ-wo lS a bijection from 
wEW 
T (T) onto ATX(R)(T), and 
X+(R) 
il(Af)"'JJ = (card W)-(l/p)JJ.fll 
p p 
Thus (2) holds precisely when, for all 
[ I I d ( X ) ( 2 Ip • ) -1 . .r ( X ) Ip r / p 
xEX+(R) 
< K(card W)(l/p)-(l/r) 
f E T (T) , 
X+(R) 
The equivalence of (1) and (3) is easily seen . 
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(3) 
(5.7.3) The next lemma will considerably facilitate my consideration 
of the existence of p-Sidon sets. All unexplained notation is taken from 
( B9 ). 
LEMMA. Suppose G &Sa connected semi-simple Lie group~ T a 
maximal torus for G. Every infinite subset of I+(T) contains an infinite 
subset which &S totally ordered under < . 
Proof. In view of (B9), it will suffice to prove that if L is a 
semi-simple Lie algebra over [ , every infinite subset of A+ where A+ 
is the set of dominant weights of L contains an infinite subset which is 
totally ordered under the order < of (A7). 
l 
Suppose first that A - ~ 
i=l 
n.A. & & (n.::: o) & is a minimal element of 
A - CL -
J 
z 
I 
i=l 
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(n.-<a ., a .> )11. . f A+ . 
1,. J 1,. 1,. 
Since for j ti , < a . , a . ) S O , it follows that for each J 1,. 
1,. E {l, Z} n. s < a . ' a.> - 2 Thus there are only finitely many . . . ' 
' 
- . 
1,. -i -i 
minimal elements in A+ 
Since A+= u {µ EA+ I 1-1> 11.} ' every infinite {11. j11. is minimal in A+} 
subset of A+ must have infinite intersection with a set of the form 
for some "' A+ /\0 E - that is , every infinite subset of 
contains an infinite set of the form 
z 
+ I 
i=l 
J E lN} , where 
is an infinite sub set of ]N Z 
Recall that if and only if for 
each i E {l, ... , Z} , Thus , it suffices to show that any 
infinite subset of ]NZ contains a totally ordered subset ( where lN Z is 
This , I shall do by induction. 
The case Z - 1 being clear, suppose Z > l and that the statement is 
true for subsets of 
Z-1 lN . For J E {l, ... , Z} let 
Let R be an infinite subset of ]NZ . 
If nj1 (n
0
) n R is an infinite set for any j E {l, ... , l} and any 
n
0 
E lN, then I may use the inductive hypothesis to find a totally ordered 
subset of R . Otherwise , for each j E { 1 , ... , Z} and for each n 0 E lN , 
nj1 (n
0
) n R is finite . But in this case , it is easy to inductively choose 
a totally ordered subset of R . The first element is chosen at random. 
Suppose nJ = [ (j) (j)l n l ' ... ' nl i s chosen. Since 
l 
u 
i=l 
-1 
1T . (k) 
1, 
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is a finite subse t of R and R is infinite , I may choose 
j+l 
n to be any 
element of 
R\ [ -~ 
i,=l 
-1 
1T . (k ) 
1, 
Such an element is clearly greater than 
( 
l 
n n 
i=l 
( . ) 
n J . 
00 
-1 J 1Ti (k) • 
D 
(5.7.4) DEFINITION. Let C be a compact Lie group, T its maximal 
torus . Other notation is explained in ( B9) . A subset Y of I+(T) 
said to be r - bounded ( 0 s r S 1) if it satisfies the following two 
conditions : 
( i) 
(ii) for all + x0 E I ( T ) , lim 
xEY 
x--xx, 
- 0 . 
lS 
(By (ii) I understand the following statement : for every € > 0 , 
there exists a finite subset F of Y such that 
X E Y\ F => < E • ) 
I shall discuss the r-bounded sets in more detail in section 5 . 8; in 
particular, it will be shown that, provided C is semi-simple, every 
subset of I+(T) is 1-bounded . Further , it will be shown that every 
subset of I+(lT, SU (2)) is r-bounded for each r E Jo, l] The 
motivation for introducing r-bounded sets i s given by the following 
theorem . 
(5.7.5) THEOREM. Let G be a compact connected semi-simple Lie group~ 
T a maximal torus for ·c . Suppose that R c I(C) is such that X+(R) 
( ee (tL S . G)) is r-bounded for some r E Jo, l] . Then R contains no 
infinite central - 2- -Sidon sets. l+r 
Proof. The general stratagem of this proof is to use (5.7.2) to 
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reduce the problem to one concerning characters on T, the maximal torus of 
G, and then to use "randomness " arguments for these characters. 
Suppose , therefore that R is an infinite set such that X+(R) is 
r-bounded . Taking (if necessary) a subset of R, I may, by (5.7.4), assume 
also that X+(R) is totally ordered under II <II . Write 
X+(R) - {xm I m E lN} , with X· < X· for ~ < J Let F(R) denote the - - . ~ J 
filter generated by X+(R) in I+ (T) 
' 
i.e. 
F(R) - {n E I+(T) I n < X for some X E X+(R)} - . 
For n E F(R) , let m(n) = inf{m Ix > n} , 
m 
notice that, for + n E I (T) , 
n ( n) = O unless n E F(R) , and 
\n 
Le.~) 1 ) ___ 7 1 n .? ,, \. ..i. ~ '/ ..... \,; 
m ::: m(n) . 
r.o .r '\tv\ E N 
) 
, where { ( Cm) (m) J I } kl , ... , kl m E lN is an infinite 
l 
subset of 1N , and each element n of F(R) has the form 
, where ( Cn) Cn)J l k 1 , ••• , kl E 'll . In fact , by 
( 7 ) "+(T) 5 .. 3 , L., (and hence F(R) ) has finitely many minimal elements; 
this implies that there exists a constant M::: 0 such that for all 
n E F(R) , and for all i E {l, ... , l} , -M. 
Since R is infinite, I may (again taking an infinite subset if 
necessary) suppose that , for (k 1 , ... , kl) E lN l , 
l k · 1 IJ (x~) 1, > (1) 
Fin lly , I may assume that , for all n E F(R) , 
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m > m(n) ~ n (n) . d(x )-r < m-( 3 / 2 ) . 
Xm m 
( 2 ) 
( To see this , choose a subset X+ (R0) - { xj O) I J E 1'l} of x+ (R) according 
to the following inductive rule : 
(i) ( 0) Xo = Xo . 
(ii) Suppose ( 0) X· is chosen (j?_ 0) . Notice that, by (5.7.4) (ii), 
F. -
J 
J 
is a finite set . (That the union is finite follows from lemma A (iii) of 
( B9) . ) Let ( 0) Xj+l be any element of 
+ X (R) \F. . 
J 
It is clear that 
has property ( 2) , and also that F (R 0 ) = F(R) . Further, since R0 is a 
subset of R , all the properties previously attributed to R also hold for 
Recall from Edwards [2], (14.1.1), the Rademacher functions 
l k. 
r 
m 
[O, l]-+ {-1, 0 , l} (m E IN) . If X - x1 . n (x~_) 1, E F(R) , and 
1, =l 1, 
if t E [O, l] , let 
For t E [O, l] , 
r ( t) 
X 
m E IN , l et r ( t) 
~ 
[ J "' __ , I a ( t) ( X) 12 / ( 1 +r) for almost all t E 0 , 1 , ~ 
xEX+(R) 
I will show that , for almost all t E [O, l] , the sum 
-(l+r)/2 
. m . Then 
00 
I -1 - m - 00 - -
m=l 
is uniformly convergent , and hence has uniformly bounded partial sums; by 
• 
(5.7.2), this will show that R cannot be a central ~1
2 
-Sidon set. 
+r 
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In facT, it will suffice to show that for almost all t E [O, l] , the 
series 
is uniformly convergent. 
Let 
z k. 
n - n( ) = X • -rr. (x~.) "Z, E F(R) . 
- k1 , .. . ,kz 1 U, i,=l "Z, 
Then, by (2), for m > m(n) , 
d(x )-r -(l+r)/2 < -(3/2) -(l+r)/2 -2-(r/2) .m _m .m -m m ( 5) 
Now, for z E 1f'.J , let 
sequence consisting entirely of elements of {+l, -1} . The inequality (5) 
shows that the series 
00 
is convergent to a number whose modulus is at most 
-(l+r)/2 
m 
00 
n Cn). d (~(n))-r. mCn)-(l+r)/2 + I m-2-(r/2) 
~(n) m=m(n)+l 
- [n (n).d(~( ))-r+1] . m(n)-(l+r)/2 
~C n) n 
( ) - ( 1 +r ) / 2 ( ) d ( ) < K • m n , where K - sup sup n X . ~ + 1 , 
mEJN XEF(R) ~ 
< K . 
z 
-rT k ~ ( l +r) / 2 
k=l "Z, 
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(Notice that K < 00 by (5.7 . 4) (i), and that the last inequality comes 
from ( l) . ) 
It is trivial to remark that 
Thus the result of (14.3.6) of Edwards [2] entails that for each choice 
series 
... ' k z) n ( n (k k ) ) . \n 1, ... , l 
. m-(l+r)/2] . n (x~/i (6) 
1,=l '2, 
converges uniformly. 
It follows since there are only countably many possible ways of 
choosing the values sm (k1 , ... , kl) , m E 1N , (k1 , ... , kz) E 1Nl , that 
for almost all t
0 
E [O, l] , the series (6) converges uniformly for every 
In particular, for any choice of t 0 with this property, choosing 
sm (k1 , ... , kl) =r . r (t 0 ) ,we see that 
n(k1, ··· ,kz) xm 
l, (Jl nxm ( 11 (kl, ... ,kz) d (xmrl".} t al (xml) . 1:1 (x~) ki 
(k1, ... ,kz) EJNz 
converges uniformly . As indicated above, this is sufficient to conclude the 
proof . D 
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(5.8) The r-bounded sets 
(5.8.1) ln this section, I shall discuss the r-bounded sets which 
were introduced in (5.7.4). This discussion will be combined with theorem 
( 5 .7.5) to get some results concerning central p-Sidon sets. My first 
result concerns central Sidon sets - I show that [(G) is 1-bounded and 
hence contains no infinite central Sidon sets . It should be noted that this 
constitutes a new proof of the Ragozin -Rider result (see (1.6.10)). 
Secondly, I show that [(SU(2)) contains no infinite p-Sidon sets for any 
p < 2 . Finally, the existence of r-bounded sets (r < 1) in the dual of 
any semi-simple Lie group is shown, and it is proved for the compact simply 
connected simple Lie groups of low rank that their duals are r-bounded for 
some r < 1 . 
Throughout §5.8, G will denote a compact connected semi-simple Lie 
group , T a maximal torus for G . The notations L+(T) and X+(R) (for 
R c [(G)) are explained in (B9) and (4.5.6). 
(5.8.1) LEMMA. [+(T) &S 1-bounded. 
Proof. We have to verify (5.7.4) (i) and (5.7.4) (ii). Now (5.7.4) 
(i) is easy , for all + X E L (T) , thus 
To see that (5.7.4) (ii) is satisfied , let x0 E [(T) . Then 
Thus, by (4.3.5), 
w~1 (~(x0)) E ZL1 (G) . By the Riemann-Lebesgue lemma ( see (1.4.3)), this 
implies that w~1 (~(x0))A(0) + 0 as 0 + OO • 
¢00 
But, by (4 . 5 . 8), 
1 
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This completes the proof . D 
(5.8.2) PROPOSITION. Let G be a compact connected semi-simple Lie 
group . Then L(G) contains no infinite central Sidon sets. 
Proof. This proposition is immediate from ( 5 .7. 5) and (5.8.1). D 
(5.8.3) PROPOSITION. Let r E Jo, l] . Then L+ (lT, SU( 2)) . 1.,S 
r - bounded. Hence ~ L(SU(2)) contains no infinite central p- Sidon sets for any 
p E [l, 2 [ . 
Proof. Recall from ( 4. 7. 2) that L+ (Tr, SU ( 2 )) - { x,mS I m E lN} and 
that , for m, n E lN , d (~0) - (m+l) , and 
l if n-m E 2lN , 
0 otherwise . 
Giv n these explicit expression , it is easy to verify (5.7.4) (i) and 
(ii) . D 
(5.8.4) The remainder of this section is motivated by (5.8.3). In 
order to find r-bounded s ubsets of L(G) for G an arbitrary compact 
connected semi-simple Lie group , I shall need a bound on the integers 
n (x) (x, x0 E L ( T ) - see ( B9 ), (5.2.2)). It is my intention to seek for Xo 
such a bound by use of Kostant ' s formula ( see ( AlO)) . To this end , I shall 
first need to discuss the function p , defined in (AlO). Denote by ¢ the 
set of roots for [L(G) with respect to [L(T) , choose a base 6 for 
¢ , and let ¢+ be the set of positive roots (cf. (AS)) . Finally, let A 
(respectively 
weights) of ¢ 
"+ ) 11 denote the set of weights (respectively dominant 
The reader will remember that , for A EA, p(A) is 
defined to be the number of card ¢+-tuples of positive integers 
Recall that each may be written a -
l 
r 
·-' i=l 
(a) 
m. 1.,. a. 1.,. 
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(m~a) E 1N) . Thus , if A - - \' r .a . L, 1.,. 1.,. (r . Ei'J), then p(A) 1.,. is the number 1.,. 
+ 
f . {ka I ~ E ~+} c ]N card<P f h f . o solutions ~ ~ o t e system o equations: 
(1 Si S l) . 
If A has any other form , p(A) = 0 . My estimate for p will thus 
follow from this lemma. 
LEMMA. Let l , N E lN, N "'. l . Suppose {m{ [ 1 :s i '.c l, 1 < j < N} 
1.,.s a set of non- negative integers with the properties that for 
1.,. , J E {1, ... , l} ., m~ - o .. ., and for fixed j E {1, ... , N}., at least 1.,. 1.,.J 
one m~ 1.,.s non zero . 1.,. 
Then the number of solutions 
of equations 
N . 
I m~k . = r. 1.,. J J j=l 
1.,.s at most 
N [ inf{rkiini{l n I l s i 
j=l+l 
( [ J denotes " the integer part of" . ) 
Proof. The proof is by induction 
R(N) th number of solution to ( 1) . 
r 
(1 < i < l) 
< l and ~ 
- 1.,. 
on N . For 
k. E 1N ., to the system 
J 
(1) 
# 0 }+l] . 
r E !NZ , denote by 
Note that, by the restrictions on {n{ [ J < z} , for each 
r. Thus, the theorem is verified in this case . Now suppose it to be 
verified for N . Then (k1 , ... , kN+l) is a solution to 
N+l 
}. 
·-" j=l 
N 
I j=l 
if and only if is a solution to 
It follows that the only possible values of 
kN+l are 0, 1 , ... , ~i/m~+~ , and hence that 
If+l 
r 
_ min{Jr'/m~;~ lmt1 1'o} J/V 
N+l 
r-s . m s=O 
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(r have denoted by N+l m the vector [ N+l N+l] E ]Nl .) ml ' ... ' ml Each of the 
terms in this sum is dominated by 
the l emma follows by induction . D 
The method of this lemma can be used to prove that 
I shall not need this result , so I have not given its proof here. 
(5.8.5) COROLLARY. Let (k1 , ... , kl) E lN l Then 
r(- and 
It is interesting to note that, for G = SU (3) , 
(a) 
m. 
1,, 
Thus 
D 
p(-k1a 1-k2a 2) = inf (k1+1 , k 2+1) , so the inequality is an equality at least 
for this case . 
(5.8.6) PROPOSITION. Notation i taken from (5 . 8 . 4) . There exists a 
polynomial Q ., i,n l variables of degree + card¢ - l such that for every 
:\ , µ E A+ with µ < :\ ., 
Q(X1 , ... , xl ) may be taken to be 
where (a) E ~+ . qi 
[ i ( ) l card W IT L q . a X • + 1 ., 
aE¢+\6 i=l ~ & 
Proof. By Kostant ' s formula (AlO) for all + A, µ E A , 
Let WE W. 
so 
nA ( µ) ::: ~ Ip ( ( µ+o )-w( A +cS) ) I . 
WEW 
Then w(\+o) i (w) =A+ o - > n. a . , 
. ...,1 & & 
&= 
Recall from ( A6 ) that the + q . . E ~ 
&J 
are such that 
i 
>' __ , 
j=l 
(i - 1, ... , Z) . 
Using corollary ( 5 . 8 .3), I obtain , for all WE W , 
p (µ+cS -w( \+cS)) 
< a E1,All ( inf Cc~) 
J 
with 
q . . a. 
&J J 
and 
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n ~w) E lN , and 
& 
- "-· & 
Of course , since each q . . 
~J 
is non-zero, the right hand side of this 
inequality is dominated by a polynomial of the desired form . The multiplicity 
nA(µ) is then dominated by card W times this polynomial . This completes 
the proof of the proposition . 0 
. (5.8.7) COROLLARY. Suppose that G &Sa compact connected semi-
simple Lie group . Let i and card¢+ be the rank and number of positive 
I 
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roots of [L(G) . Then L(G) contains an infinite set which is r-bounded 
for every r > l - l + ., 
cardq> 
and which hence contains no infinite central 
p- Sidon ets for any p < 
+ 2cardq> 
+ 2cardq> -l 
Proof. Let cS be the weight of (A7), for [L( G) . Since 
2cS - ) a , it is clear that the character 
aE1/ 
X ' = n X' has the 
2cS a.Eq,+ a 
property that (X, ) - 2cS ( see B9 ). Let R c L(G) be such that 2cS * e 
' 
X+(R ) = {x;6 I n E ~}. Then , applying (5.8. 6), we see that there exists 
K E ffi such that for all x' E L+(T) (where µ E A+([ L(G)) ) and for all µ 
+ 
m E 1N , ( ) ( < ( 2 1 ) card¢ - l n ( , ) m Xµ = n 2mcS µ) _ K m+ . Further, by the Weyl 
X2c5 
dimension formula (see AlO ), 
_ n ( ( 2m+ 1) cS , a ) 
- aE¢+ < cS ,a > 
Thus , for r E [ O, l ] , 
+ 
_ ( 2m+l)card¢ 
[ l- r + + d ( , )m < K ( 2m+l)card¢ -l-rcard¢ n , m · X2 cS (x2 cS ) 
So if r > 1 - l , the set satisfies (5 . 7.1) (i) 
cardq> + 
and ( 5 . 7. L~) ( ii) . D 
(5.8.8) COROLLARY. Suppose G &Sa corrrpact simply connected Lie 
group . Let l and card¢+ denote the rank and the number of positive 
roots of [L(G) ., and let NG be as in (3.3 . 2) . Then if 
+ 
ca~d ¢ - l <NG ., L( G) &S r - bounded for all card¢+-l r > N ., and hence 
G 
contain no infinite central p- Sidon sets for any 
Proof. Suppose that ' I\+ . A, µ E H Then by (5.8.4) 
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and the Weyl dimension formula (AlO) , 
Thus (5.7.4) (i) and ( ii) hold provided that + card¢ - l <NG, and 
D 
(5.8.9) REMARKS . Unfortunately , it is only for the simply connected 
groups of low rank that one has + card¢ this holds for those of 
type A1 , A2 , A3 , B2 , D4 and G2 (to prove this, refer to table (3.4.1)). 
It seems likely that the estimate of (5.8.6) can be improved; after all, 
one forfeits a substantialamount of information when one replaces Kostant's 
alternating sum by the sum of the absolute values of its terms. Perhaps it 
is possible to use Freudenthal ' s formula (see (AlO)) to get a better estimate. 
Such an improvement would hopefully yield an extension of (5.8.8) to 
arbitrary compact connected semi-simple Lie groups . 
I have no information concerning sets which are not r-bounded (for 
some r E [O, l[ ). To prove that a set is not r-bounded would require a 
lower estimate for nA(µ) . It seems conceivable, nevertheless, at least 
in the case G - SU(3) that the set of (5.8 . 7) is not r-bounded for 
r < l - l ----
+ 
card¢ 
2 
3 
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APPENDIX A 
LIE ALGEBRAS 
In this appendix, I shall summarize some information about semi-simple 
Lie algebras and their representation theory which I shall require elsewhere. 
It is beyond the scope of the present work to pretend to give an exhaustive 
treatment . I have had to be selective , often in an arbitrary manner. For 
further details, the reader is referred to the excellent treatment of 
Humphreys [l] . Other readable treatments are those of Varadarajan [l], 
Hochschild [l], and Serre [l]. There is also a certain amount of directly 
relevant information in Wallach [l]. 
(Al) Lie Algebras · 
Let IF be a field . ( For my purposes, IF will always be IR or 
[ , but much of the theory presented in this appendix is true for arbitrary 
algebra{cally closed fields of characteristic zero . I shall assume for the 
moment only that the characteristic of f is zero .) A Lie algebra over f 
is a finite dimensional vector space L with an operation 
(x, y) r-+ [xy ] : L x L + L sat i sfying : 
(i) [ J is bilinear; 
(ii) for all x EL , [xx]= 0 ; 
(iii) for all x , y , z EL, [x[yzJ] + [y[zxJl + [z[xyJ] = 0 . 
One defines Lie subalgebras , Lie homomorphisms and isomorphisms, direct 
sums and products of Lie algebras as usual. L is said to be abelian if 
[LL]= {o} If V is any vector space over a field IF , let gl ( V) denote 
the set of vector space endomorphisms of V , equipped with the product 
[AB] = AB - BA . Then gl ( V) is a Lie algebra over IF • Further examples 
will be given in (A . 11), but in fact , Ado ' s theorem assures us that every 
Lie algebra is a subalgebra of gl( V) for suitable V . 
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(A2) Ideals, Simple Lie Algebras 
Let L be a Lie algebra over IF An ideal of L is a subset I 
such that whenever X E L and y _E I 
' 
[xy] E I . L is simple if 
[LL] t {o} and L has no ideals other than {o} and L . L is 
semisimple if there exist ideals Ll , ... ' Lt of L , which are simple as 
Lie algebras and such that L = L1 E8 •.. E8 Lt . Note that if L 
. . is semi-
simple so are all homomorphic images and ideals ; further [LL]= L . 
(A3) Representations, Modules 
A representation of a Lie algebra L over IF is a Lie homomorphism of 
L into gl ( V) , where V is a finite dimensional vector space over IF • 
(I shall not here be interested in the case where V is an infinite-
dimensional space .) It will often be more convenient (and it is more 
conventional in the context of Lie algebras ) to use the language of module 
theory (~hich i s completely equivalent to that of representation theory). 
Thus an L-module is a vector space V over IF , together with a map 
(x, v) ~ xv : L x V ~ V satisfying 
( i) ( ax+by) V - a (xv: + b ,: yv) ( V E V' X' y E L' a' b E IF) ' 
(ii) x(av+bw) - a(xv) + b(xuJ) (v, w E ,V, x EL, a , b E IF) , 
(iii) [xy]v = x(yv) - y (xv) (x, y EL, v EV) . 
It is clear how this corresponds to a representation of L on V . Again, 
I may define £-homomorphisms and isomorphisms as usual . Isomorphic 
£ -modules are said to be equivalent . L-modules with no non-trivial 
submodules are said to be irreducible. Direct sums and tensor products of 
£-modules are defined as one would expect . (Notice that all these notions 
carry over to the language of representation theory ; thus one speaks of 
equivalent representations , direct sums of representations , etc) . The 
theorem of Weyl guarantees that , if IF is algebraically closed , any 
131 
representation of a !,clll i_-~;irnple L.i_c alr,dn'd over IF may be decomposed into 
t1 djrect sum of irreducible representations . 
The adjoint representation, a representation of L · on itself, is 
defined by adL(x)y = [xy] When . there is no possibility of confusion, I 
shall write "ad " for adL . For x , y EL , K(x, y) = tr(ad x o ad y) , 
the Killing form , is a symmetric bilinear form on L . It is well known 
that K is non-degenerate if and only if L is semisimple . 
(A4) Cartan Subalgebra - Root Space Decomposition 
Let L be a semisimple Lie algebra over IF ( algebraically closed of 
characteristic zero ). An endomorphism ¢ of L is called semisimple if 
there exists a basis for L so that the matrix of ¢ is diagonal . The 
reader will recall that every normal operator is semisimple (see Herstein 
[l] , Theorem 6 . 2 ). A Cartan subalgebr a (CSA ) is a maximal abelian subalgebra 
H of L such that for every x EH , adL x is a semisimple transformation 
of L . Such a subalgebra always exists but is not unique in general. It 
is not hard to see that if H is a CSA of L , then 
H = {x EL I for all h EH, [xh] = o} . 
Now adL (H) is~ commuting set of semisimple endomorphisms of L , and 
hence , by a standard theorem in linear algebra (see Herstein [l], p. 262), 
one may choose a basis for L in such a way that all matrices adL(h) 
(h EH) are diagonal ; equivalently , L is the direct sum of the subspaces 
L - {x EL I [hx] =' a(h) .x for all h EH} , where a runs through H* 
a 
(the vector space dual of H ). By the above , L = H 0 . Let ¢ be the set 
of non-zero a EH* such that L t {o} . 
a 
Then L - H EB ( EB L ) . 
aE¢ a 
This is 
called the Cartan decomposition of L , and ¢ is called the set of roots 
of L (with respect to H ). Actually, ¢ can be shown , in a certain 
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sense , to be independent of the choice of H . 
The Killing form K has non-degenerate restriction to H. One may, 
by the usual argument , use its restriction to H to obtain a Euclidean 
structure on H , and thence , identifying H and H* , a non-degenerate 
bilinear form ( , ) on H* . This makes H* into a Euclidean space, so 
that ¢ is a root system in the Euclidean space E = H* , in the sense of 
the following paragraph . ¢ c H* is called the root system of L with 
re pect to H . 
(A5) Root Systems - Bases - Weyl Group 
Let E be a Euclidean space with inner product ( , ) . For 
a , S E E , S t o , let < a , S > = 2/:,'t/ Note that this number is not 
affected by multiplication of the inner product by a scalar. The reflection 
1,,n E determined by a E E , W , is the transformation of E defined by: 
a 
w B 1-+ w . B - B - < B, a >a • 
a a 
It is not hard to check that this transformation is an involution, 
sends a to -a 
' 
and leaves fixed all vectors perpendicular to a . 
A subset ¢ of E lS said to be a root system 1,,n E if 
( i ) ¢ lS finite , spans E 
' 
and 0 f cp 
' 
(ii) if a E cp 
' 
the only multiples of a which are elements 
of cp are a and -a 
' 
(iii) if a E cp w ( cp ) - ¢ . 
' 
-
' a 
(iv) if a' B E cp then < a ' B > E ll . 
The integer z - dim E lS called the rank of cp If <P lS the root - . 
system associated with a Lie algebra L with respect to a CSA , H (see 
(A4)) , one refers , rather , to rank L , which is equal to the dimension of 
H as a vector space . (Rank L is independent of the choice of H . ) 
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The group of transformations of E generated by the set {w I a E ¢} 
Cl 
is called the Weyl group W. This is a finite group (by ( iii) , it is a 
subgroup of the symmetric group on <P ) . Further , for a , B E <P , w E (rJ , 
< w.a , w.s> = <a, B> . 
One may choose a subset 6 of <P with the following properties: 
(i) 6 is a basis for E , 
( ii ) each element of may be written k . a , where 
Cl 
k E "ll.. are either all positive or all negative . Cl 
Such a set is called a base for <P . 
An element of <P is said to be positive (with respect to the base 6) 
if it can be written k Cl 
Cl 
with all 0 . The set of positive roots 
is denoted by ¢+ 
If 6 , 6 ' are two differ e n t bases for <P , then there exists just one 
WE W such that W(6) = 6' . Choose any base 6. W is in fact generated 
by {w I a E 6 } . 
Cl 
Let W E (lJ . Then it can be shown ( Humphreys [l], §10 .3) that the 
number n(W) of elements ln cp+ whose image under the action of w lS not 
in cp+ lS precisely the same as the smallest integer t such that w can 
( a . E 6 ) -be written w . . . . .w . For w E W 
' 
I shall denote by sgn W 
al at 1., 
the quantity (- l )n( W) . 
(A6) Irreducible Root Systems. Cartan Classification 
A root system <P is called irreducible if it cannot be written as a 
disjoint union of two proper subsets <I:>
1
, <I:>
2 
with each element of <I:>
1 
orthogonal to each element of ¢ 2 . Every root system can be written as a 
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disjoint unJon of irreducible root systems . Irreducible root systems 
correspond to sjmple Lie algebras . The well-known Cartan classification of 
the simple Lie algebras is achieved by classifying the root systems. I shall 
not give details of the process here; suffice it to say that the simple 
root systems are as follows : there are four infinite families (the so-
called classical root systems) , Al ( l ~ l) , Bl (l ~ 2) , Cl (l ~ 3) , 
Dl (l > 4) - here l is the rank of the root system and the restrictions 
on l are imposed to ensure that there is no overlap. Then, there are the 
five "exceptional" root systems: E 8 , E7 , E 6 , F 4 , c2 • A detailed discussion 
of the simple root systems is given below ((A.11)). 
(A7) The Set of Weights 
Let !\.={A EE I for all a E ¢,<A, a) E ?l} . !\. is called the set 
of weights of ¢ . 
' 
A E A is said to be dominant with respect to the base 
¢ if all the integers < A, a) are non-negative; A is strongly dominant 
if these integers are all positive . Let A+ denote the set of dominant 
weights . 
Let 6 = {a1 , ... , al} be a base for ¢, and choose a basis 
Al' . . . ' Al for 
Then < A . ' a .> 1., J 
m. 
1., 
= < :-\ 
1., = 1, 
l 
' 
a .) E 
1., 
. . . ' l . 
-
-
E dual to the basis {2a./(a., a.) 
' 1., 1., 1., 
c5 • . and any A E !\. may be written 
' 1.,J 
Note that if and only if 
I . 1, 1., --
l 
}, m.A. 
i=l 1., 1., 
m. > O 
1., 
. . . ' l} 
' 
where 
for 
By property (iv) of root systems, ¢ C [\ - in fact, 
. 
a . -
1., 
\ <a., a .> a . 
i~l 1., J J 
- however, beware, for it is not in general true that 
¢+ [\+ 
' Since { :-\. I - l, ... , l } and {a. . - 1, ... , l} are both C 1., - 1., -1., 1., 
l 
bases for E one may write A . - ) q . . a. It lS not too hard to show 
' 
- . 
1., ·-' 1.,J J j=l 
lfl+ that q . . E ~ for all i, , J . Values of q . . 
1,,J 
for the irreducible root 
1,,J 
systems are tahnlated by Humphreys [l] , §13 . 2 , Table 1 . 
It is easy to see that the action of W carries A into A Now 
define a partial order 11 <" on A by µ < .\ if .\ - µ - k Cl with 
Cl 
k E IN • The following lemma is easy to prove ( see Humphreys [l], Lemma 
Cl 
13 . 2A ) : 
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LEMMA. Each weight is conjugate under W to one and only one dominant 
weight . If + A EA 3 then for all WA< A 3 and if .\ i,s strongly 
dominant 3 then WA=.\ only when w = 1. 
These considerations show that if A EA+ , then the number of dominant 
weights µ < n is finite . Hence IT(.\) - {.\EA I for all WE W, Wµ < .\} 
is a finite set . 
Before l eaving this subject , I introduce some notation which will be 
useful later . Set 
l 
o - I .\ . 
1,, 
Then 0 is a strongly dominant weight, and 
i=l 
it can be shown that o = ~ Cl • 
(AB) Root Systems and Lie Algebras over an Algebraically Closed Field 
Suppose , for thE purposes of this paragraph, that IF is an algebraically 
closed field of characteristic zero . In (A4), I showed how a semisimple Lie 
algebra over IF gives rise to a system of roots ¢ in a Euclidean space 
E . If L = L1 ® ... ® Lt with the L . 1,, simple Lie algebras , then one may 
(disjoint union with the ¢ . ' s pairwise 
1,, 
orthogonal, irr ducible root systems) where ¢ . 
1,, 
is the root system of L. 
1,, 
(i = 1, ... , t) Two semisimple Lie algebras are isomorphic if and only if 
their root systems are isomorphic . (Two root systems ¢ c E, rh t c F (E F 
'¥ ' 
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Euclidean spaces) are isomorphic if there exists an isomorphism (not 
necessarily an isometry) ¢ : E ~ F carrying ¢ onto ¢ ' , such that for 
a , B E ¢ , < ¢a , ¢ B > = < a , B > • ) 
Finally, given any one of the · irreducible root systems ¢ of (A6), 
there exists a simple Lie algebra having ¢ as root system . As indicated 
in ( A6) , this gives a complete classification of all simple Lie algebras over 
IF • We thus refer to Lie algebras of type AZ , Bz, Cl , Dz , E8 , E7 , E6 , F4 
and G
2 
(A9) Representation Theory 
Let L be a sem i simpl e Li e algebra over an algebraically closed field 
IF of characteristic zero . I n this paragraph , I give a description of the 
finite dimensional irreduc i ble £ -modules . 
Let V be a finite-dimensional L-module . It follows from a theorem 
in linear algebra that , considered as a n H-module, V = (t) VA , where A 
runs through H* , and VA = {v E V for all h EH , h.v = A(h)v} . (In 
(A4 ), I carried out this process in the case of the representation ad to 
obtain the roots .) If VA t {o } , A is called a weight of H on V, and 
VA a weight space of V . The weights of H on V can be seen to be 
weights of the root system ¢ of L with respect to H, in the sense of 
( A 7 ). ( For the details of this , se·e Humphreys [l] , §20 . 2). 
Let A EA+ . Then there exists a finite-dimensional irreducible 
£-module, V( A) , ( called the module of highest weight A ) with the 
property that each weight µ of H on V(\) satisfies µ<A , and 
dim(V(\))A = 1 . Any two irreducible £-modules with this property are 
isomorphic . Furthermore, any finite dimensional irreducible £-module is 
isomorphic to V(\) for some A EA+ . Thus 
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PROPOSITION. A f--+ V(\) induces a bijective correspondence between A, 
and the set of equivalence classes of finite dimensional irreducible 
L-modules ( Humphreys [l], §21 . 2 ). 
In fact , the set of weights of H on V(\) is precisely IT(\) Each 
WE W permutes this set, and one has, for all WE W, 
(AlO) Some Useful Formulae 
Notation is taken from the previous paragraph. 
For A E p/ 
' 
be the number of times that 
occurs as a direct s ummand of V(\) , where V(\) is considered as an 
H-module. Freudenthal ' s formula gives a recursive method for calculating 
(C\+o, \+0)-(1-1+0, 1-1+0)). n\(1-1) - 2 
co 
f I n\ ( 1-1+ia) ( 1-1+ia, a) . 
aEW+ i=l 
(In order to apply this formula, remark that for 1J E IT(\) , 
(1-1+0, 1-1+0) < (\+o, A+o) , equality prevailing only if 1J = A .) 
If n EH*, let p(n) be the number of ways of expressing 
n - ) Note that p(n) - O unless -n is in the 
non-ne gative inlegrial span of <P+ . In general, p i s a difficult function 
to c l culat ; nevertheless , it i s cl ear that for a E 6. , k Ell , 
0 if k > 0 , 
p(ka) -
l if k - 0 . 
Kostant ' s formula gives an alternative expression for the multiplicities 
n\(1-1 ) ; viz . 
nA(µ) = I sgn w . p(µ+o-W(;\+o)) . 
WEW 
Weyl 's dimension formula states that for 
Let 
dim V( A) _ n < ;\+o,a > ( o ,a ) 
aEcI/ 
( c5 is defined in (A7)) . 
A' A" E fl.+ . 
' 
Then V( ;\ ' ) ® V( ;\ " ) is a finite dimensional 
L-module - thus it decomposes as a direct sum of modules V(µ) , µ E /\.+ 
Steinberg ' s formula asserts that , for µ E fl.+ , V(µ) occurs in the 
decomposition with multiplicity 
LL sgn( WV )p (µ+2o-W(A '+c5)-V(A "+o)) . 
w,v EW 
Alternative approaches to the decomposition of tensor products are 
provided by Klimyk [ l] and Straumann [l] . None of these approaches is as 
transparent as one could wish - nevertheless, they are programmable on a 
computer . 
(All) The Simple Lie Algebras 
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So far, my presentation of the theory of Lie algebras has been virtually 
unblemished by examples . In this section , I shall give a fairly detailed 
discussion of some features of the root systems of the simple Lie . algebras, 
partly to remedy this defect, but al~o because- I shall want to use 
(particularly in Chapter 3) some details of their structure which I have 
been unable to find in the published literature . The basis for this analysis 
is the discussion on pp . 64 - 65 of Humphr eys [l]. I shall discuss each type 
in turn . 
Type Al . The Lie algebra S l ( l+ 1, IF) - this is the subalgebra of 
gl (Z+l, IF) of matrices of trace zero. Let E be the l-dimensional sub-
l+l 
space of ~ orthogonal to €1 + .. . + €z+1 (where 
€1' .. . ' € l+ 1 
. 
lS the 
canonical basis for JR Z+ 1 ) . ¢+ - {€ .- €. I l < i < j < Z+l} . There are 
& J 
l+lc2 positive roots . Setting ai - Ei - Ei+l (i - 1 , ... , l) , 
is a base ; one has € . 
& 
€ . - a.+ ... + a. 
1 J & J-
(1 s i < j S Z+l) . W is the symmetric group acting on €
1
, ... , €Z+l. 
Values for <a., a. > are the entries of the Cartan matrices given in 
& J 
Humphreys [l], §11 , Table 1. For type Az , 
2 if . i, - J ' 
( a., a.) - -1 if -i - J + l or J - l , 
& J 
0 otherwise. 
The irreducible representations of S 1 ( Z+ 1, IF) are indexed by 
nl\l + ... + nz\z ' -where \l' ... , \z are the fundamental weights and 
n1 , ... , nz E ~ • Weyl's dimension formula allows one to deduce that 
z z l 
- r-T r-T ~.1 (n .+1 ) (n.+n. 1 +2) . l . l J . i, i, i,+ i-= J= 
1 J9 
... (n. + ... + n . . + j) . 
i, i-+J 
Steinberg ' s formula gives a method of decomposition any tensor product, 
but it is difficult to write down an explicit formula, even for Z = 2 . 
(For Z = l, it reduces to the well-known Clebsch-Gordon series.) 
Type Bz . The orthogonal Lie algebra 0(2Z+1, IF) . Let s be the 
(2Z+l) x (2Z+l) matrix 
l 
0 
0 
0 
oz 
oz 
' 
where lS the Z X Z identity matrix . o( 2Z+ 1, IF) is the set of 
( 2l +l) ( ?l+l) matrices x over IF such that t sx - -x s . Let E be 
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l q/ { € . I . l } { s .±s . I 1 < . < j l } There l2 JR - i, - 1 , u i, < are 
' 
- - . . . ' - - . i, i, J 
positive roots . A base is {al, . . . ' al} where 
1 < . < l -1 a . - s . - s . i, -
' 
-
' i, i, -i+l 
one has 
€ . 
- a . + + al 1 < i, < l - . . . 
' ' i, i, 
+ 1 < . < < l € . € . - a . + a. 1 i, J - . . . 
' 
-
' i, J i, J-
2 2 1 < ~ < J. < l . s . + s . - a .+ ... + a . 1 + a .+ ... + al , v i, J i, J- J 
One may , in a manner similar to the previous case, write down from this 
an explicit formula for the degree of the representation 
Type Cl . The symplectic Lie algebra sp ( 2l , IF) . Let s be the 
matrix [ O Il] 
-Il 0 sp( 2l , IF) is the set of 2l x 2l matrices x over IF 
such that 
Let 
There are 
2s . i, 
s. 
€ . i, J 
€ . + € . i, J 
€ . + sl i, 
E 
t 
sx - -x s 
be ]R l 
' 
q/ - {2s. I 1 - i, 
again l2 positive roots. 
a . -
€ . - s . 1 -i, i, i,+ 
- 2a . + + 2al-l + al - . . . i, 
- a . + + a . 1 1 < - . . . 
' 
-i, J-
- a . + + + 2a . + - . . . a . 1 i, J- J 
= a . + . . . + al i, < l 
' i, 
< 
. 
< l } { s .±s. I 1 < . < j l} i, u i, < i, J 
A base is {al, . . . ' al} 
' 
where 
1 < i, < Z-1 
' 
-
' 
1 < i, < l 
' 
-
' 
i, < J < l -
' 
2al - l + 1 < 
. 
< < l + a i, J ... 
' ' 
. 
Type The orthogonal Lie algebra o( 2 Z, IF) . Let s = 
o( 2l , IF) is the set of 2Z x 2Z matrices x over IF such that 
t Let E= lR. l ¢+ X = -x s . 
l(l-1) positive roots . A base 
One has 
CX . - E . 
& & 
= { E .. ±E . I l < & < j < z} - -
& J 
' 
lS {al, . . . ' CXZJ where 
. 
E . l , 1 < -i < Z-1 , 
-i+ 
E . c . - a .+ .. . + a . 1 , 1 < -i < j s Z , & J & J -
E . + E . 
& J 
There are 
1 < i < j < Z-1 , 
EZ-1 + El 
-
CXz -
Type G2 . The Cayl ey octonian algebra . 
Let E be the subspace of JR. 3 orthogonal to El + E2 + E3 
' 
A base is The six positiv~ roots are 
then 
Type F 4 . E = JR. 
4 
, 
¢+ = {Ei I ls is 4} u {ci±Ej I l < -i < j < 4} u {~(c1±E 2±E 3±c4)} . 
Choosing as base 
th twenty - four positive roots are 
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Type E8 . Let E = JR.
8 
. The one hundred and twenty positive roots 
are 
{s .±s . I 1 < & < j < s} u 
J & 
8 f (-l )k( i )si I k ( i ) E {o , 1}, I k(i ) 
i=l 
For a base , choose 
The positive roots are then 
is even and k(8) - o} . 
1 4 3 
E:. s.-
J 'l, 
l <,.,'<J'<7' 
= Cl i+ 2 + • • • + Cl j+ l ' v 
E - E. -
8 'l, 
'l, < 8 ' 
2 < j s. 7 
' 
E . + E. -
'l, J 
2 2 2 < ~ < J. < 7 ' = a2 + Cl3 + Cl4 + •• • + Cli-1 + Cli+2 + ••• + Clj+l' v 
E: • -
J 
2( ) ( ) 2 <,.,'<J'<7' 
- Cl4 + Cls + ••• + Cli+l - Cli+2 + ••• + Clj+l ' v 
+ t:8) - El E: • -J 
= Cll + Cl3 + ... + Clj+l , l < J < 7 , 
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= a + a 2 + 2a3 + 3a4 + ... + 3a . + 2a . 2 1 ~+l ~+ + .... 
+ 2aj+l + aj+ 2 + ... + ak+l , 1 < ~ < j < k < 7 . 
Type E
7 
. The positive roots are those positive roots of EB in 
which does not occur ; a base is There are 63 
positive roots . 
Type E6 . The positive roots are those positive roots of EB in 
which neither nor occurs ; a base is There are 
36 positive roots . 
(Al2) Complexification of a Real Lie Algebra 
The rather beautiful and complete representation theory of (AlO ) requires 
that the field IF be a l gebr aica l ly closed . However , the Lie algebra of a 
Lie group is a Lie a l gebra over IR, so in this paragraph I consider real 
Lie a l gebras . 
Let L be a Lie a l gebra over JR. Define a Lie algebra , [ L over [ 
as [allows : the elements of [ L are {a+ib I a , b EL} ; with Lie product 
given by 
[( a+ib )( c+id )J = [ac ] - [bd] + i ([ad]+[bc] ) . 
It is not hard to verify that [ L lS , in fact a Lie algebra over [ 
it is called the complexifi cation of L . 
It can be shown that [ L lS ( semi) simple if and only if L lS 
( semi ) simple . If K lS any Lie algebra over [ 
' 
then an1 real Lie 
homomorphism L -+ K may be uniql1ely extend2d to a ccmplex Lie homomorphism 
[ L-+ K . 
Thus any homomorphism of the real Lie algebra 0 into gl (n, [) 
(consideLed cs a Lie algebra over JR ) can be uniquely extended to a 
representation of [ L on gl( n , [ ) . 
APPENDIX B 
LIE GROUPS 
Here I summarize some of the theory of comp~ct Lie groups and their 
representatio~ theory which I shall require in the body of of the text . 
Since this is a vast subject , I have made a very arbitrary selection of 
material , often giv ing more weight to points which have less importance in 
the t hP.ory simply because I have not found a treatment in the literature 
whirh is satisfactory f ~om my point of view. Again, pr0ofs arc not generally 
given - an exception is the Weyl integration formula. The treatment of this 
formulu given by Adams [l] contains several mist~1ke8 ; the proof I g ive here 
is perhaps simpler th2n Wallach ' s ~l], which is the only other published 
proof I know of ( apart from Weyl ' s original proof for the special case of 
U(n) [l]) . Moreover , I use parts of this:proof in Chapter 4. Much of the 
material in thls appendix is traceable to one of the following sources : 
Adams [l], Price [L~ J, Wallach [l]. Other expositions deaL~ng with this sub ject 
are those of Varadarajan [l], Hochschild [l] and Serre [l]. See also the 
summary given by Clerc [l] . 
(Bl) Basics 
The reader fami liar with Price [4] could omit this section . 
Suppose G is a Lie group (note - a t thi s stage I do not assume G 
compact) - a topological group equipped wi th the structure of an analytic 
manifold in s~ch a way that the group operations are 211alytic . Recall that 
associated with G there is a Lie algebra L(G) over ~ , called the Lie 
algebra r,f G (This can be variously defined as the set of one-par0meter 
subgroups of G, ar the tangent space at the identity, Te(G) , equipped 
with a certain canonical Lie product , [ , J . ) The exponential map 
exp= ~xpG : L(G) G is a local homeomorphism from a neighbourhood of 0 
in L(G) onto J neighbourhood of e in G The Cmnpbell-Baker-Hausdorff 
(CBI!) formula says further that for any X, Y in some neighbourhood of 0 
in L( G) , 
exp X . exp Y = exp(X+Y+~[X, Y] + higher order terms). 
Suppose ¢ 
\Jr : L( G) -+ G 
p 
G-+ H is an analytic map defined near p E G, and let 
X 1-+ ( exp J) . p Then t is a local homeomorphism from p 
a neighbourhood of O in L(G) onto a neighbourhood of p in G. (Its 
local inverse is a chart at p .) Similarly, 
(!)¢(p) : L(H) -+ H Y 1-+ (exp~) . cp(p) is a homeomorphism from a neighbourhood 
of O in L(H) onto a neighbourhood of cp(p) in ~. Denote by F the 
unique map defjned near 0 ' such that the diagram 
L(G) F L(H) ~
tpl l(j)cj,(p) 
¢ 
G --+ H 
commutes , and define ¢ *,p , a linear map, L(G)-+ L(H) by 
¢ = F'(O) 
*,p 
Here denotes the Frechet differential of the map F. Thi~ is the 
special case of the manifold derivative (formula (1.2.4) of Price [4J) when 
M = G and N = H are each given the canonical chart (see Price [4], 
(2.3.4)). 
If cp i:~ ,m c1nulytic homomorphism, then r1' is a Lie algebra 
'-l-1 * ,e 
homomorphism . The CBH formula shows a partial converse; if there is a Lie 
homomorphism F : L(G)-+ L(H) , then there exists a local analytic~ morphism 
f : U-+ H , where U is a neighbourhood of e in G , such that 
f = F . If G is a simply connected Lie group , then more is true: for 
* ,e 
any Lie homomorphism F : L(G)-+ L(H) there exists a unique analytic 
1 4'/ 
homomorphism f C + H such that f*,e = F . 
Every LiP group is locally isomorphic to a unique simply connected Lie 
group , called its universal covering group . Two Lie groups have the same 
Lie algebra if and only if their universal covering groups are isomorphic 
( see Pr ice [4]) . 
Recall further that the connected Lie group H lS a closed subgroup of 
G if and only if L(H) a subalgebra of L(G) further H . normal lS - lS 
ln G if and only if L(H) is an ideal of L(G) . A Lie group G lS said 
to be simple if it contains no nontrivial connected normal subgroups - the 
above considerations show that this is equivalent to the statement that L(G) 
is simple . The Cartan classification of simple Lie algebras now enables one 
to write down all the compact simply connected simple Lie groups - see table 
1 . Combined with the theory of central subgroups of simply connected groups, 
this yields comprehensive information about simple Lie groups (Tits [l]) . 
G is semisimple if L(G) is semisimple . This can be shown to be 
equivalent to the statement that G has no connected abelian normal 
subgroups . 
A compact connected abelian Lie group is called a torus. It can be 
shown that cv ry torus is isomorphic to 1T k for some k E IN • 
To conclude this miscellany of information , I remind the reader of the 
adjoint representation . 
an analytic homomorphism . 
For x E G , let 
For x E G , let 
A 
X 
-1 G + G : y 1--+ xyx 
Ad(x) - (A ) 
X * e . 
' 
Then 
Ad : G + GL(L(G) ) is a representation of G, and 
(Ad) : L(G) + gl (L(G)) , and in fact (Ad) = ad (where ad is 
* ,e *, e 
defined in (A3)) . One has (see Price [4], (5.2 . 4) the following 
commutative diagram (x being an element of G ): 
A 
X 
lS 
G [L(G) description of G dimension of G rank of 
SU(Z+l) ( z ::: 1) Az (Z+l) X (Z+l) Z ( Z +2) z 
special unitary group complex unitary 
matrices of 
determinant +l 
S0(2Z+l) ( z ::: 2) Bz (2Z+l) x ( 2z + 1) Z ( Z +2) z 
special orthogonal group real orthogonal 
matrices of 
determinant +l 
Sp(Z) ( z ::: 3) CZ l, X z quater- Z ( Z +2) z 
symplectic group nionic matrices g 
such that 
t-q g = I 
.. z 
SO ( 2z) CZ::: 4) Dz 2Z x 2Z real Z(2Z-l) z 
special orthogonal group orthogonal 
matrices of 
determinant +l 
E[ 
8 E8 
128 8 
E[ 
7 E7 63 7 
E(J, 
6 E6 36 6 
F[ 
4 F4 24 4 
,..[ 
v2 G2 6 2 
TABLE 1. Table of the compact simply connected simple Lie groups 
(This table can be derived from Helgason [l], p . 346, Tits [l], or Price 
[L~].) 
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G 
L(G) Ad(x) L(G) cld gl (L(G)) --+ 
expel JexpG 1/.) 
G G ~ GL (L(G)) . A Ad 
X 
Here , e 
( . ) gl(L(G)) ~GL(L(G)) is the exponential map 
X X2 X ~ e I X ,----, - + +2!+ 
(B2) Structure of Compact Connected Lie Groups 
Suppose G is a compact connected Lie group . Then L1 - [L(G), L(G)] 
is semisimple , and L(G) = ZL(G ) EB L1 , where ZL(G) is the centre of 
L(G ) , {h E L(G) I ~x E L( G), [ hxJ - o} Thus (since ZL(G) is an abelian 
ideal), G is semisimple precisely when ZL(G ) = {o} . These remarks can 
be used to prove the structure theorem ; a compact connected Lie group G 
is a quotient of a group of the form A X G 1 ( where A is a torus (in fact 
A may be taken to be the identity component of the centre of G ), and G1 
is simply connected semisirnple) by a finite subgroup Z of its centre. 
(This is a special case of the structure theorem for compact connected 
groups given in (1.2.5).) 
Notice that if G is a compact simply connected LiP grnup then Z 
must be trivial - but then also A must be trivial (since it is a torus). 
Thus compact simply connected groups are sernisimple . For further details, 
see Wallach [l] ( §3 . 6) . 
(B3) Maximal Tori 1n Compact Connected Lie Groups 
In this paragraph , G is a compact connected Lie group . A subgroup T 
of G is a maximal torus if it is a torus which is maximal with respect to 
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inclusion (such a subgroup is clearly closed in G ). A connected subgroup 
7' is a maximal torus if and only if L(T) is a maximal abelian subalgebra 
of L(G) and, G being compact, this is equivalent to L(T) being a 
Cartan subalgebra of L(G) (see Wallach [l], (3. 6)). Fix a maximal torus 
T in G . It can be shown (see Wallach [l], (3.9)) that every element of 
G is contained in -1 gTg for some g E G ; thus two maximal tori are 
conjugate; there is a Lie algebra formulation of this result; if H1 and 
H2 are maximal abelian subalgebras of L(G) , then there exists g E G 
such that Ad(g)H1 = H2 • 
The normalizer of T in G is defined to be 
and the cen lraZizer of T in G , 
-1 } Vt ET, gtg = t . 
Then it can be shown that ZG(T) = T, furthermore, ZG(T) is a normal 
subgroup ·of NG(T) , which coincides with the connected component of the 
identity. It follows (NG(T) is a closed subgroup of G, hence a compact 
Lie group) that W = NG(T)/T is a finite group. This group is called the 
WeyZ group of (G, T) How does this relate to the Weyl group defined in 
(AS)? Let L1 be as in (B2). Referring to (AlO), we see that [L(G) is a 
complex semisimple Lie algebra; as in the preceding paragraph, 
H = [(L(T) n L1) is a Cartan sub-algebra . W is then isomorphic to the 
Weyl group of defined in (AS). Note that -1 t 1-+ wt = n tn , 
where w - nT E W defines an action of W on T We also have an action 
of W on H, dual to the action on H* of (AS) (in fact for ¢EH* , 
XE H and w E W , (w¢)( X) - ¢(w-1x) ) . These two actions are related by , for 
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(B4) Correspondence of Representation Theories of G and [L(G) 
Let G be a simply connected Lie group (I shall not , for the purposes 
of this paragraph , assume G compact) . Suppose a : G + U(H) is a 
a 
finite dimensional unitary representation of G. Then by (Al2), 
a L(G) + gl (H
0
) extends to a unique representation of [L(G) on 
*,e 
gl (H ) 
a 
Conversely , giv en a (finite dimensional ) representation ¢ of 
[L(G) on gl(V) , where V is some complex vector space , the restriction 
of ¢ to L(G) i s a Lie algebra homomorphism from L(G) to 
L(U(V)) = gl(V) Thus, since G is simply connected , there exists a unique 
analytic homomorphism G + U(V) so that a*,e = ¢IL(G) . Hence one obtains 
a bi j ective correspondence between the set of finite dimensional representations 
of G and the set of representatjon s of [L(G) . It is not hard to show that 
Lhis correspondence preserves equivalence , and thus irreducibility , direct 
s ums and t ensor products of representations . 
If G is a connected Lie group, it is a quotient of its universal 
covering group G by a totally disconnected s ubgroup Z of the centre of 
G . The finite-dimensional representations of G are precisely the finite-
~ 
dimensional r epresentations of G which are trivial on Z . Hence , in this 
case , the finite-dimensional representations of G are in bijective 
correspondence with a s ubset of the set of finite - dimensional representations 
of [L(G) = [L(G ) . 
(B5) Weights and Characters 
If T is a torus and X is a character of T (i. e . X : T + TI is a 
continuous homomorphism) , then X has a unique extension as an element 
*, e 
of ([L(T) )* . The elements of ([L(T))* which can arise in this way can 
be characterized as follows : l et f(T) - {x E L(T) I exp_rz7 = e } . f(T) 
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may, of course , be considered as a subset of [L( T) . Then A E ([L( T))* is 
the extension of X for some character X of T if and only if 
*, e 
Now suppose that G is a compact simply connected Lie group with 
maximal torus T . Then it can easily be shown (Wallach [l], (4 . 6.7)) that 
for A E ([L(T))* , the condition \(f(T) ) c ?l is equivalent to the 
statement that A is a weight for the root system of [L(G) with respect 
to [ L(T) in the sense of (A7). Thus the weights of ([L(G), [L(T)) are 
in bijective correspondence with the characters of T, if is the 
character corresponding to the weight A , then the following diagram 
commutes : 
L( T) ~ IR 
expTl 1Exp2rri 
T --1T 
' 
Recall that the Weyl group W acts 
both on T and on A ( the set of weights) . One may define an action of W 
on the set of characters of T by , for each character X, 
Cvtx)(t) = x(w-1 t ) . The following lemma is now easily proved . 
LEMMA. (i) Xo = l (the identity character) . 
(ii) For all \ E A ., X_\ = X\ . 
(iii) For \1 , \2 E A X\ X\ - X ., -
l 2 Al+A2 
(iv) For A E A ., w E w ., WX\ = Xw\ . 
By ( B3 ), the centre of G is contained in T 
' 
one can now identify 
it explicitly ; let 6 be a base for ¢ , the root system associated with 
( [L ( G) , [L ( T)) . Then 
ZG - {t ET I Va E 6, x Ct) - 1} . 
a 
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Finally , suppose G is a compact connected Lie group . Choose a 
maximal torus T for G . Recall from ( B2) that G ~ (Ax G1)IZ where A 
is a torus , G
1 
simply connected and Z a finite subgroup of the centre 
We then have T ~ (Ax T1)IZ , where T1 is a maximal torus 
for G
1
. Sup~ose a is a root of [ L (G1 ) Then Xa(z ) = l fsr all 
z E Z • Thus there exists a character X' of T such that a 
x '(( a, t ). Z) = X ( t ) for a E A , t E T1 . However , not every .weight of a a 
[ L (G
1
) need come from a character of T in this way . Some further details 
of the relationship between weights and characters is given in (B9) . 
(B6) Preliminaries to the Weyl integration formula 
Let G be a compact connected Lie group , T a maximal torus for . G, 
and consider the map -1 (p : ( GI T ) X T + G : ( gT , t ) f-+- gtg . We are assured 
by ( B3 ) that tp is onto . Furthermore , tp is clearly analytic . Recall 
that W can be iden t i fied with NG( T )IT . If W = nT E W , define 
W(gT , t ) ( -1 -1) This defines an action of (JJ ( GIT) X T - gn T , ntn on - . 
such that for all w E OJ 
' 
tp ( W( gT , t )) = tp ( gT , t ) . Hence, there exists 
(pl . ( ( GI T ) X T) IW + G (by ( ( GI T ) X T) IW I denote the quotient manifold; . 
' 
let u be the quotient map) so that (pl o u - tp 
Let TR denote the set of generators of T . It is clear that 
WTR = TR , and it is not hard to see that the restriction of tpl to 
( (GIT) x TR ) IW is injective . Recall (H ewitt and Ross [l], (25 . 27)) that 
the AT measure of T~ is zero . Let GR - tp 1 ( ( ( GIT) x TR) IW) . Then 
G~ , the set of singular points of the analytic map tpl , has AG-measure 
zero . This follows from Sard ' s theorem (see Matsushima [l], (II, §B)) -
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recall that AG arises from a differential form (Matsushima [l], (V, §3) .) 
Let AG/T denote the usual unique G-invariant measure on GIT (see 
Hewitt and Ross [l] , (15.22) and (15.24)), and let AT be the Haar measure 
of T . Then the product measure AG/ T x AT is a measure on (G/T) x T, 
invariant under the action of W. 
(B7) The Weyl integration formula 
Notation is conserved from (BS), (B6). 
THEOREM. Let G be a compact connected Lie group~ T a maximal torus 
for G . For f E C(G) ~ 
t fd"Ac = ca!dw t (t f(gtg-l)a:vg) ) I q( t) I 2a:v t) ' 
where q = n (1-x ') -is a trignometric polynomial on T . 
aE<±/ a 
Proof. In this proof I shall use the relationship between differential 
forms and measures - if n is a differential form on a manifold M, then 
f 1--r I f .n defines a measure on C(M) . This material 1s treated by 
Chevalley [l], but I have preferred the more recent treatment of Matsushima 
[l] . 
Let n be the left invariant positive differential form on G which 
defines AG (Matsushima , V, §3) . The information in (B6), together with 
Matsushima ' s theorem 1 , V, §6 , shows that, for f E C(G) , 
card W f f dA G = f 'll * ( f n ) = J ( f o <.p) <.p* ( n ) 
G (G/T)xT (G/T)xT 
( l) 
Let ~' s be differential forms defining the measures AG/T and AT 
resp ctively . The positive differential n-form ~As defines a measure 
on (GIT) x T which is ~nvariant under the action (by multiplication) of 
G x T . Thus <.p*(n) = h(gT , t) . ~ As , for some positive h E (;((G/T) x T) 
l SS 
(Matsushima, V, §1 (1)). Using the invariance properties of both measures, 
one sees that for all g E G and for all t ET, 
h ( gT, t) = h ( eT, t) = : h ( t) . 
From (1), it now follows that 
Thus, I must calculate h(t) = det ~*(eT,t) (see Matsushima [l], III, §5). 
I may identify the tangent space of GIT at eT with L(G)IL(T) , and 
hence (since L(G) is finite dimensional) with a subspace of L(G) . (choose 
a basis X1 , ... , X l ' X l , ... , X n- n- +l n for L(G) so that X z l' ... , X n- + n 
is a basis for L(T) . Then L(G)IL(T) is identified with the subspace 
spanned by 
. . . ' Denote by expGIT: L(G)IL(T) + GIT the map 
induced by expG . This map will depend on the particular basis chosen for 
L(G)IL(T) . (Further details of technicalities involved here may be found in 
Matsushima [l], (IV, §14) .) 
By the definition given in (Bl), ~*(eT,t) is the Frechet differential 
of the map 
F : (L(G)IL(T)) x L(T) + L(G) 
evaluated at the point (0, 0) . 
Notice that 
F'( O, O)(X, Y) - F '( O, O)(X, 0) + F'(O, 0)(0, Y) . 
Now 
F'( O, 0)(0, Y) - lim ~ (F(O, hY)-F(O, o)) -
h+o 
- lim ~ [1ogc [~(eT , expThY . t)t-1]] -
h+o 
- y ( since expT - expGjL(T) ) - - . 
Further, 
F ' (O , O)(X , 0) - lim .!_ (F(hX , 0)-F(O, o)) 
h-+o h 
- lim t [1agGrexpG/7"X . t .expG/T-hX . t-l]] 
h-+O l 
(At is defined in ( Bl ).) By the commutative diagram in the last 
paragraph of ( Bl) , and the CBH formula , 
Thus 
= (I -Ad(t )) .X . 
ad (log T ( t ) ) 
But Ad( t )X = e .X , and by ( A4 ), ad (logT(t)) JL(G)/L(T) 
is the card cp x card cp diagonal matr ix. whose entries are a ( logT( t )) , 
a E <P • By (BS ), Hence , finally , 
h ( t ) = det ¢* ( T t ) = n (1-x '( t )) = n J1-x' ( t)J 2 . D 
e ' aE<P a aE<P+ -a 
(B8) The restriction of characters to T 
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Let G be a compact connected Lie group , T a maximal torus for G . 
If X lS a character T ' let A(x ) = '. ) sgn w . w(x) . ,_.,, It is not hard to 
WEW 
show that , if A(x) t O then WX - X only if w - 1 . Furthermore, 
O if, for all WE W, WX f. X1 , 
sgn W if WX = X l for some W E OJ • 
Suppose further that G is simply connected . Let o be the weight 
defined in (AB). Then it can be shown that (Wallach [l], 4.9.5) 
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q = n (1-x ) is the function of (B7). Note that 
aEcI/ -a 
A(x0)(wt) = sgn W A(x0)( t ) for all t ET , WE W. 
THEOREM (The Weyl Character Formula) . Let o E L(G) ~ and let 
Ao EA+ be the highest weight associated with o by (A9) and (B3); let 
x
0 
- tr(o) be the character of o Then 
This result can be proved entirely in the context of Lie algebras 
(Humphreys [l], (24.3)), but it would have taken us too far afield even to 
state it in that context . The Weyl dimension formula (see (AlO)) is a 
corollary of this result . 
There is another , more direct expression fo~ x
0
!T. RecallFreudenthal ' s 
formula (AlO), which gives a recursive expression for the integers nA(µ) 
where I nA (µ) . V(µ) 
µEIT(A ) 
It is clear that 
for all 
Note that nA (A
0
) - 1 , and that 
0 
WE W , and for all µ E A . For notational 
convenience , write nA(µ) = 0 for all µEA for which 3w E W with 
µ ,KA . Thus , abbreviating L x1 by S(x) , one has x1 EW -X 
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l . 
(B9) Compact connected Lie groups 
It is of some interest to generalize the formulae of the last section, 
and those of (BS) to the setting of compact connected Lie groups , since I 
make essential use of these formulae in Chapter 4 . The generalizations I 
give here will enable me to state and prove results without the restrictive 
hypothesis of simple connectedness . 
If G is a compact connected Lie group then by ( B2 ), G ~(Ax c 1)/Z 
where A is a torus, c 1 is simply connected and Z is a finite subgroup 
of the centre of Ax c 1 . Fix a maximal torus T ~(Ax T1);z for G, 
where is a maximal torus for Let 
the quotient map . 
A character of T is called a weight of G on T. For each weight 
X of h on T , denote by the unique extension of X *,e 
element of ([L(T ))* . Remark that L(T) = L(A) ffi L(T1) thus 
to an 
X r---+ (x*,e) l[L (Tl) defines a mapping from the set of weights of G on T 
to the set of weights of [L(c 1 ) with respect to [ L(T1) . (If G is 
simply connected, this map is a bijection ( see ( BS)) .) If X and 
x1 E I(T) have the same image under this map then X op . x1 op is 
trivial on T1 , and hence is a character of A . 
Define a partial order 11 ~' on I(T) by x1 < x2 if there exists 
such that ( the x ' a are defined in 
( BS) ). Notice that x1 < x2 if and only if x1 o PIA - x2 o PIA and 
1 5() 
the Weyl group of (C, T) acts on T (B3) . As in (BS), I may extend this 
to an action of W on the weights of C on T by the formula 
w(x)(t) = x(w-1 . t) , and this action is related to the action of (rJ on /\. 
given in (A7) by 
Let o be an irreducible representation of C Then 
o op= XA 0 o1 , where XA is a character of A , and o1 is an 
irreducible representation of c1 such that XA Q$) o1 is trivial on Z . 
Now XA 0 o1 is trivial on Z if and only if XA . XA is trivial on 
01 
Z • ( To see this , use the formula for x
0 
IT of (BB), the fact that 
1 1 
Z c T (BS) , and the fact that for all a E cp+ 
(BS) . ) Thus there exists a unique character 
' 
Co) 
X 
is trivial on 
of T such that 
(of course , if C is simply connected, Co) X 
the character which I have been denoting by XA .) 
o 
z 
is 
Hence the irreducible representations of C are in bijective 
correspondence with a certain subset of the se t of weights of Con T. Call the 
characters belonging to this subset dominant weights of G on T, and 
denote the set of all dominant weights by L+(T, G) or when no 
confusion will arise . 
One now has (from (A7)) 
LEMMA A. (i) Every weight &S congruent under the action of W to a 
dominant weight . 
(ii) I X &S dominant ., or all w E W ., WX < x 
(iii) If x is dominant {x1 E L+(T) x1 < x} &Sa finite set. 
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I now come to the problem of generalizing the Weyl character formula. 
The problem i s , of course, that 6 need not be a weight of G on T. To 
be more precise , this means that 6 need not be in the image of the map 
X 1--r (x* ,e) J[ L(Tl) . For if G is not simply connected, this map may not 
be a surjection . Of course , if 6 is a weight of G on T (this . is 
equivalent to Adams ' condition "ad lifts to Spin" , see Adams [l], (5.56) 
and (5 . 57)) , then the Weyl character formula as stated in B8 holds. (one 
replaces 
and x8 0 PIA is trivial .) 
x ' 6 is such that 
However , we do know from (BS) that each a E <P . the of this lS in image 
map . Thus every integral linear combination ) k .a 
' 
k E 71_ is in the 
• ....J a a aEcp 
image . Now 6 is a strongly dominant weight, so for all W E W 
' 
6 > Wo 
This means that o - wo = · I 
aE6. 
k(w) _a 
a ' 
k ( w) E 1N • 
a 
Thus, the character 
xg_wo has the properties that 
and that , , xo-wo O P is trivial on A . 
Now it is not hard to see that 
q - n (1-x1) -
aE'P+ a r sgn w _\5-wo WEW 
Thus the Weyl character formula can be written 
q. XaJT -
6 - WO , 
This form is perhaps a little clumsier than that of B8, but it avoids all 
dependence on hypotheses such as "o is a weight of G on T" 
Finally , define , for X E ~+(T) , x
1 
E ~(T) , 
. 
O if x1 'K X , 
if x1 < X , and 
Clearly nX(X) = 1 , and nX(x1) = 0 unless for all WE W, 
calculated as before from Freudenthal ' s or Kostant's formula. 
where 
LEMMA B. With this notation~ 
X IT = L n · ( 0 ) ( X) · X 
o xEI(T) X 
n Co)Cx) . sex> 
X 
It is probably worth while remarking here as a corollary that, for 
o E I( G) , 
I n (o)Cx) -
XEI(T) X 
n (o)Cx) . card(Wx) . 
X 
161 
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