Abstract-In this contribution, the application of fully connected recurrent neural networks (FCRNNs) is investigated in the context of narrowband channel prediction. Three different algorithms, namely the real time recurrent learning (RTRL), the global extended Kalman filter (GEKF) and the decoupled extended Kalman filter (DEKF) are used for training the recurrent neural network (RNN) based channel predictor. Our simulation results show that the GEKF and DEKF training schemes have the potential of converging faster than the RTRL training scheme as well as attaining a better MSE performance.
I. INTRODUCTION Adaptive modulation is capable of substantially improving the achievable system performance, provided that the relevant channel state information (CSI) can be accurately predicted [1] , [2] . In highrate broad-band wireless systems the carrier frequency has to be high, which results in a high Doppler frequency. For systems using CSI feedback, the outdated information estimated based on the past data may not be sufficiently accurate. Hence an improved accuracy may be achieved with the aid of CSI prediction [3] .
In the context of channel prediction [4] , [5] , amongst others, subspace based algorithms have been investigated. In [4] , [5] the complexvalued flat fading process was modeled in the baseband as the summation of a number of sinusoids. Then the ROOT-MUSIC [4] and the modified ESPRIT [5] algorithms were invoked for estimating the frequencies of sinusoids, followed by determining their amplitudes. The complex-valued future fading channel can then be linearly predicted.
Another altemative is to model the channel by a tapped delay line [2] , [6] , which can be accurately predicted by a linear predictor [3] . However, a specific drawback of the linear predictor is that the channel s correlation coefficients must be estimated from the channelimpaired received data, which degrades the attainable performance of the linear predictor. As a design alternative, neural networks have also been proposed for the task of channel prediction [7] , [8] , [9] , since they can be trained to learn from the past statistics, which can be exploited for predicting the future. In [7] , the multilayer perceptron (MLP) neural network was invoked for predicting the future channel using the ITU-T channel model. By contrast, in [8] , [9] a channel predictor based on a hybrid neural network was proposed, which employed Jake s channel model [10] and outperformed the linear Heinonen-Neuvo (H-N) predictor [8] . RNNs [II] constitute a special class of neural networks, which have the capability of generating feedback information from the outputs. Hence RNNs may be viewed as being analogous to infinite impulse response (IIR) filters and have hence found numerours applications in the field of signal processing [11] , [12] .
In this contribution we investigate the application of RNNs in terms of narrowband complex-valued channel prediction. Specifically, in our
The financial support of the EPSRC, UK and that of the EU under the auspices of the Phoenix and Newcom projects is gratefully ackrnowledged. scheme the so-called fully connected RNN (FCRNN) [II] , [12] is invoked and three different training algorithms, namely the real time recurrent learning (RTRL) [13] , [14] , the global extended Kalman filter (GEKF) and the decoupled extended Kalman filter (DEKF) [15] , [16] algorithms are investigated.
The outline of the paper is as follows. Section II describes the RNNbased channel predictor invoked for predicting the narrowband channel, while Section III briefly characterises the three different training algorithms used, namely the RTRL, GEKF and DEKF employed in FCRNNs. The simulation results are discussed in Section IV, while our conclusions are offered in Section V.
II. PROnLEm FORMUALTION
For a narrowband fading channel, the sampled received signal r(k) is given by
where c(k) is obtained by sampling the complex-valued fading channel c(t) at the time instant of t = kl and I' is the data symbol duration, b(k) is the kth transmitted symbol value, while n(k) is a complex-valued discrete AWGN process having a variance of No/2 per dimension.
As we can see in Fig. , the received data r(k) of Eq. (1) is fed into a detector for the sake of generating the detected data b(k), which is the estimate of the transmitted data b(k). Then a decision-directed channel estimator (DDCE) is invoked for generating the narrowband channel estimate c(k), which can be expressed as
The delayed output of the DDCE constitutes a (P x I)-dimensional vector c(k), which is expressed as
Then c(k) of Eq. (3) is fed into the RNN-based channel predictor in order to generate the complex-valued predicted channel sample c(k + 1).
The internal structure of the RNN-based channel predictor is shown in Fig.2 . The family of FCRNNs constitutes a specific subclass of RNNs, where every single neuron of the output layer seen in Fig.2 is fed back into the input layer and every neuron of the input layer is connected to every neuron of the output layer in the network [ 11] , [ 12] .
In this section we assume that the reader is familiar with the operational principles of FCRNNs, which have been documented for example in [11] , [12] . More specifically, (4) In the context of narrowband channel prediction, we have n(r (k) +jn (K) (8) where rte (K) and 7(t, (k) are the real and imaginary parts of n,t7, (k), respectively, which can be expressed as [13] P+1+N n,t,, ( (9) n,t, (k:)
he output of the nth activation neuron can be expressed as [13] , [14] yn (k) where the superscripts ( )(r) and ( )(i) denote the real and imaginary parts of the argument, respectively. Assuming that the outputs 2174
where @ is a complex-valued nonlinear activation function, while f ( ) is the real-valued input and real-valued output function, which was chosen to be the logistic sigmoid function expressed as [11] f(x) = 
Consequently, the error e(k) seen in Fig.3 , represents the discrepancy between the actual fading channel sample c(k + l) and the predicted fading channel c(k + 1), which is given by
Then the cost function (CF) of [18] for real-valued cases, where all the inputs, outputs, weights and activation functions are assumed to be real-valued. However, in many practical applications the inputs and outputs of a dynamic system are best described as complex-valued signals [1 7] . In such cases, the real-valued RTRL algorithm has to be extended to the complex-valued RTRL (CRTRL) [113] , [14] Although the RTRL algorithm is popular owing to its reasonable complexity, it is based on the gradient method using first-order derivatives. Hence, it may exhibit an inferior convergence speed in comparision to the more sophisticated leamling techniques using second-order derivatives [19] . The extended Kalman filter (EKF) [19] forms the basis of a secondorder neural network training method. The essence of the recursive EKF procedure is that an approximate covariance matrix is generated, which encapsulates second-order information about the training problem considered and the elements of the matrix evolve during the training process. Since Singhal and Wu introduced the EKF training algorithm in [20] in the context of static forward neural networks (FNNs), the EKF has constituted the basis of computationally efficient neural network based training techniques that facilitate the application of FNNs and RNNs in diverse problems such as pattern classification [15] , [16] , control [21] , [22] , channel equalization [23] , [24] , [25] , [26] , etc. In this contribution, the RTRL [13] , [14] , the GEKF and DEKF [15] , [16] training algorithms are investigated and compared. (17) where a, is the complex-valued shift coefficient and t, is the realvalued scaling coefficient. Furthermore, T(r) and CT() are the real and imaginary parts of a, in Eq.(17), respectively. Specifically, in our simulations, we had = 5 + j5 and tr = 10.
In this paper, the MSE metric is used for quantifying the attainable performance of the various fading channel predictors. More specifically, the resultant MSE is given by (18) where K is the total number of the channel samples, which were predicted after the training has been completed. Furthermore, in our simulations, BPSK modulation was employed and E(lc(k)1 ) = I was assumed.
Additionally, the parameters used by the RTRL, GEKF and DEKF training schemes are listed in Table I .
In Fig.4 to Fig.5 , the cost function value of Eq.(16) versus the number of training data samples is portrayed for the RTRL and DEKF training schemes, respectively. By comparing Fig.4 to Fig.5 we can observe that the cost function value of Eq.(16) recorded for the DEKF training scheme converges faster to its steady-state value than the RTRL training scheme. Furthermore, the GEKF training scheme results in a similar convergence trend to that of the DEKF training scheme.
In Fig.6 the prediction error between the actual channel sample c(k + 1) and the predicted channel sample c(k + 1) of the three training schemes is characterized with the aid of their Probability Density Number of training data samples Number of training data samples Fig.7 Table I. scheme and obtain a better MSE performance. Our future research consideres the employment of these techniques in wideband singleand multi-carrier systems.
