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Sommario
L'ambito scientiﬁco in cui si inserisce questo lavoro è quello inerente al processo
di rilievo di forme tridimensionali, meglio conosciuto con il termine di Reverse
Engineering (RE). Scopo principale di questa tesi è lo studio e lo sviluppo di un
sistema per il controllo di posizione (sistema di tracking) di uno scanner ottico
3D col ﬁne di ottenere un riallineamento automatizzato delle nuvole di punti
(range maps) provenienti da diversi punti di osservazione. Un tale sistema
è molto utile nella digitalizzazione di oggetti con notevoli dimensioni privi
di particolari caratteristiche geometriche o dove comunque siano necessarie
numerose scansioni per rilevare l'intera forma del modello ﬁsico.
Dopo un'analisi delle varie tipologie di tracking è stato deciso di usare un
sistema ottico indipendente per visionare e controllare la posizione dello scan-
ner. Il tracker ottico, realizzato ed usato presso i laboratori del Dipartimento
di Ingegneria Meccanica, Nucleare e della Produzione dell'Università di Pisa,
è costituito da due telecamere con relative ottiche che, mediante il principio di
visione stereo, inferisce la posizione di alcuni punti ﬁduciali (marker) solidali
allo scanner 3D. La conoscenza della posizione dei marker permette il calcolo
delle matrici di rototraslazione necessarie per il riallineamento delle nuvole di
punti ottenute a seguito di movimentazioni dello scanner nel volume di lavoro
del tracker.
Il principio di visione stereo, per poter stimare la posizione dei punti di una
scena, ha bisogno di risolvere il problema delle corrispondenze che generalmente
richiede l'uso di complessi algoritmi di elaborazioni delle immagini. In questa
tesi è stata proposta come soluzione del problema delle corrispondenze l'uso di
marker attivi emananti luce infrarossa. In questo modo, utilizzando opportuni
ﬁltri IR, è possibile ottenere delle immagini prive da elementi di disturbo che
caratterizzano una qualsiasi scena, rendendo immediata la soluzione di tale
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problema. Sono state eseguite delle routine di calcolo in ambiente Matlab in
grado di allineare automaticamente le nuvole di punti.
Inﬁne, con lo scopo di valutare la precisione del sistema di tracking, sono
state eseguite numerose prove sperimentali consistenti nella ricostruzione di
oggetti di maggior complessità, usando piani calibrati, cilindri rettiﬁcati, scali-




Questo capitolo vuole introdurre il lettore alle problematiche relative al pro-
cesso di rilievo di forma o Reverse Engineering. Verranno analizzate, descritte
e classiﬁcate, (ponendo particolare attenzione ai sistemi ottici senza contatto)
le tecniche attualmente utilizzate per ottenere il reverse di un oggetto o di una
parte di esso.
1.1 Reverse engineering: aspetti generali
Tematica di crescente interesse in ambito ingegneristico è la tecnica del rilievo
di forma che consiste nella determinazione di modelli digitali a partire da
oggetti reali. Questa pratica è impiegata in numerose applicazioni, soprattutto
quelle appartenenti alla branchia ingegneristica del Reverse Engineering (RE)
[1]. Comuni applicazioni in ambito industriale riguardano la riprogettazione
di componenti meccanici e di design partendo dal modello ﬁsico in mancanza
di un modello CAD (Computer Aided Design), l'analisi della concorrenza, il
controllo di qualità di prodotti industriali [2] oppure la creazione di modelli da
inserire in ambienti creati attraverso la realtà virtuale [3] e/o realtà aumentata
[4]. In ambito non industriale, comuni applicazioni riguardano la ricostruzione
o il restauro di manufatti appartenenti al campo dei beni culturali [5, 6, 7]
oppure alla realizzazione di protesi in ambito biomedicale [8].
Il processo di Reverse Engineering può essere sostanzialmente sintetizzato in
tre fasi:
1. la digitalizzazione 3D, ovvero l'acquisizione dei dati geometrici;
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2. l'elaborazione dei dati ottenuti;
3. la generazione delle superﬁci e del relativo modello CAD.
Le tecnologie attualmente usate per la digitalizzazione 3D possono essere sud-
divise in due grandi famiglie: sistemi a contatto e sistemi senza contatto. I
sistemi a contatto fanno uso di opportuni tastatori montati su macchine di
misura che permetto l'acquisizione della forma dell'oggetto in questione. Tali
sistemi sono largamente utilizzati e riconosciuti a livello industriale in quan-
to sono caratterizzati da notevole precisione e accuratezza. Tuttavia data la
natura di acquisizione puntuale, i sistemi a contatto richiedono sovente una
complessa movimentazione del tastatore con una conseguente dilatazione dei
tempi di acquisizione. Da non trascurare poi il costo e l'impossibilità di ot-
tenere misure di forma a campo intero. I recenti sviluppi dei sensori di visione
avvenuti negli ultimi anni, hanno permesso lo sviluppo di tecniche e tecnolo-
gie alternative, quali i sistemi senza contatto basati su sistemi ottici. Questi
metodi presentano un'elevata velocità di acquisizione a campo intero di forme
anche complesse. L'assenza di contatto permette di acquisire oggetti delicati
e/o fragili, basti pensare alle tipiche rilevazioni in ambito dei beni culturali op-
pure o alle applicazioni biomedicali o nell'ambito dell'ispezione industriale. Le
tecniche di rilievo senza contatto si possono classiﬁcare a loro volta in tecniche
passive e tecniche attive. Le prime non richiedono alcuna fonte di energia ag-
giuntiva. A questo gruppo appartengono le tecniche monoculari shape-from-X
e i metodi di visione stereo. Le tecniche attive[9], invece, scansionano la super-
ﬁcie da rilevare adoperando una sorgente di luce (luce laser o luce bianca) che
interagisce con i dispositivi di acquisizione.
Attualmente, le tecniche ottiche di Reverse Engineering consento di digital-
izzare oggetti anche di forma complessa mediante scansioni multiple ottenute
movimentando o il sistema di scansione e/o l'oggetto. Punto critico per la
precisione e l'accuratezza del modello CAD ﬁnale è la precisione nella fase
di riallineamento delle nuvole di punti ottenute dalle varie scansioni [16]. Il
riallineamento può essere eseguito in vari modi:
 sfruttando particolari caratteristiche geometriche presenti nelle zone in
comune tra scansioni adiacenti (quali spigoli, fori, ecc);
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 utilizzando opportuni marker applicati sull'oggeto in modo da avere
sempre in scansioni adiacenti riferimenti in comune;
 inﬁne, e sarà l'idea base dello studio eﬀettuato in questo lavoro di tesi,
controllando tramite un sistema ottico indipendente la posizione del-
l'oggetto e/o del sistema di scansione (in questo lavoro di tesi verrà
controllata la posizione del sistema di scansione).
Le soluzioni ottiche proposte nonostante gli induscutibili vantaggi elencati non
sono state ancora riconosciute universalmente in ambito industriale per l'assen-
za di normative di certiﬁcazione dei sistemi ottici, costringendo l'utente a
mettere a punto di volta in volta tecniche per assicurare un certo livello di
aﬃdabilità della misura eﬀettuata.
Nel prossimo paragrafo, verranno descritte le principali tecniche di scan-
sione esponendo pregi e difetti, in modo da giustiﬁcare le scelte eﬀettuate in
tale tesi.
1.2 Stato dell'arte
Il problema del rilievo di forma è tematica trasversale che ha applicazioni di
varia natura. Per questo motivo sono state proposte, da ricercatori prove-
nienti dai più diversi contesti scientiﬁci, numerose soluzioni basate su principi
ﬁsici diversi (facenti uso di sensori meccanici, ottici, fotogrammometrici, laser
ecc). Ogni soluzione proposta risulta adeguata, in termini di risoluzione e ac-
curatezza, in funzione della dimensione e complessità dell'oggetto da rilevare
e in funzione delle condizioni ambientali in cui viene eﬀettuata la prova.
Le tecniche per il rilievo di forma, possono essere classiﬁcate in base al prin-
cipio di funzionamento del meccanismo di rilievo oppure del sensore utilizzato.
Si possono avere quindi:
1. Sistemi a contatto e sistemi senza contatto, in funzione del dispositivo
con cui vengono acquisiti i dati;
2. Dispositivi meccanici, ottici, acustici e magnetici, in funzione della natu-
ra del sensore utilizzato.
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Una panoramica, che rende meglio l'idea della numerosità di tali dispositivi
è mostrata in Figura 1.1 [10]. In questa tesi, verranno usati esclusivamente
sistemi senza contatto ottici per l'elevata velocità di scansione e la loro eco-
nomicità. I principali limiti mostrati sono: la sensibilità alle caratteristiche
superﬁciali dell'oggetto quali brillantezza, trasparenza e colore, e il fatto di
poter acquisire solo le parti visibili dell'oggetto (problemi di sottosquadro).
Figura 1.1: Classiﬁcazione sistemi rilievo di forma
1.3 Sistemi a contatto
Questi sitemi sono tradizionalmente impiegati in ambito industriale, sopratutto
nell'analisi dimensionale. Mediante l'uso di tastatori meccanici, montati su
bracci articolati o macchine CMM (Coordinate Measurement Machine), posti
a contatto con la superﬁcie dell'oggetto sono in grado di acquisire la forma e il
volume del corpo in esame. Tali dispositivi, possono acquisire punti, a intervalli
regolari oppure in maniera continua, l'intera superﬁcie dell'oggetto. I sistemi
a contatto rappresentano lo standard industriale nel controllo dimensionale in
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quanto forniscono misure di elevata qualità (ottima risoluzione, ripetibilità e
aﬃdabilità) senza essere inﬂuenzate dalle condizioni dell'ambiente di misura.
Il ridotto volume di lavoro e la bassa velocità di acquisizione rappresentano i
principali svantaggi di questi sistemi.
1.4 Sistemi senza contatto
In questo paragrafo, verranno descritte le tecniche di rilievo senza contatto
per riﬂessione, in quanto fanno da riferimento nel settore del Reverse Engi-
neering. Esistono anche, come mostrato in Figura 1.1, tecniche di rilievo per
trasmissione usate principalmente in ambito biomedico e non applicabili ai
nostri scopi.
Le tecniche per riﬂessione sono basate sulla proprietà dei materiali di riﬂet-
tere onde luminose, in funzione del tipo di luce usata si possono distinguere in
tecniche attive passive. Le tecniche passive usano solo la luce ambientale, per-
tanto non richiedono alcuna fonte di energia supplementare. Tra esse possiamo
citare le tecniche monoculari Shape from X e i metodi di visione stereo. Tra
le prime si ricordano la Shape from Shading [11, 12], tecnica che basa il rilievo
di forma sulla misura delle variazioni di intensità luminosa in funzione della
normale alla superﬁcie dell'oggetto sottoposto a condizioni di illuminazione
diﬀusa, la Shape from Texture capace di stimare la forma dalla deformazione
di elementi (texels) disposti in maniera regolare sulla superﬁcie osservata [13],
la Shape from Silhouettes che consiste nel recupero della forma per mezzo dei
contorni dell'oggetto osservato da diversi punti di vista.
I metodi di visione stereo (che verranno meglio descritti nei prossimi capi-
toli) determinano la posizione spaziale di un punto mediante l'osservazione
della scena da più punti di vista (almeno 2). Grazie al principio di trian-
golazione ottica, conoscendo la geometria del sistema di visione, è possibile
determinare la posizione di un punto dell'oggetto. I punti critici della visione
stereo, sono essenzialmente due:
 l'identiﬁcazione delle features, che devono essere stabili al variare del
punto di vista delle camere;
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 la determinazione delle corrispondenze, cioè l'individuazione delle giuste
coppie di punti da triangolare;
Le tecniche passive hanno dalla loro il vantaggio dell'economicità grazie alla
semplicità di funzionamento tuttavia non sono ancora al livello delle tecniche
attive per quanto riguarda precisione e accuratezza.
Le tecniche ottiche attive grazie all'utilizzo di una sorgente di luce coerente,
e quindi potendo pianiﬁcare il processo di acquisizione, facilitano il processo
di estrazione e identiﬁcazione delle features migliorando così le prestazioni
generali. Queste tecniche pertanto risultano le più studiate e applicate nella
disciplina del rilievo di forma. In funzione del campo di applicazione è possibile
distinguere:
1. le tecniche interferometriche, usate principalmente per il rilievo di piccoli
oggetti con dimensioni massime dell'ordine di alcune centinaia di mm,
hanno solitamente profondità di campo inferiore ai 20 mm;
2. le tecniche per triangolazione, usate per la digitalizzazione di oggetti
con dimensioni che variano da alcune decine di centimetri ﬁno a qualche
metro, hanno profondità di campo variabile dal sistema ottico utilizzato;
3. le tecniche a tempo di volo (ToF), sono usate per rilievi di grosse di-
mensioni (alcune centinaia di metri) le precisioni ottenute non sono
particolarmente elevate.
Le tecniche, che maggiormente si prestano per le scansioni destinate al RE,
sono quelle per triangolazione di cui ne faremo una breve panoramica nel
prossimo paragrafo.
1.4.1 Tecniche ottiche per triangolazione
I dispositivi ottici basati sul principio della triangolazione sono costituiti da un
proiettore di luce e da un ricevitore che può essere costituito da un array o una
matrice fotosensibile (generalmente sensori CCD o CMOS ). Nota la posizione
relativa proiettore-ricevitore, tali dispositivi permetono la determinazione della
posizione spaziale di un punto dell'oggetto in cui il fascio lunimoso incide e
viene riﬂesso, come mostrato in Figura 1.2.
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Figura 1.2: Principio di triangolazione ottica
Esistono dispositivi che utilizzano come sorgente luminosa proiettori di
luce bianca strutturata, Figura 1.3 a, oppure dispositivi usanti un emettitore
LASER, Figura 1.3 b, le cui caratteristiche sono scelte in funzione della speciﬁ-
ca applicazione (cioè in funzione dell'entità della misura e delle caratteristiche
superﬁciali dell'oggetto).
Figura 1.3: a) Sistema a luce bianca strutturata; b) Sistema a lama laser;
Per comuni impieghi industriali e scientiﬁci si utilizzano diodi laser elio-
neon (laser HeNe) che nel loro funzionamento normale operano ad una lunghez-
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za d'onda di 632.8 nm, nella parte rossa dello spettro visibile. I sistemi laser
possono essere distinti in: dispositivi per misure puntuali, usati soprattutto
nel controllo dimensionale di prodotti industriali, che utilizzano un'opportuna
ottica che convoglia il fascio laser in uno spot luminoso, e disposivi per mi-
sure a campo intero di superﬁci libere, quest'ultimi dispongono di un ottica
che, posta tra il diodo emettitore e l'oggetto in esame, crea un piano lumi-
noso che andrà a proiettarsi sulla superﬁcie da scansionare in modo da poter
acquisire non più singoli punti ma un intera linea. In questo modo si ha un
incremento delle prestazioni del sistema in termini di economicità e tempi di
acquisizione di forme complesse. I normali scanner laser tridimensionali, per-
mettono la ricostruzione della forma grazie alla conoscenza della posizione della
lama di luce durante la scansione, che è controllata mediante un dispositivo
che movimenta uno specchio a riﬂessione totale su cui incide il sottile piano
di luce creato dal diodo. Un altra interessante alternativa è quella costituita
dall'uso di almeno una coppia di telecamere che, mediante il principio della
visione stereo, determina istante per istante la posizione della lama laser. I
vantaggi derivanti da quest'ultimo approccio sono dovuti alla semplicità di
calibrazione di un sistema stereo (procedura ormai assodata) evitando così la
più complicata e dispendiosa calibrazione del sistema di movimentazione del
fascio luminoso. Importante ribadire come la dimensione caratteristica dello
spot luminoso (diametro) o della lama laser (spessore linea), inﬂuenza notevol-
mente le prestazioni del sistema di scansione, infatti essa costituisce il limite
inferiore della dimensione che il sistema può discriminare. Il volume di lavoro
degli scanner laser 3D, dipende dalla distanza relativa tra sorgente e ricevitore
di luce, normalmente varia per scansioni di superﬁci che vanno da pochi cm2
sino ad un m2.
I sistemi a luce bianca strutturata, rispetto agli scanner a lama laser, in-
crementano notevolmente la porzione di superﬁcie acquisita in una singola
acquisizione riducendo i tempi di scansione di oggetti di grosse dimensioni.
Infatti mediante la proiezione contemporanea di più fasci luminosi sono in gra-
do di ricoprire l'intero oggetto o grosse porzioni di esso. Per far funzionare i
sistemi a luce strutturata si è dovuto prima risolvere il problema della deter-
minazione delle corrispondenze tra punti tridimensionali e i punti nelle imma-
gini 2D fornite dalle telecamere. La soluzione più robusta ed aﬃdabile a tale
8
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Figura 1.4: a) esempio di pattern per codiﬁca spaziale b) schema di ricerca di
corrispondenza spaziale;
problema consiste nella proiezione contemporanea di bande luminose (pattern)
aventi una caratteristica utile per il riconoscimento e la codiﬁcazione [14]. Di
conseguenza ogni punto della scena sarà contraddistinto da un unico codice
che permetterà di determinare le giuste corrispondenze tra punti proiettati e
punti acquisiti. Questi sistemi prendono il nome di sistemi a luce codiﬁcata
[15]. In base al tipo di pattern usato per la risoluzione del problema delle
corrispondenze si possono suddividere i sistemi a luce codiﬁcata in:
 metodi a codiﬁca diretta (direct codiﬁcation);
 metodi basati su codiﬁca spaziale (spatial-neighborhood codiﬁcation);
 metodi basati su codiﬁca temporale (time-multiplexing).
I primi, sono i metodi di codiﬁca più semplici, infatti ogni pixel viene in-
dicizzato direttamente mediante l'informazione in esso contenuta. I pattern
comunemente utilizzati sono costuituiti da immagini in scala di grigio con in-
tensità lineare o periodica oppure da immagini a colori. La loro risoluzione è
elevata anche se la sensibilità al rumore (dovuta ai pochi colori utilizzabili o i
pochi livelli di grigio) li rende ineﬃcienti.
Le tecniche spatial-neighborhood codiﬁcation, sono una generalizzazione delle
tecniche di riconoscimento usate nella visione stereo che attuano la ricerca di
pixels corrispondenti in due o più immagini della solita scena prese da punti
di vista diﬀerenti. Esse usano la proiezione di un singolo pattern in cui viene
deﬁnito lo schema di codiﬁca, Figura 1.4.
Il riconoscimento di un singolo punto dello spazio di lavoro viene esegui-
to attribuendogli un codice che tiene conto del valore di punti vicini ad esso
(spatial-neighborhood). Nel caso della visione stereo, il riconoscimento delle
9
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features presenti in entrambe le immagini catturate dalle telecamere, quali
fori spigoli ecc, è riassumibile, per ogni ﬁnestra arbitraria con un problema di
minimizzazione della funzione:
‖I1(Vs(x1))− I2(Vs(x2))‖2 (1.1)
dove I1 è l'intensità nell'immagine 1, I2 è l'intensità nell'immagine 2, e
V rappresenta un vettore di pixels in una ﬁnestra attorno ad x1 (o x2). La
ricerca del minimo, consiste, ﬁssata una ﬁnestra di dimensioni arbitrarie nel-
l'immagine 1, nella ricerca della corrispondente ﬁnestra sulla linea epipolare
della seconda immagine. In linea teorica la dimensione di tale ﬁnestra può
essere qualunque, nella pratica però esiste una situazione di compromesso, se
essa è troppo piccola (con il caso limite di ﬁnestra formata da un singolo pixel
cioè caso di direct codiﬁcation) si potrebbero avere molte soluzioni al proble-
ma di minimizzazione creando così un'indeterminazione, aumentando troppo
la dimensione della ﬁnestra, sopratutto in presenza di immagini con basso
contrasto, non è detto che si aumenti il grado di informazione. La scelta del-
la dimensione della ﬁnestra di ricerca risulta diﬃcoltosa rendendo le tecniche
a codiﬁca spaziale poco ﬂessibili e poco adatte nel caso di scansioni ad alta
risoluzione.
Inﬁne le tecniche che si basano su una codiﬁca temporale, risultano le più ro-
buste e adatte a compiti di RE. Il principio di funzionamento di tali tecniche
si basa sulla proiezione in successione temporale e simultanea acquisizione di
n immagini con frange bianche e nere parallele con dimensione caratteristica
dimezzata, come in Figura 1.5.
Le immagini acquisite sono costituite da pixels aventi caratteristiche di
luminosità diﬀererente, così ad ogni pixel è assegnato un codice binario (0,1)
a n bit, dove n è il numero di immagini proiettate (o acquisite) e il valore 0
o 1 è associato al livello di illuminazione (0 = nero, 1 = bianco). In pratica,
l' i-esimo valore del codice binario associato ad un pixel indica se tale punto
risulta in luce o in ombra durante la i-esima proiezione. Grazie a questa
procedura di codiﬁca è possibile riconoscere i vari punti dello spazio di lavoro
in modo eﬃcace e con risoluzioni ed accuratezze elevate. L'unico svantaggio
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Figura 1.5: Sequenza di immagini codiﬁcate e principio di codiﬁca temporale
di tale tecnica è l'inapplicabilità ad oggetti in movimento in quanto verrebbe
falsata la procedura di assegnazione del codice ad un dato pixel.
1.5 Oggetto della tesi
Scopo di questa tesi è stato quello di studiare e sviluppare un sistema per
il controllo di posizione di uno scanner 3D col ﬁne di ottenere un riallinea-
mento automatizzato delle nuvole di punti senza richiedere nessun intervento
da parte dell'operatore. Tale sistema sarà molto utile nella digitalizzazione
di grandi oggetti privi di particolari caratteristiche geometriche. Analizzando
varie tipologie di tracker si è deciso di utilizzare un sistema ottico indipendente
per la visione e il controllo della posizione dello scanner. Tale sistema ha, in-
fatti, molti vantaggi in applicazioni di tipo industriale e quindi nell'utilizzo in
ambienti non controllati. Il sistema ottico ideato e realizzato presso i labora-
tori del Dipartimento di Ingegneria Meccanica, Nucleare e della Produzione
dell'Università di Pisa è costituito da un sistema di visione 3D basato sul
principio di visione stereo. In particolare, esso è costituito da due telecamere
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munite di opportuni ﬁltri IR che visionano i marker IR. I marker sono cos-
tituiti da LED IR che, oppurtunamente posizionati su una struttura solidale
allo scanner, permettono al sistema di visione l'acquisizione di immagini prive
di disturbi dovuti alla scena di lavoro. Sono state realizzate routine Matlab
che permettono, tramite il principio di visione stereo, la determinazione della
posizione assoluta dei centroidi di tali LED, in modo da controllare in qualsiasi
momento la posizione dello scanner ed ottenere così le informazioni necessarie





Per ottenere modelli CAD adeguati agli standard industriali sono necessarie
molteplici scansioni (alcune centinaia per oggetti di grosse dimensioni) ottenute
da diversi punti di vista in modo tale da ricoprire l'intera superﬁcie dell'oggetto.
Pertanto, uno dei processi che inﬂuenza maggiormente la qualità del modello
ﬁnale, è il riallineamento delle nuvole di punti (range maps) ottenute dalle
varie scansioni [16]. Esso può essere suddiviso in due fasi:
1. il riallineamento di primo tentativo;
2. l'ottimizzazione o aﬃnamento, che minimizza il disallineamento delle
zone in comune tra nuvole di punti adiacenti.
L'aﬃnamento del risultato è in generale automatizzato ed è basato sull'algo-
ritmo iterativo ICP (Iterative Closest Point) [17, 18, 19]. E' facile intuire
come, un riallineamento troppo grossolano, implica un numero maggiore d'it-
erazioni dell'algoritmo ICP, con prevedibile aumento dei tempi di calcolo e
diminuzione della precisione ﬁnale. La prima fase, che non è ancora comple-
tamente automatizzata, è fondamentale ai ﬁni della bontà della procedura di
digitalizzazione.
In genere si utilizzano le cosidette Tecniche Integrate. Una di queste,
usata sopratutto nell'analisi di oggetti di piccole dimensioni con elevato grado
di dettaglio, è la Tecnica 3-2-1 (Figura 2.1). Essa consiste nella selezione, da
13
CAPITOLO 2. IL TRACKING
parte dell'operatore, di almeno 3 riferimenti geometrici in comune tra nuvole
di punti adiacenti. Questi verranno poi utilizzati per il calcolo delle matrici di
rototraslazione rigida permettendo il riallineamento delle range maps.
Figura 2.1: Tecnica 3-2-1
Un altra metodologia, facente parte delle tecniche integrate, consiste nel
determinare, tramite il sistema di visione, la posizione di alcuni marker po-
sizionati sulla superﬁcie dell'oggetto stesso [20]. In questo caso basterà che
l'operatore pianiﬁchi la procedura in modo da inquadrare in scansioni succes-
sive 3 marker in comune. Si otterranno così le informazioni necessarie per
determinare la trasformazione rigida di rototraslazione di riallineamento.
Entrambe le tecniche integrate, nonostante permettano il controllo diret-
to sul processo di ricostruzione della forma, sono particolarmente ineﬃcienti
richiedendo tempi notevolmente lunghi nel digitalizzare interamente un ogget-
to. Inoltre, presentano il problema di propagazione dell'errore di riallineamen-
to dalla prima all'ultima scansione, che rappresenta un grosso problema nel
riallineamento di una numerosa sequenza di range maps.
Oltre alle tecniche sopra descritte negli ultimi anni sono stati proposti altri
metodi con lo scopo di automatizzare completamente il processo di rilievo
di forma ma, purtroppo, nessuno di questi risulta abbastanza ﬂessibile per
essere considerato soluzione deﬁnitiva [21]. Essi si possono classiﬁcare in due
categorie principali: gli automatici, che eﬀettuano il riallineamento delle nuvole
esclusivamente via software [22], e i metodi che sfruttano il cosidetto tracking
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Figura 2.2: Tecnica con marker applicati aulla superﬁcie dell'oggetto
della posizione relativa tra scanner e oggetto (in questa tesi verranno analizzate
in dettaglio le potenzialità di quest'ultimi) [25]. I metodi automatici, senza
entrare particolarmente nel dettaglio, possono essere classiﬁcati in:
1. metodi basati sul vincolo di rigità di forma;
2. metodi basati sulla caratterizzazione globale della forma;
3. metodi basati sulla caratterizzazione locale della forma [23].
I più eﬃcienti risultano i metodi che, tramite l'analisi locale di una caratteri-
stica geometrica, come ad esempio la curvatura, riescono ad individuare zone
in comune tra le varie range maps in modo da ottenere un riallineamento ac-
cettabile [24]. Tuttavia, in ambito industriale, tali metodi sono poco usati in
quanto non presentano le caratteristiche di robustezza adeguate. In presenza
superﬁci caratterizzate da simmetrie oppure aventi curvature uniformi, i ri-
allineamenti oltre ad essere particolarmente lenti non presentano le precisioni
richieste. Inoltre, tali metodi sono particolarmente suscettibili alla presenza di
rumore nei dati ed hanno elevati costi computazionali.
Nel prossimo paragrafo verranno classiﬁcati e descritti le principali tipologie
di dispositivi usati per il tracking.
15
CAPITOLO 2. IL TRACKING
2.2 Il tracking
La deﬁnizione più generale di tracking è la seguente: Un dispositivo di tracking
è quel sistema che, grazie a sensori di varia natura, permette di conoscere la
posizione e l'orientazione di un oggetto nello spazio e nel tempo . Il problema
del tracking è stato già aﬀrontato in numerosi settori della scienza. Come
mostrato in Figura 2.3, i campi applicativi di tali tecnologie sono i più svariati.
L'approccio basato sul tracking della posizione relativa tra lo scanner e
l'oggetto, è quello che riguarda in speciﬁco questo lavoro di tale tesi.
Figura 2.3: Esempi di campi di applicazione dei sistemi di tracking
I parametri che caratterizzano le prestazioni dei sistemi di tracciamento
sono:
1. Latenza del sistema;
2. Rumore e instabilità;
3. Accuratezza e precisione;
4. Volume di lavoro.
In base alle caratteristiche richieste dalla speciﬁca applicazione è possibile
scegliere il sistema di tracciamento più adatto allo scopo. In funzione del
principio di funzionamento i tracker si possono classiﬁcare , in due grandi
famiglie:
1. Tracking meccanico;
2. Tracking non meccanico.
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2.2.1 Il tracking meccanico
Il tracking meccanico [26] consiste nella determinazione della posizione e del-
l'orientazione di un oggetto grazie a strutture cinematiche composte da links in-
terconnessi da giunti sensorizzati. Nel campo del RE, la soluzione più semplice
è ottenuta movimentando l'oggetto da digitalizzare sopra una tavola rotante
in modo da conoscere l'informazione sulla rotazione angolare che permette di
riallineare le varie range maps. Nonostante la semplicità e la relativa econo-
micità di tale soluzione essa ha dei limiti sulla complessità e sulle dimensioni
degli oggetti scansionabili, dettati dall'assialsimmetria del processo di misura.
Una soluzione più ﬂessibile consiste nel posizionare lo scanner 3D sull'end-
eﬀector di un robot antropomorfo in modo da conoscerne la posizione istante
per istante rispetto al base frame (sistema di riferimento solidale alla base del
robot). E' facile intuire come il processo di riallineamento sia fortemente legato
alle caratteristiche di precisione ed accuratezza del robot stesso, che comunque
non sono troppo elevate. Tali robot permettono comunque il rilievo di forma
di oggetti molto complessi in tempi notevoleme brevi, tuttavia, oltre ad essere
particolarmente costosi essi non permettono, causa il volume di lavoro limitato,
il trattamento di oggetti di grosse dimensioni.
2.2.2 Il tracking non meccanico
Oltre ai tracker di tipo meccanico, esistono sistemi che basano il loro funziona-
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2.2.2.1 Tracking inerziale
Questi sistemi utilizzano giroscopi e accelerometri in grado di fornire proﬁli
di accelerazione lineare ed angolare in un sistema di riferimento [26]. Tramite
l'integrazione di queste funzioni è possibile determinare la posizione spaziale e i
cosidetti angoli yaw, pitch e roll. Sebbene l'utilizzo di sensori inerziali è comune
in molti settori, grazie alle loro caratteristiche di prontezza e accuratezza, il
problema della deriva, cioè l'accumulo di errore col passare del tempo, li rende
inutilizzabili in applicazioni di reverse engineering. Supponendo che la misura
di accelerazione sia aﬀetta da un errore costante, si può evidenziare, dalle
seguenti equazioni, come la misura (indiretta) di posizione sia caratterizzata
da un termine di errore proporzionale con il tempo:
vi(t) =
∫













Il funzionamento dei tracker elettromagnetici si basa sulla misura dell'entità
del campo magnetico generato facendo scorrere corrente elettrica all'interno
di tre spire, disposte perpendicolarmente l'una con l'altra. Esse sono inserite
in un contenitore solidale all'oggetto da inseguire. Attivandole in sequenza
e misurando il campo magnetico generato da ognuna di esse, è possibile de-
terminare la posizione e l'orientamento dell'oggetto [26]. Questi sistemi non
sono particolarmente adatti all'uso in ambienti industriali o non controllati in
quanto sensibili a fonti di inquinamento elettromagnetico, come oggetti metal-
lici e dispositivi elettronici, che possono falsare le misure di posizione ottenute.
Inoltre il campo di azione risulta piuttosto limitato, variando da 1 a 10 m.
2.2.2.3 Tracking acustico
In questi dispositivi il controllo di posizione ed orientamento è eﬀettuato me-
diante un sistema denominato a tempo di volo. Si misura cioè, il tempo impie-
gato da un onda ultrasonica a viaggiare dalla sorgente alla destinazione. Tale
tracker, infatti, è basato su suoni emessi da sorgenti ad alta frequenza e ricevuti
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da microfoni. Il trasmettitore può essere posizionato sull'oggetto da tracciare
ed i microfoni posizionati nell'ambiente circostante, o viceversa. Chiaramente
per la misura della sola posizione è necessario un solo trasmettitore mentre
se si vuole conoscere anche l'orientazione, è necessaria almeno una terna di
trasmettitori per poter eseguire la triangolazione [26].
Tali sistemi sono poco costosi e molto leggeri, però, come nel caso precedente,
sono stati scartati nel campo del RE poichè la loro accuratezza è ridotta dai
rumori presenti nell'ambiente di misura.
2.2.2.4 Tracking ottico
Tra i sistemi di tracking non meccanici, quelli ottici sono maggiormente uti-
lizzati risultando più veloci e accurati rispetto alle tecniche basate su prin-
cipi acustici, magnetici e inerziali. Il tracciamento ottico, tema molto cono-
sciuto nel campo della Computer Vision, usa sensori ottici di vario tipo per
riconoscere la posizione di oggetti o punti di essi, ricavando la posizione e
l'orientamento del corpo voluto. Un sistema ottico è quindi caratterizzato dal-
la presenza di un emettitore, che può essere attivo (LED) o passivo (marker
retroriﬂettenti) a seconda che emetta luce propria o usi luce riﬂessa, e un sen-
sore ottico quali telecamere o pannelli fotosensibili [27, 28]. A seconda della
posizione del sistema di visione e dei bersagli ottici (Figura 2.4) i dispositivi
di tracciamento ottico si suddividono in:
1. Outside looking in (OLI);
2. Inside looking out (ILO).
I primi sfruttano almeno una coppia di telecamere che, tramite triango-
lazione, determinano la posizione degli emettitori opportunamente ﬁssati al
corpo da inseguire. I principali fattori che inﬂuenzano le prestazioni di questo
sistema sono: la risoluzione e il frame-rate delle telecamere, la sensibilità alle
occlusioni e il processo di calibrazione. Essi forniscono una buona stima della
posizione, mentre, la stima dell'orientamento è più critica e richiede l'uso di
molti markers. Tali sistemi sono lo standard in applicazioni quali il Motion
Capture, gli studi biomeccanici e l' industria cinematograﬁca.
I sistemi ILO, sono stati ideati principalmente per applicazioni di realtà vir-
tuale. Il sensore ottico (telecamera), ﬁssato sul corpo in movimento, osserva
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Figura 2.4: Tipologie di tracking ottico: a sinistra Outside looking in; a destra
Inside looking out.
una serie di riferimenti esterni (LED posizionati solitamente sul soﬃtto), per-
mettono un'accurata stima della posizione e dell'orientamento dell'oggetto da
tracciare.
Il principale problema dei dispositivi ottici è quello relativo all'occlusione della
linea di vista (line of sight): per un corretto tracciamento il sistema di visione
non deve avere ostacoli tra il sensore e l'emettitore. I sistemi ILO sono meno
suscettibili all'occlusione rispetto a quelli OLI che, per risolvere tale proble-
ma, prevedono l'installazione di un maggior numero di telecamere e/o punti
ﬁducilali aumentando però la complessità del sistema in modo da avere una
ridondanza di informazioni.
Un'altra classiﬁcazione dei tracker ottici è quella redatta in base all'utilizzo o
meno di marker. Esistono tracker marker based e markerless. Le due tipolo-
gie di sistemi si diﬀerenziano per il tipo di informazione usata dal software
per il calcolo di posizione e di orientamento dell'oggetto. I sistemi markerless
sfruttano particolarità geometriche presenti sul corpo da tracciare, pertanto,
la determinazione di tali caratteristiche è eseguita mediante complessi algorit-
mi di elaborazioni di immagini. Invece, i sistemi marker based, si basano sul
riconoscimento di elementi di luce puntiformi (marker) che possono essere po-
sizionati direttamente sull'oggetto o in posizioni note dell'ambiente circostante
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a seconda che si tratti rispettivamente di un sistema ILO oppure OLI. Come
già detto, i marker impiegati possono essere attivi o passivi (ﬁgura 2.5). La
scelta di una tipologia rispetto all'altra è eﬀettuata solitamente in funzione
dell'ambiente in cui opererà il sistema di tracking.
I marker attivi, solitamente costituiti da LED, risultano essere meno sensibili
Figura 2.5: Esempi di marker : a sinistra marker attivi, a destra marker passivi
alle variazioni di luce ambientali e pertanto sono preferibili nell'uso in ambien-
ti con luminosità poco controllata. Essi, avendo bisogno di un'alimentazione,
sono più ingombranti. I marker passivi, possono invece essere costituiti da
punti colorati, sempliﬁcando così l'algoritmo di riconoscimento dei vari marker,
tale soluzione risulta però molto sensibile alle variazioni di luce. Per attenua-
re in parte il problema, vengono usati marker passivi costituiti di materiale
retroriﬂettente in grado di riﬂettere luce proiettata da oppurtuni illuminatori
nelle frequenze dell'infrarosso (IR) [29]. In questo caso si devono predisporre
telecamere adeguate. In entrambi i sistemi, per determinare la posizione asso-
luta dei singoli marker, viene sfruttato il principio di triangolazione mediante
il quale, conoscendo la posizione dei marker nell'immagine bidimensionale ac-
quisita da ogni telecamera, è possibile ottenere la posizione assoluta del marker
(come descritto nel paragrafo 3.2.4). In tali dispositivi, condizione necessaria
per la determinazione della posizione assoluta dei singoli marker, è che ogni
punto lumiscente entri nel cono di visibilità di ogni telecamera, limitando, in
funzione delle ottiche scelte e del numero di telecamere, il volume di lavoro.
Bisogna sottolineare inoltre l'importanza che ha l'algoritmo di riconoscimen-
to dei marker nella scena inquadrata dalle telecamere, infatti, corrispondenze
falsate portano a valutazione erronea della posizione assoluta.
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In questa tesi, è stato sviluppato un sistema di tracking ottico (marker based)
della tipologia Outside looking che usa LED all'infrarosso come marker attivi.
Tale sistema risulta vantaggioso in applicazioni di controllo di posizione tra
scanner 3D e oggetto in ambienti soggetti a condizioni di luminosità variabili,
e in generale, con disturbi di varia natura.
2.2.2.5 Tracking ibrido
Tecniche di tracking di tipo ibrido sono spesso usate in applicazioni commer-
ciali. In tali dispositivi solitamente si sceglie di aﬃancare a sistemi con buone
prestazioni, ma che presentano particolari difetti, altri sistemi che sopperiscono
a tali problemi. Ad esempio, può essere utile usare un tracker inerziale, con
ottime prestazioni ma con il problema della deriva (accumulo progressivo del-
l'errore), insieme ad un tracker ottico che, anche con frequenza molto bassa,
fornisca una misura assoluta.
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Progettazione del Tracker Ottico
In questo capitolo verranno descritte e motivate le scelte progettuali del sistema
di tracking ideato e assemblato nei laboratori del Dipartimento di Ingegneria
Meccanica, Nucleare e della Produzione dell'Università di Pisa. Nella prima
parte del capitolo sono stati descritti i dispositivi ottici scelti mentre, nella
seconda parte, è stato analizzato il processo di stereovisione (con relativa fase
di calibrazione) per capire meglio il funzionamento del tracker. Inﬁne verrà
descritta la procedura di riallineamento delle range maps illustrando gli algo-
ritmi di calcolo usati. Le routine di calcolo necessarie per il RE completo di
superﬁci sono state realizzate in ambiente Matlab, in particolare, sono stati
usati i pacchetti Camera Calibration Toolbox e Image Processing Toolbox.
3.1 Descrizione del dispositivo di visione
Nei precedenti capitoli abbiamo visto che il sistema di controllo di posizione
dello scanner ottico 3D è stato ideato principalmente per applicazioni di Re-
verse Engineering in ambienti non controllati. Tale speciﬁca ha fatto in modo
che la scelta sia ricaduta su un tracker ottico. In particolare, si scelto di usare
un dispositivo OLI marker based attivo. Questi sistemi risultano, a diﬀeren-
za di quelli basati su principi acustici e magnetici, meno sensibili a fattori di
disturbo ambientale come, ad esempio, la presenza di oggetti ferromagnetici
o onde acustiche non controllate (frequenti in ambienti come capannoni in-
dustriali). Inoltre, tali sistemi, sono caratterizzati da grossi volumi di lavoro e
dotati di portabilità migliori rispetto a tracker meccanici. Un altro importante
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vantaggio dei dispositivi ottici è la loro economicità. Inﬁne, rispetto ai tracker
inerziali e alle attuali tecniche di riallineamento usate, non sono soggetti ad
errore di deriva.
Il sistema ottico progettato permette il tracciamento della posizione dello scan-
ner 3D sfruttando il principio della visione stereo. Particolari marker attivi,
ossia LED operanti nelle lunghezze d'onda dell'infrarosso, solidali al sistema
di scansione, sono osservati da una coppia di telecamere munite di opportuni
ﬁltro passa-alto IR, che, mediante triangolazione, permettono di calcolare la
posizione di ogni singolo marker. Tale scelta è stata realizzata in modo da
rendere meno dispendioso possibile il riconoscimento dei marker da parte del
software di visione stereo.
3.1.1 Layout sperimentale
Il tracker ottico, il cui schema di funzionamento è mostrato in Figura 3.1, è cos-
tituito da una coppia di telecamere munite di opportuni ﬁltri IR che inferiscono,
mediante il noto processo di stereovisione, la posizione di alcuni marker attivi
IR solidali allo scanner. In questo modo si hanno le informazioni utili per
il processo di riallineamento delle nuvole di punti provenienti dallo scanner
riferendole al sistema di riferimento ﬁsso (
∑
teli). La scelta dei marker attivi
operanti nelle lunghezza d'onda dell'infrarosso è dettata dall'esigenza di ren-
dere l'operazione di calcolo delle corrispondenze più veloce e precisa possibile.
Montando ﬁltri IR passa-alto sugli obiettivi delle telecamere, si riescono ad
eliminare tutti gli elementi di disturbo presenti sulla scena di lavoro rendendo
il calcolo della posizione dei centroidi dei marker IR semplice e veloce. Inoltre,
avendo pochi punti dei quali dover calcolare gli omologhi, il vincolo epipolare
risolve il problema delle corrispondenze (senza generare false corrispondenze).
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Figura 3.1: Layout Sperimentale
Le nuvole di punti sono indicate nel sistema di riferimento dello scanner∑
lt (posizionato nel centro ottico della telecamera). Lo scanner ottico, per
poter ottenere informazioni con elevata risoluzione, deve eseguire scansioni di
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superﬁci limitate, pertanto, per ottenere il modello matematico di un intera
superﬁcie, è necessario eseguire scansioni da diﬀerenti e molteplici punti di
osservazione. Questa tipologia di approccio rende necessaria la conoscenza
della posizione dello scanner ottico durante le varie acquisizioni. Posizione e
orientazione dello scanner sono ottenuti misurando la posizione (pi) di alcuni
marker solidali allo scanner rispetto al sistema di riferimento ﬁsso
∑
teli solidale
con il sistema di visione stereo. I marker attivi usati sono di due tipologie:
i primi costituiti da led IR con lunghezza d'onda di 840nm (Figura 3.2), i
secondi sono marker dal disegno crociforme retroilluminati da unità led come
le precedenti (Figura 3.3).
(a) Esempio di led IR solidali alla staﬀa dello scanner (b) Led IR
Figura 3.2: Marker IR attivi
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(a) Marker attivi crociformi retroilluminati (b) Disegno marker crociforme
Figura 3.3: Marker attivi IR crociformi
La sola conoscenza della posizione dei marker al variare della posizione dello
scanner non è suﬃciente per il riallineamento delle nuvole di punti, in quanto,
la posizione di
∑
lt non è nota a priori. Il riallineamento delle nuvole di punti
è pertanto possibile solo dopo una fase di calibrazione che verrà descritta nel
paragrafo 3.4.1.
Si illustrano ora gli elementi costituenti il tracker : il sistema di visione stereo è
costituito da due telecamere monocromatiche TELI CSB4000F-10 (Figura 3.4)
poste su una guida lineare in modo tale che la loro posizione relativa rimanga
inalterata nel tempo.
Figura 3.4: Telecamera TELI CSB4000F-10.
Le TELI CSB4000F-10, le cui caratteristiche tecniche sono mostrate in
Tabella 3.1, sono collegate ad un personal computer mediante scheda di rete
ﬁre-wire.
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Tipologia sensore CMOS
Colore monocromantico ad 8 bit (28 = 256 livelli di grigio)
Risoluzione massima 2008x2047 pixel 4Megapixel
Velocità di acquisizione 7.5 frames
s
alla massima risoluzione
Tabella 3.1: Caratteristiche tecniche telecamere TELI CSB4000F-10
La scelta delle telecamere presenta numerose opzioni tra cui la tecnologia
del sensore: esistono, infatti, telecamere con sensore CCD (Charge Coupled De-
vice) oppure CMOS (Complementary Metal Oxide Semiconductor). A parità
di risoluzione, i sensori CMOS presentano costi inferiori rispetto ai CCD, però,
hanno lo svantaggio di un rumore di fondo generalmente più alto. Quest'ulti-
ma caratteristica è dovuta alla natura del sensore stesso: un CMOS è infatti
costituito, oltre al classico fotodiodo, anche da un circuito elettronico che am-
pliﬁca e trasforma il segnale. Pertanto, lievi alterazione del segnale dovute a
microscopiche imperfezioni nei circuiti, sono la causa del rumore. Nei sensori
CCD, la circuiteria appena descritta presente a livello dei fotodiodi nei CMOS,
è posta esternamente alla superﬁcie sensibile alla luce. Questo comporta l'au-
mento della superﬁcie attiva del sensore (miglior coeﬃciente di riempimento)
rendendo i CCD più sensibili alla luce dei corrispettivi CMOS.
La scelta delle telecamere con sensore CMOS è stata dovuta principalmente
all'esigenza di usare immagini ad alta risoluzione (4 Megapixel) contentenendo
i costi dell'apparato. Nulla vieta però l'uso di migliori e più costose telecamere
con sensore CCD.
Per quanto riguarda le ottiche accoppiate alle telecamere sono stati scelti degli
obiettivi a focale ﬁssa con regolazione del fuoco manuale. Le principali carat-
teristiche di tali ottiche sono mostrate in Figura 3.5. L'uso di ottiche gran-
dangolari permette di avere un buon angolo di campo (Angle of View) e una
grande profondità di campo (Deep of ﬁeld) incrementando così il volume di
lavoro del tracker.
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Figura 3.5: Caratteristiche tecniche lenti usate nel sistema stereoscopico
Le ottiche hanno la possibilità di montare ﬁltri ottici che, nel caso speciﬁco
di questa tesi, sono costituiti da ﬁltri IR passa alto Schneider IF  093  SN1
 35.5 descritti in Figura 3.6.
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Figura 3.6: Caratteristiche tecniche Filtri Schneider IF  093  SN1  35.5
Inﬁne, il modello dello scanner ottico a luce strutturata utilizzato è Scan-
Probe LT (Figura 3.7), prodotto dall'azienda Scansystem. I sistemi ScanProbe
LT comprendono un sensore ottico costituito da una telecamera b/n FireWire
con una risoluzione di 1.2 Megapixel ed un proiettore di luce strutturata. I
dispositivi di visione sono integrati ad un PC con sistema operativo Windows
XP e software di supporto ai processi di scansione ed elaborazione dati. Tali
scanner garantiscono prestazioni di livello elevato (Figura 3.7b) quali: velocità
di scansione, qualità costruttiva e semplicità di impiego.
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(a) ScanProbe LT
(b) Speciﬁche tecniche ScanProbe LT
Figura 3.7: ScanProbe LT di Scansystem
3.2 Il principio di visione stereoscopica
Il sistema di scansione ottica descritto nel paragrafo precedente è basato sul
principio della visione stereo, infatti, ne fanno uso sia lo scanner 3D a luce
strutturata (per la generazione delle range maps) sia il sistema di visione a
monte per il riallineamento delle informazioni ottenute. In questo paragrafo
verrà fornita una descrizione di tale principio mostrandone le peculiarità. La
stereovisione permette di inferire la forma e la posizione di un oggetto osser-
vato da due o più telecamere [30]. Utilizzando una coppia di telecamere si
parla di visione binoculare. La necessità di avere più telecamere è dettata dal-
l'impossibilità di ottenere la posizione di un punto avendo solo un'immagine
della scena. Questo fatto è dimostrato in Figura 3.8 nella quale non è possibile
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discriminare il punto P dal punto Q conoscendo solo l'immagine impressa nel
piano di retina pil della telecamera di centro ottico Ol(coincidenza dei punti m
e q).
Figura 3.8: Principio di funzionamento di un sistema di visione monoculare
Il problema viene eliminato eseguendo la triangolazione delle informazioni
fornite da almeno due telecamere aventi punti di vista diﬀerenti. Come mostra-
to in Figura 3.9, nel caso di visione binoculare, la determinazione della po-
sizione di un punto P è univocamente determinata dalle proiezioni di esso nei
piani di retina pil, pir rispettivamente delle telecamere di centro ottico Ol, Or.
In particolare, nota la posizione 2D dei punti omologhi, cioè p ∈ pil e p ∈ pir,è
possibile calcolare la posizione 3D di P e viceversa.
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Figura 3.9: Principio di funzionamento di un sistema di visione binoculare
Il processo di triangolazione richiede sempre la risoluzione del cosidetto
problema delle corrispondenze, ovvero, l'individuazione dei punti omologhi nei
diversi piani d'immagine. Nel caso dello scanner 3D tale problema è risolto
mediante l'uso della luce strutturata infatti, come precedentemente descritto,
ogni pixel è caratterizzato da un codice binario univoco che ne permette l'in-
dividuazione sui piani di retina delle telecamere. Più in generale, i sistemi
di visione passivi per la risoluzione del matching stereo, sfruttano il cosidet-
to vincolo epipolare che sempliﬁca la risoluzione del problema eﬀettuando la
ricerca dei punti omologhi su una retta invece che sull'intero piano d'immag-
ine . Come mostrato in Figura 3.10, gli omologhi di tutti i punti dello spazio
che potrebbero risultare proiezione nello stesso punto q del piano immagine pl
(e.g. punto p proiezione di P o lo stesso punto q proiezione di Q), giacciono
sulla retta epipolare generata dall'intersezione tra il piano immagine pr e il
piano epipolare che passa per la retta OlQP e i due centri ottici Ol e Or. In
deﬁnitiva, il vincolo epipolare riduce lo spazio di ricerca dei punti omologhi
da un piano ad un segmento di retta sempliﬁcando notevolmente il problema
delle corrispondenze riducendone la complessità di calcolo e migliorandone la
precisione della soluzione ottenuta.
Nonostante l'uso del vincolo epipolare la soluzione del matching stereo non
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è sempre garantita, infatti, possibili occlusioni e\o oggetti presenti sulla scena
di lavoro potrebbero impedire la visione da parte di una delle telecamere di un
determinato punto. In questo caso sfavorevole non è possibile triangolare la
posizione del punto suddetto. La sensibilità alle occlusioni della linea di vista
è, come precedentemente accennato, uno dei principali svantaggi dei tracker
ottici.
Figura 3.10: Il matching stereo usando il vincolo epipolare
In Figura 3.11 è mostrato il diagramma di ﬂusso del processo di visione
stereoscopica. La fase di calibrazione ha il compito di determinare i parametri
caratterizzanti i dispositivi ottici e quindi l'intero sistema di visione. Questi
parametri si dividono principlamente in due categorie: i parametri intrinseci
ed estrinseci. I primi descrivono la geometria interna e le caratteristiche ot-
tiche delle telecamere, in particolare, consentono di deﬁnire la trasformazione
che mappa un punto dello spazio 3D nelle coordinate del piano immagine
di ogni telecamera. I parametri estrinseci, invece, descrivono la posizione e
l'orientamento della telecamera rispetto ad un sistema di riferimento stabilito.
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Figura 3.11: Diagramma riassuntivo delle operazioni del processo di
stereovisione
La conoscenza dei parametri intriseci ed estrinseci permette l'esecuzione
della procedura di rettiﬁcazione delle immagini: in questa fase si esegue una
trasformazione delle immagini acquisite dal sistema stereo per produrre un
sistema virtuale nel quale i piani immagine delle telecamere giacciono sullo
stesso piano e nel quale la ricerca dei punti omologhi avviene esaminando le
medesime righe nei diversi piani immagine. Le nuove immagini così ottenute
prendono il nome di immagini in forma standard dove i piani x− y dei sistemi
di riferimento posizionati nei centri ottici delle due telecamere sono complanari
Figura 3.12.
L'uso delle immagini in forma standard sempliﬁca notevolmente il problema
delle corrispondenze rendendo più robusta ed aﬃdabile la ricerca dei punti
omologhi. Inﬁne, attraverso la triangolazione dei punti omologhi, è possibile
ottenere le coordinate assolute degli stessi punti del sistema di riferimento di
una delle telecamere.
Nei prossimi paragraﬁ verranno descritte in dettaglio tutte le fasi costituenti
il processo di stereovisione (Figura 3.11).
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Figura 3.12: Immagini in forma standard
3.2.1 La calibrazione
La fase di calibrazione dei dispositivi ottici è di fondamentale importanza per
la precisione e l'accuratezza di tutto il processo di misura. Essa ha il compito
di determinare sia i parametri estrinseci (posizione e orientamento telecamere
rispetto ad un sistema di riferimento stabilito) sia i parametri intrinseci dei
dispositivi ottici (distanza focale, centro focale, distorsione lenti ecc). Tali
parametri sono necessari per poter eseguire la rettiﬁcazione delle immagini
(ottenendo immagini in forma standard) e la triangolazione dei punti omologhi.
Per prima cosa è necessario modellizzare il dispositivo telecamera. Il mod-
ello matematico più semplice utilizzato è il cosidetto Pin Hole Camera (mod-
ello stenopeico) [31]. Come si può osservare in Figura 3.13, esso è formato
da un piano di retina R sul quale viene proiettata l'immagine attraverso una
proiezione prospettica dal centro ottico (o punto di fuoco) C, posto ad una
distanza pari alla lunghezza focale f . L'immagine m nel piano R di un punto
tridimensionale M , è l'intersezione di tale piano con la retta passante per C
ed M (raggio ottico). L'asse ottico, ovvero la retta passante per il fuoco C e
perpendicolare al piano di retina R, intersecando quest' ultimo, individua il
punto principale c. Si fa notare come tutti i punti appartenenti al piano focale
F , non abbiano immagine sul piano di retina R in quanto i raggi ottici sono
paralleli ad esso.
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Figura 3.13: Descrizione geometrica modello Pin Hole Camera
Detto questo si possono deﬁnire un sistema di riferimento bidimensionale
posto sul piano di retina, ΣR ≡ (c, x, y), ed un sistema di riferimento tridimen-
sionale posto sul piano focale chiamato sistema camera, ΣC ≡ (C, X, Y, Z).
La relazione che esiste tra le coordinate nel piano immagine del punto m nel











x = −f · X
Z
, y = −f · Y
Z
(3.2)
dove f è la distanza focale.
Esprimendo le equazioni proiettive (3.2) in coordinate omogenee è possibile
ottenere la seguente forma linearizzata:




 f 0 0 00 f 0 0








dove P è la matrice di proiezione prospettica.
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Il modello Pin Hole Camera, e quindi le equazioni di (3.2), non può es-
sere direttamente applicabile alla realtà, in quanto, le telecamere, per poter
ottenere un'intesità di luce suﬃciente per il corretto funzionamento, sono mu-
nite di un sistema ottico composto da un diaframma ed un gruppo di lenti. Gli
obiettivi, non essendo perfetti, introducono delle distorsioni e delle aberrazioni
ottiche che non vengono considerate nel modello stenopeico. Il modello Pin
Hole Camera è comunque utilizzato in maniera indiretta nella calibrazione.
3.2.1.1 La calibrazione delle telecamere
Come detto in precedenza, la calibrazione di un sistema di visione steroscopico
ha lo scopo di determinare i parametri intrinseci ed estrinseci del sistema.
Per meglio capire e comprendere i risultati ottenuti in fase di calibrazione
verrano analizzati singolarmente i parametri ricercati e calcolati. Per fare ciò
verranno considerate le trasformazioni costituenti il processo di formazione di
un immagine rappresentante una scena:
1. Trasformazione delle coordinate espresse in un sistema di riferimento
prestabilito (solidale con il mondo) ΣW nelle coordinate espresse nel sis-
tema di riferimento solidale alla telecamera ΣC . Tale trasformazione è
modellabile con una rototraslazione rigida descritta dalle equazioni 3.5: XY
Z




dove R e T sono rispettivamente la matrice di rotazione e il vettore di
traslazione. Le componenti della matrice R e del vettore T costituiscono
i parametri estrinseci della telecamera. I parametri estrinseci da stimare
tramite calibrazione sono costituiti dai tre elementi che compongono il
vettore T e da altri tre elementi che compongono la matrice di rotazione
R (dato che tra le compononenti della matrice esistono sei relazioni di
ortonormalità). La matrice R può essere scritta, quindi, in funzione dei
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tre angoli di Eulero (θ, ϕ, ψ) :
R =
 cosψ cos θ sinψ cos θ − sin θ− sinψ cos θ + cosψ sin θ cosϕ cosψ cos θ + sinψ sin θ sinϕ cos θ sinϕ
sinψ sinϕ+ cosψ sin θ cosϕ − cosψ sinϕ+ sinψ sin θ cosϕ cos θ cosϕ

(3.6)
2. Trasformazione dalle coordinate espresse nel sistema di riferimento ΣC
alle coordinate immagine ideali (prive di distorsione) nel sistema di
riferimento bidimensionale posto sul piano di retina: il parametro da
determinare è, in questo caso, la lunghezza focale f .
xu = f · X
Z
, yu = f · Y
Z
(3.7)
3. Trasformazione dalle coordinate ideali (xu, yu) alle coordinate reali (xd, yd)
nel sistema di riferimento solidale al piano retina della camera. Questa
trasformazione è descritta dalle seguenti equazioni:
xd = xu + δx · (xu, yu) (3.8)
yd = yu + δy · (xu, yu) (3.9)
dove δx e δy sono le componenti lungo i due assi della distorsione in-
trodotta dalle lenti. La distorsione può essere suddivisa in due compo-
nenti: la componente radiale (dr) che varia con la lunghezza focale e la
componente tangenziale (dt) disposta in direzione ortogonale alla prima.
Quest'ultima dipende dal non perfetto allineamento assiale di tutte le
lenti all'interno dell'obiettivo. In genere, come si evince dalla letteratura
tecnica, la distorsione radiale è preponderante rispetto a quella tangen-
ziale (con dr
dt





ki · ri+2 (3.10)
dove r è la distanza radiale, mentre i coeﬃcienti ki sono calcolati me-
diante la calibrazione.
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4. Trasformazione dalle coordinate immagine reali (xd, yd) alle coordinate
immagine (u, v) espresse in pixels. Le seguenti equazioni descrivono tale
trasformazione:
u = s · xd
dx




dove s è un fattore di scala, (u0, v0) sono le coordinate in pixel del punto
principale c (vedi Figura 3.13), (dx, dy) sono le dimensioni espresse in
mm delle celle costituenti il sensore nelle direzioni x e y. I parametri da
calcolare sono le coordinate del punto principale c ed il fattore di scala
s.
La calibrazione ha il compito di stimare i parametri intrinseci mostrati nelle
equazioni 3.5 e 3.6, mentre, i parametri estrinseci sono rappresentati dalla dis-
tanza focale f , i coeﬃcienti di distorsione ki, il fattore di scala s e le coordinate
(u0, v0) del punto principale c, rispettivamente incognite nelle equazioni 3.7,
3.10, 3.11.
La procedura di calibrazione è un'operazione ormai consolidata. In lette-
ratura troviamo diverse procedure in funzione della tipologia di algoritmi che
vengono utilizzati per la risoluzione delle equazioni precedentemente mostrate.
Esistono tecniche di calibrazione basate su algoritmi lineari, algoritmi non
lineari (più accurati ma anche computazionalmente più costosi dei preceden-
ti) ed algoritmi misti (metodi multi-step che dopo una prima risoluzione del
problema attraverso un metodo lineare eseguono una ottimizzazione con ricer-
ca del minimo di una funzione obiettivo con metodi non lineari). Tutte queste
tecniche partono dal presupposto che sia possibile calcolare i parametri di
calibrazione conoscendo le coordinate di un certo numero di punti rispetto
ad un sistema di riferimento assoluto risolvendo così il sistema di equazioni di
proiezione prospettica. Chiaramente, in funzione del numero di punti utilizzati,
si useranno tecniche lineari (se i punti utilizzati sono in numero strettamente
necessario per la risoluzione del sistema di equazioni prospettiche), non linea-
ri o multi-step (se si avranno informazioni ridondanti e quindi un numero di
punti strettamente maggiore a quelli necessari per la risoluzione del sistema
di equazioni prospettiche). Per ottenere i punti necessari per la calibrazione
si usano i cosidetti provini di calibrazione: ovvero pannelli planari o biplanari
aventi pattern geometrici dei quali sono note con precisione le caratteristiche
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(dimensione e posizione delle features presenti nel pattern, etc). Solitamente,
ed anche nel nostro caso, il provino di calibrazione è costituito da una las-
tra di vetro piana sulla quale è stata incollata una stampa su Mylar (resina
termoplastica) di una scacchiera di dimensioni note (Figura 3.14).
Figura 3.14: Provino di calibrazione
Usando tecniche di elaborazioni delle immagini (in particolare l'algorit-
mo Corner ﬁnder) è stato possibile estrarre, con precisione del sub-pixel, le
coordinate degli spigoli degli scacchi nel sistema di riferimento assoluto WCS
(Figura 3.14). Tali coordinate verranno usate come dati d'ingresso per il pro-
cesso di calibrazione. L'estrazione degli spigoli si basa sulla ricerca dei punti
corrispondenti al massimo gradiente di intensità luminosa all'interno di una
ﬁnestra di dimensioni prestabilite centrata sui punti precedentemente stimati
(Figura 3.15).
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Figura 3.15: Estrazione dei punti noti dalla scacchiera mediante algoritmo
corner ﬁnder
In questo lavoro viene utilizzato un algoritmo multi-step [32, 33] che, dopo
una fase di inizializzazione nella quale si stimano i paramentri intrinseci sot-
to determinate ipotesi (distorsione nulla, centro ottico c coincidente con il
centro del sensore della telecamera), si esegue un'ottimizzazione non lineare
dei parametri di calibrazione minimizzando la funzione obiettivo errore di
riproiezione. Quest'ultima è deﬁnita come diﬀerenza tra le coordinate dei
punti acquisite dal sensore della telecamera e quelle ottenute riproiettando
le coordinate dei punti di calibrazione sul piano immagine della telecamera
utilizzando i parametri della matrice di proiezione prospettica calcolati nella
iterazione precedente [34].
Riassumendo, la calibrazione delle telecamere ottenuta acquisendo una se-
rie di immagini del provino in diverse posizioni (generalmente in numero su-
periore alla decina, Figura 3.16) stima i parametri intrinseci ed estrinseci che
caratterizzano completamente il sistema stereoscopico.
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Figura 3.16: Esempio di calibrazione mediante l'acquisizione di un provino in
n posizioni diverse
E' molto importante sottolineare il seguente fatto: siccome i parametri
stimati dalla calibrazione inevitabilmente sono aﬀetti da errore quest'ultimo
deve essere tale da non inﬁciare il processo di misura del sistema di visione,
pertanto, le misure di distanza ottenute devono avere tolleranze compatibili
con l' applicazione considerata. Una variabile, molto importante che inﬂuisce
sulla bontà della stima dei parametri di calibrazione, oltre alla scelta degli
algoritmi di calibrazione e la fase di calibrazione stessa, è l'accuratezza con
la quale sono note le caratteristiche del pattern (provino di taratura o cali-
brazione) che deve essere di alcuni ordini di grandezza superiore a quella con
la quale si vogliono determinare le distanze nello spazio 3D.
3.2.1.2 La calibrazione stereo
In un sistema di visione binoculare è molto importante conoscere, ma soprat-
tutto riferire rispetto ad un unico sistema di riferimento, la posizione e l'orien-
tamento reciproco delle singole telecamere. Con calibrazione stereo s'intende il
processo di calcolo che ne permette proprio la determinazione. Utilizzando le
matrici di rotazione Rdx, Rsx e i vettori di traslazione Tdx, Tsx (parametri es-
trinseci delle singole telecamere), ottenuti in fase di calibrazione delle singole
telecamere, è possibile ottenere, mediante trasformazioni di moto rigido, la
posizione e l'orientamento reciproco delle telecamere (Matrici R, T di Figura
3.17) . L'unica accortezza riguarda il fatto che i parametri estrinseci di entram-
bi i dispositivi siano espressi rispetto allo stesso riferimento assoluto (quindi
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acquisendo le immagini utilizzando lo stesso provino nella stessa posizione).
È da sottolineare, inoltre, che si possono ricavare tante serie di parametri
estrinseci del sistema di visione stereo quante sono le posizioni assunte dal
provino durante la fase di calibrazione dei singoli dispositivi. Il valore ﬁnale
dei parametri estrinseci del sistema stereo si può calcolare o attraverso un'-
operazione di media di tutti quelli disponibili, oppure attraverso un processo
globale di ottimizzazione, simile a quello utilizzato per la singola telecamera.
Figura 3.17: Schema di calibrazione stereo del sistema di visione binoculare
3.2.2 La rettiﬁcazione
Noti i parametri intrinseci ed estrinseci, provenienti dalla fase di calibrazione,
è possibile passare alla fase di rettiﬁcazione che trasforma le immagini ac-
quisite di una determinata scena in forma standard, consentendo una notevole
riduzione dei calcoli ed una maggiore aﬃdabilità nella soluzione del problema
delle corrispondenze [35, 36]. Le immagini in forma standard sono trasformate
in modo tale che i punti omologhi di una riga dell'immagine (scanline) siano
nella solita riga dell'immagine associata. La rettiﬁcazione consente anche di
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ridurre i problemi legati alla distorsione provocata dalle ottiche e di ottenere
immagini con la stessa distanza focale.
3.2.3 Il matching stereo (calcolo delle corrispondenze)
Il calcolo delle corrisponedeze è una fase assai delicata del processo di ri-
costruzione di una scena 3D. Per la ricerca dei punti omologhi vengono usual-
mente utilizzati degli algoritmi di elaborazione delle immagini. Data la non lin-
earità che caratterizza il calcolo delle corrispondenze, vengono utilizzati degli
algoritmi computazionalmente molto complessi in cui la velocità di conver-
genza è ridotta. In letteratura è spesso aﬀrontato il problema del matching
stereo: per la sua risoluzione vengono usati algoritmi appartenenti principal-
mente a due categorie: algoritmi di tipo features-based e algoritmi di tipo
denso (dense stereo). Senza entrare nel dettaglio si dirà solo che i primi con-
sentono di ottenere delle mappe di disparità (informazioni di disparità) per
un numero limitato di punti delle immagini per le quali sono identiﬁcate delle
features particolari come linee, segmenti, angoli. Tali algoritmi sono relativa-
mente eﬃcienti e molto aﬃdabili perché le features estratte dalle immagini, in
genere, sono intrinsecamente distintive e non pongono problemi di ambiguità
nella soluzione del problema delle corrispondenze (tutto questo è agevolato dal
ridotto numero di punti e di features usato). Tuttavia, questa tipologia di
algoritmi è poco utilizzata per il limitato numero di features analizzate.
Gli algoritmi dense stereo ,invece, mirano alla ricerca di punti omologhi per
ogni punto dell'immagine e si possono a loro volta classiﬁcare in algoritmi di
tipo locale (local) e di tipo globale (global). I primi cercano i punti omologhi
singolarmente ed indipendentemente gli uni dagli altri avvalendosi di un sup-
porto locale (local support) nell'intorno di ogni punto esaminato (ﬁnestra di
correlazione o correlation window). Gli algoritmi di tipo locale hanno una
struttura molto regolare dal punto di vista computazionale e possono essere
implementati in applicazioni di tipo real-time. Il principale limite di tali al-
goritmi è che non sono necessariamente in grado di risolvere il problema delle
corrispondenze e questo avviene sopratutto in scene aventi regioni uniformi
oppure in presenza di occlusioni.
Gli algoritmi densi di tipo globale non fanno uso di nessun supporto locale ma
facendo alcune ipotesi sulla natura degli oggetti, ricercano i punti omologhi
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minimizzando una funzione costo globale. Tali algoritmi permettono di ot-
tenere risultati molto migliori rispetto ai precedenti, ma l'elevato costo com-
putazionale che li caratterizza, li rende attualmente inutilizzabili in appli-
cazioni real time.
In questo lavoro di tesi è stato proposto un metodo alternativo per il calcolo
delle corrispondenze dei punti utili per il tracking dello scanner 3D. Lo scopo
del tracking è quello di monitorare la posizione e l'orientazione di un oggetto
e per fare questo è necessaria la conoscenza della posizione di alcuni punti
appartenenti all'oggetto stesso. In ottica di applicazioni real-time (quindi con
la speciﬁca di avere algoritmi di calcolo il meno complessi computazionalmente
possibile) è stato eseguito una sorta di ﬁltraggio hardware, cioè si è fatto uso
di telecamere con ottiche munite di ﬁltri IR che monitoravano una scena in cui
fossero presenti dei LED ad infrarosso, in modo tale da avere delle immagini
come in Figura 3.18.
Figura 3.18: Esempi di immagini catturate da un sistema di visione stereo
munito di ﬁltri IR
In Figura 3.19 viene mostrato l'eﬀetto dell'uso di ﬁltri IR. Per il calcolo
delle coordinate 2D dei punti rappresentanti i Led (centroidi) si è sviluppata
una procedura Matlab (usando in particolare i comandi del Image Processing
Toolbox) che si suddivide in due fasi:
1. calcolo di primo tentativo;
2. aﬃnamento della soluzione.
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Il calcolo di primo tentativo delle posizioni dei centroidi viene eseguito lavo-
rando su un immagine binarizzata e trattata eliminando eventuali disturbi non
esclusi dai ﬁltri IR. Si è fatto largo uso degli algoritmi di classiﬁcazione delle
forme etichettando tutti i gruppi di pixel connessi. In questo modo è stato
possibile calcolare le proprietà morfologiche (area, perimetro, estensione ecc)
dei gruppi di pixel in modo da scartare i gruppi non aventi determinate carat-
teristiche morfologiche.
Determinati i centroidi di primo tentativo è stato eseguito l'aﬃnamento usan-
do l'immagine in scala dei grigi originale eseguendo la ricerca in un intorno dei
centroidi di primo tentativo. In questa seconda fase si è usata per l'aﬃnamento
della soluzione un algoritmo centercircleﬁnder.
Figura 3.19: Scena di lavoro osservata nel visibile e all'infrarosso
Una volta nota la posizione dei centroidi nei piani immagine, si deve con-
cludere la ricerca dei punti omologhi. L'uso del vincolo epipolare risolve nel
caso di campioni con bassa numerosità risolve velocemente e senza generare
false corrispondenze il problema delle corrispondenze. L'uso di markers attivi
ha il vantaggio di poter comandare l'accesione dei vari spot luminosi, quindi
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nel caso di sistemi con numerosità elevata di marker è possibile accendere i vari
led singolarmente o al più in sottogruppi rendendo così semplice la risoluzione
del problema delle corrispondenze.
3.2.4 La triangolazione
Solo dopo la fase di calibrazione e dopo aver risolto il problema delle corrispon-
denze, è possibile calcolare la posizione di un punto della scena 3D. La Figura
3.20, rappresenta un sistema sterescopico ideale nel quale le immagini sono
state sottoposte a rettiﬁcazione. In essa sono indicate con (xl, yl) e (xr, yr) le
coordinate in millimetri della proiezione sui piani immagine (θl, θr) del punto
P rispetto ai sistemi di riferimento con origine nei centri ottici delle telecamere
(Ol, Or). Questi punti, rispetto ai sistemi di riferimento posti nei piani imma-
gine con origine nel punto in alto a sinistra di ogni immagine, hanno coordinate
(ul, vl) e (ur, vr). Si noti che, per ottenere le coordinate in millimetri dei punti
(ul, vl) e (ur, vr), appartenenti ai due piani immagine rispetto al sistema di ri-
ferimento centrato nell'asse delle ottiche di ciascuna telecamera, basta traslare
l'origine delle coordinate nel punto principale di ogni telecamera e si moltipli-
ca tale valore per la dimensione orizzontale del pixel (coordinata x ) e per la
dimensione verticale del pixel nel caso di coordinata y.
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Figura 3.20: Triangolazione
Indicando con (Dimx) e (Dimy) rispettivamente le dimensioni orizzontali e
verticali del pixel e con (Cul, Cvl) e (Cur, Cvr) le coordinate del punto principale
rispetto al sistema di riferimento immagine centrato nel punti in alto a sinistra
di ogni immagine risulta, rispettivamente per i punti sulle immagini jl e jr,
che:
xl = (ul − Cul) ·Dimx (3.12)
yl = (vl − Cvl) ·Dimy (3.13)
e
xr = (ur − Cur) ·Dimx (3.14)
yr = (vr − Cvr) ·Dimy (3.15)
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Assumendo come sistema di riferimento quello con origine nel centro ottico
Ol avente assi x e y paralleli ai piani immagine e asse z passante per il centro
ottico Ol e il centro dell'immagine è possibile scrivere le relazioni che indivi-
duano le coordinate X e Y rispetto a tale sistema di riferimento a partire dalle
coordinate immagine xl e yl. Indicando con con f la distanza focale, con b la
baseline e utilizzando la similitudine tra i triangoli OlPOr e xlPxr è possibile
scrivere la seguente relazione che individua la distanza Z del punto P dalla
retta che passa per i centri ottici Ol e Or delle due telecamere:
b+ xl − xr




indicando con d = xl−xr
Dimx
la disparità, si ha:
Z = f · b
d ·Dimx (3.17)








X = Z · xl
f
(3.19)
Y = Z · yl
f
(3.20)
Otteniamo così le coordinate del punto P ≡ (X, Y, Z) nel sistema di
riferimento con origine nel centro ottico Ol.
3.3 Ricerca automatica delle corrispondenze 3D
Il processo di stereovisione permette di misurare la posizione marker attivi
solidali allo scanner rispetto ad un sistema di riferimento cartesiano (
∑
teli in
Figura 3.1). I set di punti ottenuti, per poter essere utilizzati nelle procedure
di riallineamento, devono essere ossere ordinati in modo tale che si abbia una
corrispondenza tra la struttura 3D formata dalle coordinate dei marker, cal-
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colata per ogni singola misura, e lo scheletro costituito da tutti quei marker
già riallineati (Figura 3.21).
Dati due set di punti P e Q costituiti rispettivamente da m ed n punti (con
m, n ≥ 3), il problema da risolvere può essere ridotto alla ricerca dei triangoli
e dei vertici equivalenti tra i due set [37]. La procedura proposta si compone
dei seguenti passi:
1. Si associa al set di punti P= {pi}i=1:m la matriceDP ∈ Rmxm simmetrica
costituita dalle distanze euclidee tra i vari punti del set P:
dPi,j = ‖pi − pj‖ (3.21)
2. Si calcola in egual modo la matrice la matrice DQ ∈ Rnxn relativa al set
di punti Q= {qi}i=1:n:
dQk,l = ‖qk − ql‖ (3.22)
3. Per ogni colonna (o riga) della matrice DP si cerca la colonna (o riga)
della matrice DQ tale che sia soddisfatta per ogni suo elemento la re-
lazione: ∥∥∥dPi,j − dQk,l∥∥∥ ≤ ε (3.23)
dove ε rappresenta un valore di soglia preﬁssato. Le coppie (k, l) che
soddisfano l'equazione 3.23 sono salvate in un vettore rappresentante la
lista di possibili coppie di punti (qk, ql) corrispondenti dei punti (pi, pj).
La ricerca viene realizzata in maniera iterativa, partendo da bassi valori
di e ed incrementandolo di piccole quantità ﬁno a che almeno due coppie
diverse di punti non vengono trovate. Tre è infatti il minimo numero di
punti per il riallineamento delle range maps. Il partire da bassi valori di
e assicura, per ogni allineamento, la selezione dei punti più precisi.
4. Nel caso di ambiguità è possibile eﬀettuare un controllo sugli angoli dei
vari triangoli.
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Figura 3.21: Matching 3D strutture di marker: in rosso struttura da allineare,
in nero scheletro di riferimento
3.4 Procedura di riallineamento delle range maps
L'obiettivo principale di questo lavoro di tesi è la realizzazione di un disposi-
tivo che permetta di eseguire il RE di un oggetto le cui dimensioni richiedano
molteplici scansioni da diﬀerenti punti di vista. Lo schema di funzionamen-
to è quello mostato in Figura 3.22: un sistema di visione monitora e calcola
mediante stereovisione la posizione (pi) di alcuni punti ﬁduciali solidali allo
scanner al variare del tempo, lo scanner ottico viene movimentato nel volume
di lavoro del sistema di visione e acquisisce porzioni di superﬁcie dell'oggetto
in esame. Il risultato delle scansioni sono delle range maps nel sistema di riferi-




lt2, . . . ,
∑
ltn in Figura
3.22). Il problema del tracking si riassume nel determinare le trasformazioni
di rototraslazione che identiﬁcano i movimenti rigidi subiti dallo scanner du-
rante le varie acquisizioni. Per fare ciò non è suﬃciente la sola conoscenza
della posizione dei marker nel sistema di riferimento ﬁsso
∑
teli in quanto
non è nota l'esatta posizione dei marker nel sistema di riferimento dello scan-
ner
∑
lt1. E' stato utilizzato un sistema di riferimento solidale allo scanner
(
∑
led1) e posizionato sul centroide di un Led in modo tale che, conoscendo la
trasformazione di rototraslazione rigida (invariante con la posizione dello scan-
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determinare la trasformazione che riallinea le nuvole di punti.
Figura 3.22: Principio di funzionamento del tracker ottico
3.4.1 Calibrazione del tracker ottico
Come in ogni strumento di misura prima del suo uso è necessaria una fase di






Xled = Rs ·Xlt + Ts (3.24)
dove le incognite sono il vettore di traslazione Ts ∈ R3x1e la matrice di ro-
tazione (costituita dagli angoli di Eulero) Rs ∈ R3x3 mentre i dati in ingresso
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Figura 3.23: Calibrazione Tracker ottico
La calibrazione è una procedura realizzata oﬀ-line secondo lo schema mostra-
to in Figura 3.23. Un provino di calibrazione, costituito da una lastra di vetro
piana sulla quale è stata incollata una stampa su mylar di una scacchiera
di dimensioni note (Figura 3.14), viene collocato alla distanza di lavoro dal
tracker. Osservando la solita porzione di provino sia con lo scanner ottico che
col sistema di visione è possibile determinare le trasformazioni Rws−lt, Tws−lt
e Rws−teli, Tws−teli che trasformano le coordinate espresse nel sistema di ri-
ferimento del provino di calibrazione
∑
ws rispettivamente nelle coordinate
espresse nel sistema di rifermento dello scanner ottico
∑
lt1 e nel sistema di rife-
rimento del sistema di visione
∑
teli. Mediante la composizione dei moti è sem-
plice determinare la trasformazione rappresentata dalle matrici Rlt−teli, Tlt−teli





teli. A questo punto conoscendo le coordinate dei mark-
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er nel SR
∑
lt1(Xlt) e nel sistema di riferimento SR
∑
led1 (Xled) è possibile
risolvere l'equazione vettoriale 3.24 calcolando la matrice di rotazione Rs e il
vettore di rotazione Ts. Per il calcolo delle trasformazioni tra i vari sistemi
di riferimento, è stata usata la procedura Matlab chiamata Align Struc-
tures facente parte del pacchetto Camera Calibration Toolbox. La funzione,
dati in ingresso due set di punti, genera come output le matrici di rotazione e
traslazione (R, T ), che riallineano il secondo set sul primo (noto). Tale proce-
dura si basa su un'ottimizzazione non lineare ai minimi quadrati ipotizzando
come condizioni al contorno una traslazione nulla e una rotazione unitaria.
Si noti come le incertezze proprie del processo di misura e della procedura di
calibrazione inﬂuenzino la stima delle matrici Rs e Ts. Infatti, al variare della
posizione dello scanner o ripetendo la procedura di calibrazione, si hanno va-
riazioni (seppur piccole) di Rs e Ts. Per questo motivo ho assunto come miglior
stima delle precedenti matrici quelle ottenute come media delle rototraslazioni
stimate da molteplici fasi di calibrazione.
Solo dopo la calibrazione del tracker è possibile eﬀettuare il riallineamento delle
nuvole di punti riferendo le nuvole di punti rispetto al sistema di riferimento
ﬁsso
∑
teli. Come parametro di controllo è stato individuata la precisione con
cui vengono determinati i marker necessari per il riallineamento. La scelta dei




Questo capitolo descrive le procedure e le prove sperimentali eﬀettuate in la-
boratorio aventi lo scopo di valutare la precisione e l'accuratezza del tracker
ottico utilizzato e descritto nei capitoli precedenti. La campagna sperimentale
è avvenuta interamente all'interno del laboratorio, quindi in presenza di luce
artiﬁciale e luce solare indiretta proveniente dall'esterno. Per confrontare i dati
con un riferimento attendibile sono stati usati provini con superﬁci di cre-
scente complessità, in particolare sono state eseguite le ricostruzioni di provini
di calibrazione, provini aventi forma di scalino oppure con forma cilindrica
(tutte le superﬁci di riferimento sono rettiﬁcate). Inﬁne è stata ricostruita,
mediante controllo della posizione dello scanner 3D, un particolare industriale
come una parte di una carena di scooter.
E' stata posta particolare attenzione allo studio dei parametri d'inﬂuenza
sul processo di riallineamento. Inoltre in fase preliminare sono stati valu-
tati gli eﬀetti dell'uso di un sistema di stereovisione operante nelle frequenze
dell'infrarosso oppure in luce ambientale.
4.1 L'organizzazione delle prove in laboratorio
Riassumiamo brevemente il processo di riallineamento automatico delle range
maps che può essere suddiviso principalmente in tre fasi:
1. esecuzione delle procedure di calibrazione dei sistemi ottici;
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2. determinazione (e scelta) delle coordinate dei punti ﬁduciali solidali allo
scanner;
3. determinazione delle rototraslazioni rigide che permettono il riallinea-
mento delle nuvole di punti in un sistema di riferimento ﬁsso.
La calibrazione dei sistemi ottici quali scanner 3D e sistema di stereovisione
(descritta nei precedenti paragraﬁ) è molto importante in quanto caratteriz-
za la precisione e l'accuratezza delle misure usate per il riallineamento. En-
trambe le procedure sono assodate ed aﬃdabili. La calibrazione dello scanner
inﬂuenza l'aﬃdabilità delle nuvole di punti e il calcolo delle trasformazioni di
rototraslazione usate nella calibrazione del tracker. La calibrazione del sistema
inﬂuenza l'aﬃdabilità delle misure dei punti ﬁduciali solidali allo scanner e il
calcolo delle rototraslazioni usate per il riallineamento delle range maps.
Tutte le prove sono state eseguite in ambiente di laboratorio in presenza di
fonti di luce artiﬁciale e luce ambiente indiretta. Il sistema di visione IR è posto
ad una distanza di circa 3m dall'oggetto da scansionare mentre lo scanner
3D opera ad una distanza di lavoro di circa 0.75m. Nei prossimi paragraﬁ
verranno caratterizzate le precisioni e le accuratezze di tutti i dispositivi di
misura utilizzati.
4.1.1 Prestazioni dello scanner 3D
Lo scanner (ScanProbe LT ) è uno scanner ottico a luce strutturata costituito
da una telecamera da 1.2Megapixel e un proiettore di luce bianca. E' molto
importante valutare l'accuratezza del sistema di misura in quanto inﬂuenza sia
le nuvole di punti generate sia l'accuratezza delle rototraslazioni identiﬁcata
dalle matrici Rws−lt e Tws−lt utili per il calcolo dell'invariante Rs, Ts descritto
nel paragrafo 3.4.1 e in Figura 3.23. Per valutare le prestazioni dello scanner
sono state eseguite le acquisizioni di un cilindro rettiﬁcato le cui dimensioni
sono note. Il raggio del cilindro, r = 123.976mm, è stato misurato, mediante
tastatore meccanico, come media di 5 diversi test (deviazione standard di σr =
0.0062mm). Tali valori sono stati comparati col raggio del cilindro ottenuto
come media di 5 diverse acquisizioni provenienti dallo scanner (nuvole di punti
con circa 1300 elementi). In tal caso la stima del raggio è r = 123.99mm
con una deviazione standard di σr = 0.053mm. Come dichiarato dalla casa
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costruttrice l'accuratezza e la precisione della scanner sulla singola misura sono
dell'ordine di alcuni centesimi di mm.
4.1.2 Prestazioni del sistema di stereovisione
Le caratteristiche tecniche dei dispositivi che compongono il sistema di visione
binoculare sono mostrati in Figura 4.1. Sono state valutate precisione ed ac-
curatezza del sistema in due casi: usando ﬁltri IR con fonti d'illuminazione
IR e usando il sistema senza ﬁltri. L'unica diﬀerenza che è stata riscontrata
nelle due conﬁgurazioni è il cambiamento del punto di fuoco (focus shift) usan-
do diﬀerenti conﬁgurazioni. Questo fatto, unito all'inserimento di una lente
(ﬁltro IR) che inﬂuisce sulle caratteristiche di distorsione dell'obiettivo, rende
necessaria una calibrazione speciﬁca per ogni conﬁgurazione. In Figura 4.2
sono confrontate le immagini della solita scena ottenute con e senza ﬁltri IR
e mantenendo inalterati gli altri parametri ottici. Si nota come l'immagine
all'infrarosso è sfocata a causa di una non corretta messa a fuoco.
Le prestazioni del sistema di sterovisione IR, sono state valutate inferendo
la lunghezza nota dei lati dei quadrati costituenti un provino di calibrazione
(Figura 3.14) e comparandolo col valore nominale del lato del quadratino pari
l = 20.00mm. Il valore misurato mediante triangolazione e stimato come
media della lunghezza calcolata da un campione di circa 2600 elementi è
lmeanIR = 20.02mm con deviazione standard di σlIR = 0.167mm (con ﬁltri
IR). Nel caso di sistema privo di ﬁltri IR e uso di luce ambiente la miglior sti-
ma della lunghezza del lato del quadratino è lmean = 22.03mm con deviazione
standard di σl = 0.223mm. L'uso di ﬁltri IR non implica, una volta eseguite le
calibrazioni ottimali per ogni conﬁgurazione, grosse variazioni sulle prestazioni
del sistema. In Figura 4.3 sono mostrati gli istogrammi della miglior stima
della lunghezza del quadratino nel caso di conﬁgurazione con ﬁltri IR. Con-
siderado la notevole distanza (' 3m) tra sistema di stereovisione e provino di
calibrazione tali precisioni e accuratezze sono accettabili.
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Tipologia sensore CMOS
Colore monocromantico ad 8 bit (28 = 256 livelli di grigio)
Risoluzione massima 2008x2047 pixel 4Megapixel
Velocità di acquisizione 7.5 frames
s
alla massima risoluzione
(a) Caratteristiche tecniche telecamere TELI CSB4000F-10
GOYO GMHR41614MCN
Lunghezza Focale 16mm
Apertura diaframma f 1.4− 16
Angolo di campo (sensore 1) 44.3°x 33.6°
Minima distanza di fuoco 0.3m
Filettatura alloggiamento ﬁltri M35.5x 0.5
Dimensioni φ42x 53 mm
Peso 140 g
(b) Caratteristiche tecniche lenti usate nel sistema
stereoscopico
Filtro Schneider IF  093  SN1  35.5
Lunghezza d'onda di taglio 825± 10nm
Montatura ﬁltro M35.5x 0.5
(c) Caratteristiche tecniche Filtri Schneider IF  093 
SN1  35.5
Figura 4.1: Caratteristiche tecniche dispositivi ottici costituenti il tracker
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Figura 4.2: Fenomeno di focus shift
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Figura 4.3: Istogramma del valore misurato della lunghezza del quadrato
elementare del provino
4.2 Prestazioni del tracker e risultati Sperimen-
tali
In questa sezione verranno descritte le prove eseguite per valutare la precisione
e l'accuratezza del sistema di misura basato sul tracciamento della posizione
dello scanner 3D. Sono stati presi come riferimento le superﬁci di oggetti di
dimensioni note, in particolare sono stati eseguite le ricostruzioni di un provi-
no di calibrazione (Figura 4.4), uno scalino (Figura 4.7) e un cilindro (Figura
4.11) entrambi retticati. Sono stati studiati i parametri d'inﬂuenza della pro-
cedura di riallineamento delle range maps validando la procedura proposta nel
capitolo precedente. I parametri che inﬂuiscono sulle bontà del riallineamenti
individuati sono il numero di marker utilizzati e la precisione con cui vengono
misurati.
Le prove in laboratorio sono state eseguite nel seguente modo: uno scan-
ner a luce strutturata acquisisce nuvole di punti (distanza di lavoro scanner
' 0.75m) di una porzione di superﬁcie di un campione noto provenienti da
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diverse punti di acquisizione, nel frattempo il sistema di stereovisione misura
le posizioni dei punti ﬁduciali solidali allo scanner (distanza di lavoro stereovi-
sione ' 2.2m). Vengono quindi riallineate le nuvole di punti con la procedura
precedentemente descritta (paragrafo 3.4) considerando un numero di marker
via via crescente. La politica di scelta dei marker è descritta nel paragrafo 3.3,
comunque per il riallineamento sono stati scelti i punti ﬁduciali la cui morfolo-
gia abbia subito la minima variazione rispetto ad una struttura denominata
scheletro di marker.
Nei paragraﬁ seguenti vengono mostrati i risultati sui riallineamenti di
provino di calibrazione, scalino rettiﬁcato e cilindro (anch'esso rettiﬁcato).
4.2.1 Riallineamenti delle nuvole rappresentanti il provi-
no di calibrazione
Il provino di calibrazione è costituito da una scacchiera di dimensioni note
stampata su Mylar ed incollata su una lastra di vetro piana. La scacchiera
utilizzata (Figura 4.4) è costituita da circa 1300 quadrati di lato l = 20.00mm
che ricoprono una superﬁcie pari a quella di un foglio A1 (594 × 841mm).
Figura 4.4: Scacchiera di calibrazione
Per valutare le prestazioni ed i parametri d'inﬂuenza del sistema di rialli-
neamento sono stati eseguiti i riallineamenti delle range maps al variare della
posizione dello scanner. Sono poi state costruite delle tabelle come quelle
sotto-mostrate. Alcuni dati rappresentanti il riallineamento di range maps
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sono mostrati nelle Tabelle 4.1a 4.1b 4.1c dove per errore di riallineamento
s'intende la distanza media dei punti di una nuvola riallineata rispetto al pia-
no di best-ﬁt rappresentante il campione di misura, mentre σx è la deviazione
standard. La quarta colonna della tabella riporta i valori in gradi dell'angolo
tra i piani di best-ﬁt mentre con ∆max s'identiﬁca il parametro che inﬂuenza
la precisione della misura dei punti ﬁduciali.
N° Marker Errore di σx [mm] Angolo [°] ∆max
riallineamento [mm] distanza marker [mm]
3 3.22 1.01 1.00 0.35
4 0.73 0.36 0.36 0.44
5 0.23 0.07 0.008 0.49
6 0.34 0.07 0.026 0.82
7 0.39 0.10 0.088 1.04
8 0.32 0.17 0.112 1.33
(a) Riallineamento delle scansioni del provino di calibrazione (posizione 1)
N° Marker Errore di σx [mm] Angolo [°] ∆max
riallineamento [mm] distanza marker [mm]
3 0.55 0.48 0.463 0.19
4 0.21 0.15 0.188 0.22
5 0.19 0.16 0.101 0.22
6 0.19 0.06 0.091 0.48
7 0.12 0.15 0.098 0.64
8 0.11 0.06 0.101 0.73
(b) Riallineamento delle scansioni del provino di calibrazione (posizione 2)
N° Marker Errore di σx [mm] Angolo [°] ∆max
riallineamento [mm] distanza marker [mm]
3 1.60 0.96 0.877 0.33
4 0.32 0.51 0.454 0.38
5 0.18 0.12 0.036 0.45
6 0.18 0.06 0.021 0.60
7 0.24 0.06 0.07 0.95
8 0.23 0.09 0.07 1.06
(c) Riallineamento delle scansioni del provino di calibrazione (posizione 3)
Tabella 4.1: Riallineamento delle scansioni del provino di calibrazione
La Tabelle 4.1a 4.1b 4.1c mostrano l'andamento dell'errore di riallinea-
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mento tra due nuvole di punti in funzione del numero di marker. Risultati del
genere sono stati ottenuti ripentendo le prove al variare della posizione assunta
dallo scanner nel volume di lavoro. Poichè anche la disposizione dei led nello
spazio inﬂuisce sulla precisione di riallineamento bisogna evitare soluzioni con
led troppo ravvicinati.
Come descritto nel paragrafo 3.3 è stata usata una procedura che selezioni,
per il calcolo delle matrici di riallineamento, i marker determinati con miglior
precisione. La scelta viene fatta in funzione di un valore del soglia ε. Le
prove eseguite in laboratorio hanno suggerito come parametro ottimale per
la numerosità e la precisione di riallineamento un valore di ε pari a 0.6mm.
Nelle Figure 4.5a e 4.5b sono mostrati i riallineamenti delle ricostruzioni del
provino di calibrazione usando per la visualizzazione dei risultati il software
Imageware.
(a) Ricostruzione scacchiera da scansioni
provenienti da 4 diﬀerenti posizioni
(b) Esempio di riallineamento di 2 range maps
Figura 4.5: Visualizzazioni delle ricostruzioni con software Imageware
Nelle Figure 4.6 sono invece mostrate le mappe di errore di riallineamen-
to tra varie nuvole di punti rappresentanti la scacchiera di calibrazione. In
tali ﬁgure sono stati usati per il riallineamento 6 marker aventi un errore di
riposizionamento (∆max ) inferiore ai 0.6mm.
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(a)
(b)
Figura 4.6: Esempi di mappe di errore di riallineamento di alcune range maps
4.2.2 Riallineamenti delle nuvole di punti rappresentanti
il gradino rettiﬁcato
Per incrementare la complessità delle superﬁci di riferimento e fare ulteriori
considerazioni sulle prestazioni del tracker proposto, è stato deciso di eseguire
la ricostruzione di un provino, con superﬁci rettiﬁcate, avente la forma di un
gradino (Figura 4.7). Il gradino ha dimensioni note ed è costituito da superﬁci
aventi strette tolleranze di planarità e parallelismo.
Per valutare la precisione ed accuratezza del tracker è stato ricostruito il
provino mediante riallineamento di 5 diﬀerenti scansioni, il risultato è visu-
alizzato in Figura 4.8. Analizzando le nuvole di punti a coppie, sono state
fatte considerazioni su distanze e angoli tra i piani di best-ﬁt delle superﬁci
che rappresentano le facce degli scalini.
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Figura 4.7: Gradino rettiﬁcato
Figura 4.8: Visualizzazzione della ricostruzione mediante tracker del Gradino
rettiﬁcato
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Nelle Figure 4.10 sono rappresentate le nuvole di punti di una solita faccia
dello scalino, si nota che la distanza media tra le nuvole di punti (che dovrebbe
essere nulla) varia da pochi decimi sino ad oltre il millimetro. Risultati del
genere sono comunque accettabili considerando le caratteristiche di precisione
e accuratezza dei dispositivi ottici utilizzati e le grandi movimentazioni che
lo scanner 3D ha subito. Il riposizionamento angolare delle nuvole di punti
è stato valutato misurando l'angolo presente tra due superﬁci perpendicolari
dello scalino (Figure 4.9). Si nota come il riposizionamento angolare è sem-
pre molto accurato (ordine del decimo di °) e migliore rispetto a quello sulla
traslazione. Questo può essere spiegato dal fatto che piccoli errori sulla stima
della rotazione ampliﬁchino l'errore sulla stima della traslazione in virtù della
distanza tra scanner ed oggetto.
(a) Test a (b) Test b
(c) Test c (d) Test d
Figura 4.9: Errore sulla stima dell'angolo di riallineamento delle nubi
rappresentanti il gradino
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(a) Test a (b) Test b
(c) Test c
(d) Test d
Figura 4.10: Mappa di errore di riallineamento delle nubi rappresententi il
solito scalino
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4.2.3 Riallineamenti delle nuvole di punti rappresentanti
il cilindro rettiﬁcato
Un'altra categoria di prove sperimentali atte a valutare le prestazioni del
tracker sono quelle realizzate ricostruendo un cilindro rettiﬁcato (Figura 4.11).
Figura 4.11: Cilindro rettiﬁcato
Il cilindro di cui si conoscono le dimensioni (r = 123.976mm e deviazione
standard σr = 0.0062mm) è stato utilizzato come riferimento per il calcolo del-
l'accuratezza del tracker. Sono stati realizzati dei riallineamenti di alcune nubi
di punti rappresentanti parti della superﬁcie del cilindro ed è stato valutato il
raggio del cilindro di best-ﬁt delle nuvole riallineate. Nelle Figure 4.12 sono
visualizzati alcuni riallineamenti nella quali viene mostrato che l'accuratezza
del riallineamento è dello stesso ordine di grandezza dell'accuratezza con cui
vengono riallineati i marker (alcuni decimi di millimetro).
In Figura 4.13 è mostrata una ricostruzione del cilindro con il riallineamento
di 3 nuvole di punti, ne è stato calcolato il raggio di best ﬁt con relativa devia-
zione standard. I valori numerici sono r = 124.90mm e σr = 0.23mm. Anche
in questo caso il tracker ottico ha permesso un soddisfacente riallineamento
considerando le movimentazioni dello scanner 3D di circa 1.5m.
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Figura 4.12: Riallineamenti di coppie di range maps rappresentati la superﬁcie
del cilindro
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Figura 4.13: Ricostruzione del cilindro rettiﬁcato dal riallineamento di tre
range maps
4.2.4 Applicazione: carena scooter Piaggio
Inﬁne come applicazione è stata eseguita la ricostruzione di una parte di care-
na di uno scooter Piaggio (Figura 4.14). In questo caso non sono possibili
valutazioni quantitave, in quanto non siamo in possesso di modelli CAD delle
superﬁci da usare come riferimento. Tuttavia sono possibili considerazioni
qualitative attestando la validità del tracker adottato.
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(a)
(b)
Figura 4.14: Ricostruzione carena Scooter Piaggio
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Conclusioni e Sviluppi futuri
Come detto numerose volte nel corso della tesi, lo scopo di questo lavoro è
lo sviluppo e lo studio di un sistema di controllo di posizione di uno scan-
ner 3D per applicazioni di reverse engineering. Dopo un dettagliato studio di
tutte le tipologie di tracking esistenti e che vengono utilizzati in molti settori
della scienza (come la Motion capture) è stato deciso di proporre una proce-
dura di riallineamento delle range maps basata su tracking ottico funzionante
nelle lunghezze d'onda dell'infrarosso. Questo ha permesso di snellire le pro-
cedure e gli algoritmi di elaborazione delle immagini con beneﬁci sul costo
computazionale del tracking e sulla precisione e accuratezza dello stesso. I
risultati ottenuti sono incoraggianti in quanto è stato realizzato un dispositivo
che esegue riallineamenti automatici (senza nessun intervento dell'operatore)
in cui l'accuratezza è dell'ordine di alcuni decimi di mm in accordo con le pre-
cisioni strumentali del sistema di misura usato (dispositivo di stereovisione).
I riallineamenti inoltre non sono aﬀetti dall'errore di deriva come le tecniche
semiautomatiche attualmente utilizzate.
Sono stati individuati i parametri che inﬂuenzano l'accuratezza e la robustezza
dei riallineamenti. In particolare è risultata di notevole importanza la scelta
del numero dei marker usati e l'accuratezza con cui quest'ultimi vengono deter-
minati. Pertanto la soluzione proposta consiste nell'istallazione di un elevato
numero di led dei quali, tramite stereovisione, se ne misura la posizione. E'
stata realizzata una routine Matlab che classiﬁca e sceglie i marker in fun-
zione dell'accuratezza con cui sono stati rilevati. Il tracking ottico potrà essere
applicato per eseguire il RE di tutti quegli oggetti di diﬃcile accessibilità (ap-
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plicazioni nell'ambito dei beni culturali e campi biomedici con riferimento allo
scanning dentale). In quest'ottica si potranno migliorare le componenti hard-
ware del sistema e ottimizzare le procedure software realizzate, comunque lo
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