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A neutral stochastic differential difference equation
w xd x t y G x t y t s f t , x t , x t y t dt q s t , x t , x t y t dw t .  .  .  .  .  .  . .  .  .
was introduced by V. B. Kolmanovskii and Y. R. Nosov ``Stability and Periodic
.Modes of Control Systems with Aftereffect,'' Nauka, Moscow, 1981 several years
ago. However, so far little is known about the almost sure exponential stability for
such equations and the aim of this paper is to close this gap. The convergence of
nonnegative special semimartingales established by R. Sh. Lipster and A. N.
 .Shiryayev ``Theory of Martingales,'' Kluwer Academic, Dordrecht, 1989 and the
Ito formula will play a key role in this paper. Q 1997 Academic PressÃ
1. INTRODUCTION
Deterministic neutral differential difference equations and their stability
w x w xhave been studied by many authors, e.g., Hale 2 , Hale and Meyer 3 .
Such equations arise in various situations. For example, the reactors in
chemical engineering systems can sometimes be described by a linear
neutral differential difference equation
x t y Cx t y t s Ax t q Bx t y t , 1.1 .  .  .  .  .Ç Ç
* Supported by the Royal Society.
² Permanent address: Department of Mathematics, Huazhong University of Science and
Technology, Wuhan, People's Republic of China.
³ For any correspondence regarding this paper please address it to this author.
554
0022-247Xr97 $25.00
Copyright Q 1997 by Academic Press
All rights of reproduction in any form reserved.
DIFFERENTIAL DIFFERENCE EQUATIONS 555
and in the theory of aeroelasticity, one often meets nonlinear neutral
differential difference equations of the form
d
x t y G x t y t s f t , x t , x t y t 1.2 .  .  .  .  . .  .
dt
 w x.for the details please see Kolmanovskii and Nosov 6 . If there exist
 .  .stochastic perturbations to Eqs. 1.1 and 1.2 we arrive at a semilinear
neutral stochastic differential difference equation
d x t y Cx t y t .  .
s Ax t q Bx t y t dt q s t , x t , x t y t dw t , 1.3 .  .  .  .  .  . .
or a nonlinear neutral stochastic differential difference equation
d x t y G x t y t .  . .
s f t , x t , x t y t dt q s t , x t , x t y t dw t . 1.4 .  .  .  .  .  . .  .
Such neutral stochastic differential difference equations were introduced
w xby Kolmanovskii and Nosov 5 , and the stability and asymptotic stability
w xof the equations have also been studied by Kolmanovskii 3 and
w xKolmanovskii and Nosov 5 . However, so far little is known about the
almost sure exponential stability of such neutral stochastic differential
difference equations and the aim of this paper is to close this gap.
In this paper we shall first study the almost sure exponential stability of
 .  .Eq. 1.3 in Section 2 and then Eq. 1.4 in Section 3. Also several
interesting examples will be given to illustrate our theory in Section 4. It
should be pointed out that our results are even new in the case when
 .s t, x, y ' 0, i.e., for deterministic neutral differential difference
equations.
2. ALMOST SURE EXPONENTIAL STABILITY OF
SEMILINEAR NEUTRAL STOCHASTIC DIFFERENTIAL
DIFFERENCE EQUATIONS
 .Throughout this paper, unless otherwise specified, let w t s
  .  ..Tw t , . . . , w t be an m-dimensional Brownian motion on a complete1 m
 .  4    .probability V, F, P with a natural filtration F i.e., F s s w s :t t G 0 t
4. T0 F s F t . If A is a vector or matrix, denote by A its transpose. Denote
T n’< < < <by ? the Euclidean norm, i.e., x s x x if x g R . If A is a matrix,
5 5 5 5  < < < < 4denote by A the operator norm of A, i.e., A s sup Ax : x s 1 .
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bw x n.Furthermore, let t ) 0 and denote by C yt , 0 ; R the family of allF0n  .continuous bounded R -valued stochastic processes j s , yt F s F 0, such
 .that j s is F -measurable for every s.0
In this section we shall consider an n-dimensional semilinear neutral
stochastic differential difference equation
d x t y Cx t y t .  .
s Ax t q Bx t y t dt q s t , x t , x t y t dw t 2.1 .  .  .  .  .  . .
 .  .on t G 0 with initial data x t s j t for yt F t F 0, where A, B, C are
all n = n matrices, s : R = Rn = Rn ª Rn=m which is locally Lipschitzq
continuous and satisfies the linear growth condition as well, and j [
  . 4 bw x n.  .j s : yt F s F 0 g C yt , 0 ; R . An F -adapted process x t , yt FF t0
 .  .t - ` let F s F for yt F t F 0 is said to be the solution of Eq. 2.1 ift 0
it satisfies the initial condition, and moreover for every t G 0,
t
x t y Cx t y t s j 0 y Cj yt q Ax s q Bx s y t ds .  .  .  .  .  .H
0
t
q s s, x s , x s y t dw s . 2.1 9 .  .  .  . .H
0
 .To see that Eq. 2.1 has a unique solution, we first restrict t on the
w x  .interval 0, t . In this case, Eq. 2.1 9 becomes
x t s j 0 q C j t y t y j yt .  .  .  . .
t t
q Ax s q Bj s y t ds q s s, x s , j s y t dw s . .  .  .  .  . .H H
0 0
 w x.By the theory of stochastic differential equations cf. 1, 8, 9 one can find
 . w xa unique solution x t on 0, t . Similarly, a unique solution exists on
w x w x  .t , 2t , 2t , 3t , and so on, hence on the whole t G 0. Denote by x t; j
the unique solution. It is also easy to see that the solution is continuous
 .and square integrable. Furthermore, we always assume s t, 0, 0 ' 0 for
 .the stability purpose of this paper. So Eq. 2.1 admits a trivial solution
 .x t; 0 ' 0.
THEOREM 2.1. Assume that there exists a symmetric nonnegati¨ e definite
n = n matrix D such that the symmetric matrix
A q AT q D B y ATCH s
T T T T /B y C A yD y C B y B C
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is negati¨ e definite, and denote by yl the largest eigen¨alue of H. Assume
5 5 w .C - 1. Assume also that there exists an m g 0, l such that
2 2T < < < <trace s t , x , y s t , x , y F m x q l y .  .
for all t , x , y g R = Rn = Rn . 2.2 .  .q
bw x n.Then, for all j g C yt , 0 ; R ,F0
1 a n b
lim sup log x t ; j F y , 2.3 .  .
t 2tª`
 .where a g 0, l y m is the unique root of
at 5 5 2 5 5 22a q a e 2 C q t D s l y m , 2.4 . .
and
2
5 5b s y log C ) 0. .
t
 .In other words, the tri¨ ial solution of Eq. 2.1 is almost surely exponentially
stable.
In order to prove this theorem let us prepare two key lemmas which are
very useful in the study of almost sure exponential stability for neutral
stochastic differential difference equations.
 .  .LEMMA 2.2. Let M t , t G 0, be a local martingale with M 0 s 0 a.s.
 .  .Let X t , t G 0 be a nonnegati¨ e F -adapted process such that EX 0 - `. Ift
X t F X 0 q M t for all t G 0 .  .  .
almost surely, then
lim sup X t - ` a.s. 2.5 .  .
tª`
 .  .  .  .Proof. Define Y t s X 0 q M t for t G 0. Then Y t is a nonnega-
tive martingale, hence a nonnegative special semimartingale. By Theorem
w x  .7 of Lipster and Shiryayev 7, p. 139 one sees that lim Y t exists andt ª`
 .is finite almost surely. Consequently the required conclusion 2.5 follows.
The proof is complete.
LEMMA 2.3. Assume that G: Rn ª Rn is a Borel measurable function
 .such that for some k g 0, 1
n< <G x F k x for all x g R . 2.6 .  .
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 . nLet w t , yt F t - `, be a Borel measurable R -¨alued function. Let a ) 0
and K ) 0. Assume
2a te w t y G w t y t F K for all t G 0. 2.7 .  .  . .
Then
1 a n b




b s y log k ) 0.
t
 .Proof. Let u g k , 1 be arbitrary. Note
2
w t y G w t y t .  . .
22G w t y 2 w t G w t y t q G w t y t .  .  .  . .  .
2 22 2 y1G w t y u w t y u G w t y t q G w t y t .  .  .  . .  .
2 22 y1G 1 y u w t y k u y 1 w t y t . .  .  .  .
Thus
1 k 222 2
w t F w t y G w t y t q w t y t . 2.9 .  .  .  .  . .
1 y u u
Set
1 u
b s logu 2 /t k
 .  .  .and let « g 0, a n b be arbitrary. It then follows from 2.9 and 2.7u
that for any T ) 0
2« tsup e w t .
0FtFT
2K k 2« tF q sup e w t y t .
1 y u u 0FtFT
2 «tK k e 2 2« tF q sup w t q sup e w t . .  . /1 y u u ytFtF0 0FtFT
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Since k 2e«tru - 1, it then follows
y12 «t 2 «tK k e k e2 2« tsup e w t F q sup w t 1 y . .  . /1 y u u u0FtFT ytFtF0
2.10 .
Since T ) 0 is arbitrary, one sees easily that
1 «
lim sup log w t F y . .
t 2tª`
 .Finally, the desired result 2.8 follows by letting « ª a n b and thenu
u ª 1. The proof is complete.
Proof of Theorem 2.1. Fix the initial data j arbitrarily and write
 .  .x t; j s x t simply. Define a Lyapunov function
02 T< <V z , t s z q x t q s Dx t q s ds 2.11 .  .  .  .H
yt
 . n w .   .  . .for z, t g R = 0, ` . Applying the Ito formula to V x t y Cx t y t , tÃ
and using the assumptions one derives that
dV x t y Cx t y t , t .  . .
Ts 2 x t y Cx t y t .  . .
= Ax t q Bx t y t dt q s t , x t , x t y t dw t .  .  .  .  . . .
q trace s T t , x t , x t y t s t , x t , x t y t dt .  .  .  . .  . .
q xT t Dx t y xT t y t Dx t y t dt .  .  .  . .
x t .T TF x t , x t y t H dt .  . .  /x t y t .
2 2q m x t q l x t y t dt .  . .
Tq 2 x t y Cx t y t s t , x t , x t y t dw t .  .  .  .  . .  .
2F y l y m x t dt .  .
Tq 2 x t y Cx t y t s t , x t , x t y t dw t . 2.12 .  .  .  .  .  . .  .
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 .  .Let a g 0, l y m be the unique root of Eq. 2.4 . Applying Ito's formulaÃ
once again one derives that
d ea tV x t y Cx t y t , t .  . . .
s a ea tV x t y Cx t y t , t dt q ea t dV x t y Cx t y t , t .  .  .  . .  .
02 2 22 2a t 5 5 5 5F a e 2 x t q 2 C x t y t q D x t q s ds dt .  .  .H /yt
2 Ta tq e y l y m x t dt q 2 x t y Cx t y t .  .  .  . .
=s t , x t , x t y t dw t .  .  . . .
2 22a t 5 5s e y l y m y 2a x t q 2a C x t y t .  .  .
0 225 5qa D x t q s ds dt .H /yt
Ta tq2 e x t y Cx t y t s t , x t , x t y t dw t . 2.13 .  .  .  .  .  . .  .
Integrating both sides of this inequality from 0 to ¨ ) 0 one obtains that
ea ¨EV x ¨ y Cx ¨ y t , ¨ .  . .
¨ 2a tF c q M ¨ q e y l y m y 2a x t .  .  .H1
0
02 22 25 5 5 5q2a C x t y t q a D x t q s ds dt , 2.14 .  .  .H
yt
where
z s V j 0 y Cj yt , 0 .  . .1
02 2 22 25 5 5 5F 2 j 0 q 2 C j yt q D j s ds, .  .  .H
yt
and
¨ Ta tM ¨ s 2 e x t y Cx t y t s t , x t , x t y t dw t .  .  .  .  .  . .  .H
0
 .which is a continuous martingale with M 0 s 0 a.s. Note
¨ ¨2 2a t at a te x t y t dt F c q e e x t dt , 2.15 .  .  .H H2
0 0
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where
0 2atz s e j s ds. .H2
yt
Also
¨ ¨0 t2 2a t a te x t q s ds dt s e x s ds dt .  .H H H H
0 yt 0 tyt
¨  .sqt n¨ 2a ts e dt x s ds .H H /yt sk0
¨ 2a  sqt .F t e x s ds .H
yt
¨ 2at a sF tz q t e e x s ds. 2.16 .  .H2
0
 .  .  .  .Substituting 2.15 and 2.16 into 2.14 and using 2.4 one sees
a ¨ 5 5 2 5 5 2e V x ¨ y Cx ¨ y t , ¨ F z q az 2 C q t D q M ¨ . .  .  . .  .1 2
2.17 .
 5 5 2 5 5 2 .Obviously z q az 2 C q t D is a bounded F -measurable ran-1 2 0
bw x n.  .dom variable since j g C yt , 0 ; R . Applying Lemma 2.2 to 2.17 oneF0
sees that there is a finite random variable z such that3
2a ¨ a ¨e x ¨ y Cx ¨ y t F e V x ¨ y Cx ¨ y t , ¨ F z .  .  .  . . 3
for all ¨ G 0. 2.18 .
 .This, together with Lemma 2.3, implies the required 2.3 . The proof is
complete.
If we choose D s 0 in Theorem 2.1 we obtain the following useful
corollary.
COROLLARY 2.4. Assume that the symmetric matrix
T TA q A B y A CH s
T T T T /B y C A yC B y B C
is negati¨ e definite, and denote by yl the largest eigen¨alue of H. Assume
5 5 w .C - 1. Assume also that there exists an m g 0, l such that
2 2T < < < <trace s t , x , y s t , x , y F m x q l y .  .
for all t , x , y g R = Rn = Rn . . q
 .Then the tri¨ ial solution of Eq. 2.1 is almost surely exponentially stable.
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We now apply Theorem 2.1 to establish one more useful corollary.
COROLLARY 2.5. Assume that the symmetric matrix A q AT is negati¨ e
5 5definite and denote by yh its largest eigen¨alue. Assume C - 1 and
h




T Tl s y C B y B y A C
2
w .and assume furthermore that there exists an m g 0, l such that
2 2T < < < <trace s t , x , y s t , x , y F m x q l y .  .
for all t , x , y g R = Rn = Rn . . q
 .Then the tri¨ ial solution of Eq. 2.1 is almost surely exponentially stable.
Moreo¨er, the top Lyapuno¨ exponent of the solution should not be greater
 .  .than y a n b r2, where a g 0, l y m is the unique root of the equation
2h2at T5 52a q a e 2 C q t q C B s l y m , /2
and b is the same as defined in Theorem 2.1.
Proof. Let D s u I, where I is the n = n identity matrix and
h
Tu s q C B .
2
Let the matrix H be the same as defined in Theorem 2.1. We claim that
H is negative definite and its largest eigenvalue is not greater than yl. In
fact, for any x, y g Rn,
xT Tx , y H . y /
T T < < 2 T T < < 2 T Ts x A q A x q u x q 2 x B y A C y y u y y 2 y C By .  .
< < 2 5 T 5 < < < < 5 T 5 < < 2F y h y u x q 2 B y A C x y y u y 2 C B y .  .
5 T 5 < < 2 5 T 5 5 T 5 < < 2F y h y u y B y A C x y u y 2 C B y B y A C y . .
< < 2 < < 2s yl x q y . .
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Therefore the conclusion of the corollary follows from Theorem 2.1. The
proof is complete.
THEOREM 2.6. Assume all the assumptions of Theorem 2.1 hold except
 .2.2 is replaced by
2 2T < < < <trace s t , x , y s t , x , y F m x q m y .  . 1 2
for all t , x , y g R = Rn = Rn , 2.19 .  .q
 .  .where m g 0, l , m g l, 2l such that1 2
m q m - 2l.1 2
 .Then the tri¨ ial solution of Eq. 2.1 is almost surely exponentially stable.
Moreo¨er, the top Lyapuno¨ exponent of the solution is estimated as
1 a n b
lim sup log x t ; j F y , .
t 2tª`
 .where b is the same as defined in Theorem 2.1 and a g 0, 2l y m y m1 2
is the unique root of
at 5 5 2 5 5 22a q e m y l q 2a C q at D s l y m . 2.20 . .2 1
Proof. We use the same notations as in the proof of Theorem 2.1. By
Ito's formula one can show that for any ¨ G 0Ã
ea ¨EV x ¨ y Cx ¨ y t , ¨ .  . .
¨ 2a tF z q M ¨ q e y l y m y 2a x t .  .  .H1
0
225 5q m y l q 2a C x t y t . .2
0 225 5qa D x t q s ds dt , 2.21 .  .H
yt
 .where z and M ¨ are the same as defined in the proof of Theorem 2.1.1
 .  .  .  .Substituting 2.15 and 2.16 into 2.21 and using 2.20 one obtains
ea ¨EV x ¨ y Cx ¨ y t , ¨ F z q M ¨ , 2.22 .  .  .  . . 4
where z is a bounded F -measurable random variable. The remainder of4 0
the proof is the same as the proof of Theorem 2.1. The proof is complete.
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COROLLARY 2.7. Assume that the symmetric matrix A q AT is negati¨ e
5 5definite and denote by yh its largest eigen¨alue. Assume C - 1 and
h




T Tl s y C B y B y A C .
2
 .Assume furthermore that there exists a pair of constants m g 0, l , m g1 2
 .l, 2l such that
m q m - 2l,1 2
and
2 2T < < < <trace s t , x , y s t , x , y F m x q m y .  . 1 2
for all t , x , y g R = Rn = Rn . . q
 .Then the tri¨ ial solution of Eq. 2.1 is almost surely exponentially stable.
This corollary can be proved in the same way as Corollary 2.5 but using
Theorem 2.5 instead of Theorem 2.1.
3. EXPONENTIAL STABILITY IN THE MEAN SQUARE
OF NONLINEAR NEUTRAL STOCHASTIC
DIFFERENTIAL DIFFERENCE EQUATIONS
In this section we shall extend our previous result to an n-dimensional
nonlinear neutral stochastic differential difference equation
d t y G x t y t .  . .
s f t , x t , x t y t dt q s t , x t , x t y t dw t 3.1 .  .  .  .  .  . .  .
 .  .  .  .on t G 0 with initial data x t s j t for yt F t F 0, where w t , s t, x, y ,
j are the same as in the previous section, f : R = Rn = Rn ª Rn which isq
locally Lipschitz continuous and satisfies the linear growth condition as
well, and moreover G is a continuous function from Rn to itself such that
 .for some k g 0, 1
n< <G x F k x for all x g R . 3.2 .  .
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 .It is easy to see that Eq. 3.1 has a unique solution which is denoted by
 .  .  .x t; j again. Also assume always that f t, 0, 0 ' 0 and s t, 0, 0 ' 0 so
 .the equation admits a trivial solution x t; 0 ' 0.
 .  .THEOREM 3.1. Let 3.2 hold with k g 0, 1 . Assume that there exists a
symmetric nonnegati¨ e definite n = n matrix D and two constants l ) 0 and1
w .l g 0, l such that2 1
T T T2 x y G y f t , x , y q x Dx y y Dy .  . .
2 2T < < < <q trace s t , x , y s t , x , y F yl x q l y 3.3 .  .  .1 2
 . n n  .for all t, x, y g R = R = R . Then the tri¨ ial solution of Eq. 3.1 isq
almost surely exponentially stable. Moreo¨er, the top Lyapuno¨ exponent can
be estimated as
1 a n b
lim sup log x t ; j F y , 3.4 .  .
t 2tª`
 .where a g 0, l y l is the unique root of1 2
at 2 5 5 22a q a e l q 2ak q at D s l , 3.5 . .2 1
and
2
b s y log k ) 0.
t
This theorem can be proved in the same way as Theorem 2.1 so the
details are left to the reader.
 .  .THEOREM 3.2. Let 3.2 hold with k g 0, 1 . Assume that there exists a
symmetric positi¨ e definite n = n matrix D and two constants l G 0 and1
l ) l such that2 1
T T T2 x y G y f t , x , y q x Dx y y Dy .  . .
2 2T < < < <q trace s t , x , y s t , x , y F l x y l y 3.6 .  .  .1 2
 . n nfor all t, x, y g R = R = R . Let l be the smallest eigen¨alue of D. Ifq
 .l - l, then the tri¨ ial solution of Eq. 3.1 is almost surely exponentially1
stable. Moreo¨er, the top Lyapuno¨ exponent can be estimated as
1 a n b
lim sup log x t ; j F y , 3.7 .  .
t 2tª`
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 .where b is the same as defined in Theorem 3.1 and a g 0, l is the maximal
solution to the equation
5 5 2 at 2 atl q 2a q at D e s l n l y 2ak e . 3.8 . .1 2
 .Proof. Since l - l n l , Eq. 3.8 at least has one solution but at1 2
 .most has finitely many solutions in 0, l . Hence the maximal solution
always exists and is unique. Fix the initial data j arbitrarily and again write
 .  .  .x t; j s x t simply. Let V z, t be the same Lyapunov function defined
 .in the proof of Theorem 2.1. By Ito's formula and condition 3.6 one canÃ
show that for any ¨ ) 0
ea ¨ V x ¨ y G x ¨ y t , ¨ .  . . .
¨ 2a tF z q M ¨ q e l q 2a x t .  .  .H5 1
0
02 222 5 5y l y 2ak x t y t q a D x t q s ds dt , 3.9 .  .  . . H2
yt
where z and the following z are both bounded F -measurable random5 6 0
 .  .variables, and M ¨ is a continuous martingale with M 0 s 0 a.s. Note
¨  .¨yt k02 2a t at a te x t y t dt G e e x t dt . .  .H H
0 0
 .  .  .Substituting this and 2.16 into 3.9 and then using 3.8 we obtain that
ea ¨ V x ¨ y G x ¨ y t , ¨ .  . . .
¨ 22 at a t5 5F z q M ¨ q l q 2a q at D e e x t dt. .  .H6 1
 .¨yt k0
That is,
¨2 2a ¨ a ¨e x ¨ y G x ¨ y t q le x t dt .  .  . . H¨
yt
¨ 22 at a t5 5F z q M ¨ q l q 2a q at D e e x t dt. .  .H6 1
 .¨yt k0
 .In view of 3.8 we deduce
2a ¨e x ¨ y G x ¨ y t F z q M ¨ for all ¨ G 0. .  .  . . 6
So the conclusion follows from Lemmas 2.2 and 2.3. The proof is complete.
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4. EXAMPLES
In this section we shall discuss a number of interesting examples in
order to illustrate our theory. In the following examples we shall omit
bw x n.mentioning the initial data which are in C yt , 0 ; R anyway.F0
EXAMPLE 4.1. Let us start with a semilinear one-dimensional neutral
stochastic differential difference equation
d x t y cx t y t .  .
s yax t q bx t y t dt q s t , x t , x t y t dw t , 4.1 .  .  .  .  .  . .
on t G 0, where a, b, c are constants and s : R = R = R ª Rm. Suchq
equations appear quite often in chemical engineering cf. Kolmanovskii
w x.and Nosov 6 . Assume
< < < < < <c - 1, a ) cb q b q ac . 4.2 .
< <Assume furthermore that there is a positive constant m - a y cb y
< <b q ac such that
2 2 2< < < < < < < <w xs t , x , y F m x q a y cb y b q ac y .
for all t , x , y g R = R = R . 4.3 .  .q
 .In view of Corollary 2.5 one sees that the trivial solution of Eq. 4.1 is
almost surely exponentially stable. Moreover, the top Lyapunov exponent
 .  < <should not be greater than y a n b r2, where a g 0, a y cb y
< < .b q ac y m is the unique root to the equation
2at 2 < < < < < <2a q a e 2c q t a q cb s a y cb y b q ac y m 4.4 .  .
y1 < <and b s y2t log c . For instance, let
a s 3, b s 2, c s y0.5, t s 0.01, m s 0.5.
 .Then Eq. 4.4 becomes
2a q 0.66a e0.01a s 1
whose solution is a s 0.37558. Note b s y200 log 0.5 ) a so in this case
the top Lyapunov exponent should not be greater than y0.18779.
EXAMPLE 4.2. Let us now consider a two-dimensional neutral stochas-
tic differential difference equation
d x t y Cx t y t .  .
s Ax t q Bx t y t dt q s t , x t , x t y t dw t , 4.5 .  .  .  .  .  . .
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where
y3 1 y1 y1 0.2 y0.3A s , B s , C s , /  /  /y1 y4 1 2 0.1 y0.2
and s : R = R2 = R2 ª R2=m is locally Lipschitz continuous and satisfiesq
2 2T < < < <trace s t , x , y s t , x , y F 0.3 x q y .  .
for all t , x , y g R = R2 = R2 . . q
Choose
3 0D s . /0 5
Then the symmetric matrix H has the form
y3.0 0 y0.3 y2.1
0 y3.0 1.2 1.5H s .y0.3 1.2 y2.8 y0.1 0y2.1 1.5 y0.1 y4.8
It can be checked that H is negative definite and its largest eigenvalue is
5 5y0.84888. It is also not difficult to compute C s 0.423607. Hence, by
 .Theorem 2.6, the trivial solution of Eq. 4.5 is almost surely exponentially
stable. Moreover, the top Lyapunov exponent should not be greater than
 .  .y a n b r2, where a g 0, 0.39776 is the root of
2a q eat 0.15111 q 0.358886a q 25at s 0.54888 4.6 .  .
 .and b s 1.717998rt . For instance, if t s 0.01, then Eq. 4.6 becomes
2a q e0.01a 0.15111 q 0.608886a s 0.54888 .
which has the root a s 0.15232 - b s 171.7998 so in this case the top
Lyapunov exponent should not be greater than y0.07616.
EXAMPLE 4.3. Consider an n-dimensional nonlinear neutral stochastic
differential difference equation
d x t y G x t y t .  . .
s f x t q f x t y t dt q s t , x t , x t y t dw t , 4.7 .  .  .  .  .  . .  .  .1 2
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 .where G and s t, x, y are the same as defined in Section 3, f , f are1 2
n  .both locally Lipschitz continuous functions from R to itself. Assume 3.2
 .holds with k g 0, 1 . Assume also that there exist positive constants g ,i
1 F i F 6, such that
T < < 2 T < < 2x f x F yg x , yG y f y F yg y , .  .  .1 1 2 2
< < < <f x F g x , f y F g y , .  .1 3 2 4
2 2T < < < <trace s t , x , y s t , x , y F g x q g y .  . 5 6
for all t G 0 and x, y g Rn. Compute
T T2 x y G y f x q f y q trace s t , x , y s t , x , y .  .  .  .  . .  .1 2
< < 2 < < 2 < < < < < < < < < < 2 < < 2F y2g x y 2g y q 2kg x y q 2g x y q g x q g y1 2 3 4 5 6
< < 2 < < 2F y 2g y kg y g y g x q y2g q kg q g q g y . .  .1 4 4 5 2 3 4 6
4.8 .
Hence, by Theorem 3.1 with D s 0, if
2g y kg y g y g ) 0 4.9 .1 3 4 5
and
2g q 2g ) 2kg q 2g q g q g 4.10 .1 2 3 4 5 6
 .then the trivial solution of Eq. 4.7 is almost surely exponentially stable.
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