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マルチ GPU に対する理論モデル及び 
GPU アルゴリズムの解析と実現 
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The GPU (Graphics Processing Unit) has high computing power.The technology called GPGPU 
which uses GPU for general purpose computation is used in various fields.In this research, the 
theoretical model of multi GPU with plural GPUs construct, analyze and implement algorithms 
that operate on multi GPU. 
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1. はじめに 
グラフィックの画像処理を行うコンピュータの部
品 に GPU(Graphics Processing Unit) が あ
り,GPU は強力な計算能力を持っている.GPU を
汎用計算に用いる GPGPU と呼ばれる技術は様々
な分野で用いられている.本研究では GPU を複数
搭載したマルチ GPU の理論モデルを構築し,マル
チ GPU 上で動作するアルゴリズムの解析と実装
を行う. 
 
2. GPU の特性 
GPU にはグローバルメモリとシェアードメモリ
の 2 つのメモリが存在しそれぞれ特徴がある[1]．
グローバルメモリは容量は大きいが，アクセスレ
イテンシが大きい．シェアードメモリは容量は小
さいがアクセスレイテンシも小さい．GPU のプロ
グラミングにおいてはグローバルメモリとシェア
ードメモリを効率的に使用することが,アプリケ
ーションを高速化するために重要になる． 
またコンピュータ 1台に複数の GPUを搭載し，
並列に動作させる技術をマルチ GPU という．こ
のマルチ GPU の実行モデルは，通常時は 1 つの
スレッドによって逐次的に実行され，並列処理時
に特定の領域(GPU の関数)が 2 つ以上のスレッド
により並列的実行される．これまでのマルチ GPU
の研究では,2枚のGPUを搭載したマルチGPUを
実現し,その効率の分析を行った.また GPU-GPU
間でのデータのやり取りはできなかった. しかし
現在扱っているマルチ GPU では GPU を 3 枚搭
載し,GPU から GPU へメモリの転送を行うこと
ができるようになっている. 
 
3. 理論モデル 
(1)シングル GPU に対する理論モデル 
GPU に対する理論モデルには様々なものがあ
る. GPU のグローバルメモリとシェアードメモリ
の特徴をよく捉えている UMM,DMM と呼ばれる
モデルと UMM, DMM を組み合わせて 1 つの
GPU として捉えたモデル[2],多くの GPU に共通
する特徴を抽象化した並列計算モデルである
AGPU モデル[3],我々の研究室で提案したモデル
[4]など様々なモデルが提案されている.本論文で
提案するマルチ GPU に対する理論モデルは,以前
研究室で我々が提案した GPU に対する理論モデ
ルを発展させたものである.そのためまずは我々
の提案した GPU に対する理論モデルを以下の図
1 と表 1 で紹介する. 
 
 
図 1：我々の提案したル GPU の理論モデル 
 
表 1：理論モデルのパラメータ 
  
 
(2)理論モデルのメモリアクセス 
  GPU へのメモリアクセスは 1 ワープ単位で w
個のスレッドが同時にアクセスし,w個のメモリア
クセスを連続して処理する場合はパイプライン方
式で処理される.グローバルメモリには GPU のど
のスレッドからもアクセスすることができ,シェ
アードメモリには同じ MP 内にあるスレッドから
しかアクセスすることができない.またグローバ
ルメモリへのアクセスはワープのw個のスレッド
が同時にアクセスする.このようなアクセスはコ
アレッシングアクセスと呼ばれる.この理論モデ
ルではコアレッシングを毎回行うものとする. シ
ェアードメモリは 1 ワープのスレッド数と同じ数
の w 個の物理的なバンクに分かれており,すべて
異なるバンクへのアクセスならば,すべてのメモ
リアクセスは 1度に行われる.同じバンクにアクセ
スが集中することをバンクコンフリクトと呼び,
バンクコンフリクトを起こさないようにアルゴリ
ズムを考える必要がある. 
(3) マルチ GPU に対する理論モデル 
 マルチ GPU に対する理論モデルは,基本的には
シングル GPU に対する理論モデルを組み合わせ
たものであり,MP(マルチプロセッサ)の数や MP
内で同時に実行できるスレッドの数,グローバル
メモリとシェアードメモリの容量やレイテンシな
どを考慮している.それに GPU の枚数や CPU-
GPU 間,GPU-GPU 間の通信などを考慮した構成
になっている. また各 GPU のグローバルメモリ
に入力を分割して配置できるため,評価するアル
ゴリズムによって初期入力を変えることができる.
マルチ GPU の理論モデルとパラメータを以下の
図 4 と表 2 に示す. 
 
 
図 4：マルチ GPU に対する理論モデル 
 
表 2：マルチ GPU の理論モデルのパラメータ 
 
 
4. 実装と評価 
本研究ではマルチ GPU 上で実装するアルゴリズ
ムとして畳み込み計算を扱う. 畳み込み計算とは.
サイズが E の入力配列 x とサイズが F+E-1 の入
力配列 y, サイズがNの出力配列 zがある場合,z[i] 
= x[0]*y[i]+ x[1]*y[i+1]+….+x[m-1]*y[i+m-1] 
(0≦i≦n-1)を計算する問題である.またF>>Eであ
るとする.  
また本研究で行う畳み込み計算の入力サイズは
GPU のグローバルメモリに入り切らないほど大
きいものとし ,CPU-GPU 間のデータの転送と
GPU 内部での計算を繰り返す.それをシングル
GPU,マルチGPUでグローバルメモリのみを使用
する場合とシェアードメモリを使用する場合の理
論値は以下の表 3,表 4 のようになる. 
 
表 3：理論モデルを用いたシングル GPU 上でのグローバ
ルメモリのみを使用した場合の畳み込み計算の理論値 
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表 4：理論モデルを用いたマルチ GPU 上でのシェアード
メモリを使用した場合の畳み込み計算の理論値 
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シングル GPU 上,マルチ GPU 上で実際に畳み込
み計算アルゴリズムを動かしたときのグローバル
メモリのみを使用する場合と,シェアードメモリ
を使用する場合の理論値と実測値は以下の図 5,図
6 のようになった. 
 
 
 
図 5：グローバルメモリのみを使用した場合の畳み
込み計算の理論値と実測値の比較 
 
  
図 6：シェアードメモリを使用した場合の畳み込み
計算の理論値と実測値の比較 
 
理論値の計算では GPU でのメモリアクセスに
焦点を当てて導出していて,またアルゴリズムの
性質上 GPU の関数をも呼び出す毎にレイテンシ
が発生するため,理論値と実測値で開きがでた.シ
ェアードメモリを使用する場合の理論値と実測値
の差も同様の理由で発生していると思われ
る.GPU の枚数が 2,3 枚と増えるほど,計算時間も
ほぼ
1
2
 , 
1
3
になっている.しかし GPU が増えるほど
レイテンシも増えるのでGPU1枚あたりの効率は
GPU が増える毎に少しづつ下がっていくと思わ
れる. 
 
5. 結論 
本研究のマルチ GPU では GPU の搭載数を増
やし,また GPU-GPU 間でのメモリ転送が行える
ようになり,以前のマルチ GPU よりも効率的な計
算ができるようになった.  
また,GPU-GPU 間通信には他の方法があり,また
今後も発表されると思うので,そういった技術を
組み込むことで,理論モデルの更なる改良をする
ことができると考えられる. 
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