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scientific data necessary for accomplishing this aim."
In honored memory of
PAUL M. FITIS
We dedicate this work to the past and future achievements
of the organization he founded
The Human Engineering Division
Armstrong Aerospace Medical Research Laboratory
Harlan Typographic
Dayton, OH
Entry Composition &
Typesetting
Ed Bratka
Harry Blacker
Suanne Lang
Scott Bratka
Jeff Murray
Lou Sena Aldridge
Larry Campbell
Dottie Moore
Bruce Brown
Ron Easterday
Paul Fugate
Jim Redick
Kramer Graphics, Inc.
Dayton, OH
Table Composition &
Typesetting
Anthony Ashland
Monica Gorman
Sara Mitchell
Kim Perry
Andrea Snell
Ed Szymczak
Kelly Kramer
Specialised Printing
Services, Limited
London, England
Printing
Derek Smith
Mike Richards
Technical Staff
Editorial
Anita Cochran
Senior Copy Editor
Director, Quality Control
Stevie Hardyal
Copy Editor
University of Dayton
Research Institute
Special Projects
Edward A. Martin
Engineering Technical Advisor
Air Force Deputy for
Engineering
Management
Karen Pettus
Anita Cochran
Project/Staff
University of Dayton
Research Institute
Design
Dale Fox
Director of Design
Systems Research Laboratories
Dayton, OH
Barbara Palmer
Senior Technical Editor
Martha Gordon
Technical Editor
MacAulay-Brown, Inc.
Dayton, OH
Jeffrey A. Landis
Senior Technical Auditor,
Glossary Development
User's Guide Development
Michele Gilkison
Permissions
University of Dayton
Research Institute
Gian Cacioppo
Project/Staff
MacAulay-Brown, Inc.
Dayton, OH
Bethann Thompson
Project Designer
Systems Research Laboratories
Dayton, OH
Herschel Self
Visual Sciences Editor
User's Guide Development
Armstrong Aerospace Medical
Research Laboratory
Mark Jones
Document Auditor
General Support
Maggie Hewitt
Peer Review Coordinator
Figure Drafting Auditor
MacAulay-Brown, Inc.
Dayton, OH
Judy Williams
Kathy Martin
Patricia Browne
Compendium Development
MacAulay-Brown, Inc.
Dayton, OH
Ken Miracle
Cover Art
Systems Research Laboratories
Dayton, OH
Patrick Hess
Bill Harper
Kirsten Means
Assistant Copy Editors
University of Dayton
Research Institute
John Spravka
Technical Auditor
MacAulay-Brown, Inc.
Dayton, OH
Chuck Semple
Project/Staff
Essex Corp.
Los Angeles, CA
Dana Breidenbach
Entry Design
Graphic Design Works
Yellow Springs, OH
Drafting, Composition, and Production
Systems Research
Laboratories
Dayton, OH
Composition Management &
Typesetting
Bethann Thompson
Graphic Artist
Cynthia Poto
Photography
Clarence Randall, Jr.
O'Neil & Associates
Dayton, OH
Figures & Illustrations
Chuck Good
Steve Mike!
Henry Bowman
Administrative Support
University of Dayton
Research Institute
Figures & Illustrations
Fred Davis
Reinhold Strnat
Kanith Stone
Margaret Plattenburg
David Levitan
Joseph Deady
Essex Corp,
San Diego, CA
Figure Drafting
Dave Pigeon
McBee Binders
Cincinnati, OH
Binder Production Management
Robert Kellough
MacAulay-Brown,
Dayton, OH
Word Processing
Pamela Coleman
Terry Hieber
Bernice Stewart
Sandra Suttles
Michelle Warren
Inc.	 Armstrong Aerospace
Medical Research
Laboratory
Secretarial Assistance
Tanya Ellifritt
Logistics Control
Al Chapin
University of Dayton
Research Institute
Administrative Assistance
Jean Scheer
Pendragon Press
Stuyvesant, NY
Secretarial Assistance
Janine Vetter
Contributors
Section 1.0 Visual Acquisition of Information
Aries Arditi
New York Association for the
Blind and New York University
Richard S. Babb
Rockefeller University
Bernard C. Being
Thomas More College
Randolph G. Bias
Bell Laboratories, NJ
Harry E. Blanchard
University of Illinois
Jeffrey Connell
New York University
Thomas R. Corwin
New England College of
Optometry
Steven R. Doehrman
Consultant
Claudia G. Farber
AT&T Communications, NJ
Jane Goodman
University of Washington, WA
Edward J. Hass
Franklin & Marshall College
S.M. Luria
Naval Submarine Medical
Research Laboratory, CT
William Maguire
St. John's University
Barbara Mates
American Diagnostic Learning
& Reading Center, NY
Barbara Moore
Consultant
David Post
Armstrong Aerospace Medical
Research Laboratory, Wright-
Patterson AFB, OH
Paul H. Schulman
State University of New York,
Utica
Robert Schumer
New York University
Herschel Self
Armstrong Aerospace Medical
Research Laboratory, Wright-
Patterson AFB, OH
Larry S. Solanch
Consultant
Terry J. Spencer
AT&T Information Systems,
NJ
Philip Tolin
Central Washington University
Angelo P. Verdi
Consultant
J. W. Whitlow
Rutgers University
Section 2.0 Auditory Acquisition of Information
Audrey Fullerton	 James W. McDaniel	 Vivien C. Tartter	 Philip Tolin
Scripps College	 California State University 	 Rutgers University	 Central Washington University
William Maguire
St. John's University
Section 3.0 Acquisition of information by Other Senses
Stuart Appelle	 Richard S. Babb
	
Francis J. Clark	 Barbara Richardson
State University of New York, 	 Rockefeller University	 University of Nebraska College	 New York University
Brockport	 Roger W. Cholewiak	 of Medicine	 Carl E. Sherrick
Princeton University	 Princeton University
Section 4.0 Information Storage and Retrieval
Steven J. Freimark	 Edward J. Hass	 Vivien C. Tartter	 J. W. Whitlow
Polytechnic Institute of	 Franklin & Marshall College 	 Rutgers University	 Rutgers University
New York	 William Maguire
St. John's University
Section 5.0 Spatial Awareness
Stuart Appelle
State University of New York,
Brockport
Aries Arditi
New York Association for the
Blind and New York University
Richard S. Babb
Rockefeller University
Randolph C. Bias
Bell Laboratories, NJ
Harry E. Blanchard
University of Illinois
Jeffrey Connell
New York University
Steven t Doehrman
Consultant
Claudia C. Farber
AT&T Communications, NJ
Steven J. Freimark
Polytechnic Institute of
New York, NY
Audrey Fullerton
Scripps College
Edward J. Hass
Franklin & Marshall College
Robert S. Kennedy
Essex Corporation, FL
S.M. Luria
Naval Submarine Medical
Research Laboratory, CT
William Maguire
St. John's University
James W. Miller
Woodell Enterprises, Inc., FL
Barbara Moore
Consultant
Barbara Richardson
New York University
Robert Schumer
New York University
Herschel Self
Armstrong Aerospace Medical
Research Laboratory, Wright-
Patterson AFB, OH
Larry S. Solanch
Consultant
Vivien C. Tartter
Rutgers University
Robert B. Welch
University of Kansas
J.W. Whitlow
Rutgers University
Section 6.0 Perceptual Organization
Stuart Appelle
State University of New York,
Brockport
Aries Arditi
New York Association for the
Blind and New York University
Bernard C. Being
Thomas More College
Steven J. Freimark
Polytechnic Institute of
New York
Edward J. Hass
Franklin & Marshall College
William Maguire
St. John's University
Barbara Richardson
New York University
5. W. Whitlow
Rutgers University
Section 7.0 Attention and Allocation of Resources
Andrew Ackerman
i-Math Associates, FL
Bernard C. Being
Thomas More College
Kevin S. Berbaum
University of Iowa
Steven R. Doehrman
Consultant
William P. Dunlap
Tulane University
Edward J. Hass
Franklin & Marshall College
Robert S. Kennedy
Essex Corporation, FL
Moira LeMay
Montclair State College, NJ
Judith H. Lind
Naval Post Graduate School,
CA
S.M. Luria
Naval Submarine Medical
Research Laboratory, CT
James C. May
Louisiana State University
David Meister
U.S. Navy Personnel Research
and Development Center, CA
James W. Miller
Woodell Enterprises, Inc., FL
Barbara Moore
Consultant
Barbara Richardson
New York University
Vivien C. Tartter
Rutgers University
Angelo P. Verdi
Consultant
J. W. Whitlow
Rutgers University
Mary Williams
University of New Orleans
Section 8.0 Human Language Processing
Thomas H. Carr
Michigan State University
Daryle Jean Gardner
Kearney State College, NE
Phyllis Kossak
St. Vincent's Hospital, NY
William Maguire
St. John's University
Ethel Matin
Long Island University
Barbara Richardson
New York University
Terry J. Spencer
AT&T Information Systems,
NJ
Vivien C. Tartter
Rutgers University
Section 9.0 Operator Motor Control
Stuart Appelle
State University of New York,
Brockport
Steven Braddon
Sacred Heart University, CT
Steven it Doehrman
Consultant
Moira LeMay
Montclair State College, NJ
Edward A. Martin
Air Force Deputy for
Engineering, Wright-Patterson
MB, OH
Barbara Richardson
New York University
Larry S. Solanch
Consultant
J.W. Whitlow
Rutgers University
Section 10.0 Effects of Environmental Stressors
Cohn Corbridge
Institute of Sound Vibration
Research, University of
Southampton, England
Thomas E. Fairley
Institute of Sound Vibration
Research, University of
Southampton, England
Jane Goodman
University of Washington
Michael J. Griffin
Institute of Sound Vibration
Research, University of
Southampton, England
Anthony Lawther
Institute of Sound Vibration
Research, University of
Southampton, England
Christopher H. Lewis
Institute of Sound Vibration
Research, University of
Southampton, England
S. M. Luria
Naval Submarine Medical
Research Laboratory, CT
William Maguire
St. John's University
Ronald McLeod
Institute of Sound Vibration
Research, University of
Southampton, England
Merrick J. Moseley
Institute of Sound Vibration
Research, University of
Southampton, England
Barbara Richardson
New York University
Herschel Self
Armstrong Aerospace Medical
Research Laboratory, Wright-
Patterson AFB, OH
Vivien C. Tartter
Rutgers University
Maxwell J. Wells
Institute of Sound Vibration
Research, University of
Southampton, England
Section 11.0 Display Interfaces
Kevin Bracken
Essex Corporation, PA
Stuart K. Card
Xerox Corporation, CA
Walter E. Carrel
Consultant
Michael M. Danchak
The Hartford Graduate Center,
CT
Steven R. Doehrman
Consultant
Claudia G. Farber
AT&T Communications, NJ
Oliver K. Hansen
HEDCON, Inc., CA
Robert Herrick
Consultant
Lloyd Hitchcock
Essex Corporation, VA
John Law
Essex Corporation, PA
S.M. Luria
Naval Submarine Medical
Research Laboratory, CT
Michael E. McCauley
Monterey Technologies, Inc.,
CA
Daniel K McCrobie
General Dynamics Corporation,
CA
David Meister
Navy Personnel Research and
Development Center, CA
Thomas P. Moran
Xerox Corporation, FL
Barbara Richardson
New York University
Clarence A. Semple
Northrop Corporation, CA
Brian E. Shaw
Essex Corporation, CA
Louis D. Silverstein
Sperry Corporation, AZ
Carol Stuart-Buttle
Essex Corporation, PA
J.W. Whitlow
Rutgers University, NJ
Earl L. Wiener
University of Miami, FL
Beverly H. Williges
Virginia Polytechnic Institute
and State University, VA
Section 12.0 Control interfaces (ReallVirtual)
Robert G. Kinkade	 Fredrick A. Muckler	 Mark Sanders 	 John A. Zich
Essex Corporation, CA	 Essex Corporation, CA	 California State University,	 McDonnell Douglas
Northridge	 Corporation, CA
Contents for Volume I
Foreword xi
Preface and Acknowledgments xiii
Credits for Volume I xix
Introduction xxxi
Section 1.0 Visual Acquisition of Information
1.1 Measurement of Light 1
1.2 Optics of the Eye 33
1.3 Sensitivity to Light	 117
1.4 Adaptation: Changes in Sensitivity 137
1.5 Sensitivity to Temporal Variations 165
1.6 Spatial Sensitivity	 193
1.7 Color Vision 323
1.8 Binocular Vision 391
1.9 Eye Movements 421
Section 2.0 Auditory Acquisition of Information
2.1 Measurement of Sound 554
2.2 Physiology of the Ear 568
2.3 Detection 572
2.4 Discrimination 612
2.5 Temporal Resolution 614
2.6 Loudness 622
2.7 Pitch 650
2.8 Localization 672
Section 3.0 Acquisition of Information by Other Senses
3.1 Cutaneous Sensitivity 712
3.2 Vestibular Sensitivity 766
3.3 Kinesthesia 788
lll^
ll-^
ll^
Foreword
As a result of his experience in the United States Army were consulted on all aspects of Compendium development,
Air Force during World War II, Dr. Paul M. Fitts fully com- including content, readability and packaging. These consul-
prehended the need for the translation of human engineering tations and extensive field testing are responsible for the
design criteria and data into a form readily accessible to the 	 usability of the volumes in typical design settings. For
design team. He appreciated the complexity of the typical 	 instance, the presentation anticipates a user who, while rea-
crew interface design problem, in terms of the multiple 	 sonably sophisticated in the application of technical and
technologies involved, the interdisciplinary skills required 	 quantitative data, may have little prior training or experi-
of the design team, and the many compromises necessary to ence with a specific technical area of immediate interest.
achieve a practical solution to a complex design issue. This 	 For this reason, details regarding statistical and methodo-
belief in the value of concise, reliable human performance 	 logical reliability are included. In all entries, data are pre-
data for practical application by designers was reflected in 	 sented in an easy-to-use, standardized format and re-scaled
his approach to applied problems throughout his profes-	 to Système International (SI) units wherever appropriate.
sional career. This concern for enhancing the value of basic 	 The packaging of the individual volumes, including the
technology to aid the solution of practical problems has	 binders, volume size, internal organization, composition
continued to influence the organization responsible for the 	 and type design, is based on field test results and agency
development of this Engineering Data Compendium and	 guidance. Careful attention was paid to data accessibility in
thus it represents an extension of Paul Fitts' conviction that 	 the design of the Compendium. Data may be accessed
a well-designed crew interface significantly contributes to
	 through a detailed table of contents, as well as key word in-
the safety and effectiveness of the system in which it is 	 dices, glossaries, checklists keyed to specific design topics,
incorporated,	 and knowledge maps logically organized to reflect the hier-
This Engineering Data Compendium is the second in a	 archy of topics treated.
series of tools aimed at providing the data necessary for the 	 The Engineering Data Compendium is packaged in four
human engineering design of crew systems. The first was	 volumes—three loose-leaf volumes containing design data
the two-volume Handbook of Perception and Human Per- 	 and a bound User's Guide. It is anticipated that within a
formance, edited by K. Buff, L. Kaufman, and J. Thomas	 given organizational element, the three data volumes can be
and published by John Wiley and Sons, New York, in 1986. centrally maintained, with the User's Guide more generally
The Handbook contains an extensive treatment of the basic	 available. The three data volumes in the loose-leaf format
data on perception and performance designed for use by the can thus be dynamic in the sense that multiple users can
human engineering specialist. It can be considered the pri- 	 share the common data base they represent.
mary reference for the Compendium.	 It was the intention of the editors and the Human Engi-
Although necessarily limited in scope, e.g., physical an- 	 neering Division of the Armstrong Aerospace Medical Re-
thropology is not treated, the Compendium provides in-
	
search Laboratory to produce a practical compendium of
depth treatment of human perception and performance in
	
human engineering guidance in the tradition of Dr. Paul M.
terms of the variables that influence the human operator's 	 Fitts. These volumes are offered to the design community at
ability to acquire and process information, and make effec- 	 large for their evaluation of our success in meeting this
tive decisions. Both subject matter experts and potential 	 objective.
users were consulted on an unprecedented scale in the
course of preparation and review of these volumes and
every effort was made to ensure the practical value of the 	 CHARLES BATES, JR.
data presented. To meet this objective, the guidance and	 Director, Human Engineering Division
support of a variety of US federal agencies concerned with
fielding complex systems were obtained throughout the de-
velopment and testing of the Compendium. Potential users
WA
Preface and Acknowledgments
Attempting to use the research literature in perception and
human performance as a means for guiding tradeoffs be-
tween equipment characteristics and human performance
capabilities or limitations can be a formidable task. This is
due, in part, to difficulties in retrieving and interpreting spe-
cialized data from the multitude of information sources dis-
tributed widely over a variety of report media. The intent of
the Engineering Data Compendium is to provide an alterna-
tive basis for efficient access to the research literature. It is
designed as a professional desk reference for the practi-
tioner in search of pertinent and reliable information on
human perception and performance.
The worth of any secondary reference is inextricably
tied to the user's trust in the author's objectivity and exper-
tise in selecting and interpreting the subject matter. In the
design and development of the Compendium, we have
made a deliberate commitment to honor this trust.
The Engineering Data Compendium owes its existence
to the efforts, committment and faith of an extraordinary
group of individuals—extraordinary in terms of their skills,
dedication, professionalism, endurance, and sheer num-
bers. Below, we provide an outline of the development of
the Compendium so that acknowledgments to contributors
may be placed within the relevant context.
Development of the Compendium	 ports, etc.). This proposal was then evaluated by at least
three reviewers with expert knowledge in the subject area.
The development of the Engineering Data Compendium in-
volved many iterative stages, procedures, and processes re-
quiring control and communications on an international
scale among many participants and organizations in govern-
ment, industry, and academia. In addition to the formidable
challenges in accessing and dealing with technical data,
many hundreds of hours were spent in planning the logistics
of the contracting, management and production of the Com-
pendium. The principal stages in the development of the
Engineering Data Compendium are briefly outlined below.
Cl
Data Consolidation
The first step in the development of the Engineering Data
Compendium was to identify, collect, and consolidate
human perception and performance data relevant to design
requirements into a primary reference—the Handbook of
Perception and Human Performance. To accomplish this
task, the domains of sensation, perception, human informa-
tion processing, and human performance were reviewed.
Forty-five technical subareas were selected for detailed
treatment on the basis of their potential value to control and
information display design. A team of more than sixty rec-
ognized experts in these technical subareas was assembled
to achieve this data consolidation. The Handbook was com-
pleted in December 1984 and published in two volumes by
John Wiley and Sons in Spring 1986. It has served as the
principle data resource in the development of this Compen-
dium and is frequently cross-referenced as a source of use-
ful background information and more detailed treatment of
selected empirical and theoretical topics.
Data Selection and Evaluation
The selection and evaluation of data appropriate for the En-
gineering Data Compendium were accomplished through a
series of structured reviews of selected data sources and the
candidate items extracted from them. Specialists familiar
with a given topic area first reviewed information on that
topic contained in the primary data source (the Handbook or
applied literature) and selected candidate data items for the
Compendium. A brief proposal was prepared for each data
item that specified the anticipated treatment in the final
entry, including data functions, illustrations, and citations
of original reference sources (journal articles, technical re-
Candidate data items were assessed for applicability (gener-
alizability and usefulness for system design), representa-
tiveness (soundness and currency of the data), and overall
appropriateness for the Compendium. Reviewers were free
to suggest alternative or supplementary data on the specific
topic, recommend different organization or treatment, or re-
ject the proposed data item altogether as inappropriate for
the Engineering Data Compendium.
Entry Development
Candidate data items that passed this review were assigned
to selected contributors who completed the necessary re-
search and prepared draft entries in the required format.
These drafts underwent an intensive editorial and technical
audit that included recursive evaluations of each entry
against the original candidate entry proposals as well as the
data sources on which the entries were based. Special atten-
tion was given to ensuring that details of the methodology,
data analysis, and experimental results were represented ac-
curately in the entry (and that the errors occasionally found
in the original reference sources were not reproduced in the
Compendium). Many entries were rewritten, combined, or
eliminated during this editing stage.
Edited entries were then sent for review to subject mat-
ter experts and, wherever possible, to system designers.
The entries were evaluated along three dimensions:
(1) Relevance: Will the information be useful to the tar-
get groups, or is it of purely academic interest?
(2) Content: Is the basic information thoroughly repre-
sented? Is it accurate and usable as presented?
(3) Form and style: Does the entry adhere to the pre-
scribed format? Is it written in clear and concise language?
During the course of the successive outside reviews that
occurred as each data item progressed from entry proposal
to final written entry, the qualifications and background of
the reviewers selected shifted from expertise in the specific
subject matter under review to experience with the condi-
tions under which the information could be applied. This
procedure assured that the information in the Compendium
would not only be accurate and up to date but also relevant
to system design needs and comprehensible to non-special-
ists in the field.
XIII
Prototype
In 1984, a prototype version of the Compendium was pro-
duced, both to provide suitable materials for on-going field
evaluations and to serve as an interim product in sustaining
the enthusiasm of the project's patient sponsors at DoD and
NASA.
The prototype Compendium was comprised of two tech-
nical sections dealing with stereoscopic vision and vibration
and display perception. These topic areas were developed in
full to demonstrate the flexibility of the format in covering
various topics as well as different categories of information
(e.g., data, models, tutorials). So that the prototype would
fully embody the image and feel of the final product, we
designed and incorporated front matter, keyword indices,
glossaries, and other organizational and packaging ele-
ments. Compilation of the prototype served as a trial by fire
for IPID project team members that allowed the refinement
of managerial and editorial procedures to make production
of the final volumes flow more smoothly.
Final Preparation
Final preparation of the entries for publication involved in-
teractive audits, edits, reviews and much retyping across
multiple drafts. Quality control concerns were central to our
processing of the entry manuscripts. Quantitative formula-
tions, authors' names, and reference citations were checked
and rechecked. Several thousand figures, tables, and illus-
trations were drafted, converted to SI (Système Interna-
tional) units, reviewed, proofed and corrected. Permissions
for the use of copyrighted materials were sought and paid
for, and the multitude of individual credit lines specified by
copyright holders were inserted.
Production
To maintain control over Compendium design, product
quality, and costs to the final consumer, we assumed the tra-
ditional role of publisher in managing the production, man-
ufacturing and distribution of the Compendium. This
included the complete design of the document (artwork de-
sign, type style and layout of text, binder design), type
composition, proofreading of galleys and page proofs,
printing and photographic work, binder manufacture and
packaging. In addition, we took primary responsibility for
defining the logistics for the shipping, handling, warehous-
ing and distribution of the Compendium.
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Acknowledgment of the Cast	 lated questions that comprise the design checklists in the
User's Guide (Vol. IV). Robert Eggleston contributed many
It is difficult, given a project of this scope, to acknowledge 	 thoughtful suggestions and much personal energy in aiding
appropriately the contributions and dedication of the many	 major aspects of the project. David Post, our resident color
individuals indispensable to its success. This task is further 	 perception expert, gave generously of his time and expertise
complicated by the many different roles assumed by con-	 to ensure the technical accuracy of the treatment of color
tributors, including fiscal support, management, and ad- 	 vision in the Compendium. Professional contributions and
ministrative and secretarial support. All of these individuals 	 peer reviews were also provided by Mark Cannon, Bill
deserve considerably greater recognition for their contribu-	 Crawford, Thomas Furness, Fran Green, Michael Haas,
tions than can possibly be achieved by this acknowledg- 	 Steve Heckart, Gilbert Kuperman, Grant McMillan, Wayne
ment. Without doubt, we have inadvertently omitted some	 Martin, Gary Reid, Donald Topmiller, Sharon Ward, Rich-
individuals who made contributions; for this, we sincerely 	 ard Warren, and Melvin Warrick. Al Chapin, Division Cus-
apologize.	 todian, made heroic efforts to ensure that the special binder
The program was accomplished under USAF project 	 requirements for the Compendium would be met. Last, but
7184, task 26, work units 02, 03 and 06. Crucial support 	 by no means least, Barbara Osman, Executive Secretary for
was provided by Colonel Donald Carter in his role as Pro- 	 the Fitts Human Engineering Division, carefully proofread
gram Manager of the program element under which this	 volumes of project correspondence. Sandy Stevenson expe-
Compendium was funded. It was managed through the 	 dited contractual matters and expertly proofread all IPID
offices of the Visual Display Systems Branch of the Fitts 	 product reports. Within the Visual Display Systems
Human Engineering Division of the Armstrong Aerospace 	 Branch, Tanya Ellifritt personally gave wide-ranging ad-
Medical Research Laboratory, Wright-Patterson Air Force 	 ministrative assistance and attention to the project.
Base, OH. Thomas A. Furness Ill, Branch Chief, and 	 We are also very grateful for the advocacy and support
Charles Bates, Jr., Division Chief, provided encouragement provided by Henning Von Gierke (Division Chief) and
and moral support during the many periods of frustration in- 	 members of the technical staff of the Biodynamics and
evitable in a project of this size. Most importantly, they cre- 	 Bioengineering Division of the Armstrong Aerospace Med-
ated an environment in which novel ideas, such as the one	 ical Research Laboratory. These include the invaluable con-
that inspired this project, could be nurtured and sustained 	 tributions by Tim Anderson, Jim Brinkley, Urena Erasmo,
through final delivery of products. As the Compendium 	 Charles Harris, Richard McKinley, Thomas Moore, Charles
took form, Charlie orchestrated the support and marshalled 	 Nixon, Daniel Repperger, Richard Shoenberger, Mark Ste-
the resources needed for its production and widespread dis-	 phenson, Bill Welde, and Robert Van Patten.
tribution throughout the international human engineering 	 Ken Zimmerman and Patricia Lewandowski, of the
community.	 AAMRL Scientific and Technical Information Office,
In the branch and the Fitts Human Engineering Divi- 	 worked with the appropriate agency officials to clear many
sion, we are indebted to many individuals for support and 	 limited-distribution government documents for public re-
constructive criticism that helped define the project's con- 	 lease so that useful data from these reports could be in-
ceptual basis and immeasurably improved the quality of the 	 cluded in the Compendium.product. Gloria Calhoun aided much of the early planning 	 The idea for the project evolved from a former Air Force
that enabled the project to flourish. Herschel Self contrib- 	 effort for which much inspiration is owed our colleagues
uted long hours and enormous intellectual effort in the	 Patricia Knoop, Lawrence Reed, Rick Gill, Bert Cream,
review, editing and critiquing of Compendium entries. Her- 	 Don Gum, and Gordon Eckstrand. Belief in the idea of an
schel single-handedly drafted the thousands of design-re-
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Engineering Data Compendium and its potential value to
the design engineering community spurred Art Doty, former
Chief Engineer for the Air Force Deputy for Simulators, to
agree to provide major sponsorship of this project. There is
little doubt that this initial support opened the doors to sub-
sequent multi-agency funding that supported the project
and, in fact, enabled its survival. We are also grateful for
the steadfast support and trust throughout the project pro-
vided by the Office of the Air Force Deputy for Training
Systems (formally the Deputy for Simulators), presently
under the leadership of Colonel Wayne Lobbestael. Many
useful suggestions and valuable support were rendered by
the technical and administrative staffs of the Training
Systems SPO. In particular, we wish to acknowledge Jim
Basinger, George Dickison, Jim O'Connell (current Chief
Engineer), Bob Swab, Chris Hanson, and Nancy Droz.
Special acknowledgment is due to Edward A. Martin of
the Training Systems Division of the Air Force Deputy for
Equipment Engineering. Ed graciously gave of his time and
made significant conceptual contributions during all phases
of this project. More importantly, Ed's role as Engineering
Technical Advisor has been invaluable in maintaining liai-
son and rapport with the engineering community, thereby
ensuring the relevance of the project to engineering needs.
Significant suggestions and support were provided by
many others of the Wright Field community, in particular,
Richard Heintzman, Richard O'Dell, Jim Brown, Royce
Few, Tom Kelly, and Bill Curtice.
In addition to the Armstrong Aerospace Medical
Research Laboratory and the Air Force Deputy for Train-
ing Systems, agencies within each of the Armed Services
and the National Aeronautics and Space Administration
(NASA) provided financial and technical support. The prin-
cipal individuals involved in this vital support are: Walter
Chambers and Dennis Wightman of the Naval Training
Systems Center, Orlando, FL (NTSC); Stan Collyer, now
with Naval Systems Command, who initiated Navy partici-
pation in the project; Charles Gainer, Chief of the Army
Research Institute (AR!) Field Unit at Ft. Rucker, AL; Clar-
ence Fry of the Army Human Engineering Laboratory, Ab-
erdeen Proving Grounds, MD; Thomas Longridge,
formerly with the Air Force Human Resources Laboratory,
now with ARI, Ft. Rucker; Melvin Montemerlo, NASA
Headquarters, Washington, D.C.; Walter Truskowski of
NASA Goddard Space Flight Center, MD; and David Nagel
of NASA Ames Research Center, CA.
Particularly worthy of acknowledgment is the outstand-
ing demonstration of support and approval for our efforts by
NATO's Advisory Group for Aerospace Research and De-
velopment (AGARD) and its Technical Director, Irving C.
Statler. He readily supported the recommendation of Air
Commodore G.K.M. Maat, Royal Netherlands Air Force,
and Colonel K. Jessen, Royal Danish Air Force, Chairman
and Vice Chairman, respectively, of the Aerospace Medical
Panel of AGARD, to cost-share the manufacture of this
Compendium to ensure its distribution throughout the
NATO countries. For expediting NATO participation in the
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Introduction
Insolence, by a fiction as remarkable as any to be found in law, what
has once been published, even though it be in the Russian language,
is spoken of as known, and it is too often forgotten that the rediscov-
ery in the library may be a more difficult and uncertain process than
the first discovery in the laboratory.
Lord Rayleigh (1884)
Despite spectacular advances in display systems and data
handling technologies, modem crew systems confront their
operators with a staggering volume of codified information
that competes for scarce attentional and control resources.
Unabated, these increasing psychological and physiological
demands have the potential to undermine critical technology
gains in system performance. While it is generally accepted
that the ability of the human operator to acquire and process
task-critical information is a key contributor to system ef-
fectiveness, significant difficulties arise in translating this
realization into meaningful action in system design and ac-
quisition. Recognition of the problem has spurred concerted
efforts across the Department of Defense to influence early
design tradeoffs in favor of an improved match between
system specifications and operator characteristics.
Whether or not an optimal fit will be achieved between
system capabilities and the perceptual and performance ca-
pabilities of the operator depends, among other things, on
the nature of the design process, the inclinations and biases
of designers, and the availability of usable data resources.
In particular, human performance data are needed in a form
and at a level of precision that will allow operator charac-
teristics to be traded off against other design variables
(Ref. I).
While a good deal of potentially useful human perfor-
mance data exist, these data have had very little direct im-
pact on the design of system interfaces. In large measure,
this failure to translate relevant research findings into prac-
tice is due to the perceived high costs and risks associated
with their accessibility, interpretability, and applicability
for system design problems.
Accessibility. Much of the research data of potential
value to system designers is embedded in the huge volume
of psychological and technical literature distributed among
countless journals, periodicals, and government and indus-
trial reports. Furthermore, the contextual and theoretical
framework within which researchers typically generate and
disseminate technical information does not necessarily co-
incide with the logical framework or needs of the practi-
tioner. Designers may not readily locate the information
they need in the places they expect to find it (Ref. 2).
Interpretability. The difficulty of the nonspecialist in
understanding and evaluating the technical data found in
traditional sources of ergonomics information is also a
major problem. Researchers typically feel little responsibil-
ity to the applied world beyond reporting their findings in
the scientific literature. Hence, interpreting scientific com-
munications generally adds considerable overhead and in
fact may be a barrier for the practitioner who lacks the abil-
ity to evaluate the relevance of ergonomics information to
the problem at hand (Ref. 3). The human factors profession
is particularly guilty of failing to tailor the presentation of
human perception and performance data to the needs of
practitioners (Ref. 4).
Applicability. A major problem influencing the use of
ergonomics data is the obvious difficulty and continuing
controversy regarding the relevance and translatability of
research data to practice (Refs. 5, 6). Not only are data col-
lected under highly controlled circumstances, but the exper-
imental conditions set by researchers are often so synthetic
that a major stretch of the imagination is required to find
analogous circumstances in the real world to which these
conditions might relate. The concern is that data collected
under such highly limiting conditions cannot be reasonably
extrapolated to multivariate environments where it is diffi-
cult to take account of the many interacting factors that may
contribute to performance variability. Unfortunately, this
criticism is also true of most applied multivariate studies in
which the problems of comparing and extrapolating be-
tween experimental and dynamic "real world" contributors
to variance are severely compounded. Therefore, if the util-
ity of ergonomics is gauged solely in terms of the extent to
which it can supply "cookbook" answers to designers, then
the ergonomics discipline itself will bejudged a failure.
Neither the time nor the resources are ever likely to exist,
particularly in the midst of design problem solving, to eval-
uate parametrically all the conditions pertaining in an inter-
active real-world system problem. Ergonomics data are
useful not because they are directly translatable to multifac-
tor conditions (though some "cookbook" answers exist for
some "cookbook" questions), but rather because they offer
cues, clues, and confirmations to support the designer's rea-
soning processes (Refs. 3, 7).
The Engineering Data Compendium: Human Percep-
tion and Performance produced under the Integrated Per-
ceptual Information for Designers (IPID) project is intended
to provide ergonomics data as a technical resource for
system design. To help ensure that the Engineering Data
Compendium finds its way to the designer's workbench,
rather than simply to the designer's bookshelf, the presenta-
tion of information has been tailored to the needs of the
user. In particular, during development of the Compen-
dium, systematic attention has been given to: (a) defining
and validating approaches to effectively communicating er-
gonomics data to system designers in terms of presentation
format, style, terminology, and level of technical content;
and (b) enhancing the accessibility of specific technical in-
formation relevant to design problems by providing the user
with reliable means of locating specific data.
In the development of the Engineering Data Compen-
dium, we have learned from previous efforts in this area
(Refs. 8-12) and have freely borrowed and integrated their
successful elements into our approach. Nevertheless, the
Compendium does have several unique features: one is the
range and depth of the perception and performance data
treated; another is the approach devised for communicating
this information so that it is both comprehensible and acces-
sible to the intended user.
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What the Compendium Contains 	 specific instances (e.g., simultaneous brightness contrast,
visual illusions, motion aftereffects).
The available body of psychological research contains a 	 S. Summary tables consolidating data derived from a
staggering volume of human perceptual and performance 	 body of studies related to a certain aspect of sensation, per-
data and principles that are of potential value to system de- 	 ception, or performance (e.g., table showing different acu-
sign. This includes data regarding basic sensory capacities 	 ity limits as measured with Landoll rings, grating patterns,
and limitations (contrast sensitivity, spatial/temporal eye 	 etc.; table summarizing the effects of various factors known
movement dynamics, aural and vestibular thresholds, etc.), 	 to affect stereoacuity).
as well as perception and human information processing 	 6. Background information necessary for understand-(visual, aural, and proprioceptive pattern recognition, infor-	 ing and interpreting data entries and models (such as rudi-
mation portrayal, etc.). In the Engineering Data Compen- mentary anatomy and physiology of sensory systems,
dium, basic data and principles from these areas are treated 	 specialized units of measurement or measurement tech-
in depth and combined with applied human factors data into niques; specific examples are anatomy of the ear, geometry
a single comprehensive reference source. 	 of retinal image disparity, colorimetry techniques).
Eight classes of information are included in the Engi-	 7. Section introductions to topical areas that describe
neering Data Compendium: 	 the topic and set out its scope, explain general methods used
I. Basic and parametric data (e.g., dynamic range of 	 in the given area of study, note general constraints regarding
the visual system, spatial and temporal contrast sensitivity 	 the application of data in the area, and provide references
functions, physical response constants of the vestibular 	 for further general information.
system, receiver operating characteristic curves). 	 8. Tutorials containing expository material on general
2. Models and quantitative laws (e.g., CIE spaces,	 topics such as psychophysical methods, linear systems anal-
probability summation, operator control models). A model	 ysis, signal detection theory, etc., included both to help the
or law had to meet two criteria in order to be included: (a) it 	 user fully understand and evaluate the material in the Com-
had to provide a way of interpolating or extrapolating exist- 	 pendium, and to support research and evaluation studies in
ing data and relating them to a specific application, either 	 engineering development.
to answer a design question directly or to specify the re- 	 To make pertinent information more accessible to the
search needed to answer the question; and (b) it had to have 	 user, graphic modes of presentation are used wherever
a well defined and documented domain of reliable applica-	 possible. The Compendium contains over 2000 figures
tion.	 and tables, including data graphs, models, schematics,
3. Principles and non quantitative or nonprecise for- 	 demonstrations of perceptual phenomena, and descriptions
mulations that express important characteristics of or trends of methods and techniques. Other features of the Compen-
in perception and performance (e.g., Gestalt grouping prin- 	 dium include indicators of data reliability, caveats to data
ciples, interrelationship between size and distance judg- 	 application, and the use of standardized units of measure-
ments, depth and distance cues). 	 ment (Système International).
4. Phenomena that are inherently qualitative or that are
general and pervasive, although quantitatively described in
Data Presentation	 Each of these elements provides a concise subunit of in-
formation designed in content and style to support under-
To help the user locate and interpret pertinent information, a standing and application of the data. The entry format is
standardized presentation format has been developed for en- described in detail in the User's Guide (Vol. IV).
tries in the Engineering Data Compendium that is tailored to 	 The prescribed entry format has the advantages of both
the needs of the design engineer. This format has evolved 	 formal structure and adaptive modularity. The appearance
over several years through an iterative process of review	 of entries is generally uniform. In most cases, entries are
and discussion with the user community, sponsors, and con- presented on two facing pages. The type of information
sultants. In its present form, it represents our best attempt at contained in each entry subsection is consistent across en-
"human factoring" the presentation of relevant perceptual 	 tries. Hence, the user can confidently access those elements
and performance data.	 needed to interpret or apply the data without being dis-
The basic unit of information in the Compendium is the 	 tracted by information irrelevant to the problem at hand.
individual entry addressing a narrow, well-defined topic. 	 The format is also adaptable; only those elements appropri-
Each entry is centered around a graphic presentation such as ate to a given class or type of entry are presented.
a data function, model, schematic, etc. Supporting text is
compartmentalized into a set of text modules or elements.
Data Access	 they must be linked to information or issues familiar to the
designer.
The Engineering Data Compendium provides system de-	 Several different means of accessing material are pro-
signers with a wealth of relevant human performance and	 vided so that users with different interests and technical
perceptual data heretofore unavailable to them in a useful 	 background can readily locate the information pertinent to
form. However, access to the data in the Compendium is 	 their needs.
complicated by the fact that the perceptual concepts that	 1. Tables of contents. Two levels of contents listings
underlie the data typically fall outside the scope of the train- 	 are provided: A brief, global table of contents enabling the
ing or experience of most practitioners. If these concepts are
to be recognized as relevant to specific design problems,
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user to quickly determine the overall scope and organiza-
tion of the Compendium may be found at the front of each
volume. An expanded table of contents listing all subsec-
tions and entries by title is provided in the User's Guide
(Vol. IV). An expanded contents for each major section of
the Compendium is also located at the beginning of the cor-
responding section.
2. Sectional dividers. Each major section listed in the
table of contents can be located rapidly by means of mar-
ginal tab dividers imprinted with the corresponding subject
area title. Three of the topical sections (Sections 1.0, 5.0
and 7.0)are further subdivided by marginal tabs using size
and color codings appropriate to the hierarchical scheme.
3. Glossary of technical terms. A brief glossary of def-
initions is provided at the beginning of each major topical
section. A consolidated glossary is contained in the User's
Guide.
4. Indices. A sectional keyword index is provided at
the beginning of each major topical section. This index is
designed to help both naive and experienced users formulate
their search questions in terms of relevant perceptual issues
that may then be directly accessed within the Compendium.
S. Logic diagrams. At the beginning of each major top-
ical section is a diagram showing the taxonomic hierarchy
of subtopics and supporting entries for that section.
6. Cross references. Each Compendium entry includes
extensive cross references to other Compendium entries and
to sections of the Handbook of Perception and Human Per-
formance (Refs. 11, 12) that provide more detailed treat-
ment of a topic or subtopic, discussion of related topics, or
explanatory material to aid in understanding or interpreting
the data.
7. Design checklists. Found in the User's Guide are
checklists of design-oriented questions suggesting human
performance variables that should be considered in the
specification of equipment.
In addition, the User's Guide comprising Volume IV of
the Compendium provides instructions for accessing data
and a description of the format and organization of informa-
tion in the Compendium.
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Optokinetic nystagmus, 1.910, 1.918,
1.921, 1.924, 1.925, 1.928, 1.958
Optokinetic reflex, 1.926. 1.959
Orientation. See Spatial Orientation;
visual orientation
OSA color system, 1.725
Otoliths, 1.957
Parallel visual processing, 1.653,
1.654
Pattern detection, 1.509, 1.628, 1.629,
1.630-1.632, 1.634-1.645, 1.647,
1.650, 1.651
Patternperception, 1.602, 1.648,1.649
Pattern resolution. 1.609, 1.644
Perceptual adaptation, 1.927
Perceptual organization, 1.714
Perifovea, 1.939
Perimetry, 1.235-1.237
Peripheral vision, 1.235-1.237,
1.301, 1.307, 1.308, 1.405, 1.408,
1.411, 1.633, 1.635-1.637, 1.956
Phantom color, 1.719
Phase lag, 1.939
Phoria, 1.809, 1.810, 1.902
Photometric units, 1.104
Photometry, 1.102, 1.108-1.110
Photopic vision, 1.103, 1.301, 1.302,
1.405, 1.611, 1.939
Pupil size, effective. 1.111
Purity discrimination, 1.726
Purkinje image. 1.904
Purkinje shift. 1.304
Purple line, 1.722
Pursuit eye movements. 1.905,1.906.
1.915, 1.918, 1.924, 1.932, 1.938,
1.940-1.942.1.945. 1.947. See
also Smooth pursuit eye move-
ments; tracking eye movements
Quick function. 1.657
Quick-phase nystagmus. 1.922
Radiance, 1.104.
Radiant flux. 1.104
Radiometric units, 1.104
Ranking method, 1.656
Rating scales, 1.656
Rectangular coordinate system. 1.238
Recurs muscles. 1.901, 1.902
Reduction defect. 1.726
Reflectance, 1.721
Refraction, 1.201, 1.204-1.206,
1.209-1.211, 1.222-1.231
Retina, 1.201. 1.301
Retinal eccentricity. See Retinal
location, 'visual field location
Retinal feedback. 1.937
Retinal illuminance, 1.105. 1.106
Retinal image. 1.203-1.206. 1.209,
1.211, 1.212, 1.214-1.221, 1.240,
1.904
Retinal image disparity, 1.949-1.956,
1.959
Retinal image stabilization, 1.910,
1.917, 1.919-1.921, 2.928
Retinal location, 1.216. 1.305-1.307,
1.504, 1.611. 1.612, 1.635-1.637,
1.705, 1.934, 1.939, 1,941. See
also Visual field location
Retinal rivalry, 1.804-1.807
Retinal size, 1.240
Ricco's law, 1.308
Rods, 1.301, 1.302
Rod vision. 1.633. See also
Scotopic vision
Rotation, body, 1.958
Rotation, eye. 1.207
Rotation, head, 1.917, 1.919, 1,920,
1.922, 1.923, 1.927, 1.928, 1.960
Saccadic eye movements.
1.905-1.909, 1.915, 1.916, 1.922,
1,931-1.937, 1.939, 1.942, 1.946.
1.959
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Picld of view. 1.235-1,237. 1.406.	 Induction, brightness. 1.713. 1.715	 Misalignment, image. IXY7. 1.608. 	 Point-spread function. 1.213-1.215.
1.412, 1.925	 Induction, chromatic, 1.701. 1.707, 	 1.610. 1.813	 1.218
Filtering defect. 1.726	 1.717. 1.718	 Modulation transfer function.	 Polar coordinate system. 1.238
Filters, 1.108	 Induction, lightness. 1.713-1.715	 1.218-1.220, 1.503, 1.505. 1.506. 	 Position constancy. visual. 1.907.
Fixation, visual, 1.905, 1.907-1.909.	 Inferior oblique muscle. 1.902	 1.508, 1.601, 1.629, 1.631, 1.632. 	 1.928
1,911, 1.912, 1.914-1.918, 	 Instructions, 1.917. 1.925 	 1.638-1.640, 1.645	 Position uncertainty. 1.627
1.920-1.924, 1.926-1.930. 	 Intensity difference threshold. 	 Monitoring, 1.911, 1.936 	 Postrotary nystagmus. 1.923. 1.958
1.934-1.938, 1.941, 1.945-1.947,	 1.305. 1.404	 Monochromacy, 1.726 	 Practice, 1.603. 1.622
1.956, 1.958, 1.960	 Intermittent illumination, 1.918 	 Monocular viewing. 1.224, 1.230. 	 Probability summation. 1.814
Fixation disparity, 1.951	 Interpupillary distance. 1.208	 1.232. 1.801, 1.802, 1.913	 Probit analysis. 1,657
Fixation stability, 1.911	 Interstimulus interval. 1.511 	 Motion. See Self-motion: target	 Protan. 1.726
Flash bleaching, 1.412	 Inverse square law, 1.104 	 motion	 Protanomaly. 1.726
Flicker, 1.501-1.513, 1.628	 Involuntary eye movements. 1.905.	 Motion detection, 1.807	 Protanopia. 1.726
Flicker detection, 1.501-1.509. 	 1.912. 1.922, 1.926. 1.958	 Motion in depth. 1.229	 Pseudoscopic display. 1.812
1.510, 1.513	 It-radiance, 1.104	 Motor fusion, 1.809, 1.810	 Psychometric function. 1.657
Flicker discrimination, 1.510	 Moving surround. 1.924	 Psychophysical method. 1.656
Flicker frequency, 1.501-1.503,
1.505, 1.508
Fluorence, 1.711
Fluorescence. 1.711
Focus. See Eye focus
Focus defect. 1.204, 1.221
Forced-choice procedure. 1.657
Fourier analysis, 1.630
Fovea, 1.201
Fovea! vision, 1.301, 1.307, 1405,
1.408
Fraunhofer diffraction pattern. 1.213
Frequency. See Spatial frequency;
temporal frequency
Frequency-of-seeing curve, 1.657
Fusional vergence, 1.950. 1.955,
1.956
Gain, 1.939
Ganzfeld, 1.239
Gap detection, 1.613-1.615,
1.617-1.619, 1.621, 1.622
Gap discrimination, 1.609
Glissades, 1.908
Gravitational effects, 1.957
Gray scale, 1.721
Head roll, 1.921
Head rotation, 1.917, 1.919, 2.920,
1.922, 1.923, 1.927, 1.928, 1.960
Head tilt. 1.957-1.959
Helmet-mounted displays. 1.918,
1.920, 1.928
Helmholtz coordinate system, 1.903
Hering's law of equal innervation,
1.956
Heterochromatic brightness match-
ing, 1.109, 1.303, 1.701
Heterochromatic flicker photometry,
1.109, 1.701
Heterochromatic lightness matching,
1.303
Heterophoria, 1.809, 1.810
Hue, 1.706-1.710, 1.722
Hue, Munsell, 1.724
Hyperacuity, 1.607-1.609
Hyperopia, 1.204
Ideal radiator, 1.107
Identification, 1.655. See also
Discrimination
Illumination level, 1.103, 1,104, 1.710
Illusions, turning, 1.923
Illusions, vestibular, 1.923, 1.930
Illusions, visual, 1.239
Image alignment, 1.607, 1.608,
1.610, 1.813
Image intensity distribution. 1.214.
1.215. 1.217-1.219, 1.220
Image motion. 1.618. See also
Target motion
Image prevalence. 1.804-1.806
Independence, statistical. 1.814
Saccadic eye movements, corrective,
1.935, 1.936, 1.946
Saccadic latency, 1.915, 1.935,
1.937
Saccadic drift, 1.916
Saccadic velocity, 1.933
Saturation, 1.703, 1.706-1.708, 1.710,
1.722
Scotopic vision, 1.103, 1.227, 1.301,
1.302, 1.306, 1.308, 1405,
1.612, 1.633
Selective adaptation, 1.626, 1.651
Self-motion, 1.617, 1.619
Self-rotation, 1.924, 1.958
Semi-circular canals, 1.910, 1.921
Sensitivity. See Visual sensitivity
Shape, 1.643
Signal detection theory, 1.656, 1.657
Simulation, 1.927
Simultaneous brightness contrast,
1.713, 1.714
Simultaneous color contrast, 1.716,
1.717
Single vision, 1.231, 1.804-1.806
Size, 1.240, 1.305, 1.307, 1.308,
1,403, 1406, 1408-1410, 1.501,
1.506, 1.507, 1.509, 1.511, 1.625,
1.626, 1.628-1.632, 1.634-1.636,
1.638-1.640, 1.642, 1.645, 1.647,
1.650, 1,707
Size discrimination, 1.648, 1.649
Slow-phase nystagmus, 1.922
Smooth pursuit eye movements,
1.939-1.947. See also Pursuit
eye movements
Snellen acuity, 1.602
Spatial contrast, 1.713, 1.715
Spatial disorientation, 1.921. 1.927
Spatial filtering, 1.626, 1.644,
1.650-1.654
Spatial frequency analysis, 1.601
Spatial frequency difference
threshold, 1.649
Spatial frequency discrimination,
1.648, 1.649, 1.807
Spatial interactions, 1.651
Spatial orientation, 1.620, 1.628,
1.634, 1.652, 1.923, 1.929
Spatial orientation discrimination,
1.807
Spatial orientation selectivity, 1.652
Spatial orientation sensitivity, 1.607
Spatial resolution, 1410, 1.602-1.608
1.610-1.623, 1.643. See also
Visual acuity
Spatial sensitivity, 1.601-1.657
Spatial separation, 1.609
Spatial summation, 1.305, 1.307,
1.308, 1403, 1.408, 1409, 1.624,
1.625
Spatial uncertainty, 1.627
Spectral distribution, 1.102
Spectral radiance, 1.707
Spectral radiance distribution, 1.722
Spectral reflectance, 1.108
Spectral sensitivity, 1.109, 1.110,
1.302, 1.304, 1.701
Spectral transmittance, 1.108, 1.202
Spectrum, visible, 1.101
Spectrum locus, 1.722
Spherical aberration, 1.211
Spherical refractive error, 1.204
Square-wave jerks, 1.914
Stabilization, 1.926, 1.958
Stabilization, of visual image.
See Retinal image stabilization
Staircase method, 1.656
Step-by-step brightness matching,
1.109
Steroacuity, 1.615, 1.952
Stereopsis, 1.950, 1.951
Stereoscope, 1.812
Stevens' power law, 1.720
Stiles-Crawford effect, 1.106, 1.111
Subjective color, 1.719
Subthreshold summation, 1.652
Superior oblique muscle, 1.902
Surround configuration, 1.506
Target acquisition, 1.603-1.606,
1.611-1.613, 1.615, 1.616, 1.618,
1.620, 1.621, 1.918, 1.922, 1.925,
1.931, 1.936, 1.939, 1.941, 1.945,
1.946, 1.949. See also Target
detection
Target detection, 1.404, 1.509, 1.511,
1.512, 1.624-1.627, 1.657, 1.807,
1,814. See also Thrget acquisition
Target motion, 1.603, 1.617-1.622,
1.624, 1.637, 1.638, 1.943, 1.947,
1.948
Telescope, 1.105
Telestereoscope, 1.812
Temporal sensitivity, 1.501-1.513
Temporal frequency, 1.510, 1.628
Temporal modulation, 1.502-1.510.
1.513
Temporal summation, 1.305, 1402,
1409, 1.512, 1.624
Visual
Test patterns, visual, 1.602
Texture, 1.707
Three-dimensional displays, 1.615,
1.950-1.956
Tint, 1.706, 1.708
Torsion, ocular, 1.901, 1.903, 1.959
Torsional eye movements, 1.905,
1.956, 1.957, 1.959
'hacking eye movements, 1.925,
1.939-1.944, 1.946, 1.947. See
also Pursuit eye movements
Tracking in depth, 1.949
Training, 1.925
Transfer function. See Modulation
transfer function
Tremor, ocular, 1.912
Trichroniacy, 1.702, 1.722, 1.726
Tristimulus values, 1.702, 1.722
Tritan, 1.726
Trilanomaly, 1.705
Tritanopia, 1.726
Troland, 1.106
Uncertainty, 1.627
Uniform lightness scale, 1.721
Utricles, 1.957
Utrocular discrimination, 1.811
Vector model of identification, 1.655
Velocity, image, 1.913
Vergence eye movements, 1.231,
1.808-1.810, 1.905, 1.913,
1. 950-1. 956
Vernier acuity, 1.607, 1.608, 1.610,
1.611. See also Visual acuity
Vernier offset discrimination. See
Vernier acuity
Vertical misalignment, 1.607,
1.608, 1.610
Vertical rectus muscle, 1.902
Vertigo, 1.917, 1.921, 1.923, 1.924,
1.927, 1.929
Vestibular function, 1.918, 1.957,
1.958
Vestibular gain, 1.928
Vestibular illusions, 1.923, 1.930
Vestibular nystagmus, 1.918-1.920,
1.922, 1.926, 1.928-1.930. See
also Nystagmus
Vestibulo-ocular interaction, 1.923,
1.938, 1.960
Vestibulo-ocular reflex, 1.910, 1.913,
1.917, 1.919, 1.920, 1.922, 1.926,
1.927, 1.929
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Viewing comfort, 1.207
Viewingdislance, 1.224,1.228-1.231,
1.234, 1.603, 1.615, 1.616
Vignetting, 1.207
Visible spectrum, 1.101
Visual acuity, 1.213-1.215, 1.227,
1410, 1.602-1.623, 1.643, 1.644
Visual angle, 1.240
Visual detection, 1.653, 1.654. See
also Pattern detection; target
detection
Visual direction, 1.912, 1.933, 1.938
Visual distortion, 1.927
Visual field, 1.235-1.237
Visual field location, 1.216,
1.305-1.307, 1.504, 1.603, 1.611,
1.612, 1.624, 1.628, 1.635-1.637,
1.705. See also Retinal location
Visual image, 1.203-1.206, 1.209,
1.211, 1.212, 1.214-1.221, 1.240
Visually coupled systems, 1.918,
1.960
Visual noise, 1.640
Visual orientation, 1.959
Visual pathology, 1.102
Visual processing, parallel, 1.653,
1.654
Visual search, 1.935, 1.936
Visual sensitivity, 1.305-1.308,
1406-1409, 1.411, 1412. See
also subentries below and Spatial
sensitivity; temporal sensitivity
Visual sensitivity, changes in,
1401-1413
Visual sensitivity, to light,
1.301-1.309
Visual tracking, 1.229, 1.617-1.622
Visual tracking, anticipatory, 1.621
Visual-vestibular interaction, 1.920,
1.921, 1.925, 1.927, 1.930
Vitreous humor, 1.210
Volumetric display, 1.812
Von Kries coefficients, 1.710
Wavelength, 1.101, 1.102, 1.109,
1.302, 1.305, 1406, 1407, 1.603,
1.606, 1.706, 1.707, 1.722
Wavelength discrimination, 1.704
WDW normalization, 1.702
Weber-Fechner law, 140!
Weber's law, 1.502
Yes/no procedure, 1.657
Visual Acquisition of Information	 1.0
Glossary
Abduction. The outward rotation of an eye away from the midline. Blackbody radiator. An ideal surface that completely absorbs all
Absolute threshold. The amount of stimulus energy necessary to 	 radiant energy of any wavelength incident upon it (and therefore
just detect the stimulus. For luminance, it is the minimum per-	 appears black) and emits radiant energy of a spectral distribution
ceptible luminance (photometric brightness) when the eye is 	 that varies with absolute temperature according to Planck's radia-
completely dark-adapted. Usually taken as the value associated 	 tion formula; also known as a Planekian radiator or an ideal
with some specified probability of stimulus detection (typically	 radiator. (CRef. 1.107)
0.50 or 0.75).	 Blind spot. The region of the retina where the optic nerve exits
Accommodation. A change in the thickness of the lens of the eye 	 the eye; this region contains no visual receptors and is therefore
(which changes the eye's focal length) to bring the image of an 	 insensitive to light; also known as the optic disc.
object into proper locus on the retina. (CRef. 1.222) 	 Bloch's law. A law stating that, for brief targets (less than %100 msec),
Achromatic. (I) Characterized by an absence of chroma or color, 	 the threshold intensity for detecting a target varies inversely
(2) In optics, corrected to have the same focal length for two 	 with exposure duration; i.e., / 	 kIT, where / is the light
•	 selected wavelengths,	 intensity of the target, Tis exposure duration, and k is a constant.
Adaptation. (I) A change in the sensitivity of a sensory organ to 	 In other words, target lights with equal energy (or equal
adjust to the intensity or quality of stimulation prevailing at a	 numbers of quanta) are equally detectable (I x T = k).
given time (also called sensory adaptation); adaptation may 	 Brightness. The subjective attribute of light sensation by which a
occur as an increase in sensitivity (as in dark adaptation of the 	 stimulus appears to be more or less intense or to emit more or
retina) or as a decrease in sensitivity with continued exposure	 less light. Brightness can range from very bright (brilliant) to
to a constant stimulus. (2) A semi-permanent change in perception 	 very dim (dark). In popular usage, brightness implies higher
or perceptual-motor coordination that serves to reduce or eliminate 	 light intensities, dimness the lower intensities.
a registered discrepancy between or within sensory modalities 	 Brightness induction. See induction.
or the errors induced by this discrepancy (also called perceptual Candela. A unit of luminous intensity equal to the luminous in-
adaptation). (CRef. 5.1101) 	 tensity in a direction perpendicular to the surface of 1/60 of
Adaptometer. An instrument for determining the amount of retinal 	 I square centimeter of a blackbody radiator at the solidifica-
adaptation or the time course of adaptation by measuring changes	 tion temperature of platinum. Sometimes also called candle or
in the observer's threshold for light. Adaptometers are most 	 new candle.
frequently designed to measure dark adaptation. 	 Chroma. (I) The attribute of color perception representing the
Alpha wave. Oscillations in the electrical potential of the cortex 	 degree to which a chromatic color differs from an achromatic
of the brain that have a frequency of 6-14 Hz and characteristically 	 (gray) color of the same lightness. (2) The dimension of the
occur when the individual is awake and relaxed. The waves are 	 Munsell color system corresponding most closely to
generally measured between one electrode taped to the scalp on 	 saturation.
the back of the head and another, more distant electrode attached, Chromatic. Having hue; colored: i.e.. appearing different in quality
e.g.. to the mastoid. 	 from a neutral gray of the same lightness value.
Amblopia. Low or reduced visual acuity not correctable by refrac- Chromatic aberration. Image degradation in an optical system,
tive means and not attributable to detectable structural or patho- 	 resulting from unequal refraction of light of different wavelengths;
logical defects. Clinically judged present if Snellen acuity is 	 commonly manifested in simple optical systems as colored fringes
20/30 or worse after refractive correction, or if acuity is 	 on the border of an image. (CHef. 1.212)
significantly less in one eye than in the other. 	 Chromatic induction. See induction.
Aqueous humor. The clear, watery fluid that fills the front chamber Chromaticity. The quality of a color characterized by dominant
of the eye (the space between the cornea and the crystalline 	 or complementary wavelength (hue) and purity (saturation) but
lens) and supplies oxygen and nutrients to the cornea and lens. 	 not brightness or lightness.
(CRef. 1.201)
	
Chromaticity coordinates. The proportions of each of the three
Artificial pupil. An aperture (smaller than the eye pupil in diameter) 	 standard primaries required to match a given color, expressed as
in a disc or diaphragm mounted in front of the eye and used to 	 the ratio of the amount of one primary to the total amount of
control the amount of light entering the eye. A small artificial 	 all three. The chromaticity coordinates are designated asx, \ and
•	 pupil (<2 mm) provides the eye with a virtually infinite depth 	 zin the colorimetric system of the CIE (Commission Internationale
of field.	 de l'Eelairage).
Astigmatism. In the eye. refractive error due to unequal refraction Chromaticity diagram. The two-dimensional diagram produced
of light in different meridia. caused by nonuniform curvature of 	 by plotting two of the three chromaticity coordinates (x, y, z)
the optical surfaces of the e ye, especially the cornea. (CRef. 1.201)	 against one another. The most widely used is the (x, y)
Binocular. (I) Pertaining to. affecting. or impinging upon both	 diagram of the CIE (Commission Internationale de
eyes; sometimes used to imply the identity of both eyes' views	 l'Eclairage), plotted in rectangular coordinates. (CRef. 1.722)
(see also dichoptic). (2) Employing both eyes at once, with 	 CIE. Commission Internationale dc l'Eclairage (International
each eye's view contributing to the final percept. 	 Commission on Illumination), an international organization de-
Binocular suppression. Decrease or loss of visibility of a portion 	 voted to the study and advancement of the science of illumination
or all of one eye's view due to stimulation of the same portion 	 that has developed a number of international standards in pho-
oF the other eye. Binocular suppression is most clearly demon- 	 tometry and colorimetry.
strated when the two eyes are presented with conflicting infor- 	 CIE observer. A hypothetical observer with standard color vision
mation (such as different colors or difibrent orientation of contours) 	 defined by the color-matching behavior embodied in the ROB
on corresponding pans of the retinas. (CRef. 1.804)	 and XYZ systems of the CIE (Commission Internationale de
Blackbody source. See blackbody radiator. 	 l'Eclairage).
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Circularvection. Illusory self-rotation induced by rotating scenes.
Color assimilation. A form of chromatic induction in which the
difference between adjacent colors diminishes and it appears
as though the color of one field spreads into and combines with
the color of another field. Also known as Bezold spreading
effect. (CRef. 1.718)
Calorimetric purity. The ratio of the luminance of the spectrally
pure component of a mixture to the luminance of the mixture
itself. (CRef. 1.703)
Color temperature. The temperature of a blackbody radiator
(in degrees Kelvin) that has the same chromaticity as a given
color sample or source. (CReI. 1.107)
Color wheel. A colored disk consisting of two or more disks of
different colors cut along a single radius, then interleaved and
overlapped to provide any desired ratio of exposure; the composite
disk is rotated rapidly to produce a perceptual mixture of the
colors.
Complementary wavelength. The wavelength designated by the
point on the spectrum locus of a chromaticity diagram that lies
on the opposite side of the achromatic point, in a straight line
with the wavelength in question; i.e., the wavelength that, when
mixed with the wavelength in question, yields white.
Complex conjugate. A quantity that has the same real part as a
second quantity but an imaginary part with the opposite sign:
e.g., a - lb is the complex conjugate of a + ib, where i =
Cone. A cone-shaped photoreceptor in the retina of the eye;
cones are the only receptors in the fovea and their density falls
off rapidly with distance from the fovea. Cones function only
at photopic (daylight) levels of illumination; they are responsible
for color vision and fine visual resolution. (CReth. 1.201. 1.301)
Contrast. The difference in luminance between two areas. In the
research literature, contrast is expressed mathematically in
several nonequivalent ways (CRef. 1.601). (See also contrast
ratio, Michelson contrast.)
Contrast ratio. A mathematical expression for contrast (luminance
difference between two areas); defined in this way, the contrast
of one area with respect to a second is given as L 1 11.2 , or as
(L2 + L,)/L2 , where L1 is the luminance of the first area and
L2 is the luminance of the second area. (CRef. 1.601)
Contrast sensitivity. The ability to perceive a lightness or bright-
ness difference between two areas; generally measured as the
reciprocal of the contrast threshold. Contrast sensitivity is fre-
quently measured for a range of target patterns differing in
value along some dimension such as pattern element size and
portrayed graphically in a contrast sensitivity function in
which the reciprocal of contrast threshold is plotted against
pattern spatial frequency or against visual angle subtended at
the eye by pattern elements (such as bars).
Contrast threshold. The contrast associated with the minimum
perceptible difference in luminance between two areas, often
measured in terms of the luminance difference detectable on some
specified proportion of trials (generally 0.50).
Convergence. Inward rotation of the eyes so that the lines of sight
intersect at the distance of the object being viewed and the im-
ages of the object in the two eyes fall on corresponding por-
tions of the two retinas. (CRef. 1.808)
Convergence angle. The angle formed between the lines of sight
of the two eyes when the eyes are fixated on a point in space.
(CRef. 1.808)
Cornea. The transparent structure forming the front part of the
fibrous coat of the eyeball and covering the iris and pupil.
(CRef. 1.201)
Corollary discharge. That component of an internally generated
command (outflow) signal (such as a signal to move the eyes)
that is theoretically used for comparison with the inflowing
sensory signal in determining perception.
Dark adaptation. Adjustment of the eye to low levels of illumina-
tion which results in increased sensitivity to light.
Dark focus. The distance to which the eye is lbcused in the dark.
Decibel. A standard unit for expressing the ratio between the
power levels of two acoustic or electrical signals. The decibel
is sometimes used in vision to denote the ratio between two
stimulus magnitudes, such as the threshold contrast for a given
target under two different experimental conditions. One decibel
is taken to be 10 log PiTh (where p ' and p 2 are the magnitudes
of the two stimuli).
Dependent variable. The response to a stimulus presentation
measured by the investigator to assess the effect of an experi-
mental treatment or independent variable in an experiment: for
example, the investigator might measure the absolute visual
threshold (dependent variable) for light targets of different
diameters to assess the effects of target size (independent
variable). (Compare independent variable.)
Detection threshold. See absolute threshold: threshold.
Dichoptic. Referring to viewing conditions in which the visual
displays to the right and left eyes are not identical but differ
with respect to some property (such as luminance or placement
of contours).
Difference threshold. The least amount by which two stimuli
must differ along some dimension (such as luminance or
wavelength) to be judged as nonidentical. Usually taken as the
difference value associated with some specified probability of
detecting a difference (typically 0.50 or 0.75).
Diopter. (1) A measurement unit expressing the refractive power
of a lens and equal to the reciprocal of the focal length in meters.
(2)A measurement unit expressing the vergence of a bundle of
light rays equal to the reciprocal of the distance to the point of
intersection of the rays in meters (taking a positive value for
diverging rays and a negative value for the converging rays);
the unit is often used to express the distance to an object being
viewed, since it indicates the amount of eye accommodation
necessary to bring the object into proper focus on the retina.
(3)A measurement unit expressing the strength of a prism and
equal to 100 times the tangent of the angle through which light
rays are bent (generally called prism diopter).
Diplopia. See double vision.
Dominant wavelength. The spectral wavelength that will match
a given sample of color when mixed with a suitable proportion
of white and adjusted appropriately in intensity.
Double vision. A condition in which a single object appears as
two objects because the images of it in the left and right eyes
do not fall on corresponding portions of the retinas; also called
diplopia.
Electroencephalogram. A graphical recording of changing elec-
trical potentials due to the activity of the cerebral cortex,
measured from electrodes located on the scalp.
Emmetropia. Optically normal vision; i.e., the refractive condi-
tion of the normal eye in which an object at infinity is brought
accurately to a focus on the retina when accommodation is relaxed.
(Compare farsightedness; nearsightedness.)
Entrance pupil. The image of the aperture stop formed by the
portion of an optical system on the object side of the stop. The
dark aperture seen when looking into a person's eye is the
entrance pupil of the eye, which is larger and closer to the
cornea than the real pupil.
Esophoria. A tendency for one or both eyes to turn inward in the
absence of adequate fusion contours. (CRef. 1.809)
Exophoria. A tendency for one or both eyes to turn outward in
the absence of adequate fusion contours. (CRef. 1.809)
Extended source. A light source that, unlike a point source,
subtends a non-zero angle at the observer's eye. In practice,
considered to be any source whose size is larger than one-
tenth the distance from the observer to the source.
Factorial design. An experimental design in which every level
or state of each independent variable is presented in combination
with every level or state of every other independent variable.
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Farsightedness. An error of refraction in which parallel rays of	 Inducing field. The portion of the visual field acting on and
light from an object at infinity are brought to a focus behind 	 modifying the perception of another portion of the visual field
the retina when accommodation is relaxed. In some individuals	 (the induced field or test field).
with this condition, accommodative power may be sufficient to Induction. Alteration of perception by indirect stimulation.
achieve good focus of objects at all distances; others may require	 Lightness or brightness induction is the alteration of the per-
corrective lenses to achieve proper focus of very near objects. 	 ceived lightness or brightness of a given area due to the presence
Also known as hyperopia or hypermetropia. (CRef. 1.204) 	 of a nearby area of different lightness or brightness. Chromatic
Fixation disparity. Convergence of the eyes to a plane in front of 	 or color induction is the alteration of the perceived hue of a
or behind the intended plane of fixation.	 colored area due to the presence of a nearby area with differ-
Fixation distance. The distance to which the eyes are converged. 	 ing chromaticity.
Fixation point. The point in space toward which one or both eyes Inferior oblique muscle. One of the six voluntary muscles that
are aimed. In normal vision, the image of the fixation point	 move the eyeball. (CRef. 1.901)
falls on the fovea. 	 Interpupillary distance. The distance between the centers of the
Fourier analysis. The representation of a complex periodic 	 pupils of the eyes when the eyes are parallel (converged to optical
waveform as the superposition of a series of single sinusoidal 	 infinity); also known as interocular distance. (CRef. 1.208)
components according to Fourier's theory.	 Inverse power function. An exponential function with a negative
Fovea. A pit in the center of the retina (approximately 1-2 deg of 	 exponent, e.g., .r 2 or l/x2.
visual angle in diameter) where the density of cones is highest 	 Inverse square law. A law stating that the illuminance or irradi-
and visual acuity is greatest. 	 ance from a point source varies as the inverse square of the
Gaussian distribution. A probability density function that approxi- 	 distance from the source to the observer.
mates the frequency distribution of many random variables in 	 Iris. The circular, pigmented membrane that surrounds the pupil
biological or other data (such as the proportion of outcomes 	 of the eye, located between the cornea and the crystalline lens.
taking a particular value in a large number of independent 	 (CRef. 1.201)
repetitions of an experiment where the probabilities remain 	 just-noticeable difference. The least amount by which two stimuli
constant from trial to trial). The distribution is symmetrical,	 must differ along a given dimension to be perceived as
with the greatest probability densities for values near the mean	 nonidentical.
and decreasing densities at both larger and smaller values, and 	 Landoll C. An incomplete ring, similar to the letter C in appear-
has the form	 ance, used as a test object for visual acuity. The thickness of
I	 —½ (x-s) 2	 the ring and the break in its continuity are each one-fifth of its
f 	 = gv] C	 overall diameter. The ring is rotated so that the gap appears in
different positions and the observer is required to identify the
where f(x) is the probability density for the value x in the dis- 	 location of the gap. Also called a Landoll ring or Landoll C-
tribution, it is the mean value, and a is the standard deviation, 	 ring. (CRef. 1.602)
Also called normal distribution or normal probability 	 Landolt ring. See Landoll C.
distribution.	 Lateral rectus muscle. One of the six voluntary muscles that
Heterochromatic brightness matching. A procedure in which a 	 move the eyeball. (CRef. 1.901)
fixed-radiance reference light of known luminance is presented 	 Lateral retinal image disparity. The difference in the relative
adjacent to a comparison field with a different wavelength com- 	 horizontal position of the visual images of an object on the left
position. The observer adjusts the radiance of the comparison 	 and right retinas due to the lateral separation of the eyes.
field until both appear of equivalent brightness. The procedure 	 (CRef. 5.905)
is used to measure relative sensitivity to light of different 	 Least-squares method. A mathematical method of fitting a curve
wavelengths. (CRef. 1.109)	 to a set of quantitative data points in which the sum of the squares
Heterochromatic flicker photometry. A procedure in which a	 of the distances from the points to the curve is minimized.
reference light of fixed luminance is alternated in time with a 	 Lens. A transparent, biconvex, lens-shaped body located immedi-
coextensive comparison light with a different wavelength com- 	 ately behind the iris of the eye; through the action of the
position. The observer adjusts the radiance of the comparison 	 ciliary muscle, the shape of the semi-elastic lens can be
light to eliminate or minimize the sensation of flicker. The 	 changed to alter its refractive power and bring the images of
procedure is used to measure relative sensitivity to light of dif- 	 objects at different distances to a sharp focus on the retina.
ferent wavelengths. (CRef. 1.109) 	 (CRefs. 1.201, 1.222)
Homatropine. An alkaloid (oxytoluyl-tropeine) applied topically 	 Light adaptation. The adjustment of the visual system to an in-
to the eye to dilate the pupil and paralyze eye accommodation, 	 crease in illumination in which sensitivity to light is reduced
Horizontal axis of Helmholtz. In representing eye position, the 	 (threshold for light is increased) as illumination is increased.
horizontal axis connecting the centers of rotation of the two eyes;	 Lightness. The attribute of visual perception according to which
eye elevation is specified in terms of rotation about this axis, 	 a visual stimulus appears to emit more or less light in propor-
Ideal radiator. See blackbody radiator.	 tion to a stimulus perceived as "white." Lightness can range
Illuminance. The luminous flux incident per unit area of a sur- 	 from very light (white) to very dark (black). The physical cor-
face at any given point on the surface. The most commonly used 	 relate of lightness is reflectance.
units of measurement are lux (lumens per m 2) and foot candles Lightness induction. See induction.(fc, or lumenslft 2). (CRef. 1.104)	 Line-spread function. A mathematical description of the relative
Increment threshold. See difference threshold.	 intensity of light in the optical image of an infinitesimally narrow
Independent variable. The aspect of a stimulus or experimental 	 bright line as a function of distance from the center of the image
environment that is varied systematically by the investigator to 	 in a direction perpendicular to the line's length. (CRef. 1.215)
determine its effect on some other variable (i.e., the subject's 	 Lumen. A unit of luminous flux equal to the light emitted within
response). For example, the investigator might systematically 	 a solid angle of unit size by a point source of light with a
alter the diameter of a target light to assess the effect of target 	 luminous intensity of 1 candela; i.e., I candela per steradian.
size (independent variable) on the observer's absolute visual
threshold (dependent variable). (Compare dependent variable.)
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Luminance. Luminous flux reflected or transmitted by a surface 	 Microsaccade. Very small movements or tremors of the eye
per unit solid angle per unit of projected area in a given direc- 	 (2-28 min arc of visual angle) occurring at a variable rate and
tion. The most commonly used units of measurement are candelas 	 most typically seen when observers attempt to fixate very
per meter2 (cd/m2), footlamberts (fL) and millilamberts (mL). 	 accurately.
(CRef. 1.104)	 Minimum angle of resolution. The minimum distance (measured
Luminosity. The luminous efficiency (brightness-producing 	 in minutes of arc of visual angle) by which two targets (such
capacity) of radiant energy. 	 as lines or points) must be separated in order to be
Luminous efficiency. The ratio of the total luminous flux radiated	 distinguished as two targets rather than one. (CRef. 1.602)
by a source (i.e., radiant flux weighted by the standard spec- 	 Minimum visibility. The smallest perceivable target size, typically
tral luminous efficiency function of the eye) to the radiant flux 	 measured as the width of the narrowest dark line that can be
from the source; usually expressed in terms of lumens/watt, 	 detected at a given distance and luminance level. (CRef. 1.602)
(CRefs. 1.104, 1.110)	 Mirror stereoscope. A device using a system of mirrors to present
Luminous efficiency function. The function describing the rela-	 separate images of an object or scene to the left and right eyes;
tive sensitivity of the eye to light of different wavelengths, 	 for appropriately constructed stereograms, the result is a
(CRef. 1.110)	 single, fused image appearing to have depth or three-
Luminous flux. The radiant flux from a source weighted by the 	 dimensionality. Sometimes called a Wheatstone stereoscope.
luminous efficiency function of the eye (i.e., the response of 	 Monochromatic. Pertaining to or consisting of light of a single
the eye to each wavelength present); usually expressed in	 wavelength or a very narrow band of wavelengths.
terms of lumens. (Ckefs. 1.104, 1.110) 	 Monocular. Pertaining to, affecting, or impinging upon only one eye.
Luminous intensity. The light-giving power of a source, measured Mansell value. The dimension of the Munsell color system cor-
as the luminous flux per unit solid angle in a given direction and	 responding to lightness; it ranges from 1 (black) to 10 (white)
usually expressed in terms of candelas (cd, or lumens/stera- 	 and is approximately equal to the square root of the reflectance
dian). (CRef. 1.104)	 expressed in percent. (CRef. 1.724)
Lux. A unit of illuminance equal to the illumination on a surface Myopia. See nearsightedness.
1 meter from a point source of light with a luminous intensity 	 Nearsightedness. An error of refraction in which parallel rays
of 1 candela, or 1 lumen per square meter (I candela per 	 of light from an object at infinity are brought to a focus in
steradian per square meter). 	 front of the retina when accommodation is relaxed. An in-
Macula lutea. The central region of the retina, approximately 	 dividual with this condition will see close obejects clearly, but
6-10 deg of visual angle (2-3 mm) in diameter. Marked by 	 distant objects will not be in sharp focus unless corrective
yellow pigmentation, it is the region of greatest visual acuity; 	 lenses are worn. Also known as myopia. (CRef. 1.204)
the fovea is at its center. 	 Neutral density. See neutral density filter.
Macular. Of or pertaining to the macula lutea. 	 Neutral density filter. A light filter that decreases the intensity
Masking. A decrease in the delectability of one stimulus due to 	 of the light without altering the relative spectral distribution of
the presence of a second stimulus (the mask) which occurs 	 the energy; also known as a gray fitter.
simultaneously with or close in time to the first stimulus. 	 Nodal points. The points in a lens system, such as the eye,
Maxwellian view. A uniformly luminous field obtained when a 	 toward which and from which are directed corresponding mci-
light source is focused on the pupil of the eye. Very high	 dent and transmitted rays that make equal angles with the
luminances are achievable and the amount of light entering the 	 optical axis.
eye is not affected by pupil size.	 Nystagmus. Involuntary rhythmic movements of the eyes, which
Medial rectus muscle. One of the six voluntary muscles that 	 generally take the form of a slow drift alternating with a quick
move the eyeball. (CRef. 1.901)	 movement in the opposite direction.
Mesopic. Pertaining to a luminance range intermediate between 	 Optic node. The optical center of the compound lens system of
photopic and scotopic levels at which both the rods and cones	 the eye (center of curvature of the cornea in the simple lens
function,	 equivalent).
Metameric pair. Two lights or targets of different spectral com-	 Optokiuetic nystagmus. Nystagmus induced by viewing a moving
position that nevertheless appear identical in color, 	 object.
Method of adjustment. A psychophysical method for determining Optometer. An instrument for measuring the refractive power
a threshold in which the subject (or the experimenter) adjusts 	 and range of vision.
the value of the stimulus until it just meets some preset 	 Parafovea. A region of the retina covering approximately 4 deg
criterion (e.g., just appears visible or just appeal's flickering) 	 of visual angle (0.5 mm), immediately surrounding the fovea.
or until it is apparently equal to a standard stimulus. 	 Peripheral vision. Vision in the peripheral (non-foveal) region
Method of constant stimuli. A psychophysical method of deter- 	 of the visual field.
mining a threshold in which the subject is presented with 	 Photometric unit. A unit for measuring radiant energy in terms
several fixed, discrete values of the stimulus and makes a 	 of its effect on vision, as contrasted with radiometric units, which
judgment about the presence or absence of the stimulus or in-	 measure energy and power without regard to biological effect.
dicates its relation to a standard stimulus (e.g., brighter, 	 Photometry. The measurement of light in terms of its effects
dimmer).	 on vision.
Method of limits. A psychophysical method of determining a 	 Photopic. Pertaining to relatively high (daytime) levels of il-
threshold in which the experimenter varies a stimulus in an 	 lumination at which the eye is light adapted and vision is
ascending or descending series of small steps and the observer	 mediated by the cone receptors. (CRef. 1.103)
reports whether the'stimulus is visible or not or indicates its	 Photoreceptor. A receptor such as a rod or cone cell of the eye
relation to a standard stimulus.	 that is sensitive to light.
Michelson contrast. A mathematical expression for specifyipg the Plane of fixation. The plane parallel to the front of the observer's
contrast of periodic patterns; defined as (L ina. - Lmin)f(L,ax	 body that contains the point of convergence (or fixation) of the eyes.
+	 where Lm,x and Lmin are the maximum and minimum Point source. A light source (such as a star) that subtends an ex-
luminances in the pattern. Michelson contrast ranges between 	 tremely small angle at the observer's eye. In practice, considered
0 and 1. (CRef. 1.601)
	
to be any source whose diameter is less than one-tenth the
distance of the observer from the source.
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Postrotary nystagmus. Nystagmus caused by decelerative stimu-
lation of the vestibular system after the cessation of head rota-
tion; the eye movements are opposite in direction to the
nystagmus induced by the head rotation itself.
Primary line of sight. The line connecting the point of fixation
in the visual field with the center of the entrance pupil (and
center of the fovea) of the fixating eye.
Probability summation. The increase in the probability of detect-
ing a stimulus due to an increase in the number of independent
opportunities for detection on a given trial (as by viewing with
two eyes or processing by multiple independent sensory mechan-
isms). (CRef. 1.814)
Probit analysis. A regression-like maximum-likelihood pro-
cedure for finding the best-fitting ogive function for a set of
binomially distributed data. Originally developed in connec-
tion with pharmacological and toxicological assays to compute
the lethal or effective dose (dosage affecting 50% of treated
organisms); the procedure has also been applied in psycho-
physical studies in analyzing all-or-nothing (yes/no) responses
to compute the 50% threshold (stimulus level eliciting a given
response on 50% of trials) and its confidence limits.
Psychometric function. A mathematical or graphical function
expressing the relation between a series of stimuli that vary
quantitatively along a given dimension, and the relative fre-
quency with which a subject answers with a certain category
of response in judging a particular property of the stimulus
(e.g., "yes" and "no" in judging whether a given stimulus
is detected, or "less than," "equal to:' and "greater than"
in comparing the stimulus with a standard stimulus).
(CRef. 1.657)
Randomized design. An experimental design in which the vari-
ous levels of the independent variable are presented in random
order within a given block of trials or experimental session.
Reaction time. The time from the onset of a stimulus to the
beginning of the subject's response to the stimulus by a simple
motor act (such as a button press).
Reflectance. The ratio of reflected radiant flux to incident flux;
the portion of incident light reflected.
Resolution threshold. A measure of the ability to resolve fine
detail; determined in a variety of ways, e.g., as the minimum
separation between two lines required for them to be seen as
double rather than single, or as the smallest width of bars in a
bar pattern that allows the patterns to be distinguished from a
uniform field.
Retina. The membranous structure lining the inside of the eyeball
which contains the photoreceptors (rods and cones) that
mediate vision.
Retinal eccentricity. Distance front center of the fovea to an
image on or to an area of the retina, generally expressed in angular
terms; corresponds to the distance in the visual field from the
fixation point to a given object or point in the field.
Retinal image disparity. See lateral retinal image disparity.
Ricco's law. A law stating that, for small targets, the threshold
intensity for detecting a target varies inversely with the size of
the target; i.e.,! 	 k/A, where! is the light intensity of the
target, A is the target area, and k is a constant. In other words,
target lights with equal energy (or equal numbers of quanta)
are equally detectable (! X A = k). (CRef. 1.308)
Rod. A rod-shaped photoreceptor in the retina of the eye; rods
are distributed only outside the fovea and are responsive at low
levels of illumination. (CRefs. 1.201, 1.301)
Saccade. A short, abrupt movement ("jump") of the eyes, as in
shifting fixation from one point to another (such as occurs in
reading).
Saturation. The attribute of color perception representing the
degree to which a chromatic color differs from an achromatic
color regardless of their lightnesses. For example, a red with
low saturation is pink.
Scotopic. Pertaining to relatively low (nighttime) levels of illumi-
nation at which the eye is dark adapted and vision is mediated
by the rod receptors. (CRef. 1.103)
Sensitivity. In a general sense, the ability to detect stimulation;
in psychophysical studies, refers in particular to the ability to
be affected by and respond to low-intensity stimuli or to slight
stimulus differences; commonly expressed as the reciprocal of
measured threshold.
Signal detection theory. A theory which holds that performance
on a detection task is a function of both the detectability of the
signal (or the sensitivity of the observer) and the observer's
criterion or response bias in reporting the signal. (CRef. 7420)
Simultaneous contrast. Alteration in the appearance of one
stimulus due to the simultaneous presence of another nearby
stimulus that differs from it along some dimension (such as
lightness or color), in such a way that the difference between
the two stimuli is accentuated. Simultaneous lightness con-
trast: alteration in the lightness of one stimulus due to the
presence of a nearby stimulus of different lightness. (CRef.
3.114) Simultaneous color contrast: alteration in the perceived
hue of one stimulus due to the presence of an adjacent stimulus
of different hue. (CRef. 1.717)
Sine-wave. A periodic waveform in which the amplitude at each
point across time or space varies according to a sine function.
Sine-wave grating. A bar pattern in which some property (generally
luminance) varies with spatial position according to a sine
function in a direction perpendicular to the bar. (CRef. 1.601)
Sinusoidal. Varying according to a sine function.
Sloan letter chart. (1) A chart for measuring visual acuity that
contains ten capital letters graded in size in equal logarithmic
steps and chosen to be equal in difficulty to each other and to
the Landolt ring. There is one chart for testing vision at 20
feet and another for testing at 16 inches. (2) A set of nine
cards containing samples of discursive text that is used to test
individuals with subnormal vision to determine the magnifica-
tion required to read newsprint.
Suellen acuity. Visual acuity measured using a standard chart
containing rows of letters of graduated sizes and expressed as
the distance at which a given row of letters is correctly read by,
a specific individual compared to the distance at which the letters
can be read by a person with clinically normal eyesight. For
example, an acuity score of 20/50 indicates that the tested in-
dividual can read only at a nearer distance of 20 ft the letters
read by a normally sighted person at 50 ft. (CRef. 1.602)
Suellen letter chart. A chart for measuring visual acuity con-
sisting of a standard set of letters in rows of graduated size.
(CRef. 1.602)
Spatial frequency. For a periodic target such as a pattern of
equally spaced bars, the reciprocal of the spacing between bars
(i.e., the width of one cycle, or one light bar plus one dark
bar), generally expressed in cycles per millimeter or cycles per
degree of visual angle.
Spatial summation. The combining of the visual response to
light impinging simultaneously on different regions of the
retina. (See also Ricco's law.)
Spectral radiant power distribution. The radiant power at each
wavelength along a given portion of the electromagnetic radia-
tion spectrum.
Spectral sensitivity. The relative sensitivity of the eye to light of
different wavelengths.
Spectrum locus. The line on a chromaticity diagram on which
fall the chromaticities of all wavelengths of the visible spectrum.
Split-half reliability method. A method of measuring test-retest
reliability in which, for speed and convenience, the coefficient
of correlation is calculated between performance on the first
half of a test and performance on the second half of the test
for a group of subjects, rather than between performance on
two separate repetitions of the test. (See test-retest reliability.)
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Square wave. A rectangular waveform whose amplitude period-
ically shifts instantaneously between two discrete values.
Staircase procedure. A variant of the method of limits for deter-
mining a psychophysical threshold in which the value of the
stimulus on a given trial is increased or decreased, depending
on the observer's response on the previous trial or group of trials.
Standard deviation. The square root of the average squared
deviation from the mean of the observations in a given sample.
It is a measure of the dispersion or scatter of scores or obser-
vations in a sample.
Standard error of the mean. The standard deviation of the
sampling distribution of the mean; mathematically, the standard
deviation of the given data sample divided by the square root
of one less than the number of observations. It describes the
variability of the mean over repeated sampling.
Standard luminous efficiency. Luminous efficiency as defined
by the CE (Commission Internationale de l'Eclairage).
Standard normal deviate. A test score or experimental measure-
ment or datum point expressed in terms of the number and
direction of standard deviation units from the mean of the
sample distribution. Also called standard score or z-score.
Stereoacuity. The ability to discriminate depth or distance on
the basis of lateral retinal image disparity; usually expressed
as the smallest detectable difference in depth of two targets.
Stereopsis: Visual perception of depth or three dimensionality;
commonly used to refer specifically to depth arising from
lateral retinal image disparity.
Stereoscope. An instrument used to present a separate visual
display to each eye. Typically utilizes a system of mirrors,
prisms, or lenses to present two specially constructed flat pic-
tures (one to each eye) that, when combined by the visual
system, give the impression of solidity or three-dimensionality.
Stereoscopic. Of or pertaining to stereopsis.
Stiles-Crawford effect. The decrease in the apparent brightness
(luminous efficiency) of a narrow beam of light entering the eye
near the edge of the pupil relative to the brightness of an iden-
tical beam entering in the center of the pupil. (CRef. 1.111)
Superior oblique muscle. One of the six voluntary muscles that
move the eyeball. (CRef. 1.901)
Suppression. See binocular suppression.
Temporal summation. The integration over time of the visual
response to a stimulus falling on a given retinal region or the
combining of the responses to two or more stimuli inpinging
consecutively on the same retinal region. (See also Bloch's law.)
Test-retest reliability. Consistency in yielding the same or simi-
lar scores on repeated administrations of a given test, measured
by computing the coefficient of correlation between perfor-
mance on two successive presentations of the same test for a
group of subjects.
Threshold. A statistically determined boundary value along a
given stimulus dimension that separates the stimuli eliciting
one response from the stimuli eliciting a different response or
no response (e.g., the point associated with a transition from
"not visible" to "visible" or from "greater than" to "equal to"
or "less than"). (CRef. 1.657) (See also absolute threshold;
difference threshold; resolution threshold.)
Tristimutus colorimeter. An instrument for measuring color
which allows a given test color to be specified in terms of the
relative proportions of three primary colors (e.g., red, green,
and blue) which, when additively mixed, give the same hue
sensation as the test color.
Troland. A unit expressing light intensity at the retina equal to
the illumination produced per square millimeter of pupil area
by viewing a surface with a luminance of I candela per square
meter. Originally called photon. (CRef. 1.106)
T-test. A statistical test used to compare the mean of a given
sample with the mean of the population from which the sam-
ple is drawn or with the mean of a second sample in order to
determine the significance of an experimental effect (i.e., the
probability that the results observed were due to the ex-
perimental treatment rather than to chance). Also known as
Student's t-test.
Two-alternative forced-choice paradigm. An experimental
procedure in which the subject is presented on each trial with
one of two alternative stimuli and must indicate which
stimulus occurred; a response must be made on each trial even
if the subject must guess. Commonly referred to as a
"criterion-free" method of determining sensitivity.
Uniform chromaticity scale. A chromaticity diagram on which
all pairs of just-noticeable different colors of equal luminance
are represented by pairs of points separated by approximately
equal distances.
Vernier acuity. The ability to discern the colinearity or lack of
alignment of two parallel lines placed one above the other, as
in reading a vernier scale; frequently expressed in terms of the
smallest detectable misalignment in seconds of arc of visual
angle. (CRef. 1.602)
Vernier adjustment. Adjustment of the lateral position of one of
two vertical lines placed one above the other until the two
appear vertically aligned. The procedure is used to measure
vernier acuity.
Vestibular nystagmus. Nystagmus produced by stimulation of
the vestibular system (as by head rotation) or by disease of or
damage to the vestibular apparatus.
Vestibular system. The system comprised of the otolith organs
and the semi-circular canals that mediates the perception of
head position and motion. (CRef. 3.210)
Vestibulo-ocular reflex. Reflexive eye movements initiated by
stimulation of the vestibular system during head movements, in
order to stabilize the eyes with respect to the object being
viewed so that the image of the object on the retina will be
stationary and not blurred by motion.
Visual acuity. The ability of an observer to resolve fine pattern
detail. Acuity is usually specified in terms of decimal acuity,
defined as the reciprocal of the smallest resolvable pattern
detail in minutes of arc of visual angle. "Normal" or average
acuity is considered to be 1.0 (a resolution of 1 min arc),
although many young adults have a decimal acuity slightly bet-
ter than this. (CRef. 1.602) (See also Resolution threshold;
Suellen acuity.)
Visual angle. The angle subtended at the eye by the linear extent
of an object in the visual field. It determines linear retinal im-
age size. (CRef. 1.240)
Vitreous humor. The transparent, jelly-like substance that fills
the back chamber of the eye (the space between the crystalline
lens and the retina). (CReL 1.201)
Weber ratio. See Weber's law.
Weber's law. A law which holds that the smallest detectable change
in the magnitude of a stimulus along some dimension is always
a constant proportion of the stimulus magnitude from which
the difference is noted. The law is expressed mathematically
as A 1/1 = k, where 1 is the magnitude of the stimulus, A I is
the smallest detectable change in magnitude, and k is a cons-
tant that is often called the Weber fraction or Weber ratio.
White noise. Random noise whose noise spectral level (noise-
power density) is uniform over a wide frequency range;
termed "white noise" by analogy to white light.
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Measurement of Light
1.101 Range of Visible Energy in the Electromagnetic
Radiation Spectrum
Visible Spectrum	 Wavelength Frequency
Wavelength (nm)	 (in) DC	 (Hz)
Typical Hue Names
700
Yellowish red
Yellow-red
Reddish yellow	 600Yellow 1 Greenish yellow	 .Green-yellow
Yellowish-green -
Green
500
Bluish green -Blue-green	 -Greenish blue Blue	 -
Reddish blue
400
Figural. The position of the visible spectrum within the electromagnetic spectrum. The visible spectrum Is expanded to
show the colors associated with various wavelengths. Note that visible light Is plotted on a linear scale, while the larger
portion of the spectrum is plotted on a log scale. (From R. W. Burnham, R. M. Hanes, & C. J. Bartieson, Colon A basic guide
to basic facts and concepts. Copyright © 1963 by John Wiley & Sons, Inc Reprinted with permission.)
Key Terms
Visible spectrum; wavelength
General Description 	 cisely; the visible spectrum is longer with high intensities
of light-)
The electromagnetic radiation spectrum ranges from wave- 	 The tens of the eye absorbs wavelengths below
lengths of 10-15 meters (cosmic rays) to wavelengths of 	
—400 run, making the visual system insensitive to such ra-
many kilometers (radio waves). Only a very small portion 	 diation (and lessening the effect of ultraviolet radiation on
of the total range is seen by humans as visible light. The eye the retina). Because radiative energy per quantum of light is
is sensitive to wavelengths from —400 to —700 nm (I nm	 inversely proportional to wavelength, wavelengths >700 nm,
= iO m). (Wavelength limits are difficult to specify pre-
2	 Boll, K. A., & Lincoln, J. E. Engineering Data Compendium: HumanPerceptionand Performance. AAMAL, Wright-Patterson AFB, OF-I, 1956.
although impinging upon the retina/ are not energetic
enough to produce a chemical reaction in the photorecep-
tors. Thus, humans feet infrared radiation as heat but do not
see these or longer wavelengths.
Visible lights of various wavelengths are perceived as
different colors. Wavelengths at —470 nm are seen as blue,
Constraints
• The perceived color of light depends not simply upon
wavelength, but also upon intensity, the part of the eye to
which light is delivered, ambient illumination, size of stim-
ulus, and duration of stimulus presentation (CRefs. 1.704,
1.705).
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—535 not as green, and — 650 not as red. During daylight
viewing, the eye is maximally sensitive to wavelengths of
about 550 nm (yellowish-green). White tight is a mixture of
all wavelengths. Passing white light through a prism will
separate the wavelengths. Humans can discriminate
--'150-200 variations of hue in the visible spectrum.
Key References	 2. Farrell, R. 3., & Booth, J.M.	 3. Haber, R. N., & Hershenson,(1984). Design handbookfor im-	 M. (1973). The psychology of vi-
1. Corer, S., Porac, C., & Ward,	 agery interpretation equipment. 	 sual perception. New York: Holt,
L. M. (1984). Sensation and per-	 Seattle, WA: Boeing Aerospace 	 Rinehart & Winston.
ception. Orlando, FL: Academic 	 Co.
Press.
Cross References	 1.110 Luminous efficiency (spec-tral sensitivity);
1.102 Spectral distribution of ra- 	 1.704 Chromaticity discrimination;diant energy;
1.705 Factors affecting color dis-
1.103 Range of light intensities 	 crimination and color matching
confronting the eye;
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1.102 Spectral Distribution of Radiant Energy
Extraterrestrial sunlight
- - Alter ozone absorption
- - - - Alter molecular scattering
Alter aerosol scattering
Alter water and oxygen absorplions:
terrestrial sunlight
0
C
UI
S
C
S	 I,
1500
Wavelength (nanometers)
Figural. The spectral distribution of sunlight as it approaches the earth's surface. As the
light passes through the different strata of the atmosphere, the spectral content changes.
The vertical lines Indicate the region of greatest sensitivity of the visual system, which is
near the peak wavelength of sunlight. The most dominant spectral components of sunlight
at the earth's surface tall between the regions of greatest visual sensitivity for foveal and
peripheral vision. (From Ref. 2)
Key Terms
Color temperature; colorimetry; light sensitivity; photome-
try; spectral distribution; visual pathology; wavelength
General Description	 555 nm and for peripheral (rod) vision at about 505 nm.
The limiting factor in an observer's perception of short
Alight source, natural or artificial, emits radiation at a sin- 	 wavelength light is the absorption of such light by the ocular
gle wavelength (line spectrum), across a narrow set of 	 media and the lens of the eye (CRef. 1.202). The eye's sen-
wavelengths, or across a wide wavelength band. Light	 sitivity to light of different wavelengths is characterized by
emitting diodes generate narrow wavelengths of light; emis- luminous efficiency functions (CRef. 1. 110), which show
sions from gas discharge lamps and lasers are line spectra.	 the relative effectiveness of light of a given wavelength in
The spectral emission of any radiation source can be mea-	 stimulating vision. Most observers (i.e., those with normal
sured by a spectroradiometer. Figure 1 illustrates the spec- 	 color vision) will, over a wide range of viewing conditions,
tral distribution of sunlight as it advances toward the earth's	 require no more than three fixed primary spectral lights
surface. Figure 2 shows the spectral emissions of three 	 added together to match any other color mixture (CRef.
common artificial sources of illumination. 	 1.702). Color matches vary across individuals with the age
Another means of characterizing the nature of an incan- 	 of the observer; differences between individuals are also
descent light is through its color temperature (CRef. 1.107). caused by color anomalies that are either acquired or con-
The spectra of such sources vary with their temperatures. At genital (CRef. 1.726).
low temperatures, the rate of radiation is low and most of it	 Acquired anomalies of color vision may be associated
is concentrated at long wavelengths; as temperature in- 	 with prolonged or intense exposure to radiation in or near
creases the rate of radiation becomes higher and the band- 	 the visible spectrum. Specifically, the cornea and conjunc-
width broader, with more light emitted at shorter 	 tiva of the eyes (CRef. 1.201) tend to absorb ultraviolet
wavelengths,	 radiation below about 295 nm. Excessive exposure to
The human eye responds to light in the electromagnetic	 ultraviolet radiation can induce pathological processes in
spectrum in the range of approximately 360-830 nm Great- 	 these two structures. The lens absorbs radiation in the range
est sensitivity for fovea! (cone) vision occurs at about
4	 Boff, K. It, & Lincoln, J. E. Engineering Data Compendium: HumanPerception andPerformanco. AAMRL, Wright-PaltersonAFB, OH, 1988.
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of about 295-380 nm; the formation of cataracts can result
from such radiation exposure. The conjunctiva, cornea, and
lens seem to protect the vitreous humor from damage
(shrinkage of the vitreous gel and other types of photodeg-
radation) from ultraviolet light. Pathological changes in the
retina of the eye appear sometimes to be caused by extended
exposure to short wavelength light from the sun. Retinal le-
sions are unlikely to result from exposure to longer wave-
length light, unless one were to stare at the sun for at least
— 15 min with a very large (8 man) pupil. In fact, if wave-
lengths below 700 nm in solar radiation are removed by a
filter, one can gaze at sunlight for considerable periods of
time (Ref. 1).
Another increasingly common source of radiation expo-
sure is the laser, which can induce considerable damage at
the level of the retina. Laser wavelengths below 500 nm
tend to damage the inner layers of the retina; those at about
500 nm affect the pigment epithelium. Such damage can
occur even at such an apparently low power output as
10 w/m2
 due to the focusing of the light and ocular
processes.
Finally, some research has indicated that, at least for the
amphibian eye, prolonged periods of darkness will induce
retinal damage (Ref. 3).
Applications
The various artificial and natural light sources used as illu-
minants for displays and for visual scenes will affect an ob-
server's perceptions differently; in some cases, the observer
will ignore differences in illumination (i.e., discount the
illuminant).
Key References	 3. Hollyfleld, J. G., Raybom,
M. E. • & Medford, D. (1980).
1. Ham, W. T., Jr., Mueller,	 Damaging effects of constant light
H. A., Ruffolo, J. J., Jr., &
	 and darkness on the retina of the
DuPont, 0., lIt. (1980). Solar	 frog. In T. P. Williams & B. N.
retinopathy as a function of 	 Baker (Ms.), The effects of con.
wavelength: Its significance for 	 stant light on visual processes.
protective eyeware. In T. P. Wit- 	 New York: Plenum.
hams & B. N. Baker (Eds.), The	 4. Lerman, S. (1980). Radiant
effects of constant light on visual energy and the eye. New York:processes. New York: Plenum. 	 MacMillan.
2. Henderson, S. T. (1977). Day-	 s. Wyszecki, 0., & Stiles, W. S.light and its spectrum (2nd Ed)	 (1967). Color science: ConceptsNew York: Wiley.	 and methods, quantitative data and
formulae. New York: Wiley.
Cross References	 1.304 Equal-brightness contours
for lights of different colors (wave-
1.107 Color temperature;	 length) at different levels of adapt-
1.110 Luminous efficiency (spec- 	 ing luminance;
tral sensitivity);	 1.702 Color mixture and color
1.201 Anatomy of the human eye; 	 matching;
1.202 Transmissivity of the ocular
	
1.704 Chromaticity discrimination;
media; -
	 1.705 Factors affecting color dis-
1.303 Equal-brightness and equal-
	
crimination and color matching;
lightness contours for targets of dif-
	 1.726 Congenital color defects
ferent colors (spectral content);
iool
HIGH- UREXENON
Wavelength (nanometers)
Figure 2. The spectral energy output from three com-
monly used artificial sources of illumination. The high-
pressure xenon lamp (a) produces a relatively even distri-
bution across the range of greatest visual sensitivity, while
the zirconium lamp (b) is weighted at long wavelengths.
Conventional fluorescent lamps (c) have narrow band
spectra superimposed on a broadband spectrum. (From
G. Wyszecki & W. t Stiles, Colorsclence: Concepts and
methods, quantitative data and formulae. Copyright © 1967
by John Wiley & Sons. Reprinted by permission.
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1.103 Range of Light Intensities Confronting the Eye
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Figural. The range of light intensities that confront the human eye. (Adapted from C. H.
Graham [Ed.], Vision and visual perception. Copyright © 1965 by John Wiley & Sons, Inc.
Reprinted with permission.)
Key Terms
Illumination level; luminance; mesopic vision; photopic
vision; scotopic vision
General Description 	 the perception of color. Mesopic (mixed) vision (mediated
by both rods and cones) occurs with intermediate light in-
The human eye is sensitive to a wide range of light intensi-	 tensities (e.g., moonlight).
ties, from a minimum visible level of —0.000003 cdlm 2 to	 Figure 2 shows how outdoor brightness decreases dur-
an upper tolerance limit of over 300,000 cd/m 2 . Vision at	 ing twilight. Dark adaptation of the eye with declining
very low levels of illumination (e.g., starlight) is termed 	 illumination is at least as rapid as this normal decline in
scotopic vision and is mediated by the rods; visual acuity 	 ambient illumination at evening. Figure 3 shows how the
is poor with scotopic vision and no sensation of color (hue)	 luminance of a test patch changes with the angular elevation
occurs. Vision at high intensity levels (e.g., daylight) is 	 of the sun above the horizon.
known as photopic vision and is mediated by the cones;
photopic vision is characterized by high visual acuity and
Constraints
• Sensitivity to light depends on the eye's state of adapta-
tion. Maximum scotopie sensitivity requires — 1 hr of dark
adaptation even after as little as a few minutes' exposure to
photopic light levels. The time course of light adaptation
is similar for rods and cones and is much faster than dark
adaptation, requiring only a few minutes' exposure at a high
luminance level.
6
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Key References
I. Beebe-Center, J. 0., Carmi-
chael, L., & Mead, L. C. (1944).
Daylight training of pilots for night
flying. Aeronautical Engineering
Review, 3, 9-29.
2. Graham, C. H. (Ed.) (1965). Vi-
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Cross References
1.101 Range of visible energy in
the electromagnetic radiation
spectrum
Figure 2. The decrease In
brightness from daylight
(5:00 pm) to darkness (sun-
set -9:30 pm) on July 14,
1942 (adapted from Ref. 2).
Angie of test patch in rela-
tion to sun not given.
1700 1800 1900 2000 2100 2200
Time (hours)
Figure 3. The relationship
between the brightness of a
stimulus patch In a constant
position and the angular el-
evation of the sun relative
to the horizon on four days
during different seasons of
the year. (From Ref. 1)
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1.104 Measurement of Radiant and Luminous Energy
Figural. Representation of solid angle wand the inverse-
square law. (a) Point Piles at the center of sphere S with ra-
dius r. A set of lines of radius r emanating from P defines an
area A on the surface of S. The steradian measure of solid
angle w is the ratio wA/A (b) The radiant flux emitted by
point source P irradiates a larger area as the distance r
from the source increases. The irradiance varies inversely
with the square of the distance r. Thus at distance 2rthe ir-
radiance is 114 that at distance r. (From Ref. 1)
Figure 2. Definition of irradiance and radiance at an angle.
(a) The irradiated surface C is a flat screen tangent to
sphere S only at point b. As a, the angle from the normal to
C, increases, the distance from source P to the surface of C
Increases by the factor 1/cos a. In addition, since the irra-
diating beam striking C deviates from the perpendicular by
angle a, the radiant flux contained in a narrow solid angle
Incident perpendicularly on surface A will cover a larger
area on surface C (by a factor of 1/cos a). (b) The horizontal
dashed line shows the perpendicular measurement of the
radiance of surface element A of an extended source. If the
direction of measurement varies from the perpendicular by
angle 0, only the projected area A' is sampled, and the area
of A' is less than that of A by a factor of cos O (From Ref. 1)
8
Key Terms
Illumination level; inverse square law; irradiance; lumi-
nance; luminosity; luminous efficiency; luminous flux; pho-
tometric units; radiance; radiant flux; radiometric units
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Tablet. Measures of radiant energy.
Measure	 Formula	 Units
Radiant	 le = P./w, where Pe = radiant flux or energy in watts (Joules/sec); 	 watts/sr
Intensity (la)	 o,	 4w steradians (sr)
E. = lSr2 (spherical surface)
Ee = to cos3 a/r2 (surface at angle a), where 1e = radiant intensity;
= distance from source; a = angle of incidence (see Fig. 2a)
1. = IdA (normal surface)
Le l 5/A cos 0 (inclined surface) where 1e = radiant intensity;
A = area of sources surface element; 0 = angle of incidence
(see Fig. 2b)
Irradiance
(E0)
Radiance
watts/ml
watts/sr/m2
General Description	 duced by a factor of cos2 a. Second, since the area of the
surface is irradiated at angle a, rather than perpendicularly,Measurement of Radiant Energy	 the radiant flux contained in a narrow solid angle w will be
There are three fundamental types of radiant energy meas-
urement: the total energy emitted from a point in a given di-
rection (radiant intensity), the energy incident on a surface
at some distance from a source (irradiance), and the energy
emitted from a unit area of a surface (radiance).
Radiant Intensity. When electric power is supplied to a
lamp, radiation is emitted. The radiant energy P9 , emitted
per unit of time, is measured in watts. A set of lines radiat-
ing from a point defines a solid angle at that point (Fig. 1).
The radiant intensity 1 of a point source with radiant flux P9
is the radiant flux per solid angle w,
le = e'(-',	 (1)
expressed in units of W/sr (see Table I). Artificial sources
typically do not radiate uniformly in all directions. In this
case radiant energy intensity is specified with respect to spe-
cific direction.
Irradiance. When radiant flux is incident on a surface,
the surface is said to be irradiated. Let P9 be that radiant
flux incident on the interior surface of a sphere of radius r.
The irradiance E9 is the radiant flux from a point source fall-
ing on a unit area of this surface,
ow2'	 (2)
expressed in W/m2.
The irradiance £9 is usually expressed in terms of the ra-
diant intensity 19 by substituting the terms P9 = oil9 into Eq.
2. Irradiance is related to radiant intensity 1 by the
expression
leEe	 -p-.	 (3)
The radiant flux emitted by a point source falls on a suc-
cessively greater area as the distance from the source in-
creases (Fig. lb). As noted in Eq. 3, the irradiance Ee varies
inversely with the square of the distance r from the source
P9 . This relation is called the inverse square law.
Suppose the surface is a flat screen, rather than a spheri-
cal surface (Fig. 2a). Two important changes occur as a, the
angle from the normal, increases. First, the distance to the
surface C is greater than r by the factor 1/cos a, and in ac-
cord with the inverse square law, the irradiance will be re-
spread over a larger area. The total irradiance on C at angle
a is given by
	
= I9 cos3 --	 (4)
r2
Thus on a flat surface, irradiance from a point source
decreases with the cos 3 of the angle from the normal.
The definition of irradiance and the operation of the in-
verse square law are valid only for a point source of light.
Few physical light sources approximate a point source. Ex-
amples of natural point sources are stars. For practical pur-
poses of measurement, the inverse square law will operate
with an error less than 1% provided the maximal dimension
of the source is smaller than or equal to 1/10 the distance at
which irradiance is measured.
Radiance. The majority of light sources do have finite
dimensions and are called extended sources. Radiance I, is
used to describe the radiant flux per unit of solid angle of an
extended source measured in a given direction per unit area
of the source when projected in that direction. Radiance re-
fers to the areal density of radiant intensity either leaving a
source or arriving at the surface of an object. In the meas-
urement of radiance (Fig. 2b) of an extended source in a di-
rection normal to the surface, L9 is given by 19/A where A is
the area of an infinitesimal surface element of the source.
With measurement at angle 0 to the normal, only the pro-
jected surface, A' is given by A cos 0. Radiance is expressed
as
L919	 P9= —cosO= Le	 cos 	 (5)A
in W/sr/m2 , where A is the area of the surface of the source
and 0 is the angle between the normal from the surface and
the direction of measurement.
Photometric Units
Radiometric units have a purely physical specification.
However, the definition of light includes reference to the
human observer. Luminous flux is the radiant flux weighted
by the spectral luminous efficiency function of the eye
(CRef. 1.110). This function describes the relative sensitiv-
ity of the eye to different wavelengths. Standard luminous
efficiency functions are defined for both photopic (bright,
9
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Table 2. Measures of luminous energy (and related radiant energy measures).
Luminous Energy Measures
Luminous Intensity (Iv)
Illuminance (E)
Luminance (F)
Units
candela (Cd) [lumen/sr)
lux [lumen/m2j
candela/M2 [lumen/m2/sr]
Related Radiant
Energy
Measurement
Radiant Intensity
Irradiance
Radiance
light-adapted, or cone-dominated) and scotopic (dim, dark-
adapted, or rod-dominated) adaptation levels.
Sets of units parallel to those for radiant energy are used
to specify thminous energy and are called photometric
units. Photometric energy is radiant energy modified by the
luminous efficiency function of the standard observer. Cor-
responding to the quantities of radiant intensity, irradiance
and radiance are the photometric quantities luminous inten-
sity, illuminance, and luminance (Table 2). Luminous en-
ergy F (lumen) is related to radiant energy Pe by two
equations:
= KmfPe(X)V(X)dX,	 (6)
= K'mfPe(X)V'(X)dX,	 (7)
Constraints
The amount of radiant energy perceived by an observer will
depend not only on the absolute amount of energy in a sig-
nal, but also on the observer's relative spectral sensitivity
and location in relation to the light source.
whereV(k) and V'(X) are standard luminous efficiency
functions for photopic and scotopic conditions, respec-
tively, defined by the Commission Internationale de
l'Eclairage; Km and K'm are constants that relate (photopic
and scotopic) lumens to watts. Equation 5 is applicable for
photopic conditions of vision, Eq. 6 for scotopic levels of
vision.
The unit of luminous intensity 4 (lumens/sr) is called
the candela (cd); that of illuminance E (lm/m2) is called the
lux; and that of luminance L (lm/m2/sr) is called the can-
dela per square meter (cdlm 2). Table 2 summarizes the rela-
tions between the radiometric and photometric quantities.
—Adaptedfrom Ref. 2
Key References	 2. Pokorny, J., & Smith, V. C.	 sory processes and perception.(1986). Colorimetry and color dis- 	 New York: Wiley.
I. Pokorny, J., Smith, V. C., Verri- crimination. In K. Boff, L. Kauf- 	 3. Teele, R. P. (1965). Photometry.
est, 0., & Pinckers, A. J. L. G. 	 man, & J. P. Thomas (Eds.), 	 Ink. Kingslake (Ed.), Applied op-
(1979). Congenital and acquired	 Handbook ofperception and	 tics and optical engineering (Vol.
color defects. New York: Caine & 	 human performance: Vol.!. Sen-	 1). New York: Academic Press.
Stratton.
Cross References
1.110 Luminous efficiency (spec-
tral sensitivity)
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Case Is Unaided viewing, small pupil Case lb Unaided viewing, large pupil
Case IIIIII Aided Viewing, display pupil limiting
E ==2oeuø<sc)
Ed = 2 TLp2(Ksc)
Ed =
	
d(Pede) 2
Ld
 = TdLoede)
E =	 TLp2O<sc)d
	 4 dOd
E d 
.Tdpd2 -. Td	 ('500 NA 2
vu	 p00
Case I:
Case It:
CASE Ill:
1.1	 Measurement of Light
1.105 Image Luminance with Optical Viewers
lens
Eyepiece
vI
Case ii Aided viewing, eye pupil limiting
Where:	 E = retinal illuminance unaided (Td)
Ed = retinal illuminance withdisplay (Td)
T0 = eye transmittance
display transmittance
L0 = object (imagery) luminance (cd/rn2)
L0 = effective display image luminance (cd/rn2)
eu eye pupil diameter. unaided (mm)
= eye pupil diameter using display (mm)
Pd= display exit pupil diameter (mm)
= correction for Stiles-Crawford effect
required with large pupils
NA numerical aperture
m = display magnification
Figural. Viewing geometry and equations for determining display Image luminance. (From Ref. 1)
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Terms
Binoculars; display brightness; exit pupil; eyepiece; micro-
scope; objective; ocular; retinal illuminance; telescope
General Description 	 tral disc of the objective lens can get into the eye: the view-
ing is eye-pupil limited. However, direct and instrumentA microscope, a telescope, or one side of a pair of binocu-
	 views appear equally bright in this case, except for loss due
lars consists of two basic parts: an objective lens (or objec-
	 to transmittance of the optics.
tive) that forms a primary image of an object or scene, and
	 Figure 1 shows the optical situation for unaided and
an eyepiece (or ocular) that magnifies the primary image
	 aided viewing and gives equations for calculating display
and forms a virtual image that the eye focuses upon the t
	 image luminance. The rays traced are for a point on the op-
ma. A lens system or prism assembly may be inserted b
	 tical axis of the instrument, and calculations are for on-axis
tween the objective and the eyepiece to yield an upright,
	 luminance. Case I is for unaided (no instrument) viewing.
unreversed (erected) image or an image that is changed in 	 Equations defining retinal illuminance, E, must be corrected
magnification or is more conveniently located. The trans-
	 for eye transmittance, Te, unless E is in units (e.g., tro-
mittance and magnification of erecting lenses must be con- 	 lands) that include Ta. If, as in Case II, the exit pupil is
sidered in image luminance calculations, as must the
	 larger than the eye pupil and/or if instrument transmittance
transmittance of any prisms and the reflectivity of any
	 is quite low, the eye pupil may open to a larger diameter
mirrors used.	 with instrument viewing than when the display is viewed
For a round objective, the image of the objective lens
	 directly (no instrument). In this case, the light reaching
formed by the eyepiece is a circular disc of light, known as
	 the retina is increased by the ratio of the two pupil areas,
the Ramsden Disc or exit pupil of the instrument. The exit
	 PeJ2/Peu2 In Case HI, where the eye pupil is larger thanpupil contains all the light collected by the objective that is 	 the exit pupil, the amount of light reaching the retina is de-
within the field of view of the eyepiece minus a small 	 termined in terms of retinal illuminance; then this quantity
amount due to absorption and that part of surface reflections is used to find the luminance that would produce the same
and scattering that is lost. When the observer's eye is prop-	 retinal illuminance when the eye pupil is the limiting ap-
erly positioned with respect to the instrument, the eye en- 	 erture. Note that in Case HI, retinal illuminance is re-
trance pupil (the image of the real pupil formed by 	 duced by both display (or instrument) transmittance, 4'
refraction at the cornea) and the instrument exit pupil coin- 	 and by an exit pupil smaller than the eye pupil. In this
cide in position. When the eye entrance pupil is as large or
	 case, display pupil diameter, led, can be replaced bylarger than the instrument exit pupil, the eye receives all the
	 500 x (numerical aperture)/(display magnification).
light in the exit pupil minus a miniscule amount reflected by When numerical aperture (NA) is not changed with in-
the cornea. In this ease, except for the small light losses 	 creased magnification, image luminance decreases by the
mentioned, retinal illuminance is almost the same with or 	 square of magnification. Numerical aperture is NA = N
without the instrument: the instrument view and the direct
	 sin 00, where N is the index of refraction of the medium
view appear equally bright. However, if the exit pupil is
	 between the objective and the object, and 0 is the angular
smaller than the eye pupil, the instrument view will appear
	 aperture (i.e., the angle of obliquity of the marginal raysdimmer than the direct view: the display luminance is exit-	 collected by the objectiv). For air, the index of refraction
pupil limited and the retinal illuminance is less. When the
	 is essentially unity.
exit pupil is larger than the eye pupil, only light from a cen-
Key References
I. Farrell, R. i. & Booth, J. M.
(1984). Design handbook for im-
agery interpretation equipment.
Seattle, WA: Boeing Aerospace
Co.
Cross References
1. 104 Measurement of radiant and
luminous energy;
1.106 Conversion of scene lumi-
nance to retinal illuminance
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Measurement of Light
1.106 Conversion of Scene Luminance to Retinal Illuminance
Key Terms
Effectivity ratio; pupil size; retinal illuminance; Stiles-
Crawford effect; troland
General Description
Retinal illuminance is the product of scene luminance and
effective eye pupil area. Larger pupils admit more light.
When scene luminance is very low, pupil diameter may be
as large as 7mm, while at very high luminances it may be
as small as 2mm. A summary curve of pupil diameter, plot-
ted against scene luminance, is shown in Fig. I. (This curve
is the avenge for the six studies described in CRef. 1.233.)
Effective pupil area for estimating retinal illuminance is
less than actual pupil area because the relative contribution
of light to the sensation of brightness decreases as the light
enters the pupil an increasing distance from the pupil center.
This is termed the Stiles-Crawford effect (CRef. 1. 111). It
is a phenomenon of cone (or photopic) vision (daylight
illumination levels) and does not occur for rod (or scotopic)
vision (nighttime illumination). It is thought to be due to
cone geometry. The ratio between effective and actual pupil
area is called the effectivity ratio, a quantity that varies with
pupil diameter and takes into account the Stiles-Crawford
effect. The effective pupil area is thus the actual pupil area
times this ratio (R), expressed as Eq. 1:
R = I - 0.0I06tP + 0.0000416d4 	(1)
where d is pupil diameter in mm. For example, ford =
6mm, It = 0.67. Estimated retinal illuminance, 1, taking
R into account, is
I(trolands) = R x pupil area (mm2) x
luminance (cd/m2) 	 (2)
Three common units of scene luminance are footlamberts
Applications
The scene luminance-retinal illuminance data are useful in
comparing results of different researchers and in the design
of optical instruments and eye protection devices.
Appreciably different pupil diameters at the same scene
luminance are reported in the literature. Pupil size also var-
ies considerably from one person to the next at the same
scene luminance.
Scene Luminance (footiamberts)
IO' 10	 10'	 I	 10	 10'	 10'
10	 10-1	 10'	 I	 10	 102	 10'	 10'
Scene Luminance (candelaslmeter2)
Figural. Eye pupil size as a function of scene luminance.
Curve shown here Is the mean curve from Entry 1.233,
Hg. 1. Points on the curve represent the weighted aver-
ages from six studies and 125 subjects. The bars show
the range of averages from the six studies. (From Ref. 2)
(tL), millilamberts (mL), and candelas/meter2 (cd/m2).
Units can be converted by equation: 1 cd/m 2 = 0.292 fL =
0.314 mL, or by graphs, such as those of Figs. 2 and 3,
which are for scenes viewed with a natural pupil. By com-
paring the two curves on each graph, one based on actual
pupil size and one with pupil size corrected for the Stiles-
Crawford effect, the magnitude of the effect over a range of
scene luminances is apparent. A nomogram such as that of
Fig. 4, which has scales for three common luminance units,
can also be used to convert units.
e Pupil size is affected by a number of factors, such as tar-
get distance, time since change in scene luminance, and
whether one or both eyes are open (CRefs. 1.232, 1.233,
1.234).
• Scene luminance to retinal illuminance conversions do
not take into account differences in spectral transmissivity
of the eyes.
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1.1	 Measurement of Light
1.107 Color Temperature
(a)
	
	
(b)
Wavelength (nanometers)
Figure 1. (a) Spectral emission of a blackbody radiator as a function of temperature and wavelength. The gray band indi-
cates the visible spectrum. (b) Relative energy In the visible spectrum as a function of color temperature. The relative en-
ergy levels have been normalized so that the value for each temperature equals 100 at 590 nm. (From Ref. 4)
Key Terms
Blackbody radiator; chromaticity; color temperature; color-
imetry; correlated color temperature; ideal radiator; recipro-
cal color temperature
General Description 	 both natural and artificial light, there is considerable varia-
tion in the spectral emission of radiation. With sunlight, for
Incandescent light sources are usually specified by their 	 example, depending on such factors as elevation of the sun
color temperature. Color temperature is based on the emis- 	 and direction of incident light, the nature of the illumination
sion of an ideal radiator whose spectral output differs very varies considerably. Inconsistencies can be reduced by
little from that of the light source. The output of the ideal 	 using idealized "northern" light with moderate overcast,
radiator is dependent on only one parameter, T, its tempera- although, for extended series of observations, unvarying ar-
ture. Figure 1 a illustrates the emittance of an ideal radiator 	 tificial lights are preferred over natural (i.e., inconsistent)
by wavelength as a function of temperature. The relative 	 sources. In most studies, one can be confident of reproduci-
output (4) of the ideal radiator at a given wavelength () 	 ble results when the type of illuminant is well specified.
can be calculated by Eq. 1:	 Working standards for "white lights" have been specified
4 = {C 1 /(X/1000) 5} {1I[C2/(K) T— 1)11,	 (I) by the Commission Internationale de l'Eclairage (CIE) and
are called standard illuminants. They provide standards for
where C 1 = 36,970, C2 = 17,320, K = wavelength (in 	 calibrating colored filters and papers as well as nonspectral
nm), and T is temperature (in Kelvins). Figure lb shows the references for colorimetry. The four CIE standard illumi-
relative energy in the visible spectrum as a function of 	 nants are illustrated in Fig. 2 (relative spectral radiant power
wavelength; in this graph, the output is normalized so that 	 distributions are tabulated in Table 2). Standard illuminant
for each value of T, when A = 590 run, the relative energy	 A represents light at 2856°K; Standard D55 involves one
equals 100.	 particular phase of natural sunlight with a correlated color
It is useful to specify standard illuminants because, with
Soft, K. Ft. & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Performance. AAMRL, Wright-Patterson AFB, OH, 1988.
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Figure 2. Spectral energy
distribution of the four stan-
dard CIE Illuminants A, B, C,
and D65. IlluminantA is that
for an incandescent lamp
light at color temperature of
2854°K; Illuminants B, C, and
D represent the correlated
color temperatures of direct
sunlight (48740K), the light
from an overcast sky
(67740K), and another phase
of daylight (65040K), respec-
tively. (From Handbook of
perception and human
performance)
Figure 3. Part of the CIE
1931 (x,y)-chromaticity dia-
gram showing chromaticity
points of daylight as com-
pared to chromaticity
points Implied by Planck's
radiation law. The large
open circles on the solid
line depict the color temper-
ature of a blackbody radia-
tor. The straight lines
Intersecting the blackbody
curve indicate isotempera-
ture lines for 4800°K,
5500°K, 6500°K, 7500°K, and
I 0000°K. Data points pres-
ent observations from 622
measured relative spectral
power distributions of day-
light. Dashed curve Is  plot
of Eq. 2 representing a
"daylight locus." (From G.
Wyszecki & W. S. Stiles,
Color science: Concepts
and methods, quantitative
data and formulae (2nd ad.].
Copyright 1982 by John
Wiley & Sons, Inc. Reprinted
with permission.)
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Color Temperature
Reciprocal
MegaKelvins
2400	 417
2600	 385
2800	 357
3000	 333
3200	 312
The reciprocal color temperatures, P. (in reciprocal megakelvins) are displayed for each color temperature and the re-
quired value of P needed to convert the original source to match a standard illuminant. (If one were to use an illuminant
with color temperature of 2800°K reciprocal megaKelvinsl, the source could be made to approximate a Standard ii-
luminant C through the use of Kodak color compensating filters BOA + 80C. This would produce the requisite P value of
—209).
1.1	 Measurement of Light
temperature of — 6504°K. Standard B represents sunlight
with correlated color temperature of 4874°K, Standard C
represents "average daylight" with correlated color tem-
perature of 6774°K. An alternative specification of color
temperature is reciprocal color temperature, R. Color
temperature conversion filters alter the color temperature of
a hypothetical blackbody radiator while maintaining its con-
formation to a blackbody source.
Some selective radiators, such as fluorescent lights,
show emissions that do not match those of a blackbody ra-
diator at any temperature. For these situations, a new value,
correlated color temperature, is used. It is defined as the
temperature of the blackbody radiator that most closely ap-
proximates the selective radiator in appearance at the same
brightness and under specified viewing conditions. Given
the (x,y) chromaticity coordinates, one can evaluate the
correlated color temperature. The lines are based on the CIE
1931 (x,y)-chromaticity diagram. Figure 3 shows a por-
tion of the CIE 1931 (x,y)-chromaticity diagram that in-
cludes chromaticity points of daylight compared to the
chromaticity points implied by Planck's radiation law. The
"daylight locus" in the figure is described by Eq. 2.
YD — 3.000xD2 +2.87OxD — O.275.	 (2)
Applications
When extended observations require constant, well speci-
fied illumination, the CIE standards will provide bases for
establishing those conditions; filters can be used to bring
nonstandard lights into conformity with required
conditions.
A plot of these values is slightly above, but parallel to, the
chromaticity points based on Planck's law. Selected isotem-
perature lines are also given.
In some cases, the reciprocal color temperature, R (ex-
pressed in reciprocal megakelvins), provides a useful, alter-
native specification of color temperature for two reasons.
First, a given change in the value of R (over small intervals)
will produce equal perceptual changes for many color tem-
peratures. Second, a given color temperature conversion fil-
ter will produce the same change in R over a wide range of
color temperatures. This means that an observer's percep-
tions will undergo similar, predictable types of shifts with
the application of color temperature conversion filters to
different illuminants. Such conversion filters alter the color
temperature of a hypothetical blackbody source while main-
taining its conformation to a blackbody source. The color
temperature of an illuminant using such a filter is given by
Eq. (3).
K(soume + filter) = 106/(Rsource + Rfilter) 	 (3)
Table 1 shows the filters one may use to approximate one of
the four CIE standard illuminants given in Table 2. The en-
ergy distributions in the visible spectrum for four CIE stan-
dard illuminants appear in Fig. 2.
Key References	 Tablet. Color temperature of CIE standard illuminants and the Kodak color
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I. Commission Internationale de 	 dard when illuminating sources of different color temperatures are used.
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Table 2. Relative spectral radiant power distributions of CIE standard illumi-
nants A, B, C, and D.
	
Wavelength	 A	 B	 C(nm)	 (S(A))	 (S(X))	 (S(A))	 (SQ.))
	300	 0.93	 0.03
	
310	 1.36	 3.30
	
320	 1.93	 0.02	 0.01	 20.20
	
330	 2.66	 0.50	 0.40	 37.10
	
340	 3.59	 2.40	 2.70	 39.90
	
350	 4.74	 5.60	 7.00	 44.90
	
360	 6.14	 9.60	 12.90	 46.60
	
370	 7.82	 15.20	 2140	 52.10
	
380	 9.80	 22.40	 33.00	 50.00
	
390	 12.09	 31.30	 47.40	 54.60
	
400	 14.71	 41.30	 63.30	 82.80
	
410	 17.68	 52.10	 80.60	 91.50
	
420	 20.99	 63.20	 98.10	 93.40
	
430	 24.67	 73.10	 112.40	 86.70
	
440	 28.70	 80.80	 121.50	 104.90
	
450	 33.09	 85.40	 124.00	 117.00
	
460	 37.81	 88.30	 123.10	 117.80
	
470	 42.87	 92.00	 123.80	 114.90
	
480	 48.24	 95.20	 123.90	 115.90
	
490	 53.91	 96.50	 120.70	 108.80
	
500	 59.86	 94.20	 112.10	 109.40
	
510	 66.06	 90.70	 102.30	 107.80
	
520	 72.50	 89.50	 96.90	 104.80
	
530	 79.13	 92.20	 98.00	 107.70
	
540	 85.95	 96.90	 102.10	 104.40
	
550	 92.91	 101.00	 105.20	 104.00
	
560	 100.00	 102.80	 105.30	 100.00
	
570	 107.18	 102.60	 102.30	 96.30
	
580	 114.44	 101.00	 97.80	 95.80
	
590	 121.73	 99.20	 93.20	 88.70
	
600	 120.04	 98.00	 89.70	 90.00
	
610	 136.35	 98.50	 88.40	 89.60
	
620	 143.62	 99.70	 88.10	 87.70
	
630	 150.84	 101.00	 88.00	 83.30
	
640	 157.98	 102.20	 87.80	 83.70
	
650	 165.03	 103.90	 88.20	 80.00
	
660	 171.96	 105.00	 87.90	 80.20
	
670	 178.77	 104.90	 86.30	 82.30
	
680	 185.43	 103.90	 84.00	 78.30
	
690	 191.93	 101.60	 80.20	 69.70
The relative spectral radiant power 8(X) in the table is computed for wavelengths of light in the near ultraviolet, visible
spectrum, and new infrared regions.
From G. Wyszecki & W. S. Stiles, Color science., Concept and methods, quantitative data and formulae [2nd ad.]. Co-
pyright 1982 by John Wiley & Sons, Inc. Reprinted with permission.
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1.108 Spectral Transmittance and Reflectance
Figural. Schematic diagram showing the path of light
through an incident to a transparent or translucent surface
(absorption filter). Because no surface is completely trans-
parent, there will always be some absorption by the filter,
as well as reflection from the front and rear surfaces. P0(x)
Indicates radiant flux arriving at the filter; P(A) depicts the
emerging flux. (From G. Wyszecki & W. S. Stiles, Color sci-
ence: Concepts and methods, quantitative data and formu-
lae [2nd Ed.]. Copyright 1982 by John Wiley & Sons, Inc.
Reprinted with permission-)
Key Terms
Absorption filter; beamsplitter; conversion filter; cut-off fil-
ter; cut-on filter; Fabry-Pérot filter; gelatin filter; glass filter;
interference filter; liquid filter; passband filter; photometry;
spectral reflectance; spectral transmittance; square-top mul-
ticavity filter
General Description
Color vision depends on the wavelengths of light emitted by
a source or reflected from a surface. A transparent surface
or object can be characterized by the wavelengths of the
light that it absorbs and transmits because, in reality, all sur-
faces and objects will fail to transmit light at some wave-
lengths. This property is called spectral transmittance ('r).
Figure 1 depicts what happens to light as it passes through
an absorption filter (see Table 1). Some light is lost through
reflection losses on the two surfaces of the filter, while other
energy is lost by absorption in the filter. The human eye is a
filtering system, with the cornea, lens, and ocular media ab-
sorbing radiation at selective wavelengths and transmitting
at others (CRef. 1.202). When a color filter is used, the flux
it transmits is its relative spectral emittance ( Se) . Transmit-
tance at a given wavelength K, or Sexy is described by Eq. 1.
= Hx'rx	 (I)
where If is the spectral emittance of the source at wave-
length K and i- is filter transmittance at K.
A solid object is typically characterized by its spectral
20
Figure 2. The effects of changes in temperature (AT) on
the spectral transmittance curve of 3 glass filters. The
change is temporary and the characteristics of the filter will
return to their specified levels with a return to a given tem-
perature. (From t Wyszecki & W. S. Stiles, Color science:
Concepts and methods, quantitative data and formulae [2nd
Ed.]. Copyright 1982 by John Wiley & Sons, Inc. Reprinted
with permission.)
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Figure 3. Spectral transmittance curve of a Fabry-POrot-
type (narrow-band) interference filter in the ultraviolet and
visible spectrum In this case, the third-order passband at
475 nm is at the desired wavelength; the second and fourth
order passbands are undesirable and can be eliminated
through the use of additional filters, either absorption or in-
terference, although the transmittance at the desired
wavelength is diminished. The half-width at 475 nm equals
10 nm here. (From t Wyszecki & W. S. Stiles, Coiorscience:
Concepts and methods, quantitative data and formulae [2nd
Ed.]. Copyright 1982 by John Wiley & Sons, Inc. Reprinted
with permission.)
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Table 1. Classes of filters useful in photometry, colorimetry, and vision
research.
Type	 Comments
Absorption Filters (General Applications)
Glass	 • If filters come from different batches or melts, slightly different
spectral transmittance curves are not unusual.
• Transmittance of glasses containing selenium oxide as a coloring
agent are very sensitive to temperature changes.
• Many glass filters emit visible light (fluoresce) with irradiation by ul-
traviolet energy. Filter combinations can help offset this problem.
• Surfaces of some glass filters tarnish with exposure to atmos-
phere, high humidity, or high temperature for long durations. Harden-
ing by manufacturers or protection by enclosing between two stable
glasses can protect sensitive filters.
Gelatin	 • Spectral transmittance of gelatin filters is often similar to that of
colored glass filters,
• Gelatin filters are less expensive than glass filters and can easily
be cut to desired size and shape.
• Gelatin filters are less stable than glass filters.
• Gelatin filters are very delicate and, unlike glass filters, cannot be
cleaned. They should not be touched by human skin. They are
sometimes cemented between sheets of glass for protection.
• Gelatin filters are seldom used in precision radiometry, photome-
try, or colorimetry.
Liquid	 • These filters are available for a wide range of spectral transmit-
tance curves.
• Liquid filters are inconvenient to use compared to glass filters.
Absorption Filters (Special Applications)
Heat-Absorbing	 • These transmit near ultraviolet and visible spectral wavelengths,
Glasses	 while absorbing heat-causing infrared wavelengths.
• Optical quality of these glasses is typically not as high as for most
other glass filters. For image transmission, rather than to filter a light
source, high optical quality is required.
Color Temperature 	 • These filters change the color temperature (Ref. 1.107), the
Conversion Filters	 spectral radiant power of light, either raising or lowering it.
• These filters always deviate, to some extent, from the ideal filter;
they can sometimes be improved by combining them with appropri-
ate wide-band interference filters.
• Color-temperature filters are used to alter the color temperature of
a blackbody source while maintaining its conformation to a
blackbody.
• These filters, with specified minima and maxima for certain wave-
lengths, can be used in initial calibration of spectrophotometers.
• These consist of two reflective thin films separated by a dielectric
spacer layer; white light incident on these filters is transmitted in a
highly selective manner.
• More modern than Fabry-Perot filters, these use all-dielectric mul-
tilayer stacks, silver films, which absorb and scatter very little.
• High peak transmittances and narrow passbands are attainable.
Filters for
Calibration of
Spectrophotometers
Interference Filters
Fabry-Perot Filters
All-Dielectric
Multilayer Filters
Filter Wedges	 • With these filters, the thickness of all the layers varies across the
surface of the substrate, affecting transmittance in desired ways.
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1.1	 Measurement of
reflectance, although even "transparent" surfaces show re-
flectance. Reflectance (p) is the ratio of incident to reflected
light at a surface. Measurements of reflectance are often
compared to that of a uniformly reflecting surface, such as
magnesium oxide.
The spectral transmittance properties of filters are highly
useful in colorimetry and vision research. There are many
types of filters. Those of most interest in colorimetry, and
theft limitations, are given in Table 1. Two particular pa-
rameters are useful in characterizing filters. The first is the
wavelength at peak transmission at a single output. The
peak value gives no information about the range of wave-
lengths transmitted, so a second parameter is needed, the
half-width (or half-height bandwidth), which is one-half the
difference between the wavelength values at either side of
the point of peak transmittance at which transmittance falls
to half the peak value (example shown in Fig. 3). In some
cases, the half-width may not be a meaningful index of
transmittance, as when a filter transmits only at one end of
the spectrum (so-called pass, cut-on, cut-off filters).
Many manufacturers' catalogs specify their filters'
transmittance characteristics, although there may be dis-
crepancies between stated and actual properties, especially
for glass filters. Empirical establishment of the spectral
transmittance is desirable for each individual filter; such
specifications are frequently available from the filter sup-
plier when ordering. The temperature of a glass filter will
alter its transmittance, as shown in Fig. 2. The effect is re-
versible, and the filter will return to its original transmit-
tance at a specified temperature.
Absorption filters are one class of filters; the most com-
monly used kinds are glass, gelatin, or liquids containing
coloring agents (for selective absorption). Such filters trans-
mit light selectively and can be used in multifilter combina-
tions, if desired. Direct photometric measurements of
transmittance characteristics of a series of filters are to be
preferred to mathematical calculations, due to the computa-
tional complexity in accounting for interreflections between
filters. If interreflections can be ignored, calculations of
transmittance are simple for filters in direct optical contact.
Transmittance of the filter array at a given wavelength,
T(X), is shown in Eq. 2:
	
T(X) ='[l —(pX)12 v i (X) v2(K) . .. v(X)	 (2)
where p is the reflectance at the jth surface, v1(X) is the in-
ternal spectral transmittance of the ith component filter, A is
the wavelength of light in nanometers, and k is the total
number of filters. For this equation to be valid, the cement
between filters must have the same refractive index as that
of the individual filters and must have negligible thickness
and absorption. The transmittance of multiple filters sepa-
rated by air can be calculated for filters with the same re-
fractive index by:
	
= [1 - p(X)]2'v] (X) v2(X) ... V(X)	 (3)
where p is the reflectance at thejth surface, v1(k) is the in-
ternal spectral transmittance of the ith component filter, A is
the wavelength of light in nanometers, and k is the number
of filters. This equation reveals that the reflection loss in
such a combination can be considerable.
Another type of filter is the interference filter, which
consists of multiple layers of different materials deposited
on an optical surface to control or modify the surface's re-
flection and transmission characteristics. If the reflecting
480	 490	 500
Wavelength (nanometers)
Figure 4. Effect of angle of Incidence of light on transmit-
tance of atypical passband filter. Greater eccentricity is as-
sociated with lower transmittance levels as well as lower
wavelength peak transmittances. (From G. Wyszecki &
W. S. Stiles, Color science: Concepts and methods, quanti-
tative data and formulae [2nd Ed.]. Copyright 1982 by John
Wiley & Sons, Inc. Reprinted with permission.)
400	 500	 600	 700
Wavelength (nanometers)
Figure 5. Spectral transmittance of a dichroic (color-
selective) beamsplitter. (From G. Wyszecki & W. S. Stiles,
Color science: Concepts and methods, quantitative data
and formulae [2nd Ed.]. Copyright 1982 by John Wiley &
Sons, Inc. Reprintedwith permission.)
boundaries of these layers are sufficiently close, the re-
flected light becomes coherent and interference occurs,
eliminating certain wavelengths of light. These filters are
called Fabry-Pérot interference filters. The spectral trans-
mittance function of such filters shows a series of clearly
separate passbands across the spectrum corresponding to the
orders of interference produced by the filter. An example of
such a filter is shown in Fig. 3. The second- and fourth-
order passbands are undesirable and can be eliminated by
adding blocking filters. Unfortunately, these blocking filters
also attenuate transmittance at the desired wavelength. In-
terference filters are susceptible to changes in transmittance
0.7
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I	 0.2
0,1
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increases, as shown in Fig. 4. They also change in peak
wavelength with temperature change.
A third means for filtering light is the beamsplitter,
which separates incident light into two beams that diverge.
These filters are dependent on the state of polarization of in-
cident light. Figure 5 shows the transmittance of a diochroic
or color-selective beamsplitter.
Reflectance is primarily used to characterize opaque
surfaces. There has been considerable documentation of the
reflectance of many natural and artificial surfaces. The re-
flection from these objects can be classified in several ways.
Regular reflection (specular or mirror reflection) follows the
law of optical reflection without irregular scattering of light;
diffuse reflection follows no regular reflective pattern;
mixed reflection is partly regular (specular) and partly dif-
fuse. Figure 6 shows the reflectance properties of a magne-
sium oxide ciirfnre the traditional hniz of rnmnarinn for
other surfaces. Figure 7 illustrates the reflective patterns of 	 Figure 6. Absolute spectral reflectance curve for a uni-
different artificial surfaces.	 formly reflecting surface of smoke-deposited magnesium
There are two main kinds of devices for measuring ra- 	 oxide. (From G. Wyszeckl & W. S. Stiles, Colorsclence: Con-
diant energy: thermal detectors and photon detectors. Ther- cepts and methods, quantitative data and formulae (2nd
mal detectors are, in theory, independent of wavelength of 	 Ed.]. Copyright 1982 by John Wiley & Sons, Inc. Reprinted
the radiant energy, although in practice, there are limita- 	 with permission.)
tions to this independence. The limitations are inherent in
the composition of the window materials placed in front of 	 external or an internal photoelectric effect. In the external
the actual detector. One of the notable disadvantages to	 effect, the photon's energy is sufficient to free an electron
most thermal detectors is their relatively long latency of re- 	 from the surface of the photosensitive material, triggering a
sponse. Three widely used classes of thermal detectors in- 	 detection response. In the internal effect, the photon energy
elude bolometers, thermocouples or thermopiles, and 	 entering the system is too small to free an electron, but it is
pyroelectric detectors. There is considerable variability of 	 sufficient to alter semiconductor states in the measuring de-
response across and within types. The pyroelectric detector 	 vice. Because the photon energy is inversely proportional to
responds faster than the others but is susceptible to vibra- 	 its wavelength, photon detectors are most useful in the ul-
tions, which increase noise in the response. 	 traviolet and visible radiomagnetic spectrum.
The operation of photon detectors is based on either an
Constraints
• Any measurement of transmitted or reflected light energy
will be dependent on the nature of the points or surfaces
from which light will radiate. Consistency of observation
will depend on unvarying viewing conditions, which can be
created when one knows the properties of the objects in
question, and which can be verified with appropriate photo-
metric measurement devices.
Key References
1. Scharf, P. T. (1965). Filters. In
R. Kingslake (Ed.) Applied Optics
and Optical Engineering. (Vol. I).
New York: Academic Press.
2. Wyszecki, 0., & Stiles, W. S.
(1982). Color science: Concepts
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formulae (2nd Ed.) New York:
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Cross References
1.104 Measurement of radiant and
luminous energy;
1.107 Color temperature;
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FIgure 7. Spectral reflectance curves for surfaces coated
with aluminum (Al), silver (Ag), gold (Au), copper (Cu) and
rhodium (Rh) for use as front-surface mirrors. (From G. Wy-
szeckl & W. S. Stiles, Color science: Concepts and methods,
quantitative data and formulae (2nd Ed.]. Copyright 1982 by
John Wiley & Sons, Inc. Reprinted with permission.)
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1.1	 Measurement
i.1o9 Photometric Techniques for Measuring
Spectral Sensitivity
Wavelength (nanometers)
Figural. Relative foveal spectral sensitivity as measured by four different methods. Data are averages for four observ-
ers with normal color vision for a 1-dog 40-min visual field. Values plotted are logarithms of values listed in Table 2. (From
Ref. 10)
Key Terms
Brightness; heterochromatie brightness matching; hetero-
chromatic flicker photometry; luminosity; luminosity func-
tion; luminous efficiency; minimally distinct border
technique; photometry; spectral sensitivity; step-by-step
brightness matching; wavelength
General Description 	 duces variable responses. Indirect visual methods (such as
heterochromatic flicker photometry) are easier to use and
The human eye is differentially sensitive to various wave-	 generate more precise results.
lengths in the visible spectrum. The relative sensitivity of 	 Heterochromatic flicker photometry and the method of
the eye at each wavelength is described by a luminous effi- 	 minimally distinct border yield very similar results, while
ciency function (CRef. 1.110). Luminous efficiency func- 	 step-by-step and heterochromatic brightness matching yield
tions have been measured for the daylight-adapted eye 	 results that differ from the first two techniques as well as(cone or photopic vision), the dark-adapted eye (rod or 	 from each other. Figure 1 and Table 2 show the relationship
scotopic vision), and mixed (rod and cone, or mesopic)	 among techniques and the results they generate. Substantial
vision,	 inter-subject variability has been found due primarily to
Luminous efficiency (spectral sensitivity) has been mea- variations in retinal pigmentation and variation in the ratio
sured by several different methods, which are summarized 	 of photoreceptor types in the eye. Also, the data for visual
in Table I. The photopie luminous efficiency function var- 	 fields with angular subtense <4 deg differ from the results
ies depending on measurement technique. In general, direct 	 for larger fields.
visual photometry, in which adjacent patches of different	 Abney's law states that the total luminance of a complex
chromaticity are adjusted until they appear equally bright	 light (light of mixed wavelengths) is equal to the sum of the(heterochromatic brightness matching), is difficult and pro-
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luminances of the monochromatic components of the light.
This principle of additivity holds for heterochromatic flicker
photometry and minimally distinct border techniques, but
breaks down with brightness matching techniques. For ex-
ample, with two bipartite fields, each having a white refer-
ence patch on one half and a chromatic patch on the other,
an observer can match the brightness of the white patches to
their corresponding chromatic patches. If the two white
fields are then added together and the two chromatic patches
are added, the chromatic and the white areas may no longer
appear equally bright.
Such variations with measurement technique do not ap-
pear at scotopic levels of illumination, at least for absolute
Table 1. Methods of measuring spectral sensitivity.
Technique/Viewing Conditions
Visual Acciuisition of Information 	 1.0
threshold and brightness matching techniques. Scotopic
heterochromatic sensitivity functions depend on field size
and radiance levels.
In practical photometry, heterochromatic flicker pho-
tometry is the most relevant technique when the brightness
of different colored lights is to be compared and specified in
terms related to actual visual experience. The Commission
Internationale de l'Eclairage has adopted a standard pho-
topic luminous efficiency function based on data collected
using heterochromatic flicker photometry and step-by-step
brightness matching, and a standard scotopic luminous effi-
ciency function based on data from brightness-matching and
absolute threshold studies (CRef. 1. 110).
Comments
Absolute Foveal Threshold
Monochromatic light of specified dimensions and retinal locus is presented in brief, repeated flashes.
Minimum radiance required by the observer for detection defines the absolute threshold. Foveal presen-
tation involves test light of 1 deg visual angle or less.
Heterochromatic Brightness Matching (KBM)
Different wavelengths of test
light may be tapping separate
cone (photopic) systems. Level
of adaptation may be crucial.
Centrally viewed (foveal) bipartite (split) field is used. Reference field is usually white or fixed monochro- 	 Considerable variability both
matic light. The observer fixates on the dividing line and adjusts the test field to match the reference field 	 within and across observers.
in brightness. The observer is to concentrate on brightness and ignore hue and saturation. The task is
difficult.
With larger fields, color differences may necessitate supplementary conditions to ensure unambiguousjudgment by the observer. Such adjustments include providing a surround of appropriate color as well as
relaxing the stricture that the observer fixate continuously on the line dividing the two halves of the field
and instead having the observer alternate glances between the two fields and the surround.
Step-by-Step Technique
Special case of heterochromatic brightness matching. Many reference lights are used. Both reference
and test lights are monochromatic, with wavelengths only a few nanometers apart. This keeps hue and
saturation differences from distorting brightness matches.
Heterochromatic Flicker Photometry (HFP)
Two light patches of the same size and shape alternate on same retinal location. One light has known lu-
minance and serves as a reference; its radiance remains fixed. The radiance of the second light is varied
until the sensation of flicker is eliminated or minimized. The adjusted light is usually monochromatic; the
reference light may not be.
Minimally Distinct Border (MDB)
Two contiguous lights are presented with their borders precisely juxtaposed. The radiance of one light is
adjusted until the border between the two lights is minimal. The reference (fixed) field is usually of a white
appearance; the adjusted (test) field is usually monochromatic.
Easier than heterochromatic
brightness matching for some
observers.
Alternation rate at which flicker
is minimized depends on the
wavelength of the adjusted light,
the radiance of the reference
light, and field size.
This procedure is as reliable as
heterochromatic flicker photom-
etry. Targets with different chro-
maticities may show minimally
distinct borders with higher lev-
els of contrast between test and
reference fields.
ON N
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1.1	 Measurement of Light
Constraints
• Spectral sensitivity varies with the level of illumination to
which the observer is adapted.
• Spectral sensitivity varies with field size; in addition, for
large (>2 deg) visual fields, there may be inhomogeneities
in the appearance of the test light.
• There are large individual differences in spectral
sensitivity.
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FIgure 2. Range of luminous efficiency values for 52 ob-
servers, obtained by the step-by-step method. Each indi-
vidual function was normalized to unity at its maximum
value. (From G. Wyszecki & W. S. stiles, Color science:
Concepts and methods, quantitative data and formulae
(2nd ed.1. Copyright 1982 by John Wiley & Sons, Inc.
Reprinted with permission.)
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Table 2. Luminous efficiency function obtained by four different techniques.
(From Handbook of perception and human performance)
Wavelength(nm)	 HFP	 MDB	 Step-by-Step	 HOM
400	 0.0128	 0.0144	 0.0470	 0.0202
410	 0.0222	 0.0236	 0.0538	 0.0436
420	 0.0301	 0.0329	 0.0748	 0.0800
430	 0.0361	 0.0402	 0.1010	 0.0941
440	 0.0410	 0.0505	 0.1250	 0.1555
450	 0.0525	 0.0616	 0.1445	 0.1650
460	 0.0681	 0.0817	 0.1920	 0.1870
470	 0.0985	 0.1145	 0.2400	 0.2370
480	 0.1518	 0.1715	 0.3010	 0.3285
490	 0.1950	 0.2280	 0.3420	 0.3530
500	 0.2782	 0.3470	 0.4630	 0.4500
510	 0.4550	 0.5330	 0.6320	 0.5870
520	 0.6790	 0.7500	 0.8450	 0.8080
530	 0.8315	 0.8880	 0.9540	 1.0000
540	 0.9410	 0.9750	 1.0000	 1.0000
550	 0.9891	 0.9970	 0.9200	 0.9420
560	 1.0100	 0.9880	 0.8360	 0.8530
570	 0.9670	 0.9390	 0.6980	 0.8310
580	 0.8935	 0.9060	 0.6200	 0.8710
590	 0.8035	 0.8560	 0.5360	 0.9130
600	 0.6450	 0.6930	 0.4970	 0.8600
610	 0.5200	 0.5950	 0.4170	 0.7920
620	 0.3880	 0.4640	 0.3200	 0.6880
630	 0.2945	 0.3340	 0.2570	 0.5550
640	 0.1890	 0.2340	 0.1760	 0.3490
650	 0.1082	 0.1295	 0.0925	 0.1825
660	 0.0615	 0.0678	 0.0550	 0.0765
670	 0.0321	 0.0358	 0.0299	 0.0431
Relative sensitivity of the eye to lights of various wavelengths, as measured by hetercchromatic flicker photometry
(HFP), minimally distinct border (MOB), heterochromatic brightness matching (HBM), and step-by-step brightness
matching. Data are averages for four observers (based on data from Ref. 10). Data are normalized to an equal energy
spectrum.
/
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1.1	 Measurement of Light
1.110 Luminous Efficiency (Spectral Sensitivity)
0 -4 ..........
Figural. Spectral luminous efficiency functions for pho-
topic k(X)J and scotopic K'(?,)] vision. Note that photopic
efficiency is lower at Its peak than Is scotoplc efficiency at
its peak. These functions derived from 1924 (photopic) and
1951 (scotoplc) CIE establishment of photopic and scotopic
standard observers. Km and K',,, are the maximum photopic
and scotoplc luminous efficiencies, respectively. (From G.
Wyszeckl & W. S. Stiles, Color science: Concepts and meth-
ods, quantitative data and formulae 2nd ad.]. Copyright ©
1982 by John Wiley & Sons, Inc. Reprinted with permission.)
Key Terms
Figure 2. Luminous efficiency functions of CIE 1924 stan-
dard observer V(X) for photopic vision and CIE 1951 stan-
dard observer V'(X) for scotopic vision. Also shown is
Judd's (Ref. 7) modification of CIE 1924 V(X) function In the
blue end of the spectrum. The CIE 1924 V(X) and Judd modi-
fied V(X) are for a r fovealiy fixated field. The CIE 1951 V'(k)
Is for a completely dark adapted observer under age 30.
Functions are derived from 1924 and 1951 CIE functions.
(From Handbook of perception and human performance)
Brightness; luminosity; luminosity function; luminous effi-
ciency; mesopic vision; photometry; spectral sensitivity
General Description 	 The Commission Internationale de l'Eclairage (CIE) has
adopted a standard photopic luminous efficiency function,
The human eye is differentially sensitive to wavelengths in 	 V(X), as well as scotopic function V'(K), for a standard ob-
the visible spectrum (- 400-700 nm). The wavelength re- 	 server. These functions are shown in Fig. 2. Values for each
gion of maximal sensitivity differs for daylight-adapted 	 curve are normalized on the wavelength of greatest sensitiv-(photopic) vision, dark-adapted (scotopic) vision, and	 ity, which is assigned a value of 1.0 (shown as zero on the
mixed (mesopic) vision. The spectral luminous efficiency	 logarithmic scale used in the figure). It has been shown thatfunction describes the relative response of the eye as a func- the cm V(X) function underestimates the true luminous effi-
tion of wavelength. Figure 1 shows such functions for pho- 	 ciency at short wavelengths. A subsequent modification to
topic and scotopic vision. The wavelengths of maximal 	 the function has been suggested (Ref. 7), which is also
sensitivity differ for the two systems, with the scotopic 	 shown in the figure. The functions in Fig. 2 are applicable
system showing greater sensitivity for short wavelengths, 	 only for visual fields subtending <4 deg. Figure 3 shows
and the photopic for longer wavelengths. As the figure 	 the photopic function for larger visual fields. Mesopic lumi-
shows, the scotopic system is much more sensitive than the 	 nous efficiency functions for several different levels of illu-
photopic system. 	 mination are given in Fig. 4.
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1964 V,' (A)
Ref. 10
Modification V (A)
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Wavelength A (nanometers)
Figure 3. CIE 1964 luminous efficiency function V ia(x) for
large (10 deg), centrally foveated field at photopic levels;
the curves are based on color-matching data. For compari-
son purposes, the modification to the CIE 1924 luminous
efficiency function for small fields is shown. V10(k) is the
same as the CIE 1964 yio(X) color-matching function. (From
G. Wyszeckl & W. S. Stiles, Color science: Concepts and
methods, quantitative data and formulae [2nd ed.]. Copy-
right © 1982 by John Wiley & Sons, Inc. Reprinted with
permission.)
Constraints
e Luminous efficiency functions vary depending on mea-
surement method used (CRef. 1.109).
• There are large individual differences in spectral sensitiv-
ity (CRef. 1.109).
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Figure 4. Mean mesopic luminous efficiency functions for
three observers (aged 27 to 32) with central viewing of a
large (9.5 deg) field. The observers made direct heterochro-
matic brightness matches between quasi-monochromatic
test stimuli and a 530-nm reference stimulus of the lumi-
nance indicated in the key, seen through a 3-mm artificial
pupil. The heavy lines represent the standard scotopic lu-
minous efficiency function V'(k) and the photopic Vio(X)
function. With decreases in luminance, the spectral sensi-
tivity function gradually shifts from the photopic to the sco-
topic function. (From G. Wyszeckl & W. S. Stiles, Color
science: Concepts and methods, quantitative data and for-
mulae [2nd ad.]. Copyright © 1982 by John Wiley & Sons,
Inc. Reprinted with permission.)
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1.111 Luminous Efficiency: Effect of Pupil Entry Angle
Key Terms
Brightness; effective pupil area; luminosity; luminous effi-
ciency; Stiles-Crawford effect
General Description
In photopic (cone) vision, the apparent brightness (lumi-
nous efficiency) of a narrow beam of light entering near
the edge of an observer's pupil is less than when it passes
through the center of the pupil (Fig. I). This phenomenon is
known as the Stiles-Crawford effect. Figure 2 shows how
relative luminous efficiency decreases as rays of light enter
the eye increasingly further from the center of the pupil.
Because of this effect, the apparent brightness of an
object is not simply proportional to the area of the pupil
through which the light has passed. Figure 3 shows the rela-
tionship between the effective pupil area (i.e., pupil area
corrected for the Stiles-Crawford effect) and the true pupil
area. The effective pupil-true pupil area relationship is ex-
pressed as the effectivity ratio, which decreases as pupil
diameter increases. To correct for the Stiles-Crawford phe-
nomenon, effective, rather than true, pupil area is used to
calculate retinal illuminance. To determine effective pupil
area, calculate the effectivity ratio:
Effectivity Ratio = 1 - 0.0106P + 0.0000419d4, ( 1)
where ci is the true pupil diameter in millimeters.
Applications
Prevention of measurement error or loss of precision in op-
tical devices, such as telescopes and photometric instru-
ments, and in other situations where direct view (Max-
wellian view) is used. Correction of visual brightness
measurements for pupil diameter should include the Stiles-
Crawford calculation, when relevant.
B
axis
A
Figural. Identical light rays, A and B, enter the eye at the
same angle and fall on the same retinal point. A, entering
at the center of the pupil, Is perceived as being brighter
than B, which enters at the periphery of the pupil. (From
Ref. 5)
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Methods	 (45 trolands) equivalent to externalbrightness of 0.56 cd/rn2 viewed
Test Conditions	 through a 3-mm diameter aperture
• Circular, uniformly illuminated	 (artificial pupil); color temperature
fixation field with angular diameter 	 —2300 deg (absolute)
oft deg; image centered on view-
er's chemically dilated pupil; 	
Experimental Procedure
monocular viewing; unused eye	 • Equality-of-brightness matches
occluded; head constrained by 	 of fixed and variable beams using
biteplate; room darkened	 method of adjustment of flicker
• Fixed beam image with 075-mm fusion
diameter, variable beam image 	 • Independent variable: point of
with 0.5-mm diameter; beams set 	 pupil entry of variable light beam
to enter eye in parallel through a 	 • Dependent variable: luminance
system of prisms, lenses, and a	 at which variable light beam ap-
plain glass mirror; variable light	 peared equal in brightness to
beam presented in - 1-mm steps	 fixed beam
along horizontal and vertical axes 	 • Observer's task: adjust rate of
through center of pupil 	 flicker until fixed and variable
• Fixed and adjustable-brightness	 beam images appeared fused into
light beam images presented to 	 single, evenly bright image
one eye; retinal illuminance
30
Distance from center of Pupil
(millimeters)
Figure 2. Typical Stiles-Crawford effect for light reception
In the fovea of the eye. Shown is the relative luminous effi-
ciency of a narrow bundle of light rays entering the eye
away from the center of the pupil along the horizontal me-
ridian at the distance shown. (Actual values may differ from
observer to observer.) (From Ref. 6)
Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
Perception and Performance. MMRL, Wrighl-PattersonAFB, OH, 1988.
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Visual Acquisition of Information	 1.0
Experimental Results
• Apparent brightness (luminous efficiency) of a beam of
light decreases as point of entry of the beam moves away
from the pupil center either vertically or horizontally.
Brightness near the periphery of the pupil falls to —21-33%
of the brightness at the center, depending upon subject, me-
ridian orientation, and meridian extreme (Fig. 2).
• Point of greatest apparent brightness (efficiency) does not
necessarily coincide exactly with center of pupil but varies
with subject and meridian orientation (Fig. 2).
Variability
Measurements repeated after 6 weeks show significant
curve shape difference for one observer but no significant
change for another. Retinal location of curve peak differs
for horizontal and vertical meridia of one subject. Minimum
of nasal and temporal extremes differ by —20% for one ob-
server with eccentric pupil opening relative to outer edge of
iris; nasal-temporal extreme values differ by '--10% for an-
other observer, upper-lower extremes differ by '--15%.
Shapes of vertical and horizontal meridian curves are
similar across observers. Location of point of maximum
value along axis varies among observers. Minimum values
vary among observers, ranging from —20% to one-third or
more of maximum values.
Repeatability/Comparison with Other Studies
Results were confirmed in a second experiment using direct
equality-of-brightness matches of a divided circular target
field for one set of measurements for 1 observer. Computed
relative luminous efficiencies for overall pupil areas, using
data from above studies, were checked by a third experi-
• Because the Stiles-Crawford decrease in sensitivity oc-
curs only for the cones and not for the rods, correction for it
is necessary only when cone (color) vision is involved.
Pupil Diameter, d (millimeters)
Figure 3. Relationship between actual pupil area (left ordi-
nate scale) and effective pupil area for increasing pupil di-
ameter. Effectivity ratio (of true to effective pupil area)
calculated according to Eq. 1 is also shown (right ordinate
scale). (From Ref. 4)
ment obtaining equality-of-brightness matches for two con-
centric rings of light at 12 apertures, from 0.75-6.25 mm.
Data (adapted in Fig. 3) confirm calculated predicted
changes of effective pupil area with change in true pupil
area, indicating that changes are due to varying contribu-
tions of light rays entering the pupil at different points.
• To minimize error, for measurements using direct (Max-
wellian) view, the viewing aperture (artificial pupil) of in-
strumentation must be carefully centered with the observer's
natural pupil.
• Similar functions apply to other meridia.
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Notes
Section 1.2 Optics of the Eye
1.2	 Optics of the
1.201 Anatomy of the Human Eye
Key Terms
Cornea; eye focus; eyeball; fovea; lens; macula lutea; ocular
media; refraction; retina
General Description
The anatomical structure of the eye is roughly analogous to
the optical imaging apparatus of a camera. The eye focuses
rays of light from objects in the visual field so that a reason-
ably accurate, integrated image forms at the back of the eye,
on the retina. The eyes of young adults with normal vision
differ little from one another.
The eye is nearly spherical, with a diameter of 20-25 mm.
It is surrounded by two membranes: the cornea, which
covers the front surface of the eye; and the sclera, which
joins the cornea and completely encloses the rest of the eye.
The retina lines the back wall of the eye and contains photo-
receptors, an elaborate network of nervous tissue, and blood
vessels.
The cornea covering the front of the eyeball is strongly
curved and clear. Behind it is the anterior chamber, which
contains a nutrient- and oxygen-carrying liquid called the
aqueous humor. The cornea and the aqueous humor consti-
tute a strong, fixed-focus lens system that provides about
two-thirds of the total refractive or focusing power of the
eye.
Behind the anterior chamber is an elastic lens whose
thickness (and hence focusing power) is under nervous and
muscular control. After the cornea, the much-weaker lens
contributes most of the focusing power of the eye. Because
of the variable refractive power of the lens (accomplished
through changes in its shape and thickness referred to as ac-
commodation), the lens permits the eye to remain in good
focus for objects at different distances (CRef. 1.222). The
lens contains a slightly yellowish pigmentation which re-
duces transmission of light at the short-wavelength (ultravi-
olet) end of the visible spectrum. This pigmentation
increases slightly with age.
Light enters the eye at the cornea and passes through the
pupil, an aperture formed by the iris. The light then passes
through the lens and is brought to a focus on the retina.
After the light from the imaged object has passed through
the network of nerve fibers and blood vessels that form the
front layers of the retina, it reaches the photoreceptors, the
rods and cones, and the optical image formed on the retina
is transduced into nervous impulses. Rods are responsible
for night vision and cones for vision in daylight. The 120
million rods contain the pigment rhodopsin; cones, which
mediate color vision, contain one of three different pig-
ments, each of which shows maximum light absorption at a
slightly different wavelength. There are approximately
seven million cones.
Behind the retinal receptors are the pigment epithelium
and the choroid coat. The choroid coat contains a network
of blood vessels and is the first layer inside the sclera. The
Anterior
Posterior chamber
chamber —i
Ciliary
Lens
Ciliary
process
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Figure 1. Horizontal section of the right human eye.
(From Ref. 1)
epithelium and the blood vessels of the choroid coat reflect
light of predominantly long wavelengths back to the recep-
tors, reducing the amount of backscatter within the eye. All
of the photoreceptors are ultimately connected to the optic
nerve, which carries information about the image to the
brain. The optic nerve joins the retina at the optic disc.
There are no photoreceptors at this location, so it is known
as the blind spot. The observer is aware of this blind spot
only under special conditions, however.
For most purposes, it may be assumed that the retina is
circularly organized around the macula lutea, a circular area
covering 2-3 mm in diameter (equivalent to 5-10 deg of vi-
sual angle) and marked by yellow pigment. The macula in-
cludes the fovea, a central depression in which visual acuity
is greatest. Covering only 1-2 deg arc, the fovea contains
the eye's greatest concentration of cones, but no rods.
Nerves and blood vessels skirt the fovea, allowing direct
access of light to its receptors. Outside the fovea, rods are
mixed with cones; the density of cones decreases rapidly
with distance from the fovea, while the density of rods first
increases, then decreases again at the extreme periphery of
the retina.
Aqueous
humor
Visual
axis
Vitreous
humor
Macula
lutea
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Key References	 2. Riggs, L. A. (1971). Vision. In 	 3. Salzmann, J. (1912). The anat-
I. W. Kling & L. A. Riggs (Eds.), 	 onty and physiology of the human
1. Brown, J. L. (1966). The struc-
	 Woodworth & Schlosberg's expert-
	 eyeball in the normal state. Chi-
turn of the visual system. In C. H.
	 mental psychology (pp. 273-314).	 cago: University of Chicago Press.
Graham (Ed.), Vision and visual	 New York: Holt, Rinehart &	 4 Walls, G. L. (1942). The verte-perception (pp. 39-59). New York: 	 Winston.	 brate eye. Bloomfield Hills, Ml:Wiley.	
Cranbrook Institute of Science.
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1.202 •flansmissivity of the Ocular Media
Figural. Best current estimates of the amount of light 	 Figure 2. Density of the macular pigment as a function of
transmitted by the ocular media as a function of wave- 	 wavelength. Light reaching the retina in the vicinity of the
length. (From Ref. 2)	 fovea is absorbed according to this curve. (From Ref. 6)
Key Terms
Macula lutea; ocular media; ocular transmissivity; spectral
transmittance
General Description 	 affects the sensitivity of the eye to different wavelengths.
Energy losses within the eye must be considered when
In the eye, light must pass through several structures before 	 determining the amount of light actually stimulating the
reaching the layer of photoreceptors; consequently, light	 photoreceptors. Figure 1 shows the best current estimate of
does not impinge on the photoreceptors in exactly the same	 the transmissivity of the ocular media as a function of wave-
state as it entered the eye. A large amount of light is scat- 	 length; this is an estimate of the total transmission of light to
tered as it enters the eye and therefore does not reach the 	 all of the retina. Because scattering is a function of wave-
retina. Some light is absorbed by the cornea, lens, and	 length, the light in the focal image will not have the same
aqueous and vitreous humors. More light is absorbed by	 spectral composition as the light reaching the retina. Figure
the outer layers of the retina; light must pass through several 2 shows the density of the macular pigment as a function of
layers of retina containing light-absorbing pigments before 	 wavelength. Light reaching the retina in the macular region
it reaches the layer containing the photoreceptors. Both the 	 is absorbed according to this curve.
scattering and absorption of light vary with wavelength. 	 Table 1 provides estimates of the proportion of light that
An observer's eye moves to center the image of interest	 is transmitted to the photoreceptors in the fovea as a func-
on the fovea. The fovea itself is centered within the macula 	 tion of wavelength. Column 2 shows transmissivity of the
lutea, which covers an area approximately 5 deg in diame-	 ocular media, not including the macular absorption of light.
ter. The macula contains a yellowish pigment that removes 	 Column 3 shows macular transmission. Column 4 gives the
some of the light passing through to the photoreceptors. It 	 product of the first two columns as an estimate of total
absorbs different wavelengths at different rates, and thus 	 transmissivity to the photoreceptors.
Applications	 for a particular visual response also requires a measure of
ocular transmissivity as a function of wavelength. Light ab-
It is necessary to know ocular light transmissivity to mea-	 sorption by the macula lutea causes differences in color
sure the distribution of light at the photoreceptors. Specifi-	 matching between the fovea and the periphery of the retina.
cation of how much light of a given wavelength is required
Key References	 Ruffolo, J. J. (1980). Retinal ef- 	 by the refractive media of the	 and the spectrum. Science,
fats of blue light exposure. Society human eye. Archives of Ophthal-	 101,653.
I. Buettner, E. A., & Wolter, J. It of Photo-optical Instrumentation	 mology, 20, 37.	 6. Wyszecki, 6., & Stiles, W. S.(1962). Transmission of the ocular	 and Engineering, 229, 46-50.	 4. Stevens, S. S. (1966). Hand-	 (1982). Color science (2nd ed.).
media. Investigative Ophthalmol-	 3. Ludvigh, E., & McCarthy, B. F. 	 book of experimental psychology.	 New York: Wiley.
ogy, 1,776-783.	 (1938). Absorption of visible light 	 New York: Wiley.
2. Ham, W. T., Mueller, H. A., &	 5. Wald, G. (1945). Human vision
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Tablet. Spectral transmittance of ocular media. (From Ref. 4)
Wavelength
(mm)
360
370
380
390
Spectral
Transmittance
of Cornea,
Lens, and
Aqueous and
Vitreous Humors
(Ref. 2)
0.052*
0.056
0.062*
0.069*
Spectral
Internal
Transmittance
of Macula
Lutes (Ref. 4)
0.859
0.826
0.762
0.695
Spectral
Transmittance
of Ocular
Media
Including the
Macula Lutea
0.045
0.046
0.047
0.048
0.086
0.106
0.160
0.248
0.318
0.388
0.426
0.438
0.458
0.481
0.495
0.510
0.525
0.543
0.559
0.566
0.572
0.583
0.594
0.602
0.610
0.619
0.631
0.641
0.649
0.657
0.664
0.676
0.690
0.698
0.577
0.506
0.396
0.316
0.305
0.212
0.206
0.299
0.250
0.263
0.516
0.798
0.935
0.968
0.977
0.985
0.989
0.989
0.989
0.989
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.050
0.054
0.063
0.078
0.097
0.082
0.088
0.131
0.115
0.126
0.256
0.407
0.491
0.526
0.546
0.557
0.566
0.577
0.587
0.595
0.603
0.619
0.631
0.641
0.649
0.657
0.664
0.676
0.690
0.698
400
410
420
430
440
450
460
470
480
490
500
510
520
530
540
550
560
570
580
590
600
610
620
630
640
650
660
670
680
690
700	 0.705	 1.000	 0.705
710	 0.707	 1.000	 0.707
720	 0.708	 1.000	 0.708
730	 0.710	 1.000	 0.710
740	 0.711	 1.000	 0.711
750	 0.713	 1.000	 0.713
Note: Column 4 is the product of Columns 2 and 3. The data in the table were obtained from direct measurement on the
eyes of deceased persons.
Extrapolated
fill
Cross References
1.201 Anatomy of the human eye
37
1.2	 of the Eye
1.203 The Eye as an Optical Instrument
Key Terms
Cornea; eye focus; lens; pupil; retinal image; visual image
General Description
The eye is a light-sensing device that supplies the observer
with information about the external world. The optical
system of the eye bends or refracts light rays from objects in
space and forms real images of the objects on the retina at
the back of the eyeball. The images formed by the eye are
inverted and left-right reversed, as well as curved in con-
formity, with the curvature of the retina. Figure I shows in
simplified form the eye forming an image of a distant point
object. The eye is sometimes compared with a camera in its
ability to focus light on a photosensitive surface (see Table
1); however, it should be kept in mind that, while photo-
graphic film is a passive chemical system, the retina is an
active and interactive system containing a complex network
of interconnected neural structures.
The optical system of the eye is quite complex. Incom-
ing light first strikes the cornea, the highly curved front sur-
face of the eyeball. Behind the cornea is the iris of the eye
(not shown in figure), at the center of which is the pupil
opening.
Behind the pupil is the crystalline lens. The crystalline
lens is an elastic, double-convex lens whose rear surface
curves more sharply than its front surface. The crystalline
lens is composed of layers of fibrous material and is harder
in the center than toward the edges. The refractive index of
the lens is greatest in the center and decreases toward the
edges. The lens is surrounded by the ciliary muscle. Con-
traction of this muscle changes the curvature and thickness
of the lens, thereby altering the total refractive power (focal
length) of the eye.
Unlike the lens systems in most man-made optical in-
struments, the eye contains no air spaces. The front cham-
ber between the cornea and the lens is filled with the
aqueous humor, a weak salt solution. The larger chamber
behind the lens is filled with vitreous humor, a thin, jelly-
like substance. Both the aqueous and vitreous humors have
an index of refraction of — 1.336, close to that of water.
The cornea and the crystalline lens together provide the
refractive or focusing power of the eye. The average human
eye has a focal length of — 60 diopters (16.7 mm) when fo-
cused for distant objects and 69.4 diopters (14.4 mm) when
focused for extremely close objects. Thus, eye focal length
changes by — 17 percent in changing focus from distant to
very close objects. At all distances, the cornea contributes
43.08 diopters (roughly two-thirds) of the eye's total refrac-
tive power. The focal length of the crystalline lens is short-
est and its refractive power greatest for objects at very close
Light from
distant Object
	 Cornea
Le
Retina
Figura l. Schematic illustration of the formation on the
retina of the image of a distant point source of light. (From
Ref. 1)
distances. At near distances, the lens contributes —38 per-
cent of the total refractive power of the eye. The contribu-
tion of the lens is progressively less at longer distances.
The pupil of the eye varies in diameter from —2-8 mm
and is largest at very low light levels. This size adjustment
yields a range of variation in retinal illuminance of —16:1.
For far distances, where eye focal length is —17 mm, this
range of pupil diameters yields an optical system with anfi
value offl2 to f18 (wheref/value is the ratio of clear aperture
to focal length).
The image formed on the retina by the optical system of
the eye is not perfect. Because of the diffraction of light, as
well as other physical and geometric optical factors, the
image of a point of light formed on the retina by the optics
of the eye is not in completely sharp focus, but is blurred
somewhat (CRef. 1.214).
As with most lens systems, the eye shows substantial
aberrations. The refractive power of the eye differs for dif-
ferent wavelengths. Thus, not all wavelengths of light can
be in focus on the retina simultaneously; if the eye is in
proper focus for one wavelength, other wavelengths will be
blurred slightly. This is known as chromatic aberration
(CRef. 1.212). With spherical lenses, light passing through
the edges of the lens is brought to a shorter focus than light
passing through the center of the lens, leading to degrada-
tion of the image (spherical aberration) (CRef. 1.211). As
with most optical systems, spherical aberration in the eye
is reduced by decreasing the pupil (aperture) size. When
pupils are small (3-4 mm), spherical aberration has little
effect upon visual acuity; however, when the pupil opens
wider, as in dim light, spherical aberration can reduce vi-
sual resolution. For reasons that are not well understood,
the eye's appreciable chromatic aberration does not reduce
visual acuity.
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Diaphragm
Photographic film
Diaphragm, shutter
Fixed
Small
Small
Small
Air
Highly curved
Iris
Retinal receptors
Iris, retinal adaptation
Variable
Large
Extremely Large
Large
Fluid
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Table 1. Comparison between camera and eye.
Pans and Functions	 Camera	 Eye
Image forming device Lens System of optical struc-
tures (primarily cornea
and crystalline lens
Focal length	 Fixed*	 Variable
Method of focus	 Movement of lens	 Alteration of focal
length
Means of focus change	 Operator or automatic Automatic, uncon-
scious control
Image surface
Image illuminance control
Photosensitive element
Response control
Sensitivity of photosensitive element
Dynamic range of photosensitive element
Instantaneous
Long-Term
Optical Aberrations
Space behind lens
'Not including zoom lenses
Constraints
• Comparison between eye and camera are simplifications
for tutorial purposes.
1. Farrell, R. I., & Booth, J. M.(1984). Design handbookfor im-
agery interpretation equipment.
Seattle, WA: Boeing Aerospace
Co.
Cross References
1.201 Anatomy of the human eye;
1.206 Effect of lenses on the visual
image;
1.209 Visual optics;
Properties of Vertebrate Eyes. In
M. G. F. Fuortes, (Ed.), Handboc,
of sensory physiology. Vol. V1112.
Physiology ofphotoreceptor or-
gans. Berlin: Springer-Verlag.
1.210 Optical constants of the eye;
1.211 Spherical aberration;
1.212 Axial chromatic aberration;
1.214 The point-spread function of
the eye
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1.2	 Optics of the Eye
1.204 Spherical Refractive Errors
Figural. Refraction of light by the eye. (a) normal (emmetroplc) eye; (b) farsighted
(hyperopic) eye; (c) nearsighted (myopic) eye; (1 = retina; 2 = focal point; 3 =Ions;
4 = incoming light). (From Ref. 3)
Ametropia; emmetropia; eye focus; farsightedness; focus
defect; hyperopia; myopia; nearsightedness; refraction; reti-
nal image; spherical refractive error; visual image
General Description 	 When the eyeball is too short for its refracting power
(Fig. ib), the image of a far object is brought into focus at
The curvature of the lens of the eye changes automatically	 a distance that would put it behind the retina, a condition
in response to objects viewed at different distances, increas- 	 known as farsightedness (hyperopia). Most young people
ing or reducing the total refractive power of the eye so that 	 who are farsighted are able to overcome this focus error by
the image of the object comes to a sharp focus on the retina, 	 bulging the lenses to increase the eye's refractive power and
In a person with normal refraction (known as an emme-	 bring the image into proper focus. As the tens stiffens with
trope), focus is adequate for all normal viewing distances. 	 age, curvature cannot be changed enough to completely ac-
In some individuals, however, the shape of the eyeball pre- 	 commodate; farsighted people cannot see distant objects
vents the lens from bringing the image into proper focus on	 clearly as they get older. Stiffening of the tens also prevents
the retina, in nearsightedness (myopia), the eyeball is 	 appropriate adjustments of curvature when an object is
elongated so that the image of a distant object comes into	 moved closer, resulting in blurred images. For this reason,
focus in front of the retina, and the image that falls on the	 both farsighted people and those of normal vision need
retina itself is blurred (Fig. lc). As the object is moved 	 glasses for reading and viewing nearby objects when they
closer to the eye, the plane of focus moves nearer to the ret- 	 grow older.
ma until, at some close distance, the image is in sharp focus 	 Both types of refractive error can be corrected with rela-
on the retina. Thus, nearsighted persons can see only nearby tively simple (spherical) lenses.
objects sharply.
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Applications
Refractive error should be considered in the design of opti-
cal equipment; a range of focus adjustment and an eye
clearance distance should be provided to accommodate
operators who wear glasses.
Key References	 2. Davson, H. (in press). The eye:	 3. Wyburn, G. M., Pickford,
Visual optics & optical space	 R. W., & Hirst, K. J. (1964). In
I. Cornsweet, T. N. (1970). Visual sense. (Vol.4,2nd ed.). New
	 G. M. Wybum (Ed.), Human sen-
perception. New York: Academic 	 York: Academic Press.
	 ses ant/perception. London: Oliver
Press.	 & Boyd.
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1.2	 Optics of the Eye
1.205 Astigmatism
Figural. A ray pattern In which the variable appearance of
rays demonstrates the effects of astigmatism. (From Ref. 1)
Key Terms
Anisotropia; astigmatism; declination error; eye focus; re-
fraction; retinal image; visual image
Figure 2. inclination of the objective vertical by an oblique
astigmatic lens. If an observer wearing a compound astig-
matic lens views a square aligned with the principal axes of
astigmatism, It will appear as a rectangle. A line in the fron-
toparallel plane that is not in one of the principal meridians
will appear rotated through an angled, called the declina-
tion error. (From Handbook of perception and human
performance)
General Description 	 a horizontal orientation and horizontal lines will be most
sharply imaged. If the point of light would be brought to
The optics of the typical human eye are anisotropic, that	 focus behind the retina (if the retina did not block the light),
is, the optical power differs depending on orientation. A	 the ellipsoid would have a vertical orientation and verticalbarrel-shaped distortion of the surface of the cornea (i.e., 	 lines would be most sharply imaged.
a cylindrical distortion of the normally spherical surface)	 Regular astigmatism can be characterized by the refrac-
produces the refractive error known as astigmatism. In as-	 tive state of two meridians at right angles. As shown in
tigmatism, a bar of light in, for example, a horizontal orien-	 Fig. 2, a square aligned with these two meridians will be
tation would be brought to a different focus than a bar in a 	 imaged as a rectangle. The length of the sides of the rec-
vertical orientation. Most human eyes have some degree of 	 tangle depends on the magnification of the eye in each of
astigmatism.	 these meridians. When the magnification is m in one of the
Figure 1 contains a ray pattern that can demonstrate the 	 meridians and m' in the other, one side of the rectangle will
effect of astigmatism. If one eye is fixated on the center of	 be (nil - m) times longer than the other. A diagonal drawn
the pattern, some lines will probably appear darker and 	 through the original square will still connect opposite cor-
sharper than others. The dimmer lines are brought to a focus ners of the rectangle but it will no longer make a 45 deg
either in front of or behind the retina, due to greater or lesser angle with the principal meridians. Instead, it will appear
optical power in that orientation,	 rotated through an angle with a tangent equal to m'Im. This
In the normal eye, the image of a point source of light is	 is termed the declination error. Thus astigmatism changes
not a point but a blur patch (CRef. 1.211). This blur patch 	 the apparent orientation of lines that are not one of the prin-
is an ellipsoid in the astigmatic eye. If the point of light is	 cipal meridians.brought to focus in front of the retina, the ellipsoid will have
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Applications
Astigmatism in an uncorrected, regular astigmat is gen-
erally measured by determining the refractive strength of
the eye with a combination of an ordinary, spherical lens,
and a cylindrical lens whose cylinder axis is oriented at an
angle to the spherical lens (usually at a right angle). To
specify the astigmatism, one usually states the spherical re-
fractive error in one of the meridians, plus the difference in
Constraints
• Because of the declination error, when astigmatic specta-
cle corrections are unequal for the two eyes, serious distor-
tions of binocular depth perception can result (CRef.
5.908).
• Astigmatism may vary with the amplitude of
accommodation (eye focus).
Key References
I. Cornsweet, T. N. (1970). Visual
perception. New York: Academic
Press.
2. Kaufman, L. (1974). Sight and
mind. New York: Oxford Univer-
sity Press.
Cross References	 5.908 Retinal image disparity due
to image rotation 'none eye;
1.204 Spherical refractive errors;
	 Handbook ofperception and
1.211 Spherical aberration; 	 human performance, Ch. 4,
1.221 Image quality and depth of
	
Sect. 1.8
focus;
refractive errors between the two meridians, specifying the
orientation of the second meridian. The effects of an astig-
matic lens can be specified similarly. This allows descrip-
tion of images on the retina and construction of corrective
lenses whose cylindrical distortion counteracts that of the
eye's optical system. Unlike spherical aberrations, for
which the eye is equipped to correct, astigmatism can only
be corrected with lenses.
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1.206 Effect of Lenses on the Visual Image
Key Terms
Lens; refraction; retinal image; visual image
General Description
Corrective lenses bring a blurred image into focus on the
observer's retina by counteracting errors in the eye's optical
system. A corrective lens, however, has an additional ef-
fect: to change the angle subtended by the object at the eye's
entrance pupil, causing an observer to err in judgments of a
target's location or size. For example, bifocal lenses cause
difficulty when one walks on stairs, because a positive lens
(i.e., the type used to correct hyperopia, or farsightedness)
increases the apparent size (thus decreasing apparent dis-
tance) of an object by increasing the size of its retinal
image. Similarly, a negative lens (used to correct myopia,
or nearsightedness) decreases an object's apparent size and
increases apparent distance. These effects occur only when
the line of sight is not along the optical axis of the lens.
Figure 1 shows how an object at optical infinity, sub-
tending a given angle 0, will, when viewed through a lens,
actually subtend a different angle 0', which would normally
be associated with a larger object. Equations I and 2 specify
the relative magnification of the image for targets at optical
infinity and at some finite distance (in meters), respectively:
,n= 11(1—hF)	 (I)
m = LI[L(1—hF) + h2F]	 (2)
where m (equal to O'IO, with the angles depicted in Fig. 1) is
the change in the target's angular subtense, L is the distance
of the target in front of the eye, h is the distance between the
lens and the center of the entrance pupil of the eye (usually
taken as 0.017 m), and F is the power of the lens in diopters
(all distances are represented in meters). Thus, at optical in-
finity, a 6-diopter lens will cause a 11% size change. For
nearby targets, the distance to the object becomes critical.
In addition, for close targets, the eye's natural lens adjusts
to the distance to the target. At optical infinity, Eqs. 1 and 2
are equivalent.
These equations specify the size of the retinal image of
an object seen through a lens compared to the size of the
image when the object is not viewed through the lens. They
are valid even in the presence of image blur because they
are derived for chief rays (i.e., the center of the eye's en-
trance pupil is used as the reference point).
A target point situated on the optical axis of the lens will
be seen in the original direction when viewed through the
lens (provided the axis of the lens is aligned with the line of
Figural. path of light rays of a target at optical Infinity.
Without the lens, the Image subtends angle 0. When viewed
through a positive lens, the Image Subtends a larger angle
0'. This could lead to the interpretation that the target Is
larger than It actually Is. The relationship between specta-
cle magnification (m = O'IO), lens power (F), and the dis-
tance between the lens and the eye (h) is given In Eq. 1.
(From Ref. 1)
sight). Equations 1 and 2 can also be used to specify in an-
gular units the location of object point that is not on the op-
tical axis of the lens. Assume that a target point is located so
that the line joining it to the center of the entrance pupil
makes an angle 0 with the optical axis of the lens. Then,
when seen through the lens, the object will be at the angle
mO.
The same equations can also be used to specify the angle
through which the eye must be rotated in order to bring an
object in the periphery of the visual field to the fovea of the
eye. In this case, however, the center of rotation of the eye
must be substituted for the eye entrance pupil to determine
the value of h in the equations. The center of the axis of ro-
tation of the eye is usually about 10 mm behind the entrance
pupil. Because of this increase in h, the value of m is
changed substantially. Thus, the effects of a lens are more
prominent with respect to the change in the eye movements
that must be made to fixate on an eccentric target.
WA
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When an observer wears corrective lenses, there may be
some distortion of a target's apparent size or location. The
problem can be acute when the observer needs to respond to
a target that initially appears in the retinal periphery.
Constraints
• Other characteristics of lenses, such as spherical aberra-
tion (CRef. 1.211) and chromatic aberration (CRef. 1.212),
must also be considered.
Key References	 (Eds.), Handbook ofperception
and human performance. Vol.!.
I. Westheimer, G. (1986). The eye Sensory processes and perception.
as an optical instrument. In K. R.	 New York: Wiley.
Boll, L. Kaufman, &J. P. Thomas
Cross References	 1.211 Spherical aberration;
1.201 Anatomy of the human eye;	 1.212 Axial chromatic aberration;
1.203 The eye as an optical 	 1.222 Visual accommodation
instrument;
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1.207 Eye Center of Rotation and Rotation Limits
Key Terms
Eye rotation; viewing comfort; vignetting
General Description
The center of rotation of the eye is located 13 mm behind
the front surface of the cornea (Ref. 2). For normal, un-
aided viewing, the comfort limit for eye rotation from
straight ahead is —40 deg; however, observers may avoid
approaching this limit by rotating the head. When an optical
aid such as a monocular telescope is used, head rotation is
virtually eliminated, and consequently the size of the useful
visual field may be at least partially determined by the com-
fort limit of rotation. The comfort limit for rotation for a
monocular telescope with an apparent field of view of
85 deg is 30 deg. Before this limit is reached, light rays
at certain angles of incidence will be prevented from enter-
ing the pupil (unless the exit pupil of the instrument is ap-
preciably larger than the eye pupil); this condition is
known as vignetting. Vignetting reduces retinal illumi-
nance. Up to 55% vignetting generally goes unnoticed
by observers.
Applications
Development of optical aids, especially when head move-
ment of an observer using such a device is not possible.
Comfort limit
for unaided
viewing;
range of
4 subjects
Comfort limit
for 85° field/
monocular
telescope;
13 mm	 7 subjects
Center of rotation
of eye
Figural. Comfort limits of eye rotation for unaided and
aided viewing. (From Ref. 1)
Methods	 13.5-mm exit pupil	 (in degrees), distance from comeal 	 but probably included verbal m-
e Telecentric scaling device to 	 vertex to instrument pupil (in	 ports of amount of discomfort and
Test Conditions	 measure eye distances	 inches)	 perceived dimming of the image atDependent variables: amount of 	 various eye rotations
• Target was a color transparency, 	 Experimental Procedure	 vignetting, comfort of observer at	 • 7 observers
content not specified
• Monocular telescope, 85-deg 	 • Independent variables: eye rota-	
various eye rotations
apparent field of view, with 	 tion (in degrees), incident ray angle 	
• Observer's task: not specified,
Results
• With viewing through a monocular telescope, eye rota-
tion >30 deg is uncomfortable but physically possible.
• The amount of vignetting is determined by both the inci-
dent angle of light ray and eye rotation. For example, for a
ray originating at + 30 deg, vignetting begins when the eye
is rotated - 11 deg and + 25 deg; total extinction for the
same ray occurs with eye rotations of —25 deg and + 40
deg. The space between the two "beginning of vignetting"
curves in Fig. 2 indicates an area of no vignetting. Total ex-
tinction indicates no light rays are entering the observer's
pupil from that angle.
• Up to 55% vignetting on the outside of the field IS un-
noticed by observers; that is, such amounts of vignetting
do not produce noticeable dimming of the image.
• In a related experiment with unaided viewing, the com-
fort limit of eye rotation is —40 deg; beyond this, observers
compensate with head rotation. Most observers make these
movements automatically and without awareness of them.
Variability
No information on variability was given.
Constraints
Results described should be interpreted cautiously because
of the limited amount of work in this area.
Bolt, K. R., & Lincoln, J. E. EnQineerinq Data Compendium: Human
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Figure 2. Vignetting as a function of eye rotation for varying angles of incidence of light
rays and viewing distance. (Distance in diopters corresponds to the reciprocal of distance
In meters.) (From Ref. 4)
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1.208 Interpupillary Distance
Key Terms
Binocular viewing; convergence; interpupillary distance
General Description
The structure of the human eye has been well documented;
however, an individual's eyes may differ considerably from
the "standard eye." One of the variable factors is interpu-
pillary distance (IPD), the distance between the centers of
the eyes' pupils. IPD ranges from 6-76 mm across individu-
als. This variability should be considered in the design and
use of binocular viewing devices such as stereoscopes, mi-
croscopes, etc. Median IPD values measured differ consid-
erably from one subject group to another (see Table 1).
However, a range of 50-76 mm should be adequate for most
applications.
When the eyes converge rather than look ahead in paral-
lel (as an object approaches, for example), IPD decreases as
the eye rotates about its center (see Fig. 1). The reduction
(R) of IPD with convergence can be computed by the
equation:
R = 2O sin O/2,
where 0 is the convergence angle. For small convergence
angles, R = 0.1745 0mm (where 0 is in degrees). This for-
mula applies to ocular convergence and also to instruments
in which the eyepiece axes converge. This reduction in IPD
has important implications. A precisely set IPD for an indi-
vidual observer is essential to minimize erroneous depth ef-
fects (CRef. 5.934) when measuring color imagery with a
stereo comparator, for example. The reduction in JPD with
an eye convergence angle of 8 deg is 1.4 mm. This means
that eyes with a typical (median) IPD of 63.2 mm will have
the JPD reduced to — 61.8 mm, about the 35th percentile for
Eyes
parallel\
Reduction
inlPD
With
Eyes >-.. / convergence
converged,—
HHbomm
Entrance 	 Center of
pupil	 rotation
Figural. Reduction in interpupiliary distance with conver-
gence of the eyes. As the eyes converge, the pupils move
toward the middle of the head, decreasing the distance be-
tween the pupils. (From Ref. 4)
Air Force flying personnel (Ref. 5).
In instrument design, a large eyepiece diameter may be
desirable to obtain a large apparent field of view and appre-
ciable eye relief. The distance between the eyepieces may
have to be compromised between the need to accommodate
small IPDs and the desire for large fields and eye relief. In-
structions for adjusting the eyepiece should be clear and
conspicuous, so that users will not damage equipment.
Key References	 measurements. American Journal	 (D180-19063-1). Seattle, WA:	 velopment Center. (DTIC No.
of PhysicalAnthropology, 20, 461-	 Boeing Aerospace Co. 	 AD047953)
1.Damon, A., Stoudt, H. W., &	 473.	 5. Hertzberg, H. T. E., Daniels,	 6. US Army. (1962). Military
McFarland, R. A. (1966). The	 3. Dreyfuss, H. (1967). Human	 0.5., &Churchili, E. (1954). An-	 standardization handbook. Opticalhuman body in equipment design. 	 factors in design. New York: Whit- 	 thropometry offlying personnel—	 design (MIL-HDBK-141). (ArmyCambridge, MA: Harvard Univer- 	 ney Library of Design.	 1950 (WADC-TR-52-321). 	 Contract No. DA-36-038-ORD-
sity Press. 4. Farrell, R. J., & Booth, J. M.	 WPAFB, Ohio: Wright Air De-	 20690). Washington, DC: Depart-
2.Damon, A., Bleibtreu, H. K., 	 (1984). Design handbook for im- 	 ment of Defense.Elliot, 0., & Cites, E. (1962). Pre- 	 agery interpretation equipmentdicting somatotype from body
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Tablet. Interpupillary distance (in millimeters) for different groups, based on
observations taken from military personnel in the Air Force, Army, and Marines.
Percentile
Rank
Number
Group	 in Sample	 5	 50	 95	 SD	 Ref.
Aviators	 4057	 57.7	 53.2	 69.6	 3.6	 5
Army drivers	 431	 54.1	 58.9	 64.0	 3.0	 2
(white)
Army drivers	 79	 57.9	 62.0	 71.1	 3.8	 2
(black)
Females	 NA	 -	 63.5	 -	 -	 3
Army & Air Force	 3205	 51.0	 -	 65.0	 -	 6
(females)
Image	 61	 -	 64.9	 -	 -
interpreters**
SD = standard deviation of measurement within the group
* The 2.5 and 97.5 percentiles were 53.3 and 71. 1, respectively.
a The 2.5 and 97.5 percentiles were 58.4 and 71.4, respectively.
Data collected by military technicians on image interpreters in 1975; reported in Ref. 4.
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1.209 Visual Optics
Near
nhinr,t
F. F ' = Focal points
H, H = Principal planes
N, N = Nodal points
n, n	 Indices of refraction
(n= 1.00*n1.33)
Figural. Schematic representation of the formation of an
Image of a nearby object by the eye. (From Ref. 3)
Key Terms
Entrance pupil; exit pupil; eye focus; lens; model eye; pupil;
refraction; retinal image; schematic eye; visual image
General Description
The optical system of the eye is a positive lens system that
forms real images (which are inverted and left-right re-
versed) on the retina at the back of the eye. The primary
optical components of the eye are the cornea, which consti-
tutes the highly curved front surface of the eye, and the
crystalline lens immediately behind the pupil. Focusing to
form sharp images on the retina is accomplished by auto-
matic changes in the focal length of the lens, under involun-
tary muscular control (CRef. 1.222).
Since the optical elements of the eye have appreciable
thickness, the optics constitute a thick lens with two princi-
pal points. Any ray of light entering through the first (front)
principal point exits at the second (rear) principal point in a
direction parallel to the entering direction and aiming to-
ward the retina. Figure 1 shows in a schematic way the for-
mation of an image on the retina. The optical system of the
eye is bounded by two different media with different refrac-
tive indices: air in the front, and the jellylike vitreous
humor, with a refractive index of 1.336, in the back. This
causes the principal points to be displaced toward the cornea
from the nodal points. It also causes the eye to have two un-
equal focal lengths, making it an unequifocal system. The
principal points, not the nodal points, are used in measuring
equivalent focal length and conjugate object-image dis-
tances in unequifocal systems.
H I-I	 Retina
Cornea I
F	 NN'
	
t t	 I
I
/I,
II	 f,
-n
n
F, F ' = Focal points
H, H	 = Principal planes
N, N	 = Nodal points
P	 = Iris, or real pupil
Anterior local length
= Posterior focal length
f,
	= Anterior vertex focal length
I	 Axial length of eye
Note: Eye shown focused at infinity
Gultstrand
Ogle	 MIL-141 (Ref. I)(Ref. 5) (Ref. 4)
Far I Near
-15.6 -15.59 -15.31 -12.96
1	 -17.0 -17.13 -16.78 -14.66
22.7	 22.69	 22.42	 19.58
It
	
1.42	 1.54	 1.47	 1.70
h	 1.5	 1.86	 1.75	 2.03
p	 -	 3,54	 3.60	 3.20
n	 7.1	 7.30	 7.11	 6.62
n '	7,3	 7.62	 7.39	 6.95
I	 24,3	 24.75	 24.17	 -
(all distances in millimeters)
Range= 21-26mm
Figure 2. Parameters for three different schematic eyes:
the Gullstrand No.2 eye, the Ogle schematic eye, and the
MIL-141 schematic eye. The Ogle and MIL-141 models are
for unaccommodated or far vision (Infinity); the Gulistrand
eye provides values for two focus distances, infinity and a
near distance of 8.6 diopters (11.6 cm). (From Ref. 3)
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The Model or Schematic Eye
Due to the inhomogeneities of the eye and the asphericity of
some surfaces, no system of spherical refracting surfaces
can exactly represent the optics of the eye. However, to a
first approximation, the optical system of the eye can be re-
garded as a series of spherical refracting surfaces whose
centers of curvature lie on a straight line. The refractive in-
dices, radii of curvature, thicknesses, and distances of these
refractive surfaces determine retinal image formation.
While these parameters differ for individual eyes, sets of
average values have been worked out that closely simulate
the optical system of the human eye and are adequate for
most purposes. Such a system constitutes a representa-
tional, schematic, or theoretical (model) eye. Three such
models used frequently are those devised by Gullstrand
(Ref. 1) and by Ogle (Ref. 4), and the schematic eye ap-
pearing in the Military Standardization Handbook (MIL-
HDBK- 141) (Ref. 4). The parameters for these schematic
eyes are given in Fig. 2. (For more detailed version of the
MIL- 141 eye incorporating complete optical and anatomical
specifications, CRef. 1.210.) The Gullstrand eye is one of
the earlier versions and is the most commonly used. The
model devised by Ogle was an attempt to update the sche-
matic eye using more current data. Note that overall refrac-
tive power is different for the three model eyes, but all
values are close to 17 mm (58.82 diopters) for the unaccom-
modated eye (far vision). Some common values in the liter-
ature are 58.95, 59.93, and 58.37 diopters, corresponding
to focal lengths of 16.97, 17.05 and 17.13 turn,
respectively.
Reduced Eye
For computational purposes, it is frequently convenient to
use as a model a simplified or reduced eye in which a single
hypothetical refracting surface is substituted for the several
real refractive surfaces of the eye. This substitution is possi-
ble because the principal planes of the eye (H and H') are
very close together (0.28 mm in the Gullstrand model eye
accommodated for infinity). In the reduced eye, the single
refracting surface is midway between the two principal
planes, the center of curvature is midway between the two
nodal points (N and N'), and the appropriate refractive
index for the fluid behind the refracting surface is calcu-
lated. Two versions of reduced eyes are shown in Fig. 3. In
the Emsley version (Ref. 2), the imaginary refracting sur-
face is 1.67 mm behind the front surface of the cornea, and
has a radius of 5.55 mm and a refracting power of + 60
diopters (D). In the Ogle reduced model, the refracting sur-
face is coincident with the cornea, the radius is 5.6 mm, and
the refracting power is 58.8.
Entrance and Exit Pupils
Light is admitted into the eye through the pupil, a round ap-
erture in the center of the iris. It is the entrance pupil of the
eye, not the real (physical) pupil, however, which limits the
bundle of rays that enters the eye. The entrance pupil of the
eye is the image of the real pupil formed by the cornea. The
entrance pupil is the pupil we see when looking into another
person's eye. The entrance pupil is larger and closer to the
cornea than the real pupil. The real pupil is 3.6 mm behind
the front surface of the cornea, while the entrance pupil
formed by corneal refraction is 3.05 mm from the cornea
and 0.55 mm in front of the iris or real pupil for an eye fo-
cused to infinity. Because of corneal magnification, the en-
EMSLEY EYE
Cornea
H
/
F	 I N
'I
	
1.67 I i' I	 wI 5.55
	
16.67	 1	 22.22
OGLE EYE
Cornea
H
I5.6
	
-17.0	 22.6
(all distances in millimeters)
Figure 3. Parameters for two different reduced eyes; the
Emsiey 60-diopter eye (Ref. 8) and the Ogle 17-mm eye. F, F
focal points; H = principal plane; N = nodal point (Ref. 9).
(From Ref. 3)
trance pupil is larger than the real pupil by a factor of 1.15.
Knowing the location and size of the entrance pupil makes it
unnecessary to trace light rays through the cornea and
aqueous humor to see if the pupil admits them. To avoid
light loss in instrument viewing, the entrance pupil of the
eye should be placed at the exit pupil of instruments that
have them.
The eye also has an exit pupil, which is the image of the
real pupil formed by the crystalline lens when light is re-
flected back toward the outside of the retina. In the average
eye, the exit pupil is 1.03 times as large as the real pupil and
0.08 mm behind it. The exit pupil is 3.68 mm behind the
front surface of the cornea and 20.3 mm in front of the ret-
ina. The relative positions and sizes of the entrance and exit
pupils are shown in Fig. 4.
Optical, Visual, and Papillary Axes of the Eye
The visual axis of the eye is the line of regard or line of fixa-
tion connecting the midpoint of the visual field (or point
being fixated) to the center of the fovea, the retinal region
where acuity is highest. The optical axis of an optical
system is the axis drawn through the centers of curvature of
the optical surfaces of the elements comprising the system.
In the eye, these are the front and back surfaces of the cor-
nea and the front and back surfaces of the crystalline lens.
Retina
It
'I F
Retina
F,
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Figure 4. Relative positions and sizes of the real pupil, en-
trance pupil, and exit pupil of the eye. (From Ref. 1)
In real eyes, however, the centers of curvature of these sur-
faces do not fall on a common line; thus, the optical axis can
only be estimated. In the typical eye, the optical and visual
axes are separated by '-'5 deg and cross within the crystal-
line lens. The eye is thus unique among optical instruments
containing lenses in that maximum system resolution is not
on the optical axis.
One estimate of the optical axis is the line perpendicular
to the cornea and centered in the entrance pupil of the eye.
The optical axis can also be found using a point source of
light. One sights along the beam, while moving it around,
until the reflections from all optical surfaces coincide. The
pup Wary axis is found by placing a point source in front of
the eye and moving it around until the image of the light
formed by reflection in the front surface of the cornea ap-
pears to lie in the center of the pupil.
The optical axis or the pupillary axis can be used to de-
termine if an observer is accurately fixating a target, pro-
vided account is taken of the fact that the primary line of
sight is about 5 deg away from the pupillary axis.
Because of the angle between the optical axis and the vi-
sual axis, objects of different colors appear to be at different
distances. Thus, when red and green lights lie in the same
plane, most observers see the red light as nearer.
This phenomenon is known as color stereopsis (CRef.
5.934). It is due to the fact that all light rays that do not
enter the eye along the optic axis are deviated (bent) and
different wavelengths of light are refracted or bent by dif-
fering amounts.
Applications	 Calculations can be made in diopters (D) using the
standard rnniirnntp eni9ttnn
The optical parameters of the eye can be used to determine
the size and location of the retinal image of an object. For
example, the linear size, i, on the retina of the image of an
object of length L viewed at a distance U from the first prin-
cipal point of the eye can be determined using the universal
lens equation
1/U+1/V=1/f,	 (1)
where V is image distance from the second principal point
andf is overall eye focal length. Image and object sizes are
proportional to image and object distances, i.e., i/L = V/U,
from which V = U (ilL). Substituting for V in Eq. (1) and
solving for i yields
i=Lf/(U—J).	 (2)
As an example, Eq. (2) can be used to find the retinal image
size i of a meter stick (L = 103 mm) at a distance of 10 m
(U = 104 mm). At 10 m, the eye is nearly unaccommo-
dated, so that 1=16.78 mm. The equation yields i = (10
X 16.78)/(10 - 16.78) = 1.68 mm. Thus, a meter stick
viewed perpendicularly from 10 m has a retinal image
length of - 1.7 mm. If the meter stick is inclined from per-
pendicular by angle A, image length is i cos A.
Boll, K A., & Lincoln, J. E. Engineering Data Compendium: Human
Perception and Performanco. MMAL, Wdght-PattersonAFB, OH, 1988.
V = U +1
with all quantities measured in diopters and distances in
front of the eye taken as negative by convention. Then, for
the above example, U = - 10  = —0.lD, andf=
59.59D, so that V = —0. ID + 59.59D = 59.49D. Trans-
verse magnification, m, is
M = V/U,
thus i = (V/U) = (-0.1/59.49)(10) = i = —1.68 mm.
(The minus sign indicates that the image is inverted relative
to the object.)
Retinal image size may also be calculated from the an-
gular subtense of the viewed object by assuming a value of
16.67 mm as the distance of the nodal point from the retina
in the typical or normal eye. Thus, if A is the angular sub-
tense of an object at the eye, its retinal image length is
16.67 tanA. In the example above, tanA = 1,000/10,000
= 0. 1, so that image length is i = 16.67 xO.1 = 1.67
mm. In making retinal image calculations, it must be kept in
mind thatf varies with viewing distance from a maximum of
—17 mm for focus to infinity to a minimum of - 14.4 mm
for very near distances (- 11 cm).
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Constraints
• These models are for typical healthy emmetropic eyes
(i.e., eyes with normal refraction). Any individual eye is
likely to differ somewhat from these values.
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Cornea 43D
Lens 19D
Total 58.6D
Anatomical variation
Axial length 21-26 mm
Corneal power 38-48 0
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1.210 Optical Constants of the Eye
Diameter of cornea
Anterior surface
of cornea
lstprincipal	 c	 12 to
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Posterior surface
of cornea
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le
Diameter of 
//10'crystalline
ns
Diameter of blind
spot
(optic disc) ,v25
- 2nd principal
7.30	 point
at nodal	 - -LL-
2nd nodal
point
22.89
Posterior focal
length f2
M
Diameter of
macula
'2.6
- -
7.60
osterior surface
f lens
Vitreous humor n = 1.337
24.75
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/ Total  index of lens  = 1.42
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Temporal Side
Figural. Optical constants for a standard eye. All dimensions are In millimeters unless otherwise noted. n =refractive
Index; D = diopter; V = vee number or Abbe constant; F1, F2 = first and second focal points. (From Ref. 2)
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Key Terms
Aqueous humor; cornea; lens; model eye; optical constants;
refraction; schematic eye; vitreous humor
General Description 	 any given optical element. The positions, radii of curvature,
thicknesses, and indices of refraction of the optical elements
The eye is a complex organic structure that, unlike most 	 are the optical constants of the eye. Their values determine
man-made optical devices, contains optical elements that 	 the positions of the entrance and exit pupils of the eye, the
are neither homogeneous nor spherical. For example, the	 principal points and nodaipoints of the eye's optics, and the
crystalline lens is comprised of layers of organic material 	 retinal location and size of the focused images of objects.
with varying indices of refraction, and its center is denser 	 The values derived for these constants are approximations
and more refractive than its periphery. The surfaces of the	 that yield an overall system similar in function to a real
optical elements of the eye are not perfectly spherical but	 eye. Different investigators have obtained values that are
are somewhat flatter at the edges than at the center. The 	 slightly different, but no one set of values is clearly more
cornea and lens have optical axes that do not quite coin-	 valid than the others. Figure 1 showS the optical con-
cide, and the optical axis of the eye does not coincide with 	 stants of a standard eye that is sometimes used in optical
the visual axis (the line connecting the fovea to the point of 	 design. Table 1 provides a set of optical parameters or
fixation).	 constants that is also used for computations and ray tracing.
Despite this complexity, for practical purposes the eye 	 The values in Fig. 1 and Table 1 are not the same, but will
can be regarded as having four major refracting surfaces: 	 yield similar results. (For an abbreviated version of the
the front (anterior) and back (posterior) surfaces of the cor- 	 standard eye schematizing the most important optical prop-
nea, and the front and back surfaces of the lens. These sur- 	 erties for practical uses, as well as similar model eyes de-
faces may be regarded as spherical, with a common axis, 	 veloped by other sources, CRef. 1.209.)
and indices of refraction may be taken as constant within
Constraints
• The optical constants of the eye are approximations based
on simplifying assumptions, but are adequate for most pur-
poses. They are for an average or typical emmetropic eye
(i.e., eye with normal refraction).
1.201 Anatomy of the human eye; Table 1. Optical parameters of a normal human eye (From Ref. 3)
1.203 The eye as an optical
instrument;	 Distance from
1.209 Visual optics 	 Radius of	 anterior sur-
	
curvature	 Refractive	 face of cornea
Surface	 (mm)	 Index	 (mm)
Cornea	 1.376
Anterior	 7.8	 -
Posterior	 6.8	 0.5
Aqueous humor	 1.336
Lens	 1.386**
Anterior	 10.0*	 3.6*
Posterior	 —6.0	 7.2
Vitreous humor	 1.336
Retina	 24.0
Refractive
power(Diopters)
+48.2
—5.9
+5.0
+8.3
*During maximum accommodation the anterior surface of the lens has a radius of curvature of 5mm and its anterior
surface is moved forward to be nearly 3mm behind the anterior surface of the cornea. Partial accommodation will pro-
duce values between these values and those given in the table.
**The index of refraction of the lens varies from 1.386 near each surface to 1.406 in the center. The indicated refractive
power is for the lens surfaces only. The gradient of refractive index within the lens produces additional refractive power.
Note: The refractive index of air is 1.00.
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1.211 Spherical Aberration
(a)
d	 .
C	 P
b	 I.
a--
Crown glass	 Flint glass c
	
b
(b)
Figure 1. (a) Spherical aberration In a simple lens; light
rays entering the edge of the lens are brought to a shorter
focus than those entering the center of the lens. Because
rays are not refracted to fall on a single point, the image will
be blurred. (b) Two-element achromatic lens that partially
corrects for spherical aberration. (From C. H. Graham [Ed.],
Vision and visual perception. Copyright © 1966 by John
Wiley & Sons. Reprinted with permission.)
Key Terms
Blur patch; eye focus; refraction; retinal image; spherical
aberration; visual image
General Description	 In the human eye, none of the optical surfaces is per-
fectly spherical, and refractive power at the edges of these
An ideal lens would refract light rays so that they converge	 surfaces differs from refractive power at the center. In addi-
to a single focal point on the other side of the lens. For a	 tion, the refractive power of the lens is greater at the center
lens of a given material, an ideal shape can be found so that 	 of the lens than at its edges. Because of this, for most peo-
light of a given wavelength from a point source at a given	 pie the light rays from a point source do not meet at a per-
distance will be refracted in this way. If the wavelength, 	 fect point, rather the image is somewhat blurred. This
distance, or lens material changes, a different shape is re- 	 degradation of the image is also called, somewhat impre-
quired for the ideal lens.	 cisely, spherical aberration. The amount of image blur is
Spherical structures are reasonably close to ideal lenses. 	 directly related to the size of the pupil. A small pupil
However, as they are not perfect, not all light rays from a 	 minimizes the effects of spherical aberration by limiting
point source will converge on precisely the same point; the 	 light to the central portion of the cornea and lens where
rays striking the outer part of the lens are brought to a 	 refractive power is more uniform. For the normal eye,
shorter focus than the inner rays (Fig. 1). The image thus 	 spherical aberration probably does not have an important
formed will be a blur patch rather than a sharp point. This	 influence on visual acuity at moderate to high light intensity
degradation of the image caused by spherical surfaces is	 levels, since pupil size is small. When luminance is low and
known as spherical aberration. Spherical aberration can be 	 the pupil is large, spherical aberration may produce signifi-
overcome somewhat by using lenses comprised of elements 	 cant blurring.
with different indices of refraction.
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Applications
Discrimination of relatively sharp images from blurred im-
ages may serve as a distance cue. Reference 1 found that re-
ducing the spherical aberration of the eye reduces the
accuracy of subject's accommodation (eye focus) in mono-
chromatic light. Using an annular pupil that blocked out
Key References	 2. Cornsweet, T. N. (1970). Visual
perception. New York: Academic
1. Campbell, F. W., &Westhei-	 Press.
met, G. (1959). Factors involving 	 *3 Graham, C. H. (Ed.), (1966).
accommodation response of the	 Vision and visual perception. New
human eye. Journal of the Optical	 York: Wiley.
Society of America, 49, 568-57!.
Cross References	 1.214 The point-spread function of
the eye;
1.204 Spherical refractive errors; 	 1.221 Image quality and depth of
1.205 Astigmatism;	 focus
1.209 Visual optics;
1.210 Optical constants of the eye;
rays through the center of the pupil, allowing only rays
through the peripheral part of the lens to impinge on the ret-
ina, subjects adjusted a test target, viewed through a lens,
from an out-of-focus position to the position of sharpest
focus. Subjects' errors suggest that spherical aberration is
used to determine the direction of focus errors.
57
White light
Yellow	 Red and
violet
Crown glass	 (b)	 Flint glass Wavelength (nanometers)
400	 500	 doo	 700
o	 2.0
U
C	 1.5
2? 1.0
0.5
0
2	 —1.0
1.2	 Optics of the Eye
1.212 Axial Chromatic Aberration
Figural. (a) Chromatic aberration in a simple lens; light of Figure 2. Axial chromatic aberration of the human eye.
different wavelengths is brought to a focus at different dls- The graph shows the expected focus shift in going from a
tances from the lens; (b) achromatic lens partially correct-	 monochromatic 518-nm reference target to a monochro-
ing chromatic aberration. (From Ref. 4) 	 matic target of the Indicated wavelength. (Plotted from
data in Ref. 1)
Key Terms
Axial chromatic aberration; axial chromatism; eye focus;
lens; longitudinal chromatism; retinal image; visual image
General Description	 a spread of colors that form the familiar rainbow. Prisms
produce a spread or spectrum of colors in a similar way.
Variation in the focal length of an optical device with differ- 	 In optical instruments, chromatic aberration can be mm-
ences in the wavelength of light is called axial chromatic 	 imized by constructing lenses of two or more optical ele-
aberration (also known as axial chromatism or longitudinal 	 ments with different indices of refraction to compensate for
chromatism). All optical devices that form images by re- 	 differential bending with wavelength. However, even the
fracting (bending) light have some degree of axial chro-	 most highly color-corrected lenses have focal lengths that
matic aberration because all such devices are made of 	 are the same for only a few selected wavelengths. Some
materials whose light-bending properties vary with 	 lenses, called achromats, are corrected so that their focal
wavelength,	 length is the same for two selected wavelengths; apochro-
Understanding the cause of this type of aberration in op- mat lenses have matched focal lengths for three selected
tical systems requires examination of the refraction of light, 	 wavelengths.
Light of all wavelengths travels at the same speed in a vac- 	 The optics of the eye contain curved transparent ele-
uum. In any other transmitting medium (e.g., water), light 	 ments that refract light; like all refractive systems, the eye
at each wavelength travels at a different speed. Because of 	 shows axial achromatic aberration. As illustrated in Fig. 2,
the difference in speed through different materials, light 	 the focal length of the eye increases with wavelength, so
striking the surface of an optical material at any angle other	 that no two wavelengths are brought to a focus at the same
than 90 deg (head-on) to the surface is bent or refracted at 	 distance from the cornea (the primary refractive structure
the surface or interface. The ratio of speed in a vacuum to 	 of the eye). The eye's optics behave as if they were com-
speed in an optical medium (for a given wavelength) is the	 posed of water; for example, the focal length of blue light is
index of refraction of the medium for that wavelength. The 	 less than the focal length of red light. It is clear from the fig-
index of refraction for optical materials increases as wave- 	 ure that the eye has pronounced axial chromatic aberration.
length decreases. That is, as wavelength becomes shorter, 	 An object that reflects only blue light can be focused when
the speed in the material decreases and the light is bent more closer to the eye than can an object that reflects only red
upon entering or leaving; consequently, the index of refrac-	 light. Using the wavelength of maximum photopic lumi-
tion is higher.	 nosity as a reference (which is a yellow-green near the mid-
An example of differential refraction with wavelength's dIe of the visible spectrum), the figure shows that the eye is
provided by raindrops illuminated by sunlight. In this case,	 myopic (nearsighted) for shorter wavelengths and hyper-
reflections and the differential refraction (bending) produce
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opic (farsighted) for longer wavelengths. Because images 	 The axial chromatic aberration of the eye is easily dem-
of all wavelengths but one are out of focus for any one ac-
	 onstrated by viewing a point white light source through a
commodation (focus) distance, one may hypothesize that 	 filter that transmits only the red and violet extremes of the
visual resolution of the fine details of objects would be af- 	 visual spectrum (e.g., a cobalt glass filter). When accom-
fected. Special multi-element lenses have been made to 	 modation is correct for red light, a red point is seen in the
correct the axial chromatic aberration of the eye (Ref. 5). 	 center of a violet disc (the violet disc is the out-of-focus
Somewhat surprisingly, visual acuity tests using such lenses violet image of the point source). Conversely, when focus
have found that visual acuity is hardly changed (Ref. 1). 	 is correct for violet, a violet point is seen on a red disc.
Clearly, the eye's appreciable axial chromatic aberration has It is impossible to focus both wavelengths at the same time.
little influence on visual acuity. Why the loss in acuity from The size of the out-of-focus disc is larger for larger pupil
the color aberration is so low is unknown,	 diameters.
Designing optical devices to correct for the eye's axial chro-
matic aberration is not worthwhile. When the eye is accom-
modated (focused) for a certain distance, a point object
nearer or further than that distance will be brought to a focus
behind or in front of the retina, respectively, and the image
of the point on the retina will be a blur circle rather than a
true point. Because the eye has a shorter focal length for
Constraints
• The magnitude of axial chromatic aberration decreases as
pupil size decreases.
Key References	 ing accommodation responses in
the human eye. Journal of the
*1. Bedford, R. IL, & Wyszecki, 	 Optical Society ofAmerica, 145,
G. (1957). Axial chromatic aberra- 	 579-594.
tion of the human eye. Journal of	 Cornsweet, T. N. (1970). Visual
the Optical Society ofAmerica, 47, perception. New York: Academic
564.
2. Campbell, F. W., & Weslhei-	 *4 Graham, C. H. (Ed.) (1965).
met, G. (1959). Factors influenc- 	 Vision and visual perception. New
York: Wiley.
blue than for red light, objects further than fixation (focus)
distance will give rise to a blur circle with a blue fringe and
a red center, while objects nearer than fixation will produce
a blur circle with a red fringe and a blue center. There is
some evidence that this ordering of colors in the blur circle
may be used as a depth cue in signaling whether an object is
nearer or further than the plane of fixation (Ref. 2).
(1960). Visual acuity under re
white illumination. (V-19-132(
New London, Cfl U.S. Naval
Medical Research Laboratory.
(DTIC #AD-234101)
6. Wyburn, G. M., Pickford,
G. W., & Hirst, R. J. (1964).
Human senses and perception.
London: Oliver & Boyd, Ltd.
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1.213 Diffraction of Light in Optical Systems
Projected-Image
Screen	 siirtsce
Infinitesimally Small Aperture
Larger aper'uw
directional
Figural. Diffraction of light by an aperture. (Not
drawn to scale; tight actually spreads over a much
smaller angle.) (From Ref. 1)
Key Terms
Airy's disk; diffraction; eye focus; Fraunhofer diffraction
pattern; light scatter; point-spread function; visual acuity
General Description	 point-spread function (Table 1) describes the distribution of
light in the image of a diffracted point source. The intensity
When light from a point source passes through an aperture, 	 (1) of light at a given location in the image of the point
it is spread or diffracted so that the image of the Point source source is a function of distance from the geometrical point
on a surface behind the aperture is not a point but rather a 	 image (p for circular apertures or a for rectangular open-
distribution of light which varies with aperture size and 	 ings), the diameter of the entrance pupil (a) in the meridian
shape as well as with wavelength, as shown in Fig. 1. The
Boll, K. H., & Lincoln, J. F. Engineering Data Compendium: Human
Perception and Pertormance. MMRL, Wright-PattersonAFB, OH, 1988.
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under consideration, and the wavelength of the light (X).
Figure 2 is a graphic portrayal of Eq. 1, the light distribu-	 Tablet. Equations for calculating light diffraction
tion of the image of a point source for an optical system	 patterns for circular and rectangular apertures.
with a round aperture.
Airy's Disk is the name given to the area bounded by the	
.1 (nap/k) 12first zero cross points in the light distribution. The size of	 For circular aperture: 1(p) 
=	
(1)
[	 a/k	 jAiry's Disk varies with aperture size. The eye acts as a dif- 	
sin (2,raa/X)	 2fraction-limited device when the diameter of the entrance	 For rectangular aperture: 1(a) 
= [	 2,raalk	 ]	
(2)
pupil of the eye is less than 2-2.5 mm. Table 2 shows how
the diameter of Airy's Disk decreases as pupil diameter in-
creases up to this value.	 I = intensity of light in the image
p = radial distance from the geometrical point image, in radians of visual angle
a = distance from the geometrical point image in radians of visual angle
a = entrance pupil diameter, measured in linear units such as meters
X = wavelength of tight, expressed in the same units as entrance pupil
diameter
J1 = first-order Bessel function
Note: Both a and a must be measured in the same meridian, which must be a
principal meridian of the rectangular opening. Fig. 2 shows the pattern of light
distribution corresponding to Eq. I.
Applications
Under certain limiting conditions, the radius of Airy's Disk
may serve as an indication of the smallest angle of resolu-
tion of the eye as an optical system (i.e., the distance by
which two points of light must be separated to be seen as
two points rather than a single point).
Constraints
• In the human eye, other factors in addition to diffraction
are responsible for the spread of light in the retinal image of
a point source. Actual light spread is usually wider than the
distribution described by Eqs. 1 and 2, especially with
larger pupil openings (CRefs. 1.214, 1.215).
Key References	 K. R. Buff, L. Kaufman, &J. P.
Thomas (Eds.), Handbook ofper.
* 1. Comsweet, T. N. (1970). Vi-	 ception and human performance:
sual perception. New York: Aca-	 Vol. 1. Sensory processes and per-
demic Press.	 ception. New York: Wiley.
*2. Westheimer, G. (1986). The
eye as an optical instrument. In
Cross References
1.214 The point-spread function of
the eye;
1.215 The line-spread function of
the eye;
1.217 Retinal light distribution for
an extended source
2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Table 2. Relationship between the diameter of the
entrance pupil of the eye and the radius of Airy's disk
for light of wavelength 555 min. (From Ref. 2)
Diameter of Entrance 	 Radius of Air	 'a
Pupil (mm)
	 Disk (mm arc)
0.5	 4.66
1	 2.33
1.5	 1.56
2	 1.16
2.5	 0.94
Note: Airy's disk is the central path of the Fraunhofer diffraction pattern for a
circular pupil (see Fig. 2). Beyond 2-2.5-mm pupil diameter, the eye no longer
acts as a diffraction-limited device, and the actual retinal point-spread function
does not become proportionally smaller as would be the case if only diffraction
were involved.
4-Airy's Disk---id
Relative Distance
Figure 2. Distribution of light in the image of a point
source for an optical system with a round pupil. The figure
plots the light distribution given by Eq. 1, known as the
Fraunhofer diffraction pattern- (From Ref. 2)
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Retinal Distance
(minutes of arc)
Figural. Point-spread function of the human eye with
good focus, medium pupil diameter (-3 mm), and white
light. (From Ref. 6)
Figure 2. Retinal light distribution of line segment 4 mm
long created by a row of 25 points 10 sec arc apart. The
Image light distribution was calculated by convoluting the
object pattern with the point-spread function of the eye
shown in Fig. 1. (From Ref. 5)
1.0
0.8
C
I
1.2	 Optics of the Eye
1.214 The Point-Spread Function of the Eye
Key Terms
Diffraction; eye focus; image intensity distribution; light
scatter; line-spread function; point-spread function; retinal
image; visual acuity; visual image
General Description
Several physical and geometric optical factors prevent a
point source of light from being imaged as a point on the
retina of the eye; rather, the image of a point source on the
retina is a bell-shaped distribution of light with a series of
colored fringes. The point-spread function describes this
distribution (Fig. 1; Table 1). The spread of light can be cal-
culated for an eye in good focus by Eq. 1, which is an em-
pirical expression for the curve shown in Fig. 1:
Q(p) = O.952exp(-2.59p1 1 - 36) +
0.048exp(-2.431p1 74)	 (1)
where p is the distance from the center of the geometric
image in minutes of arc of visual angle and Q (p) is the in-
tensity of the light in the image at distance p in relation to
the maximum intensity.
Several factors contribute to the spread in the image of
a point source, but the major one is diffraction of light
waves (CRef. 1.213). When the entrance pupil of the eye
is smaller than —2-2.5 min diameter, the eye acts as a
diffraction-limited device, and the point-spread function of
the eye is roughly identical to the function derived from dif-
fraction theory (CRef. 1.213). At these small pupil sizes,
the width of the point-spread function decreases as pupil
size increases. As the entrance pupil enlarges beyond —2.5
mm, however, the point-spread function does not become
proportionally narrower as it would if the eye were diffrac-
tion limited. When the entrance pupil is larger than —5 mm,
the point-spread function widens due to aberrations of the
eye.
A line may be considered to be comprised of a string of
finely spaced points. The retinal distribution of light in the
image of the line can then be determined by convoluting the
line pattern with the point-spread function of the eye given
in Fig. 1. The light distribution resulting from such a con-
volution is illustrated in Fig. 2.
Applications
In theory, the retinal distribution of light produced by any
target pattern can be determined from the point-spread func-
tion of the eye by decomposing the pattern into a series of
points which are then convoluted with the point-spread
function.
Constraints	 • While the width of the point-spread function increases
somewhat in the peripheral visual field, the degradation of
• The degree of spread of the optical image is influenced by the optical image is not sufficient to account for the ob-
pupil size, the wavelength of the light, chromatic aberration served deterioration of acuity in this portion of the visual
of the eye, and the angle of light entry into the pupil.	 field.
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Tablet. Retinal light distribution for a point source of light. (Adapted from Ref. 6)
Distance from Center	 Relative Height of
of Image (min arc) 	 Point-spread Function	 Color
	
0.0	 1.000	 yellow
	
0.2	 0.754	 yellow
	
0.4	 0.481	 yellow
	
0.6	 0.279	 yellow
	
0.8	 0.150	 yellow
	
1.0	 0.076	 yellow
	
1.2	 0.036	 yellow
	
1.4	 0.017	 yellow
	
1.6	 0.007	 yellow
	
1.8	 0.003	 yellowish-white
	
2.0	 0.001	 yellowish-white
	
2.2	 0.000	 greenish-white
Note: Table	 the maximum) and color of the retinal image as a function of distance from the
spends to the values of Fig. I and Eq. I for a pupil diameter of —3 mm. Image
as calculated in Ref. 2 from the diameters and luminosities of the aberration
the image of a point source on the retina due to differences in the focal length
of the eye for light of different wavelengths) and verified by direct observation using imagery formed by telescope and
microscope.
I. Born, M. • & Wolf, E. (1965).
Principles of optics (Rev. 3rd ed.).
New York: Pergamon.
*2. Hartridge, H. (1947). The vi-
sual perception of fine detail. Phil-
osophical Transactions, 8232,
519-668.
3 Jennings, J. A. M., &Charman,
W. N. (1981). Off-axis image qual-
ity in the human eye. Vision Re-
search, 21, 445-455.
4. Leibowitz, H. (1952). The effect
of pupil size on visual acuity for
photometrically equated test fields
at various levels of luminance.
America, 42,416-422.
*5 Westheimer, G. (1979). The
spatial sense of the eye. Proctor
Lecture, investigative Ophthalmol-
ogy and Visual Science, 18,
893-912.
eye as an optical instrument. In
K. R. Boff, L. Kaufman, &J. P.
Thomas (Ms.), Handbook ofper-
ception and human performance:
Vol. 1. Sensory processes and per-
ception. New York: Wiley.
Cross References	 1.213 Diffraction of light in optical
1.203 The eye as an optical
instrument;
1.211 Spherical aberration;
systems;
1.215 The line-spread function of
the eye;
1.217 Retinal light distribution for
an extended source
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1.215 The Line-Spread Function of the Eye
0.5
C0
4d
0.6
0
0.4
Ic
4	 3	 2	 1	 0	 1
Retinal Distance
(minutes of arc)
Figural. Line-spread function of the human eye in good
focus. An empirical expression for this light distribution is
given in Eq. 1. (From Ref. 5)
Key Terms
Diffraction; eye focus; image intensity distribution; light
scatter; line-spread function; point-spread function; retinal
image; visual acuity; visual image
General Description
Because of physical and geometric optical factors, a sharp,
narrow line is not imaged as a sharp line on the retina of the
eye; rather, the image is blurred somewhat. The resulting
distribution of light in the retinal image of the line is bell-
shaped in cross section with a series of color fringes. This
light distribution is described by the line-spread function of
the eye. Many factors contribute to the spread of light in the
image of a line, but one of the most important is the diffrac-
tion of light waves (CRef. 1.213).
The line-spread function of the eye can be derived by
relatively simple calculation from the point-spreadfunc-
tion, i.e., the distribution of light in the retinal image of a
point source of light (CRefs. 1.213, 1.214), in the follow-
ing way. A line can be considered as comprised of a string
of points spaced very closely together. Then the image of
the line is simply the superimposed images of the points that
comprise it, and the distribution of light in the image of the
line can be determined by convolution of the point-spread
function with the line pattern. For a radially symmetrical
point-spread function s(p), the corresponding line-spread
function A(a) is given by
A(a) = 21: s(p) (p2 - a2) - 112p dp	 (I)
4	 3	 2	 1	 0	 1	 2	 3	 4
Retinal Distance
(minutes of arc)
Figure 2. The retinal light distribution for a complex object
pattern obtained by convolution. (a) Object pattern of ten
lines. (b) Retinal light distribution in a slice through the mid-
dle of the image, calculated by convoluting the object pat-
tern with the line-spread function of the eye shown in Fig. 1.
(From Ref. 5)
where a is the distance from the geometrical image of the
line in a direction normal to the line, and p is the radial dis-
tance from the center of the geometrical point image, both
in minutes of arc of visual angle.
The line-spread function of the eye has been determined
empirically by forming the image of a narrow, luminous
line on the retina, measuring the distribution of light when
the retinal image is reflected back through an ophthalmo-
scope, and then correcting the data for the fact that the light
passes twice through the media of the eye (Refs. 4, 6).
Figure 1 shows the line-spread function for the eye, and
Table 1 provides a tabulation of the function for different
distances along the image. The intensity of light, A(a), at a
C
1.0
0.8
0.6
0.4
0.2
0.0
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given point in the image of a line can be calculated usir
Eq. 2, which is an empirical expression of the function
Fig. 1:
A(a) = 0.47 exp ( 33cx2) + 0.53 exp (-0.931cc1) (2)
where a is the distance from the geometrical image of the
Applications
Complex targets can be convoluted with the line-spread
function of the eye to determine the light distribution of the
target image on the retina.
line in a direction normal to the line in minutes of arc of vi-
sual angle.
Complex objects can be convoluted with the eye's line-
spread function to yield the light distribution on the retina.
Figure 2 shows a cross section of the light distribution of a
set of lines.
Constraints	 • The width of the line-spread function increases as focus is
degraded (CRef. 1.216).
• The degree of spread of the optical image is influenced by 
• The width of the line-spread function increases as dis-
pupil size, the wavelength of the light, chromatic aberration tance from the fovea increases (i.e.,in peripheral vision).
of the eye, and the direction of light entry into the pupil.
Key References	 sophical Transactions, B232, 	 tribution in human retinal images.	 Vol.!. Sensory processes and per-
519-668.	 Journal of the Optical Society of 	 ception. New York: Wiley.
1. Gubisch, R. W. (1967). Optical 	 3. Jennings, J. A. M.,&Charman, 	 America, 52, 1046- 1050.	 6. Westheimer,O., &Campbell,performance of the human eye. 	 W. N. (1981). Off-axis image qual- 	 5. Westheimer,G. (1986). The 	 F. W. (1962). Light distribution inJournal of the OpticalSociety of 	 ity in the human eye. Vision	 eye as an optical instrument. In	 the image formed by the livingAmerica, 57,407-415.	 Research, 21,445 .455.	 K. R. Buff, L. Kaufman, &J. P. 	 human eye. Journal ofthe Optical
*2. Hartridge, H. (1947). The vi- 	 4. Krauskopf, J. (1962). Light dis- 	 Thomas (Eds.), Handbook ofper-	 Society ofAinerica, 52, 1040-1045.
sual perception of fine detail. Philo-	 ception and human performance:
Cross References	 1.213 Diffraction of light in optical 	 1.216 Width of the line-spread
systems;	 function: effect of visual field loca-
1.203 The eye as an optical instnj-	 1. 214 The  point-spread function of	 tion and eye focus;
ment;	 the eye;	 1.217 Retinal light distribution for
1.211 Spherical aberration; 	 an extended source
Tablet. Retinal light distribution fora line target. (Adapted from Ref. 5)
	0.0	 1.000	 yellow
	
0.2	 0.852	 yellowish-white
	
0.4	 0.643	 yellowish-white
	
0.6
	 0.447	 yellowish-white
	
0.8	 0.309	 cream
	
1.0	 0.226	 cream
	
1.2	 0.176	 cream
	
1.4	 0.145	 cream
	
1.6	 0.120	 cream
	
1.8	 0.099	 white
	
2.0	 0.083	 white
	
2.2
	 0.069	 white
	
2.4	 0.570	 white
	
2.6	 0.047	 white
	
2.8	 0.039	 white
	
3.0	 0.033	 greenish-white
	
3.2	 0.027	 bluish-white
	
3.4	 0.022	 bluish-white
	
3.6	 0.019
	 bluish-white
	
3.8	 0.015	 purple
	
4.0	 0.013	 purple
	
4.2
	 0.011	 purple
	
4.4	 0.009	 blue
	
4.6	 0.007	 blue
	
4.8	 0.006
	 blue
	
5.0	 0.005	 blue
Note: Table gives the intensity (relative to the maximum) and color of the retinal image as a function of distance
from the center of the image in a direction normal to the line. Image intensity corresponds to the values of Fig. 1
and Eq. 2. Image color is for a white line and 4 m pupil as calculated in Ref. 2 from the diameters and luminosities
of the aberration disks for different wavelengths (spread in the Image of a point source on the retina due to differences
in the focal length of the eye for light of different wavelengths).
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1.2	 Optics of the Eye
1.216 Width of the Line-Spread Function: Effect of Visual Field
Location and Eye Focus
Key Terms
Diffraction; eye focus; line-spread function; retinal image;
retinal location; visual field location; visual image
General Description
The quality of the retinal image of a small, narrow target
line decreases moderately with an increase in peripheral
angle, (i.e., the distance of the image from the optical axis
of the eye —5 deg nasal to the primary line of sight). Fig-
ure 1 shows that the line-spread function (intensity distribu-
tion of the retinal image of the target line; CRef. 1.215)
remains constant throughout a central region of — 25 deg,
then gradually becomes wider as peripheral angle increases.
The line-spread function becomes narrower with better
focus at a given peripheral angle.
Methods	 maintained by biteplate and head-
rest; 7.5-mm pupil dilation main-
Test Conditions 	 lamed chemically
• Viewing slit 100 pm wide, verti-
cal or horizontal presentation;
viewing distance 34.5 cm (2.9
diopters); fixation on dimly illurni-
nated flashlight bulb seen through
mirror; accommodation (eye
focus) prevented by drugs; focus of
retinal image varied by use of
ophthalmic trial lenses near eye,
3 .0-diopter range
• Reflected retinal image scanned
by double-pass photoelectric in-
strument across fixed slit in front of
photomultiplier; spectral sensitivity
of apparatus similar to that of stan-
dard color-vision observer
• Measurements taken in white
light, at 5-deg intervals across cen-
tral 80 deg of horizontal retinal me-
ridian in both eyes; head position
Experimental Procedure
• Computer-averaged external
line-spread functions measured by
photoelectric instrument from re-
flected retinal image
• Independent variables: orienta-
tion of target slit, angular displace-
ment of target slit image on retina,
focus of target slit image
• Dependent variable: external
line-spread function halfwidth (full
width at half-height of line-spread
reflected from retina)
• Observer's task; maintain fixa-
tion and stationary eye position
• I subject
Experimental Results
• The quality of the retinal image (as measured by the
width of the line-spread function) is relatively constant over
a central region of —25 deg (measured from the optical axis
of the eye) and then deteriorates mildly toward the periph-
ery across the central 80 deg of the eye's horizontal merid-
ian. As the peripheral angle increases, line-spread function
halfwidths gradually widen from - 11.5 to --30 min arc of
visual angle.
• Line-spread functions become narrower with better spec-
tacle lens focus at a given peripheral angle; the narrowest
line-spread halfwidth indicates optimal focus.
Figure 1. Image quality (external line-spread function half-
width) as a function of peripheral angle (distance from opti-
cal axis) and focus setting. Contours join points of equal
external line-spread function halfwldth for targets pre-
sented along the horizontal meridian of the retina; numbers
on the contours refer to half width in min arc of visual angle.
Left ordinate indicates focus setting of lens placed over
eye. Right ordinate indicates refraction at infinity after cor-
rection at lens power for target distance. Best state of focus
for each peripheral angle is shown by the lens ordinate
point on the contour with the narrowest line spread. Data
are for the observer's right eye, measured with vertical and
horizontal slits. (From Ref. 1)
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• Refraction at infinity (right ordinate of Fig. 1) is deter- 	 shown by a constant ratio (mean = 2.8 min arc, standard
mined by correcting for the fixation distance of the target
	
deviation = 0.7) between external line-spread halfwidths
slit,	 and computed halfwidths for the retina.
• Mathematical analysis of external (reflected) line-spread 	
•
data indicates that they realistically represent relative line
	 Variability
spreads at the retina (unreflected) under normal conditions
	
Variability is not reported, but Ref. 3 notes that considera-
(i.e., focus by accommodation and peripheral refraction de- ble inter-observer variability can be expected.
termined by the pattern of oblique astigmatism). This is
Constraints
• Data were obtained from the dilated pupil. With normal
accommodation, smaller pupils may prevent optimal focus
and quality of the peripheral retinal image, due to diffrac-
tion and peripheral refraction of the eye (CRefs. 1 .111,
1.204).
Key References	 2. Leibowitz, H. (1952). The effect 	 3. Westheimer, G. (1986). The eye
of pupil size on visual acuity for 	 as an optical instrument. In K. R.
J. Jennings, J. A. M., & Char-	 photometrically equated test fields	 Boff, L. Kaufman, & J. P. Thomas
man, W. N. (1981). Off-axis image at various levels of luminance.
	 (Eds.), Handbook ofperception
quality in the human eye. Vision	 Journal of the Optical Society of
	
and human performance: Vol. 1.
Research, 21, 445-455. 	 America, 42, 416-422. 	 Sensory processes and perception.
New York: Wiley.
Cross References
I. Ill Luminous efficiency: effect
of pupil entry angle;
1.201 Anatomy of the human eye;
1.204 Spherical refractive enors;
1.213 Diffraction of light in optical
systems;
1.214 The point-spread function of
the eye;
1.215 The line-spread function of
the eye;
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1.2	 Optics of the
1.217 Retinal Light Distribution for an Extended Source
Outside Edge	 Inside Edge
Distance from Edge (minutes of arc)
Figural. Relative light distribution on the retina of a bright
(white) area (extended source) against a dark background
for the human eye in good focus with a 4-mm pupil. Curve is
derived from the values In Table 1.
Key Terms
Diffraction; eye focus; image intensity distribution; light
scatter; retinal image; visual image
General Description 	 of light waves (CRef. 1.213). Figure 1 and Table 1 show the
relative intensity of light in the retinal image of a white area
A sharp edge is not imaged by the eye as a sharp change in 	 viewed against a dark background as a function of distance
the distribution of light. There is, rather, a gradual change 	 from the edge separating the bright and dark areas.
in the light distribution, and the retinal image of the edge is
somewhat dispersed and fuzzy, with a series of colored
fringes. The major cause of this dispersion is the diffraction
Constraints
• These values are the result of calculations based on as-
sumed dimensions of the observer's eye.
• The degree of spread of the optical image is also influ-
enced by the size of the pupil, the wavelength of the light,
location in the field of view, and the angle of light entry into
the pupil.
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Tablet. Light distribution in the retinal image of a bright (white) area (extended
source) against a dark background. (Adapted from Ref. 2)
Distance from Edge(min arc)	 Relative Intensity	 Color
2.0	 1.000	 white
1.8	 0.998	 cream
1.6	 0.996	 cream
1.4	 0.989	 cream
1.2	 0.977	 pale yellow
1.0	 0.961	 pale yellow
0.8	 0.938	 pale yellow
0.6	 0.904	 yellow
0.4	 0.861	 yellow
0.2 Inside Edge	 0.720	 yellow
0.0 Edge	 0.500	 yellow
0.2 Outside Edge	 0.280	 white
0.4	 0.139	 blue
0.6	 0.096	 blue
0.8	 0.062	 blue
1.0	 0.039	 dark blue
1.2	 0.023	 dark blue
1.4	 0.011	 dark blue
1.6	 0.004	 deep violet
1.8	 0.002	 deep violet
2.0	 0.000	 black
Note: Table gives the intensity (relative to the maximum) and color of the retinal image as a function of distance from the
edge separating the white area from the dark background. Values represent calculations for a 4-mm pupil derived from
the diameters and luminosities of the aberration disks for different wavelengths (i.e., spread in the image of a point
source on the retina due to differences in the focal length of the eye for light of different wavelengths).
Key References	 *2..
suat
I. Bartley, S. H. (1951). The psy- 	 oso;
chophysiology of vision. lnS.S.
	 519
Stevens (Ed.), Handbook of experi-
mental psychology (pp. 921-984).
New York: Wiley.
gail. Phil-
B232,
Cross References	 1.213 Diffraction of light in optical
systems;
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1.214 The point-spread function of
the eye;
1.215 The line-spread function of
the eye
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Optics of the
1.218 Fourier Description of the Eye's Imaging Property
FT	 rr
Figural. The relationship between the pupil aperture function of an optical system, the
optical transfer function, the amplitude distribution of electromagnetic disturbance In the
Image of a point object, and the intensity point-spread function. FT = Fourier transforma-
tion; em. = electro-magnetic. (Adapted from Ref. 2)
Key Terms
Eye focus; image intensity distribution; modulation transfer
function; optical transfer function; point-spread function;
pupil-aperture function; retinal image; visual image
The image of an object produced by any optical imaging de-
vice, including the eye, exhibits a certain amount of fuzzi-
ness or spread; the amount of spread depends on the quality
of the device. The limiting factor on the sharpness of the
image is the diffraction of the light waves. The amount of
image spread due to diffraction can be calculated with dif-
fraction equations, but a simpler and equivalent way of ex-
amining the properties of imaging systems is to use Fourier
transforms.
Figure 1 schematizes the relationships between four
descriptors of the image-forming properties of an optical
device. The light distribution of an object is invariably
degraded by the optical system, and the image will not be a
perfect reproduction of the object's light distribution. The
human eye, like any optical imaging device, has a set of
properties that determines how good an image it can pro-
duce. The most basic property is the size of the aperture
through which the light must pass. Every visible object pro-
duces a certain spatial distribution of light intensities that is
a collection of spatial frequencies. The size of the aperture
determines the range of frequencies transmitted and thus
sets the limits of resolution; this is called the pupil aperture
function.
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Any distribution of light intensities, no matter how
complex, can be regarded as composed of sinewaves of
various frequencies, amplitudes, and phases. Fourier analy-
sis is a method of breaking down a complex intensity distri-
bution into its constituent sinewaves. In doing so, spatial
information is transformed into frequency information, or
vice versa. The Fourier transformation of the aperture func-
tion takes the spatial frequencies transmitted by the aperture
and yields the spatial image of the object with its amplitude
distortions. This result, when multiplied with the complex
conjugate (which represents "fuzziness" of an image),
yields the intensity point-spread function—the amount of
spread of the image. If the original object was a point of
light, the result is a description of how the image of that
point is spread out on the retina.
The point-spread function can also be obtained another
way. Performing an autocorrelation on the pupil aperture
function yields the optical transfer function. This specifies
the accuracy with which each spatial frequency transmitted
through the aperture is imaged by the optical system—that
is, the accuracy with which the various spatial frequencies
are transferred to the image. For the eye, this is called the
modulation transfer function. When this function is sub-
jected to a Fourier transformation, the frequency informa-
tion is transformed to spatial information, yielding the
intensity point-spread function.
Boil, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
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Applications
Fourier analysis is a powerful and widely used method of
analyzing the response of optical systems to stimuli.
Constraints
• The method is restricted to the relationship between the
light distribution of the object and its coordinated retinal
image.
• The method assumes that the system is linear, homogene-
ous, and isotropic.
Key References	 K. R. Boll, L. Kaufman, & J. P.
Thomas (Eds.), Handbook ofper-
!. Comsweet, T. N. (1970). Visual ception and human performance;
perception. New York: Academic 	 Vol. 1. Sensory processes and per-
Press.	 ception. New York: Wiley.
*2. Westheimer, G. (1986). The
eye as an optical instrument. In
1.214 The point-spread function ofCross References	
the eye;
1.203 The eye as an optical 	 1.215 The line-spread function of
instrument;	 the eye;
1.213 Diffraction of light in optical	 1.219 Modulation transfer function
systems;	 of optical systems
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1.219 Modulation Transfer Function of Optical Systems
Key Terms
Contrast modulation; diffraction; eye focus; image intensity
distribution; modulation transfer function; optical transfer
function; retinal image; visual image
General Description
The image of an object produced by any optical imaging de-
vice is always degraded to some extent; the amount of deg-
radation depends on the quality of the device and can be
calculated by convolution. In the convolution calculations,
the light distribution of an object is dissected into its indi-
vidual points of light; the contributions from all these points
are weighted for distance and then summed using Eq. 1
(Table 2) to give the spatial intensity distribution of the
image (expressed in rectangular coordinates). Without a
computer, this is a very time-consuming calculation. An-
other method is to measure the fidelity with which the de-
vice produces images of various sine waves that have the
same amplitude but different spatial frequencies. Typi-
cally, low spatial frequencies (sine-wave patterns with wide
bars) are imaged with good fidelity, but the image begins to
deteriorate as the frequency increases (i.e., as the size of the
bars of the sine-wave pattern decreases). When the sine
waves become small enough, the device cannot resolve
them and blurs the bars of the pattern together; this is the
(upper) spatial frequency cut-off.
A basic property of an optical device that determines the
upper frequency cut-off (and thus the quality of the image)
is the size of the aperture through which the light must pass.
Table 1 gives the relationship between the pupil diameter of
the eye and the spatial frequency cut-off. The size of sine
waves that cannot be imaged by the eye increases as the
pupil size decreases (i.e., larger and larger sine waves can-
not be resolved).
Contrast modulation (or modulation) is ('max Imin)/
(imax + !min), where / is intensity. A graph of how well the
optical device reproduces or "transfers" the spatial inten-
sity modulations of each of the various sine waves to the
image is called a modulation transfer function (MTF). An
MTF graph plots the ratio of image contrast to object con-
trast against spatial intensity. Figure 1 shows such a curve
for an optical system such as the eye for a given aperture
size and wavelength of light. This optical device cannot
image spatial frequencies >1 cycle/deg.
The modulation transfer function is extremely useful be-
cause it is mathematically equivalent to the much less con-
venient convolution process. The degradation in the image
can be calculated by multiplying the MTF by the Fourier
transform of the light distribution of the object. These cal-
culations, which use Eq. 2, involve spatial frequencies in
cycles/degree of visual angle rather than the actual spatial
distribution of the image; they yield the Fourier transform of
the light distribution of the image. It is then necessary to
convert these results into the light distribution of the image.
When the light distribution is circular and symmetrical, like
a disk or an annulus, a special form of the equation, Eq. 3,
is used.
Spatial Frequency
(cyclesldegree)
Figural. Modulation transfer function of an optical
system such as the eye without aberrations, for monochro-
matic light and a round pupil. Abscissa is scaled in spatial
frequency referred to cutoff spatial frequency (spatial fre-
quency at and beyond which no components are repre-
sented in the image). (From Ref. 2)
Tablet. Relationship between (upper) spatial fre-
quency cut-off of the eye's optical transfer function
and pupil diameter for tight of wavelength 555 nm.
(From Ref. 2)
Cutoff Spatial Frequency
Pupil Diameter (mm)	 (cycles/degree)
0.5	 15.6
1	 31.3
1.5	 48.0
2	 62.6'
3	 **
4	 **
5	 **
6	 **
Note: The cutoff spatial frequencies shown are calculated from the diffraction
limit of an optical system of the given pupil diameter. For pupil diameter larger
than 2-2.5 mm, the theoretical cutoff spatial frequency increases in direct pro-
portion to the pupil diameter, but actually the eye cannot perform at the theo-
retical limit due to aberrations.
'0.96 min arc/cycle
**No longer diffraction-limited.
S	 1.0
t0
it
II E
9, 0.2
ao
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Constraints
• The selection of one procedure (convolution or Fourier
technique) over the other is a matter of convenience.
• These methods assume that the optical system under con-
sideration is linear, homogeneous, and isotropic.
Key References	 K. R. Boll, L. Kaufman, &J. P.Thomas (Eds.), Handbook ofper-
l. Cornsweet, T. N. (1970). Visual ception and human performance:
perception. New York: Academic 	 Vol.!. Sensory processes and per-
Press.	 ception New York: Wiley.
*2. Westlieimer, G. (1986). The
eye as an optical instrument. In
Cross References	 1.218 Fourier description of the
eye's imaging property;
1.214 The point-spread function of 	 1.220 Modulation transfer functionthe eye;	 of the eye for defocused imagery
1.215 The line-spread function of
the eye;
Table 2. Equations for determining the light distri-
bution in the optical image of an object.
Equation 1. Convolution equation in rectangular image coordi-
nates, a, P. I(a, 13) is the total image spread; S(uo, 13o) is the spread
function in rectangular coordinates; and 0 (no, 13o) is the image with-
out any spreading. The total image spread is obtained by calculating
the point-spread function (CRef. 1.214) of each object point ac, 00
and summing all points.
l(a43)	 J1, 1	 O(a— on, l3— Po) 8(ao43o)dacdl3o	 (1)J object
Equation 2. Equation for the Fourier transform of the light distribu-
tion of an image. I (a, 13) is light distribution in the image plane;
0(w, w) is the Fourier transform of the object; t(w, wB) is the mod-
ulation transfer function; a and 13 are rectangular coordinates in the
image plane expressed in visual angle; and w and ta ls are spatial fre-
quency coordinates in the same two directions.
l(a, 13) 55	 O(wa, w)e - 2io)a + frop) t(0., w) dma&o	 (2)
Equation 3. Special form of Eq. 2 used when the object is circular
and symmetrical. l(p) is the light distribution of the image; p is the ra-
dial distance from the center of the geometrical image; 0(w) is the
Fourier transform of the object pattern; t(s) is the optical transform
function; and J0 is zero-order Bessel function.
1(p) 2,r	 0(w) - Jo(27jxo)t(w)p dw	 (3)
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1.220 Modulation Transfer Function of the Eye for
Defocused Imagery
P
Diffraction limited
0.6
0.4- N
Ld'te"-... Good focus
0.2
0.0-
2 Diopters defocus
—0.2-
0	 10	 20	 30	 40
Spatial Frequency(cyciesldegree)
Figural. Modulation transfer function for defocused im-
agery. Diffraction limited: theoretical modulation transfer
function of an eye in perfect focus without aberrations for a
pupil diameter of 3 m and monochromatic light of a me-
dian photopic wavelength. Good focus: best current esti-
mate of the actual modulation transfer function of a good
normal eye under similar conditions. 1 and 2 diopter def o-
cus: theoretical transfer functions of a normal eye with a
3-mm pupil defocused, respectively, by 1 and 2 diopters. A
negative transfer coefficient means that a sinusoidal target
Is imaged with reversed contrast. (From Ref. 1)
Key Terms
Contrast modulation; diffraction; eye focus; image intensity
distribution; modulation transfer function; optical transfer
function; retinal image; visual image
General Description 	 coefficients are negative in some frequency regions. These
negative values mean that at these frequencies the object is
The ability of an optical imaging device to transfer to an	 imaged in reversed contrast (that is, the light distribution of
image the various spatial frequencies that make up the	 the image is at a minimum when the light distribution of the
light distribution of an object is specified by the modulation	 object is at maximum). The MTFs for defocused imagery
transfer function (MTF). The MTF shows how well the 	 undergo oscillatory changes and may cross the zero point
image modulation reproduces the object modulation at each more than once before remaining strictly at zero beyond the
spatial frequency. This ability decreases as spatial fre-	 cutoff spatial frequency (spatial frequency at and beyond
quency increases. When the object is not in perfect focus, 	 which no components are represented in the image).
the rate of deterioration with increasing spatial frequency is
greater (Fig. 1). With defocusing, the modulation transfer
Constraints
• Curves are only approximate.
• The modulation transfer function depends critically on
pupil diameter and wavelength of light.
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Key References
1. Westheimer, G., & McKee,
S. P. (1980). Stereoscopic acuity
with defocused and spatially fil-
tered retinal images. Journal of the
Optical Society ofAmerica, 70,
772-778.
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1.221 Image Quality and Depth of Focus
Blur patch	
with large
pupil
'I'
with srr
pupil
711,
I— Focus 4
defect
Chief
ray
MOM
	 -
Figural. Passage of rays from a point object closer than Infinity when the eye remains fo-
cused at Infinity. image-side bundle of rays intersects the retina in a blur patch (shown en-
larged In the inset), which Is centered on the chief ray and whose diameter is proportional
to the pupil diameter and the focus detect. (Adapted from Handbook of perception and
human performance)
Key Terms
Blur patch; depth of field; depth of focus; eye focus; focus
defect; retinal image; visual image
General Description	 tance for both pictures is identical; however, the top
photograph, taken through a larger iris opening, showsWhen the eye is focused at infinity, light rays from an object greater blurring of objects closer to and farther from the
not at infinity will converge in such a way that the point of	 plane of best focus than the bottom photograph.focus would be behind the retina. Two sources at different	 The depth of focus also depends on the distance todistances from the eye will produce images that would be in 	 which the eye is fixated. If this distance is large (e.g.,focus at different distances behind the retina. When the 	 loom), an object may be moved several meters closer topoint of focus of the image is behind the retina, the image 	 the eye than the fixation point before the image becomes un-formed on the retina itself is a blur patch (also called a blur	 acceptably blurred. If this distance is small (e.g., 25 cm),disc or circle of confusion). The distance from the retina to 	 a displacement of 1 or 2 cm is enough to noticeably blur the
the point of true focus for the object is called the focus de- 	 image.fect. The size of the focus defect that can be tolerated with-	 Reference 1 studied the depth of field of the human eye,
out affecting performance is known as the depth of focus. 	 using an apparatus with three transparent plates, each with aThe depth or range in object space corresponding to the 	 dot on it. The middle plate was fixed at a given distance,depth of focus in image space (i.e., range for which objects	 and subjects fixated on the dot on this plate, bringing it into
will be sharply imaged on the retina) is called the depth of 	 sharp focus. The first and third plates, which were move-field.	 able, were initially placed in a position where they, also,For a given size of focus defect, the size of the blur 	 were in sharp focus. To measure the depth of field, thesepatch is directly related to the size of the pupil. When the 	 plates were moved away from the middle plate until thepupil contracts to half its diameter, the diameter of the blur 	 subject could detect blur. A typical depth of focus for apatch is also reduced by half. The depth of focus increases 	 3-mm pupil is 0.25 diopters, so depth of focus for a 1.5-mm
as pupil size decreases; if the pupil contracts to half its di- 	 pupil would be expected to be 0.50 diopters and for a 6-mm
ameter, the focus defect can be doubled and still yield the 	 pupil, 0.125 diopters. This result was obtained for a
same size of blur patch.	 1.5-mm pupil. Observed depth of focus deviated from theFigure 1 illustrates the effect of pupil size on focus de- 	 expectation for the larger pupil size; this deviation can befect and the size of the blur patch. It can be seen how a 	 explained by the Stiles-Crawford effect (see Constraints).
smaller pupil would produce a sharper image (smaller blur
patch) on the retina. The two photographs in Fig. 2 demon-
strate the effect of aperture size on depth of field. Focus dis-
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Applications
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Figure 2. The effect of aperture size on depth of field.
Focus distance is the same in both photographs, but the
top photograph was taken through a larger iris opening.
(Photo by H. self)
Optical imaging devices (including the eye) can produce
sharp images over a greater range of space by reducing the
size of the aperture.
Constraints
• With a large pupil, the relation between pupil size and
depth of focus is complicated by the Stiles-Crawford effect
(a narrow beam of light entering the eye in isolation is less
effective in eliciting a visual response if it enters at the edge
of the pupil rather than at the center; CRef. 1.111).
• Values for depth of focus depend on the criterion of
image sharpness used.
• Depending on the magnification of the optical device
used, reducing aperture size to increase depth of focus may
also produce dimmer images.
• For optical systems that are diffraction limited (i.e. nearly
perfect), reducing aperture size reduces resolution in object
K—'	 space.
Key References
I. Campbell, F. W. (1957). The
depth of field of the human eye.
OpticaActa, 4, 157-164.
2. Cornsweet, T. N. (1970). Visual
perception. New York: Academic
Press.
Cross References	 1.215 The line-spread function of
the eye;
1.111 Luminous efficiency: effect 	 1.222 Visual accommodation;
of pupil entry angle;	
Handbook ofperception and1.203 The eye as an optical 	 human performance, Ch. 4,instrument;	 Sect. 1.5
1.214 The point-spread function of
the eye;
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1.2	 Optics of the Eye
1.222 Visual Accommodation
Figure 1. Accommodation. To bring objects at different
distances into proper focus on the retina, the lens of the
eye changes shape, altering the refractive power of the eye.
(From Ref. 3)
Key Terms
Accommodation; eye focus; lens; refraction
Figure 2. Amplitude of accommodation as a function of
age, measured in 1000 eyes. Solid line and vertical brackets
Indicate accepted clinical norms. (From Handbook of per-
caption and human performance, based on Ref. 4)
General Description	 the eye is in focus for distant objects. When the ciliary mus-
cle contracts, the tension of the ligaments is opposed, and
As with a camera, the eye can sharply focus at only one dis- 	 the elasticity of the lens causes it to thicken or bulge, reduc-
tance at any given moment; objects at other distances will	 ing its focal length and bringing near objects into focus.
be blurred, with the degree of blur increasing, the further 	 When the lens changes thickness to focus for a given object
objects are from the focused distance. The focus of a cam- 	 distance, the eye is said to accommodate. When the ciliary
era is changed by moving the lens so that images of objects	 muscle is relaxed and the lens is at its flattest, i.e., focused
at different distances will become sharp. In the eye, how- 	 for a very distant object (optical infinity), the eye is said to
ever, major optical structures are fixed in position with re-	 be unaccommodated.
spect to the retina. Changes in focus are achieved by	 The amount, or amplitude, of accommodation is gen-
altering the total refractive power (or focal length) of the 	 erally expressed in diopters, which is the inverse of object
eye. This focusing is accomplished by changing the curva- 	 distance from the eye in meters (1/rn). For instance, an eye
ture and center thickness of the lens, particularly of its ante- focused on an object at 0.25 m is accommodated 4 diopters
nor surface—a process known as accommodation.	 (1/0.25 = 4). An eye focused on an object at infinity is said
To focus on a distant object, the lens flattens, causing	 to be exerting zero accommodation. When the eye views a
the refractive power of the eye to decrease. To focus on a 	 blank field, or in total darkness, the lens does not accommo-
nearby object, the curvature of the tens increases, raising 	 date for infinite distance (0 diopters), but rather for a dis-
total refractive power and maintaining image sharpness	 tance of — 59 cm (--'1.7 diopters) (CRef. 1.223). This(Fig. 1). These changes are accomplished through the ac- 	 distance is the resting state of accommodation (Ref. 2).
tion of the ciliary muscle which surrounds the lens (CRef.	 The lens becomes harder and less elastic with age, so
1.201). The lens is held in place by suspensory ligaments 	 that the maximum amplitude of accommodation that can be
which exert a radial pull upon the lens, making it flatter. In	 exerted by the eye decreases; thus, close objects cannot be
a normal (emmetropic) eye, when no ciliary muscle effort 	 brought into sharp focus. Using a standard clinical proce-
opposes the tension exerted by the suspensory ligament, the
lens is at its thinnest, its focal length is at a minimum, and
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dark focus, luminance level, and
target distance;
1.229 Accommodation: effect of
oscillatory changes in target
distance;
Handbook ofperception and
human performance, Ch. 4,
Sect. 1.5
Visual Acquisition of Information	 1.0
dure which involves moving a card along a near-point rule
toward the observer until the print becomes blurred and then
moving it away until the print becomes clear again, Ref. 4
measured the amplitude of accommodation in both eyes of
500 people with normal acuity who ranged in age from
under 13 to over 67. The recovery point was considered the
maximum amplitude of accommodation. Maximum accom-
modation declines from a high of --16 diopters (6 cm) in the
young to <1 diopter (over I m) in the aged (Fig. 2).
The time course of the accommodative response was
measured in Ref. 1 for six emmetropic adults (ages 20-40).
Measurements were made on the subjects' left eye with the
pupil dilated; the right eye was covered. The stimulus for
the accommodative response was a change in illumination
from one neon lamp to another at a different distance. The
lamps were 10 min arc in diameter and were adjusted to ap-
pear in alignment as viewed by the subjects. Under these
conditions, the latency of response (the time from the onset
of the stimulus until the beginning of the accommodative
response) is —0.3 sec and the response is essentially com-
plete after —0.8 sec (Fig. 3).
Constraints	 the structure of the stimulus field (CRefs. 1.226, 1.228,
1.229, 1.230).
• Most observers can comfortably maintain no more than 	
• Even when an observer is maintaining fixation on a target
about one-third the maximum amplitude of accommodation at a given distance, accommodation is not steady but fluc-
over any length of time.	 tuates by as much as 0.5 diopters (CRef. 1.224).
• Accommodation is influenced by characteristics of the
target stimulating accommodation, including luminance
level, oscillatory and abrupt changes in target distance, and
Key References	 2. Emsley, H. H. (1939). Visual	 4. lbrner, M. J. (1958). Observa-
optics (2nd ed.). London: Hatton	 tions on the normal subjective am-
1. Campbell, F. W., & Westhei- 	 Press.	 plitude of accommodation. British
met, G. (1960). Dynamics of ac- 	 3. Farrell, RI., & Booth, J.M. 	 Journal of Physiological Optics,
commodative responses of the 	 (1984). Design handbookfor tnt-	 iS, 70400.human eye. Journal ofPhysiology,	 agery interpretation equipment.151, 285-295.	 Seattle, WA: Boeing Aerospace
Co.
Cross References	 1.226 Visual accommodation: ef- 	 1.230 Accommodation: effect of
feet of luminance level and target 	 abrupt changes in target distance;
1.201 Anatomy of the human eye;	 structure;	 1.231 Relation between accommo-
1.223 Resting position of	 1.228 Accommodation: effect of 	 dation and convergence;
accommodation;
1.224 Normal variation in
accommodation;
1.225 Normal variation in accom-
modation: similarity in the two
eyes;
Accommodation
Stimulus	 2 diopters	 L_4 J
1 sec
Figure 3. Time course of accommodation response to a 2-diopter step stimulus for one
young subject. Latency Is —0.3 sec and total time elapsed between stimulus onset and final
response level Is nearly 1 sec. (From Handbook of perception and human performance,
after Ref. 1)
79
1.2	 Optics of the Eye
1.223 Resting Position of Accommodation
Key Terms
Accommodation; dark focus; empty field myopia; eye
focus; instrument myopia; lens; nearsightedness; night
myopia; refraction; resting accommodation
General Description
When there is no visual stimulus to accommodation pres-
ent in the visual field (e.g., in the dark), the eye is not fo-
cused to optical infinity, but rather adopts an intermediate,
resting level of accommodation. On average, the resting po-
sition of accommodation in the dark is - 1.7 diopters (i.e.,
the eye is focused to a distance of —59 cm), but varies from
individual to individual (Fig. 1).
Under conditions where the visual target is degraded or
the need for accommodation is absent, such as viewing in
dim light, viewing a featureless scene, or viewing through
optical instruments (especially microscopes), the eye be-
comes nearsighted; that is, the eye is accommodated for
near distances, even though the objects of interest are lo-
cated at far distances or at optical infinity. Nearsightedness
under these conditions is known as night myopia, empty-
field myopia, and instrument myopia, respectively. The ac-
commodative state of the eye under these conditions corre-
lates highly with the resting state of accommodation in the
dark; this suggests that the nearsightedness commonly ob-
served in such cases is due to a return of accommodation to
the resting state (i.e., relatively near focus) because of the
absence of an adequate stimulus to accommodation.
Applications
Viewing in darkness or dim light, in conditions approximat-
ing an empty field (e.g., high-altitude flight, heavy snow-
storm, or fog), and through optical instruments, especially
microscopes.
15
'I
0 10
I
Resting Point of Accommodation
(diepters)
Figural. Frequency distribution of the amplitude of ac-
commodation or eye focus in total darkness (resting ac-
commodation), for 124 college-age observers. (After Ref. 1)
Methods	 viewing square-wave grating 	 • Dependent variable: amplitudethrough a microscope with a 2-mm	 of accommodation
Test Conditions	 exit pupil	 • Observer's task: judge direction
• Empty field illuminated to 153	 of motion of laser speckle pattern
• Accommodation measured using	 cd/in1 ; microscope field illuminated	 (as an indicator of accommodativelaser optometer; laser speckle pat-	 to II cd/m2	distance)
tern superimposed on field of view 	
• Monocular viewing	 • 124 observers, college students,
for 0.5 see	 for conditions of total darkness and
• Total darkness condition; twi- 	 Experimental Procedure	 twilight; 30 observers, college-age
light condition; empty field condi- 	
• Method of limits	 students, for empty field and instru-tion produced by placing half a
ping-pang ball against the eye; in- • Independent variables: lumi- 	
ment conditions
stniment condition produced by	 nance, type of visual field
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• There are large individual differences in resting accom-
modation (i.e., focus distance in the dark) (Fig. 1).
• Mean resting accommodation is 1.7 diopters (59 cm)
(Fig. 1); this represents nearsightedness (myopia), or focus
to a relatively close distance.
• Correlations between resting accommodation and accom-
modation in very dim light, while viewing an empty felt
and while viewing through a microscope are 0. 84, 0.8 1,
and 0.68, respectively.
Variability
The standard deviation of the mean resting accommodation
was 0.72 diopter. Subsequent studies have found means of
accommodation within 0.25 diopter of this value. Resting
accommodation for an individual has been found to vary by
—0.25 diopter on retest.
Constraints
• Only college-age students were tested, and mean
accommodation is affected by age.
• Resting accommodation may be affected by fatigue, cog-
nitive demands, and the color of the test laser.
Key References	 2. Leibowitz, H. W., & Owens,
D. A. (1978). New evidence for
.	 * 1. Leibowitz, H. W., & Owens,	 the intermediate position of relaxed
D. A. (1975). Anomalous myopias 	 accommodation. Documenta
and the intermediate dark focus of 	 Ophthalnwlogica, 46, 133-147.
accommodation. Science, 189,
646-648.
Cross References	 1.227 Eye focus in dim illumina-
tion (night myopia);
1.222 Visual accommodation; 	 1.228 Accommodation: effect of
1.224 Normal variation in	 dark focus, luminance level, and
accommodation;	 target distance
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1.224 Normal Variation in Accommodation
Key Terms
Accommodation; eye focus; lens; monocular viewing; pupil
size; refraction; viewing distance
General Description
The focusing (accommodation) of the eye varies constantly
when an observer maintains fixation on a target at a fixed
distance, although the observer is unaware of this. The de-
gree of fluctuation increases as target distance decreases,
with monocular compared to binocular viewing, as pupil
size increases, and when fixation is maintained at a given
distance with no target present.
Methods (across studies)
Test Conditions	 or absence of target, target dis-
• Small, high-contrast targets 	 tance, pupil size, monocular versus
• Target distance from 0.2 m to op- binocular viewing
tical infinity	 • Dependent variable: accommo-
• Pupils sometimes dilated with 	 dative state
drugs; in most cases, artificial pupil 	 • Observer's task: maintain target
used	 in focus or maintain steady focus in
absence of target
Experimental Procedure 	 • 5 trained observers in one study
• Accommodation measured with	 (ages 24-40 yrs); 8 young adults in
infrared optometer	 another study; number of observers
• Independent variables: presence 	 in other studies not specified
Experimental Results
• Accommodation shows constant small fluctuations, even
when the observer attempts to maintain steady fixation at a
given target distance and the details of the target are in ap-
parently good focus.
• Fluctuations in accommodation are greater for monocu-
lar than for binocular viewing.
• The amplitude of the fluctuations increases as target dis-
tance decreases and as pupil size increases.
• Fluctuations in accommodation are greater when no tar-
get is present (observer tries to maintain focus to a given
distance) than when a target is viewed.
Figural. Fluctuations in accommodation overtime while
observer attempts to maintain steady focus. Scale on left
Indicates vertical distance corresponding to 1 diopter (D)
for each set of measurements. Target distance and pupil
diameter are indicated where known. Data are shown for
(a) empty visual field and near target (adapted from Ref. 2);
(b) target at optical infinity and near target (adapted from
Ref. 1); (c) target viewed through small and large artificial
pupils (adapted from Ref. 1); (d) near target and far target
(adapted from Ref. 5); and (e) binocular and monocular
viewing of target (adapted from Ref. 4).
82 Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: HumanPerceptionandPerformance. MMRL, Wright-PattersonAFB, OH, 1988.
Visual Acquisition of Information 	 1.0
The range of fluctuations in accommodation was 0.2-0.5
diopters for 8 observers under the same conditions in one
study.
Constraints
• Accommodation is affected by age.
• Accommodation is influenced by characteristics of the
target stimulating accommodation, including luminance
level, oscillatory and abrupt changes in target distance, and
the structure of the stimulus field (CRefs. 1.226, 1.228,
1.229, 1.230).
Key References	 3. Farrell, R. J., & Booth, J. M. 	 *5 Yoshida, t, & Watanabe, A.(1984). Design handbookfor im-	 (1973). Control mechanism of the
*1. Campbell, F. W., Robson,	 agery interpretation equipment. 	 accommodation-vergence eye-
3.0., & Westheimer, G. (1959).	 Seattle, WA: Boeing Aerospace
	 movement system in human eyes
Fluctuations of accommodation 	 Co.	 (NHK Tech. Monograph 21).
under steady viewing conditions. 	
*4 Krueger, H. (1973). An appa- 	 Tokyo: Nippon Hoso Kyokai,Journal of Physiology (London),	
rams for continuous, objective	 Japan Broadcasting Corp. Techni-145, 579.594.
measurement of refraction of the 	 cal Research Lab. (NASA Rep.
*2. Campbell, F. W., Westheimer,	 human eye. OpticaActa, 20, 277- 	 N73-30062)
G.,& Robson, 3.0. (1958). Signif- 285.
icance of fluctuations of accommo-
dation. Journal of the Optical
Society ofAmerica, 48, 669.
Cross References	 1.228 Accommodation: effect of
dark focus, luminance level, and
1.225 Normal variation in accom-	 target distance;
modation: similarity in the two	 1.229 Accommodation: effect of
eyes,	 oscillatory changes in target
1.226 Visual accommodation: ef- 	 distance;
feet of luminance level and target	 1.230 Accommodation: effect of
structure;	 abrupt changes in target distance
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1.225 Normal Variation in Accommodation:
Similarity in the Two Eyes
Start
LE 1D
RE 1D
10	 15	 20	 25	 30
Time (seconds)
Figural. Amplitude of accommodation in the left eye (LE)
and right eye (RE) as the observer tried to steadily fixate a
target at a distance of 50 Cm (2.0 diopters). Arrow indicates
point at which steady fixation of the target began; bars on
left show vertical distance corresponding to I diopter (D) of
accommodation. (From Ref. 1)
Key Terms
Accommodation; eye focus; lens; refraction
General Description
Even when an observer attempts to maintain steady fixation
on a target at a fixed distance, accommodation (eye focus-
ing) fluctuates slightly, although target details appear to be
in good focus. The variations in accommodation are very
similar in the two eyes.
Methods	 Experimental Procedure
Test Conditions	 • Accommodation measured usingdouble infrared optometer
• Small, high-contrast target at 	 • Observer's task: hold fixation on
50-cm viewing distance 	 target as constant as possible
• Binocular viewing	 • One 22-year-old observer from
• Normal room illumination	 whom results are given in Fig. 1
and 2 other observers
Experimental Results	 thor reports that results similar to those in Fig. 1 were ob-
tained with 2 other observers.
• The fluctuations in accommodation that occur when an
observer attempts to maintain fixation on a target at a given 	 Repeatability/Comparison with Other Studies
distance are similar in the left and right eyes. 	 The magnitude of the fluctuations in accommodation is sim-
Variability	
ilar to that found in other studies for monocular and binocu-
lar viewing (CRef. 1.224).
No specific information on variability was given. The au-
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Constraints
• Accommodation is influenced by the age of the observer
• Accommodation is influenced by characteristics of the
target stimulating accommodation, including luminance
Key References
l. Campbell, F. W. (1960). Cone-
lation of accommodation between
the two eyes. Journal of the Opti-
cal Society of America, 50, 738.
Cross References	 1.228 Accommodation: effect ofdark focus, luminance level, and
1.222 Visual accommodation; 	 target distance;
level, oscillatory and abrupt changes in target distance, a
the structure of the stimulus field (CRefs. 1.226, 1.228,
1.229, 1.230).
• The amplitude of fluctuations in accommodation is af-
fected by target distance and pupil size (CRef. 1.224).
1.224 Normal variation in
accommodation;
1.226 Visual accommodation: ef-
fect of luminance level and target
structure;
1.229 Accommodation: effect of
oscillatory changes in target
distance;
.230 Accommodation: effect of
abrupt changes in target distance
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1.226 Visual Accommodation: Effect of Luminance Level and
Target Structure
Key Terms
Accommodation; eye focus; lens; refraction
General Description
The eyes change focus to resolve objects at different dis-
tances though a process known as accommodation, a
change in the shape and thickness of the lens of the eye
(CRef. 1.222). In general, the amplitude of accommodation
matches target distance when the target is brightly lighted,
detailed, and within arm's length (CRef. 1.231). Deviations
from these optimal target characteristics produce inaccurate
accommodation.
Methods	 aS stimulus appears to drift in agiven direction depending on ob-
Test Conditions	 server's refractive state)
. Depth of field controlled by di-
Study 1 (Ref. 3)
• Targets were Suellen E or blank
white wall, viewed without lenses
or through lenses ranging from
+ 1.0 diopter through -5.0 diop-
ters in one-diopter steps
• Luminance level of .03 cd/m2 or
685 cd/m2
• Refractive state assessed by
modified stigmatoscope or infrared
skiascope
Study 2 (Ref. 4)
• Targets were sinusoidal gratings
of 65.4% contrast with spatial fre-
quencies of 0.5, 1.2, 3.0, 4.9,
7.5, 9.8, or 19.2cldeg;one high
contrast square-wave grating of
4.3 cldeg; presented monocularly
through a two-channel Maxwellian
view optical system
• Mean target luminance was
262 cd/rn2
• Accommodation measured with
laser optorneter (speckled interfer-
ence pattern superimposed over fix-
Experimental Results
• Focus errors are least likely when the target is detailed,
within reach, and under high illumination.
• Accuracy of accommodation is greatest for a sine-wave
grating of 3 c/deg. Accommodation accuracy of 3 c/deg is
nearly identical to that obtained with the 4.3 c/deg square-
wave target.
• Accuracy of accommodation falls off gradually at both
higher and lower spatial frequencies.
Repeatability/Comparison with Other Studies
• Resting state of accommodation (as in complete dark-
ness) has a mean of about 1.52 diopter (Ref. 2).
• Contours delineated only by chromatic differences and
very high and very low spatial frequency patterns do not
generate accurate accommodation responses (Refs. 1, 4, 5).
HIGH LUMINANCE (.- 665 cd/mi
20/20 Snellen "E'
Blank wall
M [a)
4-
LOW LUMINANCE I-0.3 cd/ni
—20/20 Snellen 'E
3-	
---Blank wall
2-
-
04:	 .:	 .....................................
-1-h
(b)
Stimulus to Accommodation
(diopters)
Figural. Accommodative response when viewing un-
structured (dashed line) and detailed (solid line) visual
stimuli at two luminance levels (Study 1). Dotted lines
represent hypothetical, perfect responses. (From Hand-
book of perception and human performance, based on
data from Ref. 3)
lating natural pupil; stimuli viewed
through 3.5 mm artificial pupil
Experimental Procedure
Study 1
• independent variables: power of
lens (stimulus to accommodation),
level of illumination, type of target
• Dependent variable: refractive
state
• Observer's task: view targets
• 3 observers
Study 2
• Method of constant stimuli (for
contrast threshold)
• Independent variable: power of
lens (stimulus distance), spatial fre-
quency of sine wave grating
• Dependent variable: accommo-
dative responses
• Observer task: focus targets
without straining; close eyes and
relax when targets appear to fade
• 2 observers
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Figure 2. Mean accommodative responses as a function of spatial frequency and stimulus distance (Study 2). Solid func-
tions are accommodative responses for a 4.3-Hz square-wave grating. (From Ref. 4)
Constraints
• Nearly all observers in these studies were young (college
age). Accommodation is not as accurate in older observers,
especially for near distances.
• Even when an observer is maintaining fixation on a target
at a given distance, accommodation is not steady, but may
fluctuate by as much as 0.5 diopters (CRef. 1.224).
Key References	 *3 Nadell, M. C., & Knoll, H. A.(1956). The effect of luminance,
1.Charman, W. N., & lbcker, J.	 target configuration and lenses(1977). Dependence of accommo- 	 upon the refractive state of the eye.
dation responses on the spatial fre- 	 American Journal of Optometry,
quency spectrum of the observed 	 33, 24-42.
object. Vision Research, 17,129- 	
*4 Owens, D. A. (1980). A corn-140.	 parison of accommodative respon-
2.Leibowitz, H. W., & Owens, 	 siveness and contrast sensitivity for
D. A. (1978). New evidence for	 sinusoidal gratings. Vision Re-
the intermediate position of relaxed search, 20, 159-167.
accommodation. Documenta	 s. Wolfe, J. M., & Owens, D. A.Ophthalmologtca, 46,133-147. (1981). is accommodation color-
blind? Focusing chromatic con-
tours. Perception, 10, 53-62.
Cross References	 1.227 Eye focus in dim illlumina- 	 1.230 Accommodation: effect oftion (night myopia);	 abnipt changes in target distance;
1.222 Visual accommodation; 	 1.229 Accommodation: effect of 	 1.231 Relation between accommo-
1.224 Normal variation in 	 oscillatory changes in target 	 dation and convergence;
accommodation; distance; Handbook ofperception and
human performance, Ch. 4,
Sect. 1.5
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1.227 Eye Focus in Dim Illumination (Night Myopia)
fl. = Fixed monocular acc n
A Free monocular accommodation
o . = Free binocular accommodation
o OBSERVER 1'
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Figural. Myopia (refractive error) as a function of lumi-
nance level. Myopia (nearsightedness) is measured as the
spectacle correction necessary for optimal resolution of a
fine bar pattern. Observers 1 and 2 were emmetropic
(needed no refractive correction); Observer 3 was myopic
(note differences In scale of y-axis). The open and filled
squares for Observer 3 are sets of data collected 2.5 yr
apart. (From Ref. 2)
Key Terms
Accommodation; eye focus; nearsightedness; night myopia;
night vision; refraction; scotopic vision; visual acuity
General Description 	 and the nearest distance at which in object can be focused
approach each other. As light dims, it becomes more and
The eye becomes nearsighted (myopic) in dim light, starting more difficult for an observer to see clearly both distant and
at twilight levels of illumination and becoming increasingly 	 very near objects.
myopic as the brightness is further reduced. The final level
of myopia varies among individuals. The farthest distance
Applications
Detection or identification of distant objects in dim light.
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Methods
Test Conditions
• 4-degree circular target consist-
ing of square-wave grating pattern
of alternate black and white bars of
equal width; target could be turned
to any orientation; bar-width size
variable to cover range of visual
acuities corresponding to lumi-
nance levels used
• White surround, l4 deg ona
side, 6.1 m (20 ft) distant; lumi-
nancesfrom3.2 >< 10°to2.5 X
103 cd/rn2 (0.01-800,000 jiL),
color temperature of illuminating
sources (tungsten filament lamp)
held at 2850° K
• Binocular or monocular viewing
through phoropter apparatus (in-
strument providing a series of spec-
tacle lenses of various powers
mounted on rotatable disks; lens
power could be varied in 0.25 or
0.12 diopter steps); accommoda-
tion (eye focus) free or relaxed by
appropriate fixation target
Experimental Procedure
• Independent variables: lumi-
nance of target and surround, mon-
ocular or binocular viewing, fixed
or free accommodation
• Dependent variable: lens power
at which smallest target was
resolved
• Observer's task: to manipulate
phoropter lenses to find the most
positive and most negative power
at which smaller and smaller bars
could be resolved until negative
and positive corrections were equal
or only one or two lens powers
apart; to verify resolution of bars,
observer had to accurately identify
orientation of bars set at several po-
sitions by the experimenter
• 3 observers with extensive
practice
• No myopia is observed at luminance levels above
—0M3 cd/rn2 . Below this level, myopia increases (optimal
spectacle correction becomes more and more negative) as
the luminance decreases. Lens strength required is about
—2 diopters at very low light levels for both emmetropic
observers and even more negative for the myopic observer
(Fig. I).
• Results are similar whether viewing is monocular or bi-
nocular and whether accommodation is free or relaxed (i.e.,
stimulated for near or for far vision).
Constraints
• Magnitude of night myopia may vary somewhat depend-
ing on the size, contrast, and surround of the object viewed.
• Accommodation (eye focus) is affected by the age of the
observer.
• In a related experiment, night myopia was found to occur
even when a drug (homatropine) is used to prevent
accommodation.
Variability
No specific information on variability was provided. Figure
1 shows good agreement among results for three different
observers. Two series of measurements for Observer 3
made 2.5 yrs apart were in close agreement.
Key References	 . Koomen, M., Scolnik, R., & 	 3. Leibowitz, H. W., & Owens,
Tousey, R. (t951). A study of night	 D. A. (1975). Night myopia and
I. Johnson, C. A. (1976). Effects
	 myopia. Journal of the Optical So- 	 the intermediate dark focus of ac-
of luminance and stimulus distance 	 ciety ofAmerica, 41, 80-90.	 commodation. Journal of the Opti-
on accommodation and visual reso-
	 cal Society ofAmerica, 65. 1121-
lotion. Journal of the Optical So-
	 1128.
ciety ofAmerica, 66, 138-142.
Cross References
1.222 Visual accommodation;
1.223 Resting position of
accommodation;
.228 Accommodation: effect of
dark focus, luminance level, and
target distance
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Figura l. Accommodative response as a function of target distance at four luminance lev-
els. Dashed line represents direct one-to-one correspondence between target distance
and accommodative response (i.e., "perfect" accommodation). Solid arrows indicate mean
dark focus (amplitude of accommodation). Error bars at top right of each panel show one
standard deviation. Note that diopters equal the reciprocal of distance in meters; thus, tar-
get distance decreases from left to right along the abscissa. (From Ref. 3)
Key Terms
Accommodation; dark focus; eye focus; lens; luminance;
night myopia; refraction; resting accommodation; viewing
distance
General Description 	 far targets and an underaccommodation to near ones. Error
of accommodation decreases with increases in overall lumi-
The amplitude of accommodation (eye focusing) to a vi-	 nance. Accuracy of accommodation is greatest when targets
sual target is affected by target distance, luminance level, 	 are located near the dark-focus distance.
and target location relative to an observer's individual dark
focus (distance to which the observer is accommodated in
total darkness). Observers show an overaccommodation to
90	 Boll, K. A., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Pen'ormance. AAMRL, Wtight-PattersonAFB, OH, lOBS.
Visual Acquisition of Information 	 1.0
Observer selection criteria for target detection or discrimi-
nation tasks should take into account the relationship be-
tween observer's dark focus and task demands. Display
designs and viewing conditions should allow for effects
of variability in accommodation.
Methods	 • Surround field luminance varied	 Experimental Procedure 	 • Dependent variables: accommo-from 0.05 to 51.4 cd/ni2
	
	dative response as measured by op.
• Accommodation measured using tical distance (in diopters) of laser• For accommodation measure-
• Ten-deg circular surround with	 ments, 2-deg circular laser speckle	
laser optometerTest Con itions Observer dark-adapted 10 mm at speckle pattern at which pattern ap-
•
diagonal crosshairs and centered 	 pattern was superimposed on sur- 	 start of session, followed by 5 mm 	 peared motionlessround field; pattern duration of 500 • Observer's task: report verballyannulus (2-deg inner diameter,
3-deg outer diameter) to aid	 msec per trial	
adaptation to surround field lumi-	 the direction of motion (up or
fixation and accommodation • Surround field presented in 	
nance; dark focus determined at be- down) of speckle pattern until pat-
Max
g
wellian view	 ginning and end of each session 	 tern perceived as motionless or
• Stimulus displays at five optical 	
• Li	 • Independent	 es: optent variablicaldistance of stimuli, surround-field	 swirlingdistances from 0-3.0 diopters (cor-
	
	 4 observers, highly practiced,and headrest to control viewing •responding to targets located at op- 	 distance; right eye occluded	 luminance	 ages 22-24, with normal or bettertical infinity and at distances of
	 acuity0.33-2m)
Experimental Results	 • Accommodative error increases with decreasing
liiminance
• Dark focus (accommodation distance in the dark) varies
between 1.0 and 2.25 diopters among observers.
• The range of accommodation decreases as luminance
level decreases. At the lowest luminance level used
(0.051 cd/m2), accommodation (focus distance) varies by
only 0.5 diopter or less as target distance changes from
0.5 to 3.0 diopters.
• Error of accommodation increases with increasing dis-
tance of target from the observer's dark focus.
• Observers overaccommodate to targets located farther
than the dark-focus distance and underaccommodate to tar-
gets located nearer than dark focus.
Variability
Error bars for one standard deviation shown on Fig. 1.
Repeatability/Comparison with Other Studies
Results are consistent with many earlier studies which also
found overaccommodation to far targets and underaccom-
modation to near ones. The dark focus values obtained in
this study are consistent with those obtained in studies of
large population samples (Ref. 4).
Constraints
• Dark focus position varies with age and visual acuity
(Ref. 4).
• The magnitude of accommodation is influenced by the
observer's age (CRef. 1.222).
• Accommodation is influenced by a number of target char-
acteristics (CRefs. 1.226, 1.229, 1.230).
• Even when an observer is maintaining fixation on a target
at a given distance, accommodation is not steady but may
fluctuate by as much as 0.5 diopters (CRef. 1.224).
Key References	 2. Charman, W. N., & Thcker, J.	 *3 Johnson, C. A. (1976). Effects 	 4. Simonelli, N. M. (1983). The(1977). Dependence of accommo-
	 of luminance and stimulus distance	 dark focus of the human eye and its
I. Alpena, M. (1958). Variability	 dation response on the spatial fre-
	 on accommodation and visual reso- 	 relationship to age and visual de-
of accommodation during steady 	 quency spectrum of the observed 	 lution. Journal of the Optical So-	 fect. Human Factors, 25, 85-92.
fixation at various levels of illumi-	 object. Vision Research, 17, 129-	 ciety of America, 66, 138-142.
nance. Journal of the Optical So-	 139.
ciely ofAmerica, 48, 193-197.
Cross References	 1.229 Accommodation: effect of
oscillatory changes in target
1.222 Visual accommodation;	 distance;
1.224 Normal variation in
accommodation;
1.226 Visual accommodation: ef-
fect of luminance level and target
structure;
1.230 Accommodation: effect of
abrupt changes in target distance
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1.229 Accommodation: Effect of Oscillatory Changes in
Target Distance
Figural. Accommodative responses to oscillations in tar-
get distance of 1.7 diopters (0.59 m) centered at 1.36 diop-
ters (0.74 m) at two oscillation frequencies. (From Ref. 3)
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FIgure 2. Accommodation as a function of frequency of
oscillation In target distance. Figure shows results from
four studies. (a) Amplitude of accommodation as a propor-
tion of target movement (value of 1.0 on ordinate Indicates
accommodative response that compensates completely for
target movement); (b) phase lag in degrees between ac-
commodative response and target oscillation; and (c) tem-
poral lag of accommodative response. (Adapted from data
In Refs. 1, 2, 4, & 5)
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3. Farrell, R. I., & Booth,!. M.
(1984). Design handbookfor im-
agery interpretation equipment.
Seattle, WA: Boeing Aerospace
Co.
*4 Krueger, H. (1973). An appa-
ratus for continuous, objective
measurement of refraction of the
*5 Yoshida, T., & Watanabe, A.
(1973). Control mechanism of the
accommodation-vergence eye-
movement system in human eyes
(NHK Tech. Monograph 21).
Tokyo: Nippon How Kyokai,
Japan Broadcasting Corp. Techni-
cal Research Lab. (NASA Rep.
N73-30062)
Visual Acquisition of Information	 1.0
Accommodation; eye focus; lens; motion in depth; refrac-
tion; viewing distance; visual tracking
General Description
Observers have difficulty maintaining eye focus (accom-
modation) for a distant target that is oscillating in depth. As
oscillation frequency increases, the relative amplitude of
accommodation decreases and the accommodative response
tends to lag further behind the target position.
Methods (across studies) 	 Experimental Procedure	 • Observer's task: to maintain tar-
Test Conditions	 • Amplitude of target oscillation 	 • Independent variables: frequency get in focus. Several observers usually tested,
High-contrast targets (disks or	 0.6-3 diopters (corresponding to
and amplitude of target oscillation, 	 but only the data for one "typical"
distances of 0.33-167 m)	 mean target distance
illuminated up to 80 cd/rn2 , either	 • Monocutar and binocutar view- 	
bserver is presentedbar patterns) on a white surround, 	 • Dependent variables: amplitude, 	 o
frequency, and response time of
moving sinusoidally in depth or	 ing with real movement; binocular 	 accommodation
made to appear to move by manip-	 viewing with stereoscopic
ulating stereoscopic display 	 presentationPupils often dilated with drugs
Experimental Results
• As the frequency of target oscillation in depth increases,
the relative amplitude of the accommodative response de-
creases (Fig. 1). The decrease is greater for monocular than
for binocular viewing.
• As oscillation frequency increases, the accommodative
response lags further behind the target position.
Constraints
• Results may be affected by the mean level of
accommodation.
• Age affects the results.
• Very few observers have been tested.
• Experimental methods are often described only briefly.
Reaction time to a single change in a focusing stimulus var-
ies by 0.27-0.46 sec among 6 observers; amplitude of ac-
commodation varies from 2-7% for a given observer.
Curves III and IV in Fig. 2 show a striking difference in
measurements apparently under similar conditions.
Key References	 human eye. Journal of Physiology	 human eye. Optica Acta, 20,(London), 151,285-295. 	 277-285.
*J Campbell, F. W., Robson
J. Ci., & Westheimer, G. (1959).
Fluctuations of accommodation
under steady viewing conditions.
Journal of Physiology (London),
145,579-594.
*2, Campbell, F. W., & Westhei-
mer, G. (1960). Dynamics of ac-
commodation responses of the
Cross References
1.222 Visual accommodation;
1.223 Resting position of
accommodation;
1.225 Normal variation in accom-
modation: similarity in the two
eyes
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1.230 Accommodation: Effect of Abrupt Changes in
Target Distance
Target Distance
o.2n
Eye
Response
T viewing
1DI
I	 I
0	 2	 4	 6
(a)
Target
0.28m
2m
Binocular
viewing
Eye
Response
1 DI
Monocular
viewing
I	 I	 I	 II	 II	 I
0	 2	 4	 6(b)
Time (seconds)
Figural. Accommodative responses to a sudden change
In target distance (a) from 1 an to 0.25 m (1 to 4 diopters).
(From Ref. 4) (b) from 2 m to 0.28 m (0.5 to 3.5 diopters).
(From Ref. 3) Top of each panel shows change In target dis-
tance; bottom shows associated accommodative response.
Bars indicate vertical distance corresponding to I diopter
(D). Each panel shows results for one subject.
Key Terms
Accommodation; eye focus; lens; monocular viewing;
refraction; viewing distance
General Description
The eye does not respond immediately to a sudden change
in target distance. It takes time for the eye to begin to
change its focus and additional time to complete the change.
94	 Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: HumanPerception andPeilormance. MMRL,Wright-Patterson AFB, OH, 1988.
Visual Acquisition of Information	 1.0
Test Conditions
• Small, high-contrast target
• Surround luminance ranged from
very dim to — 35 cdlm2
• Target distance from 0.22-2 m,
with target moving along optical
axis of the eye
viewing
• Pupils dilated to >4-5 into
through test conditions (luminance
level) or drugs
Experimental Procedure
• Independent variable: magnitude
of change of target distance
duration, and accuracy of accom-
modative response
• Observer's task: maintain target
in focus
• S trained observers in Ref. 3,
ages 24-40; number of observers
not specified in Ref. 4
•	 Experimental Results	 • Binocular viewing results in greater accommodative ac-
curacy than monocular viewing.
• Accommodative response (eye focus response) begins 	
• Results are similar for target changes from near to far dis-
-0.4 sec after a change in target distance.	
-	 tances and from far to near.
• Once accommodation is initiated, it takes --0.6 sec to
complete the accommodative change.
• The ratio of accommodative distance to target distance
was 83-90% for the younger observers and 62% for the
40-yr-old observer (i.e., accommodation did not compen-
sate completely for the change in target distance).
Variability
Time to initiate accommodation varied from 0.27-0.46 sec
for 6 observers; amplitude of accommodation varied from
2-7% for a given observer.
K-'	 Constraints	 • Accommodation is influenced by characteristics of the
target stimulating accommodation, including luminance
• The age of the observer affects accommodation.	 level, oscillatory and abrupt changes in target distance, and
• Results may be affected by the mean level of accommo- 	 the structure of the stimulus field (CRefs. 1.226, 1.228,
dation about which the change occurs. 	 1.229).
Key References	 2. Farrell, R. 1., & Booth, J. M.	 *4 van der Wildt, 0.1., &	 5. Yoshida, T., & Watanabe, A.(1984). Design handbookfor ira-	 Bouman, M. A. (1971). An ac-	 (1973). Control mechanism of the
I. Campbell, F. W., & Westhei-	 agery interpretation equipment.	 commodometer: An apparatus for 	 accommodation-vergence eye-
met, G. (1960). Dynamics of ac- 	 Seattle, WA: Boeing Aerospace	 measuring the total accommodation movement system in human eyes
commodation responses of the	 Co.	 response of the human eye. Applied (NHK Tech. Monograph 21).
human eye. Journal ofPhysiology	
*3 Krueger, H. (1973). An appa-	 Optics. 10, 1950-1958.	 Tokyo: Nippon Hose Kyokai,(London), 151, 285-295.	 rains for continuous, objective	 Japan Broadcasting Corp., Techni-
measurement of refraction of the 	 cal Research Lab. (NASA Rep.
human eye. Option Arta, 20, 277-	 N7330062).
285.
Cross References	 1.228 Accommodation: effect of
dark focus, luminance level, and
1.222 Visual accommodation; 	 target distance;
1.224 Normal variation in	 1.229 Accommodation: effect of
accommodation;	 oscillatory changes in target
1.226 Visual accommodation: ef-	 distance
(oct of luminance level and target
structure;
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1.231 Relation Between Accommodation and Convergence
Key Terms
AC/A ratio; accommodation; convergence; eye focus; lens;
refraction; single vision; vergence eye movements; viewing
distance
General Description
With normal vision, a change in fixation from far to near in-
volves convergent eye movements to cause the eyes' lines
of sight to intersect at the new target distance, a change in
eye focus (accommodation), and a contraction of the pu-
pils; these three changes facilitate clear binocular vision at
close range. In the absence of any changes in the stimulus
for accommodation, changes in convergence produce
changes in accommodation. Similarly, changes in accom-
modation are accompanied by changes in convergence in
both monocular and binocular viewing. If one eye is cov-
ered, the covered eye makes a clear inward (or convergent)
motion when accommodation is increased and makes an
outward (or divergent) motion when accommodation is
relaxed.
The change in accommodative vergence (in prism diop-
ters) per unit change in accommodation (in diopters) is the
AC/A ratio. The ratio called for by the stimulus conditions
is termed the stimulus AC/A ratio; the actual response is the
response AC/A ratio. The average response AC/A ratio is
1.08 times the stimulus AC/A ratio (Ref. 1). The ratio for
an individual is remarkably constant, even with refractive
correction, and does not change with age. The ratios for dif-
ferent people vary over a wide range. However, in the gen-
eral population, individual AC/A ratios vary between 3 and
5 diopters per diopter of accommodation. Typically, there is
1.76 deg change in phoria (angle between the lines of
sight of the eyes in the absence of a fusion target), for each
diopter change in accommodation. Most visually normal
people have AC/A ratios just a little larger than one-half of
their interocular (interpupillary) separation. Thus there is a
fairly large exophoria (divergence) at reading distances.
This deficit in convergence is made up for by fusion in the
central nervous system: within limits, the two retinal images
will still be seen as single even when they do not fall upon
exactly corresponding points of the retinas. A moderate
amount of near phoria thus causes no discomfort, image
blurring, or double vision. When the required phoria equals
or exceeds the fusional reserve or fusional buffer between
accommodation and convergence, binocular vision may be
present but uncomfortable, or monocular vision may take
over with vision remaining comfortable because the image
of one eye is suppressed.
The Donders or demand line shown in Fig. I represents
the amount of accommodation and convergence (measured
in diopters and meter angles, respectively) required for
symmetrical convergence on a target object that is moved
toward the observer along the midline. A meter angle is the
angle subtended by the baseline connecting the centers of
rotation of the two eyes at a perpendicular distance of one
meter from the middle of this line (i.e., the angular conver-
gence required for fixation of a target on the median line 1 m
Figure 1. The relation between accommodation and con-
vergence. The heavy line shows the region within which
single binocular vision can be maintained (i.e., without dou-
ble images). PRA and NRA are the positive and negative rel-
ative accommodation, respectively; PRC and NRC are the
positive and negative relative convergence, respectively.
Donders' line indicates the values required for symmetrical
convergence on a target that is moved toward the observer
along the midilne. (From Ref. 2)
from the centers of rotation of the eyes). The large meter
angle, which is the sum of the rotations for both eyes, is
usually used. The small meter angle is for one eye only. The
amount of eye convergence required for fixation at a given
distance can be specified in diopters by multiplying the
meter angle by the interocular separation in centimeters.
Both meter angles and diopters give required eye position,
but actual convergence will be different from a perfect
position.
Figure 1 shows the relation between accommodation
and convergence. The heavy lines enclose the zone of single
binocular vision, that is, the zone within which binocular
vision can be maintained without double images. The rela-
tive ranges of accommodation are from early measurements
obtained by determining the strongest minus and plus spher-
ical lenses (stimulating positive and negative accommoda-
tions, respectively) that could be tolerated by the observer
without destroying single binocular vision for various dis-
tances in the median plane (i.e., directly in front of the ob-
server). The ranges of relative convergence were added by a
later researcher (see Ref. 2). PRA and NRA are the positive
and negative relative accommodation, and PRC and NRC
are the positive and negative relative convergence. Refer-
ence 3 defined the zone of comfort as the middle third of the
range between positive and negative relative convergence
(i.e., the middle third of the zone of clear single vision).
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Donders or demand line to the limit of fusional vergence be
called the fusional "reserve," and that this reserve be no
less than twice the demand value to allow comfortable vi-
sion. These two rules yield similar results in most cases.
When binocular instruments are used, the eyes usually
cover more than required by optical conditions, even when
Applications
Design of binocular instruments; divergence and conver-
gence limits for distortion in vehicle windscreens.
Constraints
• Individual differences in tolerance to mismatch of accom-
modation and convergence are large; individuals usually
have some phoria that may appreciably influence their
tolerances.
set to
probably due to awareness of the apparent nearness of the
viewed object of scene because of the angularly large size of
both viewed objects and details. Instrument users also tend
to adjust the focus of binocular eyepieces to negative, often
very negative, diopter values even though their vision is not
myopic (nearsighted).
Key References	 American Journal of Ophthalmol-	 3. Percival, A. S. (1892). The rela- 	 4. Sheard, C. (1930). The zone of
ogy, 48, 141-148.	 tion of convergence to accommo- 	 ocular comfort. American Journal
1. Alpem, M., Kincaid, W. M., &	 2. Michaels, D. D. (1975). Visual	 dation and its practical bearing, 	 of Ophthalmology, 7, 9-25.
Lubeck, M. J. (1959). Vergence 	 optics and refraction. A clinical 	 Ophthalmology Review, 11, 313-
and accommodation. Ill. Proposed 	 approach. St. Louis, MO: C. V.	 328.
definitions of the AC/A ratios.	 Mosby.
Cross References	 1.224 Normal variation in
accommodation;
1.222 Visual accommodation; 	 1.808 Convergence angle;
1.223 Resting position of	 1.809 Phoria
accommodation;
97
-4	 -2	 0	 2	 4
'I
S
C
E
E
EC
C
a.
a.
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1.232 Monocular Versus Binocular Pupil Size
Scene Luminance (log candelaslmeter2)
Figural. Average monocular and binocular pupil diameter
as a function of luminance level. (From Ref. 2)
Key Terms
Dark adaptation; light adaptation; monocular viewing; pupil
size; papillary reflex
General Description
The diameter of the pupil of the eye is less when both eyes
are illuminated than when only one is illuminated; pupil di-
ameter decreases with increasing illumination.
Applications
Calculation of retinal illuminances.
Methods	 Experimental Procedure
Independent variables: field In-
Test Conditions	 minance, monocular or binocular
• Luminance from total darkness	 viewing
to 7000 cdim2	• Dependent variable: pupil
• Observer adapted to given light	 diameter
level, then eye photographed with 	 • Observer's task: maintain con-
mm scale placed in plane of pupil	 slant fixation
• 2-6 observers
Experimental Results	 at the four lowest luminances; for the four highest lumi-
nances, the differences were 0.1-0.3 and 0.0-0.2,
• Pupil diameter decreases as light level increases,	 respectively.
• Decrease is greater when both eyes are stimulated, except
at very low and very high light levels. 	 Repeatability/Comparison with Other Studies
Variability
The difference in pupil diameters between the two observers
ranged from 0.1-1.7 for binocular viewing and from
0.0-1.3 for monocular viewing. The larger differences were
Boll, K. ft. & Lincoln, J. E. Engineering Data compendium: Human
Perception and Performance. AAMRL, Wright-PallorsonAFB. OH, 1988.
The relation between pupil size and luminance level is con-
sistent with that found in a large number of studies
(CRef. 1.233).
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Constraints
• Age may affect the results.
• Pupil size may be affected by such factors as the color of
the target, target distance, eye color, sex, refractive error of
the eyes, and the structure of the visual field (CRef. 1.234).
• Pupil size varies considerably from one person to the next
at a given luminance level.
Key References
l. Farrell, R.3.,& Booth, 3.M.
(1984). Design handbook for im-
agery interpretation equipment.
Seattle, WA: Boeing Aerospace
Co.
Cross References
1.233 Pupil size: effect of lumi-
nance level;
1.234 Pupil size: effect of target
distance
*2. Reeves, P. (1918). Rate of pu-
pi1lar' dilation and contraction.
Psychological Review, 25, 330-
340.
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1.233 Pupil Size: Effect of Luminance Level
Key Terms
Dark adaptation; tight adaptation; pupil size; pupillary
reflex
General Description
Pupil size varies with the level of illumination (Fig. 1). The
pupil constricts in bright light and dilates in dim light, but
these changes are not monotonic. When the light is sud-
denly increased (Fig. 2a), the pupil first constricts and then
dilates (i.e., it overcompensates), after which it may con-
strict again. When the light is suddenly dimmed (Fig. 2b),
the pupil dilates and then constricts, then dilates again. The
time it takes the pupil to stabilize is related roughly to the
time it takes for dark adaptation and light adaptation of
the eye. Constriction occurs in less than a minute, but com-
plete dilation may take — 20 mm (Fig. 3).
Applications
Calculation of retinal illuminance.
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Luminance (log candelaslmeter2)
Figural. Pupil size as a function of luminance level. Unla-
beled curves are for six studies summarized in Ref. 4 (see
Ref. 4 for details). Curve M (with data points) is the mean
across all studies, weighted by the number of observers In
each study. (From Ref. 4)
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Figure 2. Fluctuations In
pupil size when light is (a)
Increased and (b) de-
creased in steps of one log
unit. The arrows point to the
pupil diameter in the initial
Illumination. Initial lumi-
nance level, designated as
L1 , was .031 83 and 3183
cd/m2 (0.1 and 10,000 apos-
tubs) for panels (a) and (b),
respectively; L2 designates
the luminance level after
the first increment or decre-
ment. (From Ref. 3)
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Figure 3. Time required for
the pupil (a) to fully dilate in
total darkness following 3
min centrally fixated expo-
sure to bright (4.0 x 10' tro-
lands) 40% field. (From
Handbook of perception
and human performance.)
(b) To fully constrict after
exposure to a 100 ml (318.3
cd/m2) lights. No dark adap-
tation duration was given.
(Note difference in time
scales on abscissa for
panels [a] and Ibfl. (From
Ref. 5)
Methods (across studies) 	 Experimental Procedure	 • Dependent variable: pupil
Test Conditions	 • Field sizes between 25 and 180 	 • Independent variables: field In- 	
diameter
• White light; luminance	 deg of visual angle
romance, monocular versus binoc-	 • Observer's task: maintain fixa-
ular stimulation	 tion on target field
10-10 c&m2	 • Usually one eye illuminated and	 • 5-52 observers per studyother eye photographed
Experimental Results • The pupil takes up to 20 min to dilate fully, but <1 mill to
constrict.
• Pupil diameter decreases as luminance level increases.
• Pupil diameter varies between 2 and 8 mm, depending on
luminance level.
• The change in pupil size is not a smooth function over
time.
Constraints	 the target, target distance, eye color, sex, refractive error of
the eyes, and the structure of the visual field (CRef. 1.234).
• Pupil diameter is smaller when both eyes are stimulated
	
• Pupil size varies considerably from one person to the next(CRef. 1.232).	 at a given lumenance level.
• Age greatly affects pupil mobility.
• Pupil size may be affected by such factors as the color of
Key References	 *3 Homung, J. (1967). Pupillen- 	 *5 Reeves, P. (1918). Rate of pu-bewegungen nach einem Sprung	 pillary dilation and contraction.
9. Alpern, M., & Campbell, 	 der Reizlichtintensitat (Papillary 	 Psychological Review, 25, 330-
F. W. (1963). The behavior of the	 movements after a jump in the in- 	 340.
pupil during dark-adaptation. Jour-	 tensity of the stimulus light).	 6. ten Doesschate, J., & Alpena,
nat of Physiology (London), 165,	 PflugersArchiv, 296, 3948.	 M. (1967). Effect of photoexcita-5-7.	
*4 Mellerio, J. (1966). Ocular re-	 tion of the two retinas on pupil
2. deGroot, S. H., & Gebhard, 	 fraction at low illuminations. Vi-	 size. Journal ofNeurophysiology,
J. W. (1952). Pupil size as deter- 	 sion Research, 6,217-237.	 30, 562-576.
mined by adapting luminance.
Journal of the Optical Society of
America, 42,492-495.
Cross References
1.232 Monocular versus binocular
pupil size;
1.234 Pupil size: effect of target
distance;
Handbook ofperception and
human performance, Ch. 4,
Sect. 1.12
Variability
Pupil size for a given individual varies by 10% under the
same conditions. The variability between individuals may
be as great as 3 mm, 50% of the entire range.
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1.234 Pupil Size: Effect of Target Distance
Viewing Distance (meters)
0.1
	 10
Viewing Distance (diopters)
Figural. Relative pupil diameter as a function of target
distance. (The upper line is based on data in Ref. 1; the lower
line is from Ref. 2.) Pupil size at a given viewing distance is
shown as a proportion of pupil size at the maximum dis-
tance used (Ref. 1) or at infinity (Ref. 2).
Key Terms
Pupil size; pupillary reflex; viewing distance
General Description
The diameter of the pupil decreases as target distance is re-
duced below 1 m.
Applications
Calculation of retinal illuminance.
Methods	 Experimental Procedure	 • Observer's task: fixate a high-
Test Conditions	 • 
Independent variables: distance 	 contrast target
• 3 observers, mean age 38 (Ref.
of target, luminance level	 2); 1 observer (Ref. I)
• Fixation distances from 0.1-10 m • Dependent variable: pupil
• Field luminances from 30475 	 diameter
cdim2
Experimental Results	 Variability
e Pupil diameter decreases to a minimum of about one-half
its maximum diameter as fixation distance is reduced below
im.
e Results are the same for field luminances from
30-475 cd/m2.
Reference 1 provided results of three determinations at each
target distance; pupil diameter varied by 0.9 mm at the tar-
get distance of 15 cm, which was one-third the total range
of pupil constriction. Figure 1 shows that there is considera-
ble variability among subjects in different experiments.
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• Only intermediate field luminances have been used.
• Age may affect the results.
• Pupil size may be affected by such factors as the color of
Key References	 *2. Baitleson, C. J. (1968). Pupildiameters and retinal illuminances
* J Alpena, M., Ellen, P., & Gold- 	 in interocular brightness matching.
smith, R. 1. (1958). The electrical 	 Journal of the Optical Society of
response of the human eye in far.	 America, 58, 853-855.
to-near accommodation. Archives
of Ophthalmology, 60, 592-602.
Cross References
1.232 Monocular versus binocular
Pupil size;
1.233 Pupil size: effect of lumi-
nance level;
1.234 Pupil size: effect of target
distance
the target, target distance, eye color, sex, refractive error 01
the eyes, and the structure of the visual field (C Ref. 1219).
• Pupil size varies considerably from one person to the next
at a given luminance level.
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1.235 The Normal Achromatic Visual Field
Figural. The normal achromatic binocular visual field (in
degrees of visual angle). The shaded portions are visible to
only one eye. (Based on data from Refs. 1,4)
Key Terms
Field of view; perimetry; peripheral vision; visual field
Figure 2. The normal achromatic monocular visual field
for targets of various sizes- The figure Is for the right eye;
the left eye's field Is  mirror image of that for the right eye.
(From Ref. 3, plotted from data in Ref. 1)
General Description 	 The field of view is reduced by any variable (such as lumi-
nance, contrast, or size) that reduces the visibility of the tar-
The maximum field of view of the normal observer for ach- get. Figure 2 shows the reductions in the visual field that
romatic targets (Fig. 1) is a somewhat irregularly shaped 	 occur when the target is reduced in size.
ellipse made up of the overlapping monocular fields of the
right and left eyes. It extends — 60 deg of visual angle above
and below the center and more than 100 deg to the sides.
Applications
Displays or environments requiring that observers see ob-
jects in the periphery of the visual field.
Methods (across studies) 	 Experimental Procedure	 • Observer's task: report presence
• Various methods used	 of target
Test Conditions	 • Luminance of test target typi- 	 • Independent variables: position 	 • Number of observers varied
Target was usually high-contrast 	 cally ranged between 3-30 cd/rn2	 of target in visual field, target size	 across studies
white disk or light displayed 	 • For Fig. 2, all stimuli presented
against a darker background 	 along vertical and horizontal axes 	
• Dependent variable: delectability
of target
• Diameter of test target ranged
from - I min-7 deg
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Experimental Results 	 • The curves in Fig. 2 are ellipses fit to measurements
taken on the horizontal and vertical axes only. The curves
• The visual field for each eye alone extends —60 deg	 probably overestimate slightly the size of the visual field in
above and below the center of the visual field, slightly over 	 the lower left quadrant, where the field is limited by the
100 deg to the outside, and — 60 deg to the inside (where it	 nose (Fig. I).
is limited by the nose) (rig. 1).
• The visual field for both eyes together extends — 60 deg
top and bottom and 100 deg to the sides. (Fig. 1)
• The size of the visual field decreases as the size of the tar-
get used to measure the field decreases (Fig. 2).
Constraints	 • The size of the visual field is influenced by the age,
health, fatigue, gender, and experience of the observer
S The size of the visual field varies with the size, lumi-	 (CRef. 1.236).
nance, contrast, and exposure duration of the target as well 	
• Visual fields for colored targets are different from those
as the method of measurement.	 for achromatic targets (CRef. 1.237).
Key References	 3. Farrell, R. I., & Booth J. M.	 5. Schlichting, C. L., & Rodri-
(1984). Design handbook for im- 	 guez, R. (1983). The stability of vi-
*1. Borish, I. M. (1970). Clinical	 agery interpretation equipment.	 sualfield measures with repeated
refraction (3rd ed.). Chicago:	 Seattle, WA: Boeing Aerospace 	 testing (NSMRL-1008). Groton,
Professional Press. 	 Co.	 CT: Naval Submarine Medical Re-
2. Burg, A. (1968). Lateral visual 	 *4 Harrington, D. 0. (1964). The	 search Laboratory. (DTIC No.
field as related to age and sex.	 visualfields. St. Louis: Mosby. 	 ADA 132704)
Journal ofApplied Psychology. 52,
10-15.
Cross References	 -
1.236 The lateral achromatic visual
field: age and sex differences;
1.237 Normal visual fields for
color
Variability
The standard deviation between individuals in visual field
size is — 8 deg. The standard deviation for a given individ-
ual is — 3 deg.
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1.236 The Lateral Achromatic Visual Field: Age and
Sex Differences
Ago (years)
Figural. Total lateral visual field by age and sex.
Values are means averaged across left and right eyes.
(From Ref. 1)
Key Terms
Field of view; perimetry; peripheral vision; visual field
General Description
The size of the lateral achromatic visual field (i.e., the
maximum field of view from left to right in one eye) pro-
gressively declines with age for adults over 30-35. Females
have slightly larger lateral visual fields than do males.
Applications
Progressive diminution of visual field in persons over age
35 may decrease performance in tasks such as air-to-air tar-
get acquisition, target tracking, and driving.
Methods	 plunger was released; we illumi-	 center of am; limits of lateral nasal 	 distance from straight ahead of
nated by 50-W, 120-V incandes-	 and temporal fields established by 	 most peripheral target perceived in
Test Conditions 	 cent bulb in otherwise light-free	 recording position of most periph- 	 left and right visual fields
• 4-mm white targets subtending	 room	 eral target perceived	 • Observer's task: indicate whether
46 min arc of visual angle located	 • Target 69 cm from center of light 	 each target presented could be seen
at 5-deg intervals around a black 	 source; illuminance of 21.5 lux (2 	 Experimental Procedure 	 • - 17,300 observers, who were
mat screening perimeter arc with	 f measured perpendicular to sub-	 • Modified method of limits	 California drivers; 62.8% male,
30 can radius; each target presented	 ject-to-target line of sight	 • Independent variables: age, 	 37.2% female; ages 16-92; cor-
by depressing spring-loaded 	 • Sequential monocular viewing 	 gender	 rected static acuity of 20/13-20/200
plunger in back of arc and was re- 	 with each eye; head stabilized in 	 • Dependent variables: angular
moved from view as soon	 chin rest; fixation on 4-mm target at
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• The lateral achromatic (monocular) visual field is maxi-
mal from age 16 (youngest age tested) to —'35 for both
sexes, then decreases progressively with advancing age.
• Except for the relatively small age group of >80 yrs, fe-
males have slightly larger visual fields on average than do
males.
• The greatest difference between males and females is in
the nasal visual field (from center of visual field to the nose
for each eye).
• The nasal visual field increases up to age 30-40, then de-
creases, while the temporal field (from center of field to-
ward the outside) is maximal or almost maximal at first age
tested.
Variability
Average standard error was 6.5%. In general, standard de-
viation is higher for males and subjects over age 60 yrs.
Constraints	 been slightly penalized, since sensitivity to light diminishes
with increasing age.
• Accuracy of scores is limited by the 5-deg spacing of tar- 	
• The size of the visual field varies with target characteris-
gets in test device, 	 tics, such as size, color, contrast, and luminance, as well as
• Target illumination was lower than commonly used in 	 with the method of measurement (CRefs. 1.235, 1.237).
perimetrie studies of this type. Older observers may have
Key References
*1. Burg, A. (1968). Lateral visual
field as related to age and sex.
Journal ofApplied Psychology. 52,
10-15.
Cross References
1.235 The normal achromatic
visual field;
1.237 Normal visual fields for
color
C;
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1.237 Normal Visual Fields for Color
Figural. Normal visual fields for color (monocular).
(Fields are shown for the right eye; fields for the left eye
would be mirror images of those for the right eye.) Curves
are averages across several studies. (Based on data in
Refs. 1,2)
Terms
Field of view; perimetry; peripheral vision; visual field
General Description
Normal monocular visual fields for different colors are
somewhat irregularly shaped ellipses of different sizes. The
blue and yellow fields are larger than the red and green
fields. Chromatic visual fields do not have definite borders,
but drop off gradually and very irregularly over a range of
15-30 deg of visual angle.
Applications
Displays and environments in which observers must see
colored targets in the periphery of the visual field.
Methods (across studies) 	 . Observer's task: either to reportthe presence of a known color or to
Test Conditions	 Experimental Procedure	 identify the color of an unknown
• Circular stimuli typically ranging	 • Variety of methods used	 target• Number of observers across 5ev-in diameter from 0.1-1 deg 	 • Independent variables: color and
• Target luminance ranging from	 position of the target	 eral studies ranged from 4 to17,479
1-30 cd/m2	• Dependent variable: perceptibil-
ity of the target
Experimental Results	 Variability
• Visual fields differ slightly for blue, red, green, and yel- 	 Individual differences in chromatic visual fields range from
low targets (Fig. 1).	 —3 deg for green to — 30 deg for red and yellow. The stan-
• Blue and yellow fields are larger than the field for red,	 dard deviation of the mean threshold for a given individual
which is larger than the field for green.	 is 4 deg.
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Constraints the method of measurement; e.g., measured fields are
• The sizes of the chromatic visual fields vary with the
	
smaller when the observer must identify the color of the tar-
physical characteristics of the test target, such as size, expo- get than when the observer must simply detect the target.
sure duration, and luminance (it is particularly difficult to
	
• Physiological and psychological characteristics of the ob-
properly equate the luminance of different colors at differ-
	
server (such as age, gender, and the criteria used by the ob-
server in judging whether a color has been seen) affect
ent retinal locations), 
• The sizes of the chromatic visual fields are influenced by	 the sizes of the chromatic visual fields.
Key References	 3. Connors, M. M., &Kelsey,	 5. Harrington, D. 0. (1964). TheP. A. (1961). Shape of the red and 	 visualfields. St. Louis: Mosby.
1. Arakawa, Y. (1953). Quantita- 	 green color zone gradients. Journal 	 6. Kelsey, P. A., & Schwartz, I.live measurements of visual fields 	 oft/ic Optical Society ofAmerica, 	 (1959). Nature of the limit of thefor colors. American Journal of
	
51. 874-877.	 color zone in perimetry. Journal ofOphthalmology, 36,1594-1601. 	
*4 Farrell, It L, & Booth, J. M.	 the Optical Society ofAmerica, 49,
*2, Borish, T. M. (1970). Clinical	 (1984). Design handbook for im- 	 764-769.
refraction (3rd ed.). Chicago:	 agery interpretation equipment.
Professional Press. 	 Seattle, WA: Boeing Aerospace
Co.
Cross References
1.235 The normal achromatic vi-
sual field;
1.236 The lateral achromatic visual
field: age and sex difference
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1.238 Visual Field Coordinate Systems
Figural. Three-dimensional rectangular coordinate system used to identify the position
of target P' in the visual field. The origin is the entrance pupil of the eye; point P at coordi-
nates (0, 0, z) is the fixation point, joined to the center of the entrance pupil by the primary
line of sight. Their and yvalues characterize the horizontal and vertical displacement of the
target from the fixation point. (From Ref. 1)
Figure 2. Polar system of coordinates used to specify the location of a target P', in the vi-
sual field with respect to the center of the entrance pupil and the primary line of sight. Any
plane containing the primary line of sight is called a meridian. Point P' lies in a meridian
making an angle with the horizontal. The angle 0 Is the angle of eccentricity, defined as
the angle between the primary line of sight and the visual target with respect to the eye's
entrance pupil. The radius vector is r. (From Ref. 1)
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In addition to these geometrical coordinate systems describ-
ing target-eye relationships, there are also coordinate
systems that describe eye movements (CRef. 1.903).
Visual Acquisition of Information	 1.0
Key Terms
Optical reference system; polar coordinate system; rectan-
gular coordinate system
General Description 	 ophthalmic optics, looking toward the eye, the value of 4) is
0 deg at the right of the eye, 90 deg above the eye, 180 deg
When an observer looks at a point target, a constant and re-	 at the left, and 270 deg below the eye. The third coordinate,
peatable relationship is established between the eye and the 	 o, describes the angle of eccentricity between the primary
target image on the retina. Two methods for specifying this	 line of sight and the line connecting the locus of the target
relationship are the rectangular coordinate system and the 	 (e.g., P') to the center of the entrance pupil. The relation-polar coordinate system. In the three-dimensional, rectan-	 ship among 4), 0, and rand the rectangular coordinates ap-gular coordinate system (Fig. 1), the line from the point of
	 pear in Eqs. 1-3:
fixation to the entrance pupil of the eye (the origin) is the
z-axis, the primary line of sight; the x- and y-axes describe,
respectively, the horizontal and vertical displacement of the
target, P', from the primary line of sight. The fixation point
has coordinates (0, 0, z).
The polar coordinate system (depicted in Fig. 2) is pre-
ferred to the rectangular system because it is more compati-
ble with the anatomy of the eye. When rectangular
coordinates are translated to polar coordinates, the z-axis
becomes the radius vector r, and the second coordinate is
the angle 4), the deviation of the target from the eye's hori-
zontal meridian plane. Following the convention of
Key References	 ception and human performance:Vol. 1. Sensory processes and per-
1. Westheimer, G. (1986). The 	 ception. New York: Wiley.
eye as an optical instrument. In K.
R. Buff, L. Kaufman, &J. P.
Thomas (Eds.), Handbook ofper-
Cross References
1.201 Anatomy of the human eye;
1.203 The eye as an optical
instrument;
1.903 Coordinate systems for de-
scribing eye movements
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1.239 Visual Effects of Empty-Field (Ganzfeld) Viewing
Key Terms
Depth perception; empty field myopia; Ganzfeld; visual
illusions
General Description 	 brightness level and degree of homogeneity of the visual
space, but there are large individual differences in apparent
A Ganzfeld (empty field) is a spatially extended, structure-	 distance under such conditions.
less visual field of homogeneous texture and uniform illu-	 2. The refractive state of the eye becomes unstable, fluc-
mination. In the laboratory, a Ganzfeld can be produced in 	 tuating in an uncontrolled manner; on average, there is a
several ways, but a simple means of inducing the experi- 	 tendency toward nearsightedness.
ence is to place one-half of a ping-pong ball over each eye,	 3. Visual search performance may be seriously impaired in
blocking out images of objects but not light. An experience 	 a Ganzfeld-like situation, apparently because observers
similar to such an empty field can occur in real environ- 	 have difficulty determining their direction of gaze. One
ments during high-altitude flight (Ref. 2) and in thick fog or 	 study (Ref. 1) reported that observers took up to 20 sec to
heavy snow (Ref. 3).	 find a target in an otherwise homogeneous field.
Observers placed in a Ganzfeld or Ganzfeld-like situa- 	 4. A temporary cessation of vision known as "blankout"
tion often experience major disorganizations of visual func- 	 may occur. During "blankout" periods, observers are una-
tioning (Ref. 1).	 ble to recognize simple forms such as circles and squares
1. Depth perception is seriously distorted. Many observers 	 and their electroencephalograms show increases in alpha
report that the Ganzfeld experience is like being in a fog that wave activity, as though their eyes were closed.
begins within a foot of the face and extends indefinitely. 	 5. Extended viewing of a Oanzfeld with chromatic
The "fogginess" is reduced when the otherwise uniform vi- illumination tends to result in a loss of color perception,
sual space has a detectable microstructure and is under	 with the Ganzfeld becoming desaturated or colorless.
bright illumination. The apparent distance of an object
placed in an otherwise empty field depends somewhat on
Applications	 ing effects of Ganzfeld stimulation. The experience will be
less terrifying if it can be labeled, and it can be counteracted
Individuals who may encounter Ganzfeld-like situations 	 by introducing structure into the visual field (e.g., by put-(e.g., pilots of high-flying aircraft, divers, people in arctic 	 ting one's hand in the field of view).
regions) should be taught about the characteristic disorient-
Constraints
• Effects of the Ganzfeld in the laboratory can be disrupted
by introducing structure into the visual field.
• Little is known about how well laboratory-produced
Ganzfelds (in which the observer can walk away from the
field) simulate all the effects of naturally occurring Ganz-
felds (in which the observer is in the field).
Key References	 2. Whiteside, T. C. Ii (1957). The	 3. Wyszecki, G. (1956). Theoreti-problems in flight at high altitude.	 cal investigation of colored lenses
I. Avant, L. L. (1965). Vision in	 London: Pergamon Press,	 for snow goggles. Journal of the
the Ganzfeld. Psychological Bulle- 	 Optical Society of America, 46,
tin, 64, 246-258.	 1071-1074.
F RA
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1.240 Visual Angle and Retinal Size
Key Terms
Retinal image; retinal size; visual angle; visual image
General Description
The measurements used to describe the size of objects in the
environment do not apply to the projection of those objects
onto the surface of the retina. For this reason, in visual
studies, visual extent is conventionally designated in terms
of angular units or visual angle. The use of visual angle is
advantageous because visual angles bear a constant rela-
tionship to retinal distances in a given eye, and they are
highly comparable from one eye to the next. The parameters
involved in the calculation of visual angle are depicted in
Fig. 1.
The distance S is the physical size of the object, ex-
pressed in units generally used to describe length (e.g., me-
ters or centimeters). The distance  is the distance of the
target object from the nodal point of the eye. Visual angle
is used to express projected sizes of objects in the environ-
ment. The visual angle, a, of the object can be found by:
adeg = arctan (SID),
where a is expressed in degrees. This is pure visual sub-
tense of the projection of the object onto the retinal surface.
For small angles, a simpler version of the formula can be
used, with a expressed in radians (and = ad,g/37.3):
= SID.
The simplified formula does introduce some error into the
calculation of visual angle. At 10 deg, the visual angle will
be overestimated by 1%; at 17 deg, the overestimation will
be 3%.
The distance D, as defined above, should be used for
greatest precision. The distance n is the distance from the
corneal surface to the nodal point of the eye, and, in most
eyes, is 7 mm. Therefore, it is always possible to add this
distance to the corneal surface-to-target object distance to
obtain an approximation of D that will serve for most ob-
servers. However, for most practical purposes, where D is
many times larger than 7 mm, it suffices to take D as the
distance between the target object and the surface of the
cornea.
Visual angle is also used to express distances along the
retinal surface. For example, for targets presented in the pe-
riphery of the visual field, the distance of the target from the
point of fixation may be expressed as a visual angle. Thus,
an object might be reported as appearing 5 deg left of cen-
tral fixation, meaning that, with the observer's gaze directly
ahead, the stimulus was presented 5 deg into the observer's
Figural. Parameters involved in the calculation of visual
angle.S = target slze;D = distance of target from nodal
point of eye; N = nodal point; n = distance of nodal point
from corneal surface (7 mm in most eyes); r = distance of
nodal point from retinal surface (17 mm in most eyes); s =
retinal extent in length units; and a = visual angle.
peripheral visual field. Calculation of this visual angle is
identical to that for object size, except that the distance S is
now the distance in the environment of the target object
from a central fixation point; this distance is expressed in
conventional units of length. The use of visual angle to ex-
press retinal distance can also be applied to the description
of ocular structures, since they clearly have extent on the
retinal surface. For example, the diameter of the fovea (cen-
tral portion of the retina where acuity is greatest) may be ex-
pressed as 30 min arc.
It is possible to express retinal extent in terms of con-
ventional length units when it is convenient or necessary to
do so. When the eye is focused at infinity, its focal length is
- 17 mm, while for focus on very close objects it can be as
short as 14 mm. The distance r is the distance from the
nodal point of the eye to the retinal surface, and, in most
eyes, is thus — 17 mm (Ref. 2) for distant objects. The dis-
tance s is the size of the retinal projection in millimeters.
Thus,
tan  = s117.
But for small angles,
tan (x = SID,
and therefore S = 17S/D.
Table I shows the visual angles associated with some
typical objects and ocular structures.
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Laboratory testing situations and design options in which it
is necessary to standardize retinal size of displays or display
elements from observer to observer.
Constraints
• Visual angle computations should always be accom-
panied by information regarding the absolute size of the tar-
get and the point of reference from which the distance  is
measured (e.g., nodal point, corneal surface). This will
make it possible to recalculate visual angle for other experi-
mental or operational settings.
• If, for any reason, the equations in the General Descrip-
tion would not apply to the experimental conditions under
study, the conditions should be changed so as to make the
equations applicable (Ref. I).
Key References	 2. Haber, R. N., & Hershenson, 	 3. Westheimer, G. (1986). The eye
M. (1973). The psychology of vi-	 as an optical instrument. In K. R.
*1. Graham, C. H. (1965). Visual	 sual perception. New York: Holt, 	 Boff, L. Kaufman, & J. P. Thomas
space perception. In C. H. Graham 	 Rinehart, and Winston.	 (Ms.), Handbook ofperception
(Ed.), Vision and visual perception 	 and performance: Vol. 1. Sensory
(pp. 504-547). New York: Wiley. 	 processes and percepti on.
New York: Wiley.
Cross References
1.201 Anatomy of the human eye
Table 1. Visual angle associated with some typical
objects and ocular structures. (From Ref. 3)
Object	 Visual Angle
Alphanumeric character on CAT screen at 	 17 minutes of are
2Gm
Diameter of moon
2-inch diameter circle at 20 in
Diameter of fovea
Diameter of foveal retinal receptor
Position of inner edge of blind spot
Size of blind spot
36 min arc
5.7 degrees
30 min arc
0.5 min arc
12 deg from fovea
7.5 deg (vertical)
5 deg (horizontal)
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1.301 Scotopic and Photopic (Rod and Cone) Vision
Visual axis
(a)
Temporal	 Nasal
(b)
Figural. (a)Topviewof
Perimetric Angle (degrees)	 the left eye. (b) Corre-
sponding densities of rods
and cones across the ret-
ina. (Ref. I)
Terms
Color appearance; cones; foveal vision; peripheral vision;
photopic vision; retina; rods; scotopic vision
General Description 	 The distributions of rods and cones are not uniform.
Cone density is greatest at the fovea and falls sharply to aThe human retina contains two kinds of photoreceptors 	
minimum by - 10 deg from the eye fixation point. Beyond(light-sensitive cells)--rods and cones—which differ in 	 10 deg, the retina contains a thin, uniform distribution of
their functions and distribution. Cones provide acute vision 	 cones. Rods are not present in the fovea. They are most
at daytime (photopic) levels of illumination. Rod vision 	 dense in the near periphery out to - 18 deg. While they de-provides high light sensitivity which makes it possible to 	 dine in number further into the periphery, they are still far
see under !ow (scoptic) illumination levels. Table 1 summa-	 denser than cones and dominate vision in the peripheral vi-
rizes the properties of photopic and scotopic vision. 	 sual field. The blind spot, the region of the retina where the
optic nerve leaves the eye, contains no photoreceptors.
118	 Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Pertormance. MMRL, ight-PattersonAFB, OH, 1908.
Visual Acquisition of Information 	 1.0
• Ability to discriminate detail (visual acuity) is greatest
when targets are presented to the fovea.
• Relative sensitivity of the eye to dim light is highest in
areas of greatest rod density (Fig. 2). Thus, a dim target
may be more likely to be detected if one looks a little to the
side of the object rather than directly at it.
• Color vision is dependent upon cones; under scotopic
(low) illumination, the visual field appears colorless, al-
though objects may appear to differ in brightness.
• The rods and cones have different spectral sensitivity.
Thus, when illumination shifts from scotopic to photopic
levels, the wavelength providing the maximum apparent
brightness (i.e., wavelength to which the eye is most sensi-
tive) shifts from 505 to 555 nm (the Purkinje shift). The rel-
ative brightness of objects of different colors therefore
depends at least partly upon the level of ambient illumina-
tion(CRefs. 1.303, 1.304).
• The highest detectable rate of flicker is greater for pho-
topic (cone) vision than for scotopic (rod) vision.
'I
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Figure 2. Relative sensitivity of the right eye to dim light
as a function of the angular position of the test light with re-
spect to the fixation point. Sensitivity to a dim (but not to a
bright) test light closely follows the density of the rods.
(cf. Fig. ib) (Ref. 1)
Key References
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sual perception. New York: Aca-
demic Press.
2. Graham, C. H. (1965). Vision
and visual perception. New York:
Wiley.
3. Hood, D. C. • & Finkelstein,
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In K. R. Boff, L. Kaufman, &
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Cross References	 1.304 equal-brightness contours for Handbook ofperception and
lights of different colors (wave- 	 human performance, Ch. 5,
1.303 Equal-brightness and equal- 	 length) at different levels of adapt-	 Sect. 1.3.2
lightness contours for targets of dif- ing luminance;
ferent colors (spectral content);
Tablet. Photopic and scotoplc vision of the human eye. (From Ref. 4)
Photoplc
Cones (%7 million)
Concentrated at center, fewer in
periphery
Discriminative
555 nm
Daylight [1 - 1 07 mL
(0.314 - 3.14x106 cd/m2)]
Normally trichromatic
Rapid ('7 mm)
High acuity
Fast reacting
Scotopic
Rods (i20 million)
General in periphery, none in fovea
Sunimative
505 nm
Night [10 - I mL
(3.14x10-7 - 0314 cd/m2)]
Achromatic
Slow (nAO mm)
Low acuity
Slower reacting
Receptor
Retinal location
Neural processing
Peak wavelength
Luminance level
Color vision
Dark adaptation
Spatial resolution
Temporal resolution
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1.302 Spectral Sensitivity
Wavelength (nanometers)
Figure 1. Photopic (cone) and scotopic (rod) spectral sen-
sitivity curves. (From Ref. 2)
Key Terms
Cones; duplicity model; luminous efficiency; photopic vi-
sion; rods; scotopic vision; spectral sensitivity; wavelength
General Description
The delectability of light varies with wavelength. Spectral
sensitivity functions (Fig. 1) specify the relative spectral
sensitivity of the visual system under scotopic (nighttime)
and photopic (daytime) conditions. The scotopic function
is assumed to show the spectral sensitivity of the rod
system; the photopic function, sensitivity of the cone
system. These two theoretical curves have been adopted by
the CE (Commission Internationale de l'Eclairage) and
represent relative spectral sensitivity of the dark-adapted
eye and light-adapted eye, respectively.
The duplicity model of vision predicts changes in over-
all spectral sensitivity with changes in conditions of stimu-
lation (such as adapting intensity or retinal position of the
target) on the basis of the different characteristics of the
rods and cones (CRef. 1.301). The model assumes that the
relative spectral sensitivities of the rod and cone systems are
constant and that the sensitivity of one system is unaffected
by stimulation of the other, i.e., the systems are independ-
ent. Detection at any wavelength is served by the more sen-
sitive system, and overall spectral sensitivity approximates
the envelope of the rod and cone curves. Figure 2 shows the
predicted effect of changes in conditions that progressively
favor the cone system. Figure 2a shows a situation (such as
the dark-adapted peripheral retina) where the rod system is
more sensitive than the cone system at every wavelength
and alone determines detection. In the intermediate situa-
tion portrayed in Fig. 2b (produced, e.g., by increasing tar-
get size to include the fovea), the rods are more sensitive at
–1
–2
–3
–4
–5
–6
–7
300 400	 500	 600	 700
(c)
Wavelength (nanometers)
Figure 2. Illustration of the duplicity model of detection.
Panels a-c show the effect of changes in conditions that
progressively favor the cone system (e.g., Increasing
adapting Illumination). For light of a given wavelength, de-
tection is mediated by the system that is more sensitive to
that wavelength under the viewing conditions pertaining.
(From Handbook of perception and human performance)
wavelengths below 590 nm and mediate detection in this
spectral region, while the cones are more sensitive at wave-
lengths above 590 nm. Finally, Fig. 2c shows a case favor-
ing cone vision, such as would be produced by adding an
adapting background. Here, the sensitivity of the cones is
greater at all wavelengths and the cone system alone deter-
mines detection.
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Predicting the effects of a wide range of test and adapting
conditions, and accounting for shifts in apparent relative
brightness of targets of differing wavelengths with changes
in ambient illumination (the Purkinje shift).
Empirical Validation
The model has been validated under a wide range of test and
adapting conditions and for several different measures of
sensitivity.
Constraints	 • There are individual differences in spectral sensitivity;
some such differences are due to differences in pigment
• The duplicity model breaks down at high adapting 	 density in the macula and primarily affect sensitivity to
intensities,	 short-wave light. Color-blind or color-deficient observers
• When spectral sensitivity is measured in the laboratory,	 show the most extreme departures from the norm.
the size, duration, and retinal location of the target are usu-
ally held constant, and the target is presented at a time
known to the observer. Such conditions are seldom found in
real-world environments.
Key References	 2. Judd, D. B. (1951). Basic corre-
lates of the visual stimulus, In S. S.
I. Hood, D., & Finkelstein, M. 	 Stevens (Ed.), Handbook of experi-
(1986). Sensitivity to light. In	 mental psychology. New York:
K. R. Boff, L. Kaufman, & J. P. 	 Wiley.
Thomas (Eds.), Handbook ofper-	 3. Riggs, L. A. (1965). Light as a
ception and human performance:	 stimulus for vision. In C. H. (Ira-
Vol,t Sensory processes and per- 	 ham (Ed.), Vision and visual per-
ception. New York: Wiley.	 cepaon. New York: Wiley.
Cross References
1.301 Scotopic and photopic (rod
and cone) vision
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1.3	 Sensitivity to Light
1.303 Equal-Brightness and Equal-Lightness Contours for
Targets of Different Colors (Spectral Content)
Figural. Typical contours of approximately constant
brightness (plotted on CIE 1964 (x10,
 yio] diagram), when
colored luminous areas of various chromaticity coordi-
nates and constant 20 cd/rn 2 luminance are matched with a
white area (Vt') of variable luminance (Study 1). Numbers
refer to the multiplying factor needed for the white area lu-
minance if it is to match in brightness the colored luminous
areas whose coordinates fall on that contour. (From Ref. 8)
Figure 2. Typical contours of approximately constant
lightness (plotted on CIE 1931 [x, y] diagram), when colored
ceramic tiles of various chromaticity coordinates and about
30% reflectance are matched with similar gray tiles per-
ceived to have the same level of lightness (Study 2). The lu-
minous reflectance value of an achromatic area (N), when
multiplied by the number shown next to a contour, should
approximately match in lightness a colored area whose co-
ordinates fall on the contour. (From Ref. 7)
Key Terms
Brightness; chromaticity; color appearance; heterochro-
matic brightness matching; heterochromatic lightness
matching; tightness
General Description 	 wavelength distributions are compared, and one is adjusted
in brightness until they appear equal.
A colored (chromatic) area generally will appear brighter	 Empirically determined values of B/L can be plotted as
or lighter than a white or gray (achromatic) area that is oth- contours (curved lines of constant value) on a CIE (x,y)
erwise similar. The farther the chromaticity coordinates	 chromaticity diagram (CRef. 1.722). Different conditions(CRef. 1.722) of the chromatic test area are from those of 	 of viewing and measurement yield somewhat different re-
the achromatic referent, the greater the test area's relative 	 sults, so various studies usually cannot be compared quanti-
brightness or lightness (CRef. 1.706).	 tatively. Two typical examples are shown here.
This relationship can be expressed as a ratio, BIL, where	 Figure 1 provides BIL constant brightness contours for
B is the measured or calculated luminance of the achro-	 chromatic test areas with constant 20 cd/m 2 luminance that
matic reference area and L is the luminance of the colored 	 subtend 10 deg are at the eye, compared with variable lumi-
test area, when they appear equally bright (i.e., equally in- 	 nance white areas of the same size, both against a white
tense or emitting the same amount of light) or equally light	 background. The white area, of chromaticity value W, when
(i.e., equally dark or light on a scale from black to white).	 compared with a blue stimulus in the 480 nm range [x =
In general, filL> 1, that is, the white area must have higher 	 0. 15, y = 0.2 on the CIE 1964 (r i o, Yb) diagram], must
luminance to match the brightness of the colored area.	 have luminance 1.4 times that of the blue area to appear
These ratios are obtained using a process called heterochro-	 equally bright. Similarly, for equal brightness the white area
matic brightness matching, in which two lights of different
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ciety ofAmerica, 47. 398-404.
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must have luminance 1.2 times that of a yellow area (ap-
proximately 580 nm;x = 0.5,y = 0.42).
Figure 2 illustrates filL constant lightness contours for
small colored ceramic tiles. These were compared in day-
light with similar gray tiles of known luminous reflectance,
varying in ten equal steps of middle gray shades at chroma-
Development of luminous efficiency functions for general
use in the photometry of colored lights and luminous areas;
selection and specification of chromaticity coordinates for
colored areas or lights when constant lightness or brightness
is important, such as in navigation signals and in multico-
ticity coordinates N. Values are plotted on the CIE 1931
(x,y) chromaticity diagram. To appear equally light, the
achromatic test sample must have higher luminous reflec-
tance that a blue sample (1.35 times) or a yellow one (1.1
times), under these particular test conditions.
displays; selecting or specifying paint and other surface
treatment colors when the appearance of homogeneous
lightness and brightness is important, as in art galleries and
photographic studios.
Methods	 Study 2 (Ref. 7)	 Experimental Procedure	 Study 2
• Test areas consisting of 43 col-	 Study 1	 • Method of direct matchingTest Conditions	 ored hexagonal ceramic tiles, 5 c Independent variable: chromatic-
.'	
• Method of adjustment	 ity coordinates of colored tilesinside diameter (about 10 deg
	
• Independent variable: chromatic- • Dependent variable: MansellStudy 1 (Ref. 6)	 of visual angle), approximately
• Binocular viewing of bipartite 	 30% luminous reflectance 	 ity coordinates of colored lest lights 	 value of gray referent tile when
test and reference field; observer 	
• Lightness referent consisting of 	 • Dependent variable: luminance 	 lightness matches test tile lightness
of referent white light when bright- 	
• Observer's task: compare test tileencouraged not to fixate on target 	 10 gray tiles (x = 0.32, = 0.32)
• Adjacent test light and reference	 with Munsell values of 5.6 to 7.4 	 ness matches test light brightness	 lightness with lightness of tO gray
• Observer's task: adjust lumi- 	 referent tiles and select the closestlight each 10 deg are of visual	 in steps of 0.2, otherwise identical	
nance of white referent light until
	 lightness match; selection of aangle, viewed against a white 40 	 to the test tilesdeg are background	
• Viewing angle between 20 and 	 its brightness matches colored test	 lightness value between two gray
• Luminous test areas of 95 hues,	 45 deg from vertical; daylight illu- 	 light brightness	 tile Munsell values allowed
•with constant 20 cd/m2 luminance	 mination (natural or artificial)
• White referent luminous area	
vi 20 observers with normal color
	
• 76 observers with normal color
vision	 vision(x10 = 0.34, yto = 0.36) with lu-
minance adjustable by observer
Constraints	 • Variability of lightness judgments is greater for hetero-
chromatic than for homochromatic matching, and is
• Standard heterochromatic brightness or lightness scales	 strongly influenced by test area chromaticity coordinates;do not exist at this time; typical constant brightness or light-
	 variability increases sharply at short wavelengths (blue-vi-
ness contours are obtained by smoothing discrete data
	 olet), where the eye is relatively insensitive and chromatic
points; they are approximate in nature and will only poorly	 aberration results in poor visual focus.
predict the judgments of a particular individual.
	
• When matched in luminance with an achromatic refer-
* Brightness and lightness judgments are influenced by
	 ence area, a chromatic area of complex spectral radiant
many factors, including individual observer differences; in- power distribution may appear to glow (fluoresce) (CRef.
structions given to the observers; the comparison technique	 1.711). This is sometimes referred to as the Helmholtz-
used (adjustment or direct matching); the overall range of
	 Kohlrausch effect.
luminance or illuminance levels; whether the test areas are	
• For some yellow test areas, the ratio filL is approximately
self-luminous (lights) or are illuminated surfaces; the size	 unity, even at maximum saturation; i.e., white and yellow
of test and comparison fields, distance between them, and areas with the same luminance may appear equally bright.
presence or absence of a separating border; the lightness and • Lightness or brightness values are not additive; i.e., com-
color of the surround; and foveal versus peripheral fixation bining two different colored lights of equal brightness does
(CRef. 1.707).	 not rçsult in one light with twice the brightness.
Key References	 of the Optical Society ofA,nerica, 	 5. Sanders, CL., & Wyszecki, G. enna, 1963. Paris: CIE Central
48, 228-232.	 (1958). L/Y ratios in terms of CIE- 	 Bureau.
1. Alman, D.H. (1977). Errors of
the standard photometric system
when measuring the brightness of
general illumination of light
sources. Journal of the Illuminat-
ing Engineering Society, 7, 55.
2. Breneman, E. (1958). Depend-
ence of luminance required for con-
stant brightness upon chromaticity
and chromatic adaptation. Journal
Cross References	 1.706 Descriptive attributes of 	 1.710 Hue and chroma: shifts	 1.721 Lightness scales;
color appearance;	 under daylight and incandescent 	
-n, Colors cification and ,i-1.304 Equal-brightness contours
for lights of different colors (wave-
lengths) at different levels of adapt-
ing luminance;
1.701 Targets and procedures used
to study color perception;
1.707 Factors influencing color
	
light;	 CIE system of colorimetry;
appearance;	 1.711 Fluorence or color glow; 	 1.723 Color-order systems;
1.709 Hue: effect of luminance
	 1.712 Brightness constancy;
	 Handbook ofperception and
level (Bezold-Bruckeeffeco; 	 1.720 Brightness scales; 	 human performance, Ch. 8,
Sect. 2.2
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1.304 Equal-Brightness Contours for Lights of Different Colors(Wavelengths) at Different Levels of Adapting Luminance
400 500 600	 700	 800
Wavelength (nanometers)
Figural. Relative energy level required to produce per-
ceptions of equal brightness for an observer adapted to lu-
minance levels ranging from 3.426 cd/rn 2 (1 fL) to 3.426 x
104 cd/rn2 (10-5 114. These luminance levels correspond to
snow illuminated by starlight (lowest contour), quarter
moon, full moon, deep twilight, and twilight with the sun
Just below the horizon (upper contour). The dashed line In-
dicates the wavelength of greatest sensitivity at each radi-
ance level. (From Ref. 3)
Key Terms
Brightness; luminous efficiency; Purkinje shift; spectral
sensitivity
General Description	 0.0000343 cd/rn2 , the wavelength of maximum brightness
is — 500 nm. This shift in the region of greatest sensitivityThe brightness of a light depends on both the intensity of 	 with illumination level is known as the Purkinje shift.
the light (e.g., as measured in watts/steradian m2) and the	 Figure 1 depicts the regular displacement in sensitivity
wavelength of the light. As intensity increases, brightness	 as a function of wavelength (Ref. 4). The shift in the bright-
also increases, although wavelength mediates the effect. 	 ness contours is due to the predominance of photopic (cone)
That is, with light at photopic (daytime) levels (above	 activity at high radiance levels, mesopic (mixed rod and
—3 cd/m2) an observer will show maximum sensitivity at 	 cone) activity at moderate levels, and scotopic (rod) activity
about 555 nm; lights at other wavelengths, but with the 	 alone at very low levels (CRef. 1.110).
same energy output, will be perceived as dimmer. These	 Related to this shift in sensitivity is the fact that color
lights will achieve the same brightness as a light of 555 11111	 appearance changes with intensity changes (Ckefs. 1.709,
only when their radiant output is increased. These values 	 1.710). Specifically, as lights at the long wavelength end of
correspond to the values determined for the CIE photopic 	 the visible spectrum become dimmer, they lose their color
and scotopic luminous efficiency functions (CRef. 1.110).	 before lights in the middle of the spectrum. Numerous fac-
As the radiance level of the lights decreases to scotopic 	 tots will affect sensitivity (CRefs. 1.704, 1.705).(night time) levels, the wavelength of greatest sensitivity
shifts toward shorter wavelengths, so that at
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When different visual displays or lights need to be equally
bright, the interaction of wavelength and intensity of the
light needs to be considered. When responses are dependent
on brightness judgments, the same considerations are
crucial.
Key References	 2. Gibson, K. S., & 'l'ndall,	 3. Judd, D. B. (1951). Basic corre- 4. Weaver, K. S. (1949). A provi-
E. P. T. (1923). Visibility of ra- 	 lates of the visual stimulus. In S. S. 	 sional standard observer for low
1. Crawford, B. B. (1949). Thediant energy, Bulletin Bureau of	 Stevens (Ed.), Handbook of experi. level photometry. Journal of the
scotopic visibility function. Pro-	 Standards, 19, 131.	 mental psychology. New York:	 Optical Society ofAmerica, 39,
ceedings of the Physics Society, 62,	 Wiley.	 278-291.
321-334.
Cross References	 1.110 Luminous efficiency (spec- 	 1.704 Chromaticity discrimination; 1.710 Hue and chroma: shifts
tral sensitivity);	 1.705 Factors affecting color dis- 	 under daylight and incandescent1.102 Spectral distribution of ra-	 1.302 Spectral sensitivity;	 crimination and color matching; 	 light;dint energy;	 1.720 Brightness scales;1.303 Equal-brightness and equal-
	 1.709 Flue: effect of luminance1.109 Photometric techniques for 	 lightness contours for targets of dif- 	 level (Bezold-Brucke effect);	 1.721 Lightness scales
measuring spectral sensitivity; 	 ferent colors (spectral content);
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1.305 Factors Affecting Sensitivity to Light
Terms
Dark adaptation; intensity difference threshold; light adap-
tation; luminance; retinal location; size; spatial summation;
temporal summation; visual field location; visual sensitiv-
ity; wavelength
General Description
The ability of the observer to detect a light is influenced by
characteristics of the target and the surrounding environ-
ment. Sensitivity to light typically is reported as the recipro-
cal of the detection threshold so that larger numerical values
indicate greater sensitivity. The table summarizes the effect
of several factors on sensitivity to light.
Factor	 Effect on sensitivity
Level of illumination 	 Sensitivity is greater in low than in high ambient illumination
Wavelength	 Maximum sensitivity at daytime (photopic) illumination levels(cone system) is to targets of -555 nm wavelength
Maximum sensitivity at nighttime (scotopic) illumination levels(rod system) is to wavelengths of -500 nm
References
Ref. 1
CRefs. 1.302, 1.304
Retinal location	 Except for the blind spot, the lowest absolute sensitivity (i.e., sensi- 	 CHef 1.306
tivity in the dark) is at the fovea (center of visual field)
Sensitivity is greatest -20 deg from the fovea on the temporal side
of the horizontal meridian (nasal visual field)
Target size	 Up to a critical size, increasing target size lowers the threshold for 	 CHef. 1.308
light (i.e., spatial summation occurs)
The critical size is much lower for foveally presented targets
(-'6 min arc of visual angle) than for peripheral targets (generally
-0.5-1.0 deg); some spatial summation occurs for
peripheral targets up to -2.0 deg in size
Duration of light adaptation (time
since onset of adapting field)
Sensitivity is lowest immediately after onset of adapting fields	 CHef. 1.405
Scotopic (rod) sensitivity increases rapidly within 200 msec; further
increases are gradual
Photopic (cone) sensitivity increases rapidly during the first several
seconds, reaching a maximum after -3 mm; especially at high adap-
tation levels, sensitivity then drops slightly and finally levels off after
-10mm
Dark adaptation (time in dark 	 Sensitivity of the visual system increases after a decrease in am- 	 CRef. 1.406
or time since decrease in 	 bient illumination; from several seconds to 30 min or more are re-
illumination)	 quired to reach maximum sensitivity, depending on exposure
conditions
The cone system dark-adapts more quickly than the rod system
but the absolute sensitivity of the rod system is greater
Duration of stimulus 	 Up to -100 msec, increasing duration lowers the illumination thresh- 	 CHef. 1.512
old (i.e., temporal summation occurs) for a stimulus of constant size
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• Interactions may occur among the various factors affect-
ing sensitivity to light. For example, temporal and spatial
summation decrease with increases in ambient illumination.
Key References
I. Hood, D., & Finkelstein, M.
(1986). Sensitivity to light. In
K. R. Boil, L Kaufman, &J. P.
Thomas (Eds.), Handbook ofper-
ception and human performance:
Vol. I. Sensory processes and per-
ception. New York: Wiley.
Cross References	 1.306 Absolute sensitivity to light: 	 1.406 Factors affecting dark
effect of visual field location; 	 adaptation;
1.302 Spectral sensitivity;	 1.308 Spatial summation of light 	 1.512 Time-intensity trade-offs in
1.304 Equal brightness contours 	 energy;	 detection of brief targets: effect of
for lights of different colors (wave-	 1.405 Time course of light 	 duration, target intensity, and back-
lengths) at different levels of adapt- adaptation;	 ground luminance
ing luminance;
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1.306 Absolute Sensitivity to Light: Effect of Visual Field Location
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Figural. The relation between absolute sensitivity to light
(1/threshold) and distance from fovea (eye fixation) along
horizontal (filled circles), vertical (open circles), and 45-deg
meridla (squares). The solid curve shows the distribution of
rods across the retina. (From Handbook of perception and
human performance, based on data from Ref. 2)
Key Terms
Dark adaptation; retinal location; scotopic vision; visual
field location; visual sensitivity
General Description	 and is least in the inferior (lower) retina (corresponding to
the top of the visual field). The shapes of the functions re-
Absolute sensitivity to light (sensitivity of the dark-	 lating sensitivity to distance from the fovea are similar for
adapted eye) is maximal when the angular distance of the	 horizontal, vertical, and 45-deg meridia (extending from
target from the fixation point (or center of the fovea) is	 inferior nasal to superior temporal retina) and resemble the
—
20 deg of visual angle. Absolute sensitivity is greatest 	 distribution of rods on the retina.
along the horizontal meridian, particularly in the temporal
retina (corresponding to the nasal portion of the visual field)
Methods	 at one of eight equally spaced me- 	 Experimental Procedure	 • Dependent variable: target inten-
ridia (data presented here only for	
• Method of limits (modified); 	 511)' at threshold, defined as medianof five threshold estimates made forTest Conditions	 horizontal, vertical, and 45-deg 	 intensity increased until 	 each target location; figure plotsmeridia); target duration 	 observer indicated seeing two	 sensitivity, or I/threshold• After 40 mm of dark adaptation,	 500-750 msec
observer visually fixated small spot 	
• Four 2.5-hr test sessions per ob-	 successive flashes (defined as	 .	 task: indicate whether
of light or, for foveal measure- 	 server with frequent rest periods 	 threshold)	 target was seen on each trial
ments, the center of or white	 • All observations were monocular • Independent variable: retinal 	 • Five threshold estimates per ob-
lights; l-deg diameter target was 	 and made with natural pupil of 	 location	 server at each retinal positionpresented ataposition —4,8, 12,	 right eye	 • 8 practiced observers24,32,48, or 56 deg from fixation
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Experimental Results
• Absolute sensitivity to light is lower (threshold is higher)
in the fovea than in any other retinal location tested, except
for the blind spot (CRef. 1.101).
• Sensitivity increases as distance from fixation increases
from 0 deg to 12-22 deg, remains fairly constant until
32 deg, and then begins to fall with additional increases
in angular target distance from the fovea (Fig. 1).
• The shapes of the sensitivity functions are similar for
horizontal, vertical, and 45-deg meridia; the most extended
regions of high sensitivity are seen along the horizontal
meridian.
• Sensitivity is greatest —'20 deg from the fovea on the
temporal side of the horizontal meridian. Sensitivity is low-
est in the extreme lower retina.
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• Regardless of the direction of the target from the fovea, a
point is reached beyond which the sensitivity decreases with
increasing distance from the fovea.
• Sensitivity decreases slightly in the nasal retina at target
distances roughly equaling the distance of the blind spot
from fixation (--14-18 deg).
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
The low sensitivity in the inferior retina is consistent with
the results of Refs. 3 and 4. Areas of maximal sensitivity
correspond to areas of maximal receptor density (Ref.!).
Constraints	 • The data are uncorrected for the decrease in effective
pupil size produced by increasingly oblique angles of view.
Many factors (such as wavelength of the target) influence Therefore, sensitivity is somewhat underestimated for
sensitivity to light and should be considered in applying 	 larger peripheral angles (CRef. 1.111).
these results under different conditions (CRef. 1. 305).
Key References
I. Osterberg, G. (1935). Topogra-
phy of the layer of rods and cones
in the human retina. Acta Ophthal-
mologica, 6 (Suppl), 1-102.
W., Jr. (1953). The distribution 
scotopic sensitivity in human
vision. American Journal of Psy-
chology, 66,73-80.
i. Riopelle, A. J., & 1-taxe, H. W.
(1951). Area intensity relations in
scotopic vision using annular stim-
uli. Journal ofExperimental Psy-
choloy, 52, 54-58.
B. H. (1937). The effect of  glar-
ing light source on extrafoveal
vision. Proceedings of the Royal
Society of London, B122, 255-280.
Cross References	 1.111 Luminous efficiency: effect 	 1.307 Absolute sensitivity to light:
of pupil entry angle;	 effect of target area and visual field
1.101 Range of visible energy in 	 1.301 Scotopic and photopic (rod 	 location;
the electromagnetic radiation	 and cone) vision;	 Handbook ofperception and
spectrum; 1.305 Factors affecting sensitivity 	 human performance, Ch. 5,
to light;	 Sect. 2.2
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tectable light intensity as a
function of log area of test
light Red target light,
shown In inset, presented
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complete spatial summa-
tion (CRef. 1.307). (From
Handbook of perception
and human performance,
based on data from Ref. 1)
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1.3	 Sensitivity to Light
1.307 Absolute Sensitivity to Light: Effect of Target Area and
Visual Field Location
FIgure 2. Log minimum de-
tectable tight Intensity as a
function of log area of test
light. Red target light
shown in inset (cross = fix-
ation point), presented to
peripheral retina (15 deg
nasal to fovea). Data for two
observers are represented
by the triangles and circles.
The lines with slopes of -1
Indicate complete spatial
summation (C Ref. 1.307).
(From Handbook of percep-
lion and human perfor-
mance, based on data from
Ref. 1)
Key Terms
Critical size; foveal vision; peripheral vision; retinal loca-
tion; size; spatial summation; visual field location; visual
sensitivity
General Description 	 only for very small targets (diameters up to 6-7 min arc of
visual angle). Spatial summation increases with distance
Absolute sensitivity to light (sensitivity of the dark-	 from the fovea; for distances between 4 and 25 deg from
adapted eye) varies with target area and distance from the 	 fixation, summation occurs with target diameters <2.3 deg.
fovea (eye fixation). The light intensity required for detec- 	 As distance between target and fixation increases further, up
tion decreases as target area increases up to a certain critical 	 to 39 deg, summation is complete for targets with diameters
area. For foveal vision, spatial summation is complete	 up to at least 4.7 deg.
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Visual Acquisitiot of Information	 1.0
Detection of dim targets is more likely if target is presented
peripherally. For dim targets, increasing target size im-
proves delectability more for targets in the peripheral than
in the central visual field.
Methods	 light of 12.8 msec duration; view-ing distance 62 cm
Test Conditions	 • Peripheral targets (Fig. 39
• Foveal targets (Fig. I, Ref. 1):	 Ref. 3): observer dark-adapted
observer light-adapted for 15 s" at
	
45 mm; target was 510 nm light
110 cd/rn1 (350 mL) then dark-	 presented for 10 msec every 4 sec
adapted 105 sec prior to threshold 	 Experimental Procedure
measurement; target was red
(Wratten filter 70, central wave- 	 • Ascending method of limits
length 680 nm) light of 12.8 msec	 (Figs. I and 2)
duration; target distance was e Independent variables: target
220 cm; monocular viewing 	 area, target distance from fixation
through an aperture 1.5 deg in
	
• Dependent variable: threshold
diameter, located in center of a
	
intensity
dim (0.06 cd/rn2) white screen	 • 2 observers (Figs. I and 2) and
• Peripheral targets (Fig. 2,	 3 male observers, 20-30 yr (Fig. 3)
Ref. 1): observer dark-adapted	 • Observer's task: indicate whether
30 mm, then gazed at foveal fixa- 	 target was visible on each
tion point; target was red (Wratten	 presentation
filter70, central wavelength680nm)
Experimental Results
• The intensity threshold is high (sensitivity is low) for
small targets and threshold decreases as area increases, ap-
proaching a final limiting value.
• For foveal targets (Fig. 1), complete spatial summation
(indicated by diagonal line with slope of - 1.0) occurs only
for small target areas (C —2.0 log deg', or 6-7 min arc in
diameter).
• For peripheral targets presented 15 deg nasally from fixa-
tion (Fig. 2), complete summation occurs for target diame-
ters less than — 1 deg.
• Spatial summation increases with distance from the fovea
(Fig. 3). At distances of 4-25 deg, the critical diameter
below which spatial summation occurs is 2.3 deg. As dis-
tance from fixation increases further up to 39 deg, there is
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Figure 3. Log minimum detectable light energy as a func-
tion of distance from the fovea (fixation) for various target
diameters. Green target light, shown in inset (cross = fixa-
tion point), presented to various locations of peripheral
retina (-540 deg temporal to fovea) (Ref. 3). Data for
I observer. (From Ref. 3)
complete spatial summation for target diameters up to at
least 4.7 deg.
• For the smallest target tested (7 min arc in diameter),
thresholds increase between 15 and 40 deg (Fig. 3), a devia-
tion from Ricco's Law (complete spatial summation)
(CRef. 1.308).
Variability
No information on variability was given.
Constraints
• Many factors (including target duration and target wave-
length) influence sensitivity to light and should be con-
sidered in applying these results under different conditions
(CRef. 1.305).
Key References	 and violet light. Journal ofExperi-	 *3 Scholtes, A. M. W., & Bou-
mental Psychology, 24, 574-587.	 man, M. A. (1977). Psycho-
1. Graham, C. H. , & Bartlett, 	 2. Hallett, P. B. (1969). The varia- 	 physical experiments on spatial
N. R. (1939). The relation of size of tions in visual threshold measure-
	
summation at threshold level of the
stimulus and intensity in the human 	 ment. Journal of Physiology, 202,	 human peripheral retina. Vision
eye: II. Intensity thresholds for red	 403-419.	 Research, 17, 867-873.
Cross References	 1.307 Absolute sensitivity to light: 	 1.403 Brightness difference thresh-
effect of target area and visual field 	 old: effect of background lurni-
1.305 Factors affecting sensitivity 	 location;	 nance and target size;
to light;	 1.308 Spatial summation of light
	
Handbook ofperception and
1.306 Absolute sensitivity to light: 	 energy;	 human performance, Ch. 5,
effect of visual field location;	 Sect. 2.1
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Sensitivity to Light
1.308 Spatial Summation of Light Energy
(b)
Log Test Area
Figure 1. schematic representation of spatial summation.
(a) Log threshold intensity (quanta per unit area per unit
time) as a function of log area of a target light. For small
areas there is complete summation of energy over space,
i.e., the equation holds. Threshold intensity varies In-
versely with changes in area and the data follow a slope of
—1.0. For very large areas, further increases in size pro-
duce no further summation, and threshold intensity is con-
stant (slope of 0). Between the regions of complete
summation and no summation Is  region of partial summa-
tion (oblique dotted line). Here, increasing size improves
sensitivity, but the improvement is less than expected from
total energy integration. The point at which the data begin
to deviate from complete summation is known as the criti-
cal area, or Ricco's area (As). (b) The function in panel (a) re-
plotted in terms of the total energy (total number of quanta)
required at threshold. The region of complete summation
has a slope of 0 and the region of no summation, a slope of
I (more total energy is required as area increases). The
area of partial summation is Indicated by the oblique dotted
line. (From Handbook of perception and human
performance)
Key Terms
Critical size; peripheral vision; Ricco's Law; scotopic
vision; size; spatial summation; visual sensitivity
General Description
	
	
somewhat from that of the equation but threshold intensity
still decreases with size, partial (or incomplete) spatial sum-
According to Ricco's Law, the lowest detectable intensity of mation is said to occur.
light varies inversely with the area of the target light, 	 Figure 1 shows a schematic rendering of spatial
I = kIA	 summation.
As shown in the figure, complete spatial summation of
where I = threshold intensity in quanta per unit retinal area	 light energy occurs for small targets. As target area grows
per unit time, A = target area, and k = a constant. In other	 beyond a critical size, however, further increases in size
words, the product of target area and target intensity at 	 produce no further decreases in threshold intensity. Be-
threshold is a constant (I >< A = k); that is, the total amount tween the regions of complete spatial summation and no
of light energy required for detection is the same, whether 	 summation, increasing target area improves sensitivity, but
the energy is concentrated in a small area or is spread out 	 the improvement is less than expected from total energy in-
over a larger area. This integration of the effects of light en-	 tegration. The size beyond which the relation begins to de-
ergy over stimulus area is termed spatial summation. When	 viate from complete summation in known as the critical area
the observed relation between threshold intensity and target 	 or Ricco's Area.
size follows exactly that of the equation, spatial summation
is said to be complete; if the observed relation deviates
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Visual Acquisition of Information	 1.0
Increasing target size improves the delectability of dim
targets.
Spatial summation is typically
studied using one of two basic par-
adigms. In the more common one,
threshold is measured for a single
circular test spot of varying area. A
decrease in the energy per unit area
required for detection as test area
increases indicates spatial summa-
tion. Another method uses two spa-
tially separated test lights. The
threshold for detecting the pair is
measured as a function of the sepa-
ration between the two lights. As
for spatial summation to occur, the
light intensity per unit area required
for detection will decrease.
Empirical Validation	 to '-2.0-deg diameter for targets 35 deg from fixation.
However, complete summation has been found for target
Empirical investigations show complete spatial summation 	 diameters as large as 4.7 deg in peripheral vision (CRef.for small target areas in peripheral vision. However, the
	 1.307). A few studies have reported critical areas as small
equation does not apply for large target diameters (little or
	 as 10-20 min arc; these results have been attributed to the
no spatial summation occurs). Based on a review of the re-
	 individual characteristics of the observers used (Ref. 1).
search in the area, Ref. 1 concludes that the largest target
	 Very little spatial summation has been found in the
size for which complete spatial summation occurs (the criti- fovea. The critical size for targets at fixation is 
— 6 mm arc
cal size) varies with target location in the visual field, rang-
	 diameter.
ing from —0.5-deg diameter for targets 5 deg from fixation
Constraints	 • The amount of spatial summation is influenced by target
location in the field of view, target duration, and luminance
• The model applies to peripheral (scotopic) vision (rod
	 level to which the eye is adapted (CRefs. 1.306, 1.307,
system) only; there is little or no spatial summation in fov-
	 1.403).
eal (photopic) vision (cone system).
Key References	 K. R. Hoff, L. Kaufman, &.I. P.
Thomas (Eds.), Handbook ofper-
I. Hallett, P. E. (1963). Spatial	 cepilon and human performance:
summation. Vision Research, 3,
	 Vol.!. Sensory processes and per-
9-24.	 ception. New York: Wiley.
*2. Hood, D., & Finkelstein, M.
(1986). Sensitivity to light. In
Cross References	 1.403 Brightness difference thresh-
old: effect of background lumi-
1.306 Absolute sensitivity to light: 	 nance and target size;
effect of visual field location;	 1.408 Dark adaptation: effect of
1.307 Absolute sensitivity to light: 	 target size;
effect of target area and visual field 	 1.409 Dark adaptation: effect oflocation;	
spatial and temporal summation
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1.309 Afterimages
Figural. Demonstration of negative afterimage. Fixate on
the black spot for 10-20 sac, then look at the fixation cross
In the light gray surround to the right. A bright (white) after-
image In the shape of the spot will be visible. The same
display can be used to demonstrate complementary
afterimages for a colored stimulus. For example, if the spot
was red, the afterimage seen against the gray surround
would be green.
Key Terms
Complementary afterimages; contingent aftereffects; homo-
chromatic afterimages; McCullough effect; negative after-
images; positive afterimages
Figure 2. Display for demonstrating a homochromatic-like
color afterimage. If an observer fixates a white spot in a red
surround for 10-20 sec, then looks at a fixation cross in the
red surround, an afterimage will be visible in the form of a
more deeply saturated red spot.
General Description	 As a general rule, positive and homochromatic after-
images are very fleeting and occur within a second or two
Simple Afterimages	 after termination of the primary stimulus. Negative and
Simple afterimages are seen under a variety of conditions 	 complementary afterimages, by contrast, are typically more
when one visual stimulus field is followed by a second stim- durable and may last for 30 sec or more (Refs. 1, 2). The
ulus field. Figure 1 is a demonstration of the afterimage	 various types of afterimage often occur in complex se-
produced when fixation of a dark patch for 10-20 sec is 	 quences after a single primary stimulus, with alternating
followed by viewing a white field. Afterimages vary in hue, positive and negative afterimages giving way to a negative
saturation, brightness, latency of appearance, duration, 	 afterimage, or an initial homochromatic afterimage being
clarity, and form, depending upon the characteristics of the 	 replaced by a complementary afterimage.
initial display (the primary stimulus), the characteristics of 	 Color afterimages are sometimes produced by viewing
the subsequent test field (the secondary stimulus), and the	 an achromatic primary stimulus. Figure 2 provides a dem-
state of visi..al system of the observer.	 onstration of what happens when primary stimulus is a
Afterimages are commonly classified as either positive,	 white disk in a colored surround. After fixating the primary
in which the afterimage and the primary stimulus have the	 stimulus for 10-20 see, a shift in gaze to the surround pro-
same brightness relations to their surrounds, or negative, in	 duces an afterimage that is homochromatic with the stir-
which the brightness relation for the afterimage is opposite	 round but more saturated. This effect can be understood as
that for the primary stimulus. Color afterimages produced 	 an afterimage of a color induced in the white field color
by a colored primary stimulus are further classified as 	 (CRef. 1.717). Color afterimages are also produced by ex- 	 F
homochromatic afterimages, which appear in the same hue 	 posure for several seconds to a bright white light. The result
as the primary stimulus, and complementary afterimages, 	 in this case is termed aflight of colors, because the after-
which appear in a hue that is approximately complementary image goes through a sequence of color changes over a pe-
to that of the primary stimulus (complementary colors are	 riod of up to several minutes, beginning with green, moving
pairs of colors that yield white when mixed in suitable	 through red and purple, and ending with blue (Ref. 5).
proportions).
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4. McCullough, C. (1965). Color
adaptation of edge-detectors in the
human visual system. Science,
149,1115-1116.
6. Stromeyer, C.F., 111. (1972).
Edge-contingent color aftereffects:
Spatial frequency specificity. Vi-
sion Research, 12, 717-733.
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Visual Acquisition of Information	 1.0
An intriguing kind of complementary afterimage known as
the McCullough effect (Ref. 4) is produced by the primary
stimulus displays and test field shown in Fig. 3. Inspection
of the vertical and horizontal bar patterns (Figs. 3a, 3b) in
slow alternation (for example, 10 sec each) for several
minutes produces complementary afterimages in the test
pattern, but these afterimages are contingent on line
orientation. Thus, a green afterimage will be visible in the
vertical lines of the test field (Fig. 3c) (the complementary
afterimage for the primary stimulus in Fig. 3a), and a red
afterimage will be visible in the horizontal lines of the test
field (the complementary afterimage for the primary stimu-
lusinFig. 3b).
Applications
Under normal conditions, simple afterimages do not intrude
on visual processing. However, operators exposed to rela-
tively bright flashes of light, especially at night, may expe-
rience afterimages and should be on guard against confusing
these effects with actual events.
Constraints
• The sequence, latency, and duration of afterimages vary
considerably among individuals.
The McCullough effect differs from simple afterimages
in several ways and probably involves different underlying
mechanisms, although an accepted explanation of the
effect is not available. Unlike simple afterimages, the
McCullough effect does not require steady fixation on the
primary stimulus. The effect is also extremely persistent,
sometimes lasting for days.
Similar effects have been reported for color afterimages
that are contingent on direction of movement, line width,
and line curvature, as well as line orientation dimension as
illustrated in Fig. 3.
Key References	 3. Hurvich, L.M. (1981). Color	 5. Padgham, C. A. (1968). Meas-
vision (pp. 175-176, plate 13-3). 	 urements of the color sequences in
*1. Brown, J.L. (1965). After- 	 Sunderland, MA: Sinauer 	 positive visual afterimages. Vision
images. In C.H. Graham (Ed.), 	 Associates.	 Research, 8, 939-949.
Vision and visual perception
(pp. 479503). New York: Wiley.
2. Burnham, R.W., Hanes, R.M.,
&Bartleson,C.J. (1963). Color:A
guide to basic facts and concepts.
New York: Wiley.
Cross References	 6.318 Feature-selective adaptation
and making;
1.717 Simultaneous color contrast; 	 6.320 Contingent aftereffects;
1.718 Color assimilation;	 Handbook ofperception and
1.719 Phantom colors; 	 human performance, Ch.9,
Sect. 4.3.3
Vertical	 Horizontal	 Black and while
red and black bars 	 green and black bars	 test pattern
(a)	 (b)	 (c)
Figure 3. Visual display used to demonstrate the McCullough effect. The pattern of verti-
cal red and black bars (a) and the pattern of horizontal green and black bars (b) are viewed
alternately for 10 sec each for a period of 5-10 mm. After this 5-10 min period, the black and
white test pattern in (c) Is viewed. Weak pale greens are perceived In the pattern of the ver-
tical bars and weak pinks In the pattern of the horizontal bars. (From Handbook of percep-
tion and human performance)
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Notes
Section 1.4 Adaptation: Changes in Sensitivity
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1.4	 Adaptation: Changes in Sensitivity
1.401 Brightness Difference Threshold: Effect of
Background Luminance
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Figural. Threshold for detecting a test light presented against a bright background as a
function of background (adapting) Intensity (on log-log axes). Inset shows target configu-
ration (cross Indicates eye fixation). Data are given for 2 observers (filled and open
circles). (From Handbook of perception and human performance, based on data from Ref. I)
Key Terms
Brightness discrimination; light adaptation; light increment
threshold; Weber-Fechner Law
General Description	 ground. At illuminances >1 log cd/rn 2, the illuminance
difference threshold increases proportionately with in-
When observers light-adapt to low levels of illumination 	
•creases in adapting illuminance. For intermediate adapting(below - 1.0 log cd/rn2 [-0.5 log trolands]), adaptation 	 intensities, the threshold increases at an accelerating rate as
illuminance does not affect the intensity threshold for 	 adapting illuminance is raised.
tecting a test light presented against the adapting back-
Applications
Situations in which ambient illumination may vary; situa-
tions requiring detection of dim targets.
Methods	 • Thrgets viewed monocularly 	 Experimental Procedure
through eyepiece with 2-mm artifi-	
• Method of constant stimuliTest Conditions	 cial pupil; target was circular white 	
• independent variable: intensity
Two adapting intensities used per light 40 min are of visual angle in 	 of adapting field
session; observer dark adapted for 	 diameter in center of 12-deg white 	 • Dependent variable: percent of
10 mm	 adapting field; 20-msec target 	 time target detected (threshold de-to higher intensity, then 	 duration	 fined as the intensity required to de-
ing intensity
adapted 5 more mm to lower adapt- 	
• Foveat target presentation; ob- 	 tect target on 60% of presentations)server fixated center of adapting 	
• Observer's task: verbally indicate• Preliminary observations deter-	 field	 presence of target on each trialmined test intensities, which 	
• Targets of varying intensity 	
• 2 observersranged from rarely seen to almost 	 sented at rate of one per 10 we untilalways seen	 10 observations made at each
intensity
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Experimental Results	 test light must be raised above I. to be just detectable, and
k is  constant.
• For adapting intensities up to about - 1.0 cd/rn 2, the	
• At intermediate intensities, the threshold increases at an
level of background illumination to which the observer is	 accelerating rate.
adaptedu wu nas 110 eect on me size or me increment in illumi-
nation necessary for the observer to detect a test light super-
imposed on the adapting background (data fall on a slope of
O.OinFig. 1).
• At high adapting intensities, the increase in intensity dif-
ference threshold is proportional to the increase in adapting
intensity. The data have a slope of 1.0, conforming to the
Weber's law, I, = k x 'a where I. is the intensity of the
adapting field, I, is the amount by which the intensity of the
Constraints	 -
• The proportionate increase of threshold with adapting in-
tensity may not hold for higher adapting intensities.
• Many factors influence sensitivity to light and should be
considered in applying these results under different condi-
tions (CRef. 1.305).
Key References
* J, Mueller, C. G. (1950). Fre-
quency of seeing functions for in-
tensity discrimination at various
levels of adapting intensity. Jour-
nal of General Physiology, 34,
463-474.
Cross References	 1.626 Target detection: effect of
prior exposure (adaptation) to a tar-
1.305 Factors affecting sensitivity	 get of the same or different size;
to light;	 Handbook ofperception and
1.403 Brightness difference thresh- human performance, Ch. 5,
old: effect of background lumi-	 Sect. 3.2
nance and target size;
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Results are consistent with other empirical and theoretical
work in vision.
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1.402 Brightness Difference Threshold: Effect of Background
Luminance and Duration of Luminance Increment
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Figure 1. Proportional Increase in luminance (AL) neces-
saryto detect a target light superimposed on a bright back-
ground as a function of background luminance (L), for
different target durations. (From Ref. 1)
1.51
Background
0.5-i Luminance
-0.5
-1.5
-3.5
-1
Log increment Duration, t
Figure 2. Light energy of the smallest detectable target luminance Increment (AL) as a
function of Increment duration for different levels of background Illumination (L). (From
Ref. I)
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Key Terms
Bloch's Law; brightness discrimination; critical duration;
light adaptation; light increment threshold; temporal
summation
General Description	 duration of the luminance increment increases (i.e., incre-
ments of equal light energy are equally detectable). AtWhen a test light is superimposed on a bright background,
	 longer durations, there is no further temporal summation
the luminance increment necessary to discriminate the 	 of light energy; increment duration has no effect and bright-brightness difference depends on the luminance level of the ness discrimination depends on the luminance of the test
background and the duration of the luminance increment 	 light in relation to background luminance (i.e., increments(test flash). Up to some critical duration, the incremental lu- of equal relative intensity are equally detectable).
minance required for brightness discrimination decreases as
Methods	 • Test target 2min in diameter 	 • Binocular viewing with head 	 • Dependent variable: intensity
with slightly blurred edges super-	 held in place by headrest	 difference threshold, expressed as
Test Conditions	 imposed on left semicircle at	 the ratio of the difference in inten-
- 10-sec intervals; exposure dun- 	 Experimental Procedure	 sity between target and background
• Observer seated in darkness,	 tion of test target was 2-500 msec	
• Descending method of limits	 to background intensityviewing two semicircles 38-mm arc 
• Luminous intensity of	 • Independent variables: Back- 	 • Observer's task: indicate whetherof visual angle in radius separated	
semi-circular background	 ground (adaptation) illumination,	 target visible on each trialby 8 min arc; viewing distance of 	 fields 0.006-593 cd/rn2 	 duration of test target 	 • 8 threshold determinations per60 cm; configuration fell within 	 (0.00186-186 mL)	 data point except 13 determinationsfoveal limits	 for 0.03 see
Experimental Results	 • Figure 2 replots the data to illustrate integration of light
energy (AL x t) over time (temporal summation). At any
• Brightness discrimination for a test light superimposed on given background luminance level, increasing the duration
a bright background (adapting field) may be measured as the (t) of the luminance increment increases the delectability of
logarithm of the Weber ratio (log AL/L, where L is the lu-	 the increment (AL decreases), up to some critical duration
minance of the background field and AL is the increase in	 (i.e., AL x it = constant; seen in horizontal portion of
luminance necessary to detect the test light). Brightness dis- curves with a slope of 0.0).
crimination for the test light increases (log AL/L decreases)	
• After a critical duration that ranges from 0.03-0.1 sec,
as background luminance increases up to - 100 cd/m, and
	 depending on background luminance level, target duration
then remains fairly constant as luminance increases further,	 no longer has any influence, and brightness discrimination
• For a given background intensity, brightness discrimina-
	 is determined entirely by the incremental luminance of the
tion is lowest (AL/L is highest) at short durations of the test
	 test flash (AL = constant; oblique portion of curves with a
light. The luminance increment required for brightness dis-
	 slope of 1.0).
crimination increases with duration for exposure durations 	
• Critical duration decreases as background luminance
C0.03 sec; for durations 0.08 see, test light duration has 	 level increases.
no effect (results for durations of 0.08, 0.2, and 0.5 sec fall
along the same curve in Fig. 1). 	 Variability
No information on variability was given.
Constraints
• Temporal summation may vary with target size.
• Many factors influence sensitivity to light and should be
considered in applying these results under different condi-
tions (CRef. 1.305).
Key References	 2. Hecht, S. (1935). A theory of vi- In K. R. Buff, L. Kaufman, & I. R
sual intensity discrimination. Jour-	 Thomas (Eds.), Handbook ofper-
* I. Graham, C. H., & Kemp, 	 nal of General Physiology, 18,
	 cepsion and human performance:
E. H. (1938). Brightness discrirni- 	 767.	 Vol. 1. Sensory processes and per-
nation as a function of the duration 	 3. Hood, D. C., & Finkelstein, 	 ception. New York: Wiley.
of the increment in intensity. Jour-	 M. A. (1986). Sensitivity to light.
nal of General Physiology, 21,
635-650.
•	 Cross References	 1.512 Time-intensity trade-offs in
detection of brief targets: effect of
1.305 Factors affecting sensitivity
	 duration, target intensity, and back-
to light;	 ground luminance;
1.409 Dark adaptation: effect of
	 1.626 Target detection: effect of
spatial and temporal summation; 	 prior exposure (adaptation) to a tar-
get of the same or different size
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1.403 Brightness Difference Threshold: Effect of Background
Luminance and Target Size
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Figure 1. (a) Threshold intensity for detecting a target light against an adapting back-
ground for targets of five angular sizes. inset shows possible locations of target light in re-
lation to central orientation point. (b) The same data replotted In terms of target threshold
contrast. Contrast is defined as i ii,, where It is threshold intensity of the target and ' is
adapting (background) intensity. (From Handbook of perception and human performance,
based on data from Ref. 1)
Key Terms
Brightness discrimination; light adaptation; light increment
threshold; size; spatial summation; target size
General Description
The luminance required to detect a spot of light against a
bright background increases monotonically as background
(adapting) illumination increases. The intensity required for
detection decreases as the size of the target increases.
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Test Conditions
• Observers seated in illuminated
white room
• Front wall of room, subtending
10 deg at observer's eyes, served as
screen for presentation of targets;
luminance of screen could be var-
ied train IL; variations in
luminance on screen did not exceed
3%
• Several observers seated at rear
of observation room in upholstered
chairs mounted on floor and on
balcony
• Observers adapted to luminance
level of observation room
• Target light 3.6-121 min arc in
diameter delivered to any of eight
positions on an imaginary circle,
6 deg diameter, with a small red
orientation point at the center
(see Fig. Is)
Visual
• Method of constant stimuli
• Independent variables: adapting
intensity, target size
• Dependent variable: detection
threshold, defined as target lumi-
nance required for 50% correct re-
sponses (adjusted for guessing).
Data presented are average thresh-
of Information	 1.0
otas aeterminea over a 4-montn
period
• Observer's task: signal location
in which target appeared
• 9 highly trained observers, ages
19-26
Experimental Results	 up to - 1 cd/rn2 . At higher levels, contrast sensitivity is rela-
----------------------------------------tivelyconstant.• The threshold intensity tor careering a spot or light
against a bright background increases (sensitivity decreases)
as the luminance level of the background increases.
• The incremental luminance threshold decreases as target
size increases.
• Contrast sensitivity (defined as the reciprocal of tlt ratio
of target threshold intensity to background, or adapting, in-
tensity) increases with increases in background illumination
Variability
The 99% confidence interval for group data was ± 8%; the
50% confidence interval was ± 2%.
Repeatability/Comparison with Other Studies
Data are consistent with results of other research.
Constraints	 • Pupil size was not controlled. Effective retinal illumi-
nance for a target of given size and luminance may therefore
• Fixation was not controlled. Sensitivity to light varies
	 have varied across subjects and adapting conditions.
with target location in the field of view (CRef. 1.306; 	
• Many factors affect sensitivity to light and must be con-
Handbook).	 sidered in applying these data under different conditions
(CRef. 1.305).
Key References
l. Blackwell, H. R. (1946). Con-
trast thresholds of the human eye.
Journal of the Optical Society of
America, 36, 624-643.
Cross References	 1.307 Absolute sensitivity to light:	 1.402 Brightness difference thresh- 1.626 Target detection: effect of
effect of target area and visual field	 old: effect of background lumi-
	 prior exposure (adaptation) to a tar-
1.395 Factors affecting sensitivity	 location;	 nance and duration of luminance 	 get of the same of different size;
to light;	 1.308 Spatial summation of light 	 increment;	 Handbook ofperception and
1.306 Absolute sensitivity to light:	 energy;	 human performance, Ch. 5,
effect of visual field location; 	 Sects. 3.1.3.2
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1.404 Intensity Difference Threshold: Effect of Luminance
Increment Versus Decrement
Figural. Log threshold luminance difference (smallest
detectable luminance Increment or decrement) as a func-
tion of log background luminance for targets of various
sizes and durations. Subscript of I designates Increment
threshold; subscript of 2 designates decrement threshold.
Target a: I 5-min diameter, 50-msec duration; target b:
1 S-min diameter, I000-msec duration; target C: 4.3-deg
diameter, 20-msec duration; target d: 4.3-deg diameter,
1000-msec duration. (From Ref. 3)
Key Terms
Contrast; intensity difference threshold; target detection
General Description 	 detecting decreases in target luminance (decrement thresh-
olds) are smaller than thresholds for detecting increases (in-
The ability to detect changes in the luminance of a target	 crement thresholds). The advantage of decrements over
viewed against a fixed background is greater when those lu- 	 increments, although never very large, is greatest for small
minance changes are presented as luminance decreases than	 targets of short durations at low background intensities.
when they are presented as increases; that is, thresholds for
Applications
Displays or situations in which the detectability of dim or
low-contrast targets must be maximized.
Methods	 • Duration of target: 20, 50, or 	 • Subjects adapted to lowest back- 	 • Dependent variable: difference1000 msec	 ground luminance for 30 minutes	 threshold (smallest detectable in-
Test Conditions	 • Luminance of background:	 prior to testing	 crement or decrement in target lu-
-3 to 3 log cd/rn2 of wavelength	 minance relative to background
• Flickering disk (either IS minor	 507 mp.	 Experimental Procedure	 luminance)
4.3 deg in diameter) flashed once 	
• Luminance of target increased	 • Method of adjustment 	 • Observer's task: adjust intensity
every 3 sec at 7 deg of visual angle 	 above background in increment 	 • Independent variables: duration	 of target flash so that decisionfrom fovea in lower left quadrant	 condition and decreased below	 of target flash, diameter of target,	 could be made, after ann of
of right eye; 2-mm diameter artifi- 	 background in decrement condition 	 background luminance	 10-20 flashes, that a stimulus was
cial pupil	 just visible most of the time
2 highly experienced observers
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Experimental Results
• Increment thresholds are consistently higher than decre-
ment thresholds irrespective of target size, duration, or
background intensity.
• The superiority of decrement thresholds over increment
thresholds is small. The difference between decrement and
increment thresholds reaches a maximum of —0.3 log units
for the 15-min, 50-msec target at a mid-range background
luminance. For larger targets, longer durations, and higher
background luminances, the superiority of decrement
thresholds declines.
Constraints
• Many factors can influence target detection and must be
considered in applying these results to other viewing condi-
tions (CRef. 1.624).
Visual Acquisition of Information	 1.0
Variability
No intra-observer variability reported. Results for the 2 ob-
servers were so similar that only the results on one were
graphed.
Repeatability/Comparison with Other Studies
References 1 and 6 found the maximal advantage of decre-
ment threshold over increment threshold to be 0.17 and
0.24 log units, respectively. References 2, 4, and 5, with no
surround field and different observer tasks, found little dif-
ference between increment and decrement thresholds. For
flickering targets, the decrement thresholds are generally
smaller than the increment thresholds, but the difference is
small.
Key References	 2. Herrick, R. M. (1956). Foveal 	 tal visual thresholds. Journal of the of decremental flashes, incremental
luminance discrimination as a func- 	 Optical Society ofAmerica, 58,	 flashes and doublets in relation to
1. Boynton, R. M., Ikeda, M., &	 tion of the duration of the decre-	 696-699.	 flicker fusion. Vision Research, 14,
Stiles, W. S. (1964). Interactions	 mentor increment in luminance.
	 4. Rashbass, C. (1970). The vlsi- 	 831-851.
among chromatic mechanisms as 	 Journal of Comparative Physiol-	 bility of transient changes of lumi- 	 6. Short, A. D. (1966). Decremen-inferred from positive and negative	 ogy, 59. 437-443.	 nance, Journal of Physiology, 210,	 taT and incremental visual thresh-
increment thresholds. Vision Re-	 *3 Patel, A. S., & Jones, R. W.	 165-186.	 olds. Journal of Physiology, 185,
search, 4, 87-117.	 (1968). Incremental and decremen- 	 5. Roufs, J. A. J. (1974). Dynamic 	 646-654.
properties of vision. IV. Thresholds
Cross References	 1.402 Brightness difference thresh-	 1.403 Brightness difference thresh-
old: effect of background lumi-	 old: effect of background lumi-
1.401 Brightness difference thresh- nance and duration of luminance
	 nance and target size;
old: effect of background	 increment;	 1.624 Factors affecting detection ofluminance;	 spatial targets
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1.4	 Adaptation: Changes in Sensitivity
1.405 Time Course of Light Adaptation
Key Terms
Foveal vision; light adaptation; light increment threshold;
peripheral vision; photopic vision; scotopic vision
General Description
After an increase in the level of illumination (adaptation
level), the visual system takes time to adjust to the change
in light intensity. For foveal (cone) stimulation, sensitivity
is lowest (threshold is highest) immediately after onset of
the adapting light; sensitivity increases (threshold de-
creases) with continued exposure to the adapting field (al-
though not necessarily monotonically, especially at high
adapting intensities). The recovery in sensitivity is rapid for
low adapting intensities, but may take 10 min or more to
reach completion for more intense adapting fields. For per-
ipheral (rod) vision, sensitivity is lowest immediately after
onset of the adapting light, then rises rapidly within the first
200 msec and more slowly through the rest of the first min-
ute of adaptation.
Methods	 1-deg centrally located light flash
20 rnsec in duration; white light
Test Conditions	 used throughout
Peripheral Stimulation
(Ref. 1)
• Observer first dark-adapted, with
head fixed by bite bar, then viewed
adapting field
• Adapting field was 11 deg of vi-
sual angle in diameter, red (Wrat-
ten filter 26, 621-nm), field at
0.3 cd/rn2, presented for 400 msec;
and target was blue (480 nm)
4.5-deg square target flash pre-
sented 12 deg from fixation for
30 msec
• Stimulus configuration presented
in Maxwellian view, with target
entering through nasal edge of
pupil
• Observer's pupils dilated with
Mydriacyl or Cyclogel
Foveal Stimulation (Ref. 2)
• Adapting field intensity varied
from 1.86-1860 cd/rn2; target was
Experimental Procedure
Peripheral Stimulation
• Method of adjustment
• Independent variable: time since
onset of adapting field
• Dependent variable: intensity
difference threshold
• Observer's task: indicate whether
target was visible on each trial
• 1 observer
Foveal Stimulation
• Method of limits
• Independent variables: time
since onset of adapting field, inten-
sity of adapting field
• Dependent variable: intensity
difference threshold
• Observer's task: indicate whether
target was visible on each trial
• 2 observers
-2
LI	 +
flt	
-1
msec
Experimental Results
• Time course of adaptation for peripheral visual field
shows that sensitivity is lowest (threshold is highest) at the
onset of the adapting background field and decreases rapidly
within the first 200 msec of exposure to the field. This is
followed by a more gradual decrease in threshold lasting
through the rest of the first minute of light adaptation.
• For foveal adaptation, sensitivity increases rapidly
(threshold drops) during the first '-3 min and then levels
off. Especially at the highest adapting intensity, after the in-
itial increase in sensitivity, there is a very small drop in sen-
sitivity before the final level is reached.
Variability
No information on variability was given.
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Figural. increment in intensity required to detect a test
light superimposed on an adapting background as a func-
tion of time since onset of adapting field, for peripheral
(rod) vision, inset shows stimulus configuration (cross =
eye fixation). Adapting intensity was 0.3 cd/rn'. the two
panels show the same data plotted on different time scales.
(From Ref. 1)
Repeatability/Comparison with Other Studies
When sensitivity is measured by the absolute threshold
method or the comparison method (rather than increment
threshold method as here), sensitivity for foveal vision is
found to decrease during light adaptation.
Boll, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
PerceptionandPerformance. MMRL, Wright-Patterson AFB, OH, 1988.
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Figure 2. Increment in in-
tensity required to detect a
test light superimposed on
an adapting background as
a function of time since
onset of adapting field, for
foveai (cone) vision at four
adaptation levels. inset
shows stimulus configura-
tion (cross = eye fixation).
Data are averages from 2
observers. (From Handbook
of perception and human
performance, based on data
from Ref. 2)
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Constraints
• The data may not be valid for other measures of
sensitivity.
• Many factors influence sensitivity to light and should be
considered in applying these results under different condi-
tions (CRef. 1.305).
	
Key References	 *2. Baker, H. D. (1949). The
course of foveal light adaptation
	
t. Adelson, E. H. (1982). Saturn- 	 measured by the threshold intensity
	
tion and adaptation in the rod 	 increment. Journal of the Optical
	system. Vision Research, 22,	 Society ofAmerica, 39, 172-179.
1299-1312.
Cross References
1.305 Factors affecting sensitivity
to light;
Handbook ofperception and
human performance, Ch. 5,
Sect. 3.2
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1.406 Factors Affecting Dark Adaptation
Key Terms
Dark adaptation; field of view; light increment threshold;
size; visual sensitivity; wavelength
General Description 	 may respond to light of only about a hundred-thousandth
the intensity required immediately after offset of the back-
When stimulated by light, the visual system progressively 	 ground light. The table summarizes factors that influence
loses sensitivity. In the dark, sensitivity recovers, a process 	 the rate and degree of dark adaptation.
known as dark adaptation. The change in sensitivity may be
very large; after a half-hour in the dark, the visual system
Constraints
• Interactions may occur among the various factors affect-
ing the rate and amount of dark adaptation.
References
Ref. 1
CRef. 1.413
CRet. 1.411
CRef. 1.412
Factor	 Effect on Dark Adaptation
Time in dark	 Adaptation occurs in two phases: initial rapid stage ('-5 mm) due to
cone adaptation, and a slower stage (-30-35 mm) due to rod
adaptation
For peripheral (rod) vision, up to —4 mm, the longer the pre- expo-
sure to light, the longer the recovery time in the dark. For
foveal (cone) vision, the effect is smaller beyond —2 mm
Rate of dark adaptation is slower after exposure to higher intensity
light than after exposure to lower intensities
For foveal (cone) vision, dark adaptation is slower if test and adapt-
ing fields are small or close in size than for larger fields of equal
energy
Duration of adaptation
Intensity of adapting light
Size of adapting light
Wavelength of adapting light 	 Rate and amount of dark adaptation may vary depending on the	 CRet. 1.407
wavelength of the adapting light, reflecting the differential sensitivity
of the rod and cone systems to different wavelengths
Rod (peripheral) dark adaptation is more rapid after preadaptation to	 Ref. 2
only long wavelengths
Target size	 With increasing time in dark, the ability to detect a large target 	 CRef. 1.409(1 deg) shows greater and faster improvement than the ability to
detect a small target
Difference in dark adaptation for small and large fields is minimal
after 150 sec (by which time dark adaptation is close to complete)
Spatial frequency of target	 Resolution of fine detail improves rapidly with time in dark up to 	 CRef. 1.410
—7-10 mm
Resolution of coarse detail continues to improve over —30 mm
Duration of test target	 With increasing time in dark, the ability to detect a target presented 	 CRef. 1.409for a long duration (up to —100-200 msec) improves more rapidly
and to a larger extent than the ability to detect a target presented
more briefly
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Visual Acquisition of Information	 1.0
Key References
* 1. Beebe-Center, J. 0., Carmi-
chael, L., & Mead, L. C. (1944).
Daylight training of pilots for night
flying. Aeronautical Engineering
Review, 3,9-29.
2. Geldard, F. A. (1972). The
human senses. New York: Wiley.
Cross References	 1.410 Visual resolution during dark 1.412 Dark adaptation following
adaptation;	 exposure to light fields of varying
1.407 Dark adaptation: effect of
	 1.411 Dark adaptation following 	 size;
wavelength;	 exposure to light of varying	 1.413 Dark adaptation following
1.409 Dark adaptation: effect of 	 intensity;	 exposure to light of varying
spatial and temporal summation; 	 duration
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1.407 Dark Adaptation: Effect of Wavelength
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Figural. Threshold for test lights of different wavelengths as a function of time in dark since offset of an adapting field.
Inset shows target configuration (cross = fixation point). The dashed line Is  dark-adaptation function for cone vision de-
rived from the data for the 621 nm (orange) test target; solid line is dark-adaptation function for rod vision derived from the
data for the 436 nm (violet) test target (see text). (From Ref. 1)
Key Terms
Dark adaptation; visual sensitivity; wavelength
General Description	 fall to a plateau followed by a second, slower decline to a
final plateau. The first drop reflects the adaptation of cones,
After a preadapting light field is turned off, detection	 the second of rods. Cones are more sensitive to orange tar-
threshold for a test light decreases (sensitivity increases)	 gets than to violet targets, while rods are more sensitive to
with time in the dark (dark adaptation). Detection thresh- 	 violet targets.
olds for orange and violet targets in the dark display a rapid
Applications
The relative sensitivity to long- and short-wavelength illu-
mination varies with time in the dark. Thus, a long-wave-
length target may appear brighter than a short-wavelength
target during early dark adaptation, but the relative bright-
ness will reverse as adaptation proceeds.
Test Conditions
• Observer preadapted with very
bright white light, 1.6 X I06cd/m2
(5.0 x tO5 mL), for 5 min; testing
began immediately after offset
of preadapting light; test target
was orange (621 nm) or violet(436 nm); target subtended
I deg of visual angle and was
presented for 200 msec
• Targets presented 6 deg from eye
fixation
Experimental Procedure
• Thresholds measured with spec-
tral adaptometer (Ref. 1)
• Independent variables: wave-
length of target; time in dark
• Dependent variable: intensity
of target necessary for detection
(threshold)
• Observer's task: indicate whether
target was seen
• I observer
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• Absolute sensitivity to light increases (threshold de-
creases) with time in the dark following offset of a white
preadapting field.
• When the test light used to measure detection threshold is
violet, threshold decreases rapidly during the first — 5 mm
in the dark, reaches a plateau, and then shows a second,
slower decrease after - 13 min to a second plateau.
• For orange test lights, threshold also falls rapidly during
the firsts mm, but then remains as a plateau for — 30 mm,
following which another slight decline in threshold is seen.
• The upper branch of each curve (Fig. 1) is assumed to
represent dark-adaptation of the cone system, while the
lower branch (second rapid drop in threshold following first
plateau) is assumed to reflect dark adaptation of the rod
system.
• As indicated by the crossing of the two curves, for test
lights of equal luminance, the orange light appears brighter
than the violet light during the first - 15 min of dark adapta-
tion; thereafter, the situation reverses, and the violet light
appears brighter (the latter is known as the Purkinje shift)
(CRef. 1302).
Visual Acquisition of Information	 1.0
• The dashed curved tor the violet test light (Pig. 1) is the
cone system dark-adaptation curve derived from the data for
the orange light and shifted to coincide with data of the vi-
olet light. Likewise, the solid line representing dark-adapta-
tion for the rod system fit to the data for the violet test light
has been shifted to coincide with the data for the orange
light. The fact that the dark-adaptation curves derived from
data for one wavelength fit well the data for the second
wavelength supports the duplicity theory of dark adaptation.
According to this theory, the shapes of the dark adaptation
function for each system remains constant regardless of
wavelength; thus, the overall time course of dark adaptation
for test light of any given wavelength can be determined
from the shapes of the individual rod and cone adaptation
functions and the spectral sensitivities of the rods and
cones.
Variability
No information on variability was given.
Constraints • Many factors affect dark adaptation and should be con-
• The cone plateau may vary with the intensity of the pre- 	 sidered in applying these results under different conditions(CRef. 1.406).
adapting light and the observer's task. 
• The data may be valid only when preadaptation is with
white light.
Key References
*1. Auerbach, E., & Wald, G.
(1954). identification of a violet re-
ceptor in human color vision. Sci-
ence, 120,401-405.
Cross References
1.302 Spectral sensitivity;
1.406 Factors affecting dark
adaptation;
Handbook ofperception and
human pe,formance, Ch. 5,
Sect. 4.2
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1.408 Dark Adaptation: Effect of Target Size
Time In Dark (minutes)
Figural. Detection threshold as a function of time in the dark for centrally fixated targets
of different size. Representative data from 1 observer are shown. (Adapted from Ref. 1)
Key Terms
Dark adaptation; foveal vision; peripheral vision; size; spa-
tial summation; visual sensitivity
General Description 	 to the center of the visual field, the two stages of adaptation
change differently as the size of the test target increases.
After a preadapting light is turned off, threshold for detect- 	 With small targets, the first stage dominates. As target size
ing a test light decreases (sensitivity to light increases) with	 increases, to include more peripheral areas of the retina with
time in the dark. This dark adaptation generally shows	 greater light sensitivity, the second stage appears sooner and
two stages: there is an initial rapid decrease in threshold	 threshold declines to lower values.
which may be followed by a plateau, and then a second
slower, larger decline in threshold. With targets presented
Applications
In situations requiring detection of dim targets, both target
size and the observer's state of dark adaptation must be con-
sidered in predicting observer performance level.
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Visual Acquisition of Information 	 1.0
Methods	 • Target viewed through 2.85-mm Experimental Procedure
exit pupil located 10 cm from eye;
• Method of adjustment under ob-Test Conditions 	 accommodation assisted by lens
Observer light-adapted for 2 mm	 • Threshold measurements made 	
server's control
to a brightness of 955 cd/rn2	 by having observer adjust position 	
• Independent variables: time in
dark, target diameter
(300 mL); threshold measurements	 of neutral density wedge to 
begun immediately after offset of 	 change intensity until test target 	
• Dependent variable: detection
adapting field; fixation point pro-	 was just visible, usually 2-3 expo- 	
threshold
vided during testing	 sures; in first few minutes of dark 	
• Observer's task: adjust target in-
tensity until target just visible
• Test field was opal glass plate 	 adaptation, measurements made as 
illuminated by 2.8-V. 0.28-amp 	 rapidly as possible; later measure-	
• Each data point is the avenge of
Imp; target diameter 2-20 deg; 	 ments made every 2-5 mm	
3-7 trials at each target diameter
target centered on fixation point	 • Measurements made with right	
• 3 observers
eye
Experimental Results
• After — 5 min of dark adaptation, for a given number of
minutes in the dark, the threshold for light decreases (sensi-
tivity increases) as the size of the test target increases.
• During the first 2-3 min in the dark, threshold drops rap-
idly for all sizes of test target.
• For the 2-deg test target, after this initial drop the thresh-
old remains nearly constant for - 15 mm, after which only
a slight additional drop appears.
• With larger targets, this secondary drop is greater and
appears sooner because the peripheral retina is more light-
sensitive than the central retina.
• The small, rapid decrease in threshold (upper branch of
curve) is assumed to be associated with cone function and
Constraints
• When tests targets are restricted to the fovea (very center
of the visual field), the dark adaptation function shows no
lower branch.
• Many factors affect dark adaptation and should be con-
sidered in applying these results under different conditions
(CRef. 1.406).
Key References
*l. Hecht, S., Haig, C.,&Wald,
G. (1935). The dark adaptation of
retinal fields of different size and
location. Journal of General Physi-
ology, 19, 321-337.
Cross References
1.308 Spatial summation of light
energy;
.406 Factors affecting dark
adaptation;
1.409 Dark adaptation: effect of
spatial and temporal summation
the slower, larger decrease (lower branch of curve) with rod
function.
Variability
Data for a second observer were virtually identical to those
in Fig. 1. Thresholds for a third observer were identical for
large targets; for the small targets, the thresholds were
0.3-0.7 log units lower. Reference 1 reports that data from
occasional runs with other observers suggest that the pres-
ent data cover the normal range of variation.
Repeatability/Comparison with Other Studies
Transition between the two stages of dark adaptation is con-
sistent with previous research and with known anatomical
properties of the eye.
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1.409 Dark Adaptation: Effect of Spatial and
Temporal Summation
Mill
Large or long
Time in Dark
Figural. The effect of spatial and temporal summation on
the dark-adaptation function. The hypothetical curves
show the decrease in detection thresholds with time in the
dark for test lights of two sizes or durations: small or brief
(dashed curve) and large or long duration (solid curve).
(0 indicates offset of Illumination.) (From Ref. 3)
Key Terms
Dark adaptation; size; spatial summation; temporal summa-
tion; visual sensitivity
General Description 	 gets. Immediately after the offset of illumination, thresh-
olds for all targets are high and nearly equal, regardless of
Following entry into a dark environment, the visual system 	 size or duration. As time increases thresholds drop more
adjusts by becoming more sensitive to light. This progres- 	 rapidly (sensitivity increases faster) for large or long targets
sive increase in sensitivity with time in the dark is termed 	 than for small or brief targets, so that after several minutes
dark adaptation. The ability of the visual system to inte-	 in the dark, large/long targets are much more detectable
grate (sum) target luminance over space and time increases 	 than small/brief targets.
during dark adaptation. Dark adaptation functions vary with 	 No numerical values are given on the axes of Figure 1,
changes in the size and duration of the test light used to 	 since both absolute threshold for light and the time course of
measure sensitivity. With time in the dark, curves reflecting 	 threshold changes in the dark may vary substantially, de-
ability to detect small or briefly presented targets diverge 	 pending on target characteristics and test conditions (CRefs.
from those indicating ability to detect larger targets or those	 1.305, 1.406). Complete recovery of sensitivity in the dark
presented for a longer duration. 	 may take anywhere from a few seconds to 30-35 mm, de-
Figure 1 shows hypothetical curves for the recovery of 	 pending on a previous illumination level and other factors.
sensitivity with time in the dark for these two types of tar-
Applications
The rate and amount of improvement in sensitivity during
dark adaptation depend upon the size and duration of the
target to be detected. Early in dark adaptation, using a large
target or a target presented for a longer duration is less ad-
vantageous than later in dark adaptation.
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Visual Acquisition of Information
	 1.0
Empirical Validation
The model is consistent with much data on dark adaptation,
spatial summation, and temporal summation.
• Changes in spatial summation of tight in the peripheral
visual field (rod system) are larger and slower than changes
in the central (foveal) field (cone system); changes in spatial
summation for central vision are relatively small and com-
plete within 100 sec.
• There is no further spatial summation for test lights larger
that - 1-deg diameter (CRef. 1.308).
• The ability of the visual system to integrate light energy
over time increases quickly during dark adaptation; early in
the dark adaptation period, the visual system can integrate
over — 30-40 msec, while after complete dark adaptation,
integration occurs over 100-200 msec. Beyond this dura-
tion, no further temporal summation occurs (CRef. 1.512).
• Many factors affect dark adaptation and should be con-
sidered in applying these results under different conditions
(CRef. 1.406).
Key References	 2. Crawford, B. H. (1937). The	 In K. R. Buff, L. Kaufman, &	 4. Montellese, S., Brown, J. L., &
change of visual sensitivity with
	 I. P. Thomas (Eds.), Handbook	 Sharpe, L. T. (1979). Changes in
1. Arden, G. B., & Weale, R. A.
	 time. Proceedings of the Royal	 ofperception and human perfor-	 critical duration during dark adap-
(1954). Nervous mechanisms and
	 Society, 1298, 94-106.	 mance: Vol.!. Sensory processes 	 tation. Vision Research, 10, 1147-
dark  adaptation. Journal ofPhysi-	 3. Hood, D. C., & Finkelstein,
	
and perception. New York: Wiley.	 1153.
ology, 125,417-426.	 M. A. (1986). Sensitivity to light.
Cross References	 1.406 Factors affect dark 	 1.512 Time-intensity trade-offs in
adaptation;	 detection of brief targets: effect of
1.305 Factors affecting sensitivity	 1.408 Dark adaptation: effect of	 duration, target intensity, and back-to light;	 target size;	 ground luminance
1.308 Spatial summation of light
energy;
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1.4	 Adaptation: Changes in Sensitivity
1.410 Visual Resolution During Dark Adaptation
v?3°-1
Y=14o grating
ibt'f']
Time in Dark (minutes)
Figural. Luminance thresholds for resolution of bar patterns (square-wave gratings) of
various angular bar widths as a function of time in the dark. "No grating" condition shows
thresholds during dark adaptation for detecting a homogeneous (blank) test target. Data
from 1 observer. (From Ref. I)
Key Terms
Dark adaptation; size; spatial resolution; visual acuity
General Description 	 detail (small bar widths) improves rapidly with time in the
dark, with maximum sensitivity reached in 7-10 mm.
Luminance thresholds for the visual resolution of bar pat-	 Coarser targets produce a dual-branched (or two-phase)
terns (square-wave gratings) of various widths decrease 	 adaptation curve, revealing continued improvement in
(sensitivity increases) with time in the dark after the offset 	 visual resolution over -30 mm.
of a preadapting light (dark adaptation). Resolution of fine
Applications
Selection of display image size for conditions of low
illumination.
Methods	 • Targets presented to center of vi- 	 Experimental Procedure	 tween highest luminance at which
sual field for 16 mace, one target 	
• Method of constant stimuli	 an incorrect response was obtained
Test Conditions	 per mm; targets presented alter- 	 and lowest luminance at which a• Independent variables: time in correct response was obtained
After 5-mm adaptation to a nately to left and right eyes 	 dark, bar width of square-wave 	 • Observer's task: identify orienta-•
3.7-log cd/rn2 (1500 mL) white	 • Warning signal given prior to testflash	 grating	 tion of grating patternlight, observer viewed square-	
• Targets viewed through 3-mm	 • Dependent variable: luminance	 • 2 observers, I male and I femalethreshold for grating resolution de-wave gratings of various bar 	 artificial pupil of eyepiece of
widths (0.96-23.8 min arc) and	 adaptometer	 termined by taking midpoint be-
orientations; total test field sub-
tended 7.3 deg of visual angle
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• For finer bar patterns (bar widths of 0.96-4.0 min arc),
the dark adaptation curves are smooth decelerating func-
tions. Threshold drops rapidly from a high level over the
first several minutes and attains a final steady level in
7-10 min.
• For coarser gratings (bars of 12.0 and 23.8 min arc), the
dark adaptation curves drop rapidly to an initial plateau and,
after about 10 mm, show a second, slower decrease that
reaches a final level in -'30 mm. These functions are similar
to the dark adaptation function for a homogeneous (blank)
test flash.
• The smaller the bar size, the higher the final luminance
threshold level (the lower the sensitivity) reached after dark
adaptation is complete.
Visual Acquisition of Information	 1.0
Variability
• The uniform curves for small bar patterns and the upper
branch of the dark-adaptation curves for larger bar patterns
are assumed to reflect the sensitivity of the cone system
(which shows high visual acuity); the lower, shallower
branch of the functions for large bar patterns are assumed to
reflect the activity of the rod system (which is less sensitive
to fine detail than the cone system). Data are plotted for one
observer; data for second observer were comparable.
Repeatability/Comparison with Other Studies
The data for coarse gratings indicating a two-branch func-
tion for dark adaptation are consistent with the results of
studies manipulating other variables (such as test wave-
lengths or location in the field of view) which showed two
phases of dark adaptation dominated by cone and rod activ-
ity (CRefs. 1.407, 1.408).
Constraints	 than coarse patterns; this may have led to a slight underesti-
mation of thresholds for fine patterns relative to thresholds
• These results may be valid only for bar patterns in the
	 for coarse patterns.
center of the visual field.	
• Many factors affect dark adaptation and should be con-
e Visual resolution is better when a greater number of bars
	 sidered in applying these results under different conditions
of the same size are presented. Since all patterns had the
	 (CRef. 1.406).
same angular subtense, fine patterns contained more bars
Key References
*lBrown, J. L. ,Graham, C. H.,
Leibowitz, H., & Ranken, H. B.
(1953). Luminance thresholds for
the resolution of visual detail dur-
ing dark adaptation. Journal of the
Optical Society ofAnierica, 43,
197-202.
Cross References	 1.407 Dark adaptation: effect of
wavelength;
1.305 Factors affecting sensitivity
to light;
1.406 Factors affecting dark
adaptation;
1.408 Dark adaptation: effect of
target Size;
Handbook ofperception and
human performance, Ch. 5,
Sect. 4.2
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1.411 Dark Adaptation Following Exposure to Light of Varying
Intensity
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Figural. Visual sensitivity as a function of the time in the
dark following exposure to various levels of adapting light.
Filled symbols indicate that the test light appeared violet at
threshold (indicating detection by cone system). Dashed
curves are assumed to delineate the cone-mediated por-
tion of the function; the solid curves, rod-mediated thresh-
olds. (From Handbook of perception and human
performance, based on data from Ref. 1)
Key Terms
Dark adaptation; peripheral vision; visual sensitivity
General Description 	 levels, sensitivity recovers in '-5 mm; for the high illumina-
tion levels, >30 min is required for complete recovery. The
Absolute visual sensitivity (measured in the dark) decreases cones recover sensitivity more quickly than the rods, but
following exposure to light. The rate of recovery of sensi- 	 the absolute sensitivity reached by the rods is much greater.
tivity after the light is extinguished depends on the intensity
of the preadapting light. After exposure to low illumination
Applications
Visibility of dim targets is impaired by prior exposure to
light, and the rate of improvement of target visibility is re-
lated to the intensity of prior light exposure. With prior ex-
posure of sufficient intensity, visual sensitivity may not
fully recover for >30 mm.
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Methods
Test Conditions
• Observer dark-adapted for
30 mm, followed by 4-mm fix-
ation on preadaptating light with
intensity of 13-14,888 cd/rn2
(40-47,000 trolands); observations
began immediately following offset
of preadaptation light and contin-
ued until threshold reached rela-
tively constant low level
• Test light flashed for 200 msec at
each observation
• Light 3 deg in diameter and de-
livered 7-deg nasal to the fovea
• Light seen through violet filter
(Coming filter 511) and viewed
monocularly through artificial pupil
2mm in diameter
Visual
• Modified method of limits
• Independent variables: intensity
of preadaptating light, time in dark
• Dependent variable: intensity of
light necessary for detection
(threshold)
of Information	 1.0
• Observer's task: report presence
or absence of flash and describe
color sensation associated with
each threshold reading
• All data recorded in single
session
• 1 observer
Experimental Results 	 • The cone system recovers sensitivity more quickly than
does the rod system; however, the rod system reaches much
• Visual sensitivity Increases (threshold decreases) with 	 greater absolute sensitivity than the cone system.
time in the dark after the offset of a preadapting light.
• The recovery of visual sensitivity is slower, the higher
the intensity of the preadapting light to which the observer
is previously exposed.
• The discontinuity in the curves after preadaptation to the
highest light intensities is assumed to reflect dark adaptation
of the cones (upper branch of curve) and rods (lower
branch). Only rod adaptation is seen at lower adapting
intensities.
Constraints	 long in duration, favoring the greater summation of the rod
system.
• The test stimulus was chosen to favor the rod system. It
	
• Many factors affect dark adaptation and should be con-
was short-wavelength light, to which rods are more sensi-
	 sidered in applying these results under different conditionsfive than cones; it was positioned in the periphery of the ret- (CRef. 1.406).
ma, where rods are more numerous; and it was large and
Key References	 2. Hecht, S., Haig, C., & Chase,
A. M. (1937). The influence of
1. Haig, C. (1941). The course of 	 light adaptation on subsequent dark
rod dark adaptation as influenced 	 adaptation of the eye. Journal of
by the intensity and duration of pre- General Physiology, 20, 831-850.
adaptation to light. Journal of Gen-
era! Physiology, 24, 735-751.
References
1.406 Factors affecting dark
adaptation;
1.412 Dark adaptation following
exposure to light fields of varying
size;
Handbook ofperception and
human performance, Ch. 5,
Sect. 4.1
Variability
Within-observer variability was not reported. Comparable
data were obtained with a second observer who had patho-
logically fixed pupils.
Repeatability/Comparison with Other Studies
Data are consistent with other reports (e.g., Ref. 2).
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1.412 Dark Adaptation Following Exposure to Light Fields of
Varying Size
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Figural. Detection threshold as a function of time in dark following exposure to a brief,
Intense preadapting light of 27 or 115 min arc diameter. (From Ref. 1)
Key Terms
Dark adaptation; field of view; flash bleaching; visual
sensitivity
General Description
The time course of dark adaptation (increase in sensitivity in
the dark) after exposure to a brief, intense preadapting light
depends on the size of the preadapting light. Detection
thresholds for cone vision are higher after small preadapting
lights than after larger lights until dark adaptation is close to
complete.
Methods	 • Beginning immediately after	 Experimental Procedure
preadapting light was turned off,
Test Conditions	 observer self-administered repeated • Independent variables: size of
• While observer looked at fixation exposures of 3-mm-arc red test tar- 	
preadapting light, time in dark
light, preadapting bleaching light	 get; target presentations lasted	
• Dependent variable: intensity
of target necessary for detection
was presented 5 deg temporal to	 20 msec
fovea; flash lasted 50 or 100 msec 	 • Thrget in center of area of pre-
	 (threshold)
at intensity of 10" trolands; flash	 adapting light	
• Observer's task: signal when tar-
diameter either 27 or 115 mm	 • Monocular viewing	
get first became visible; adjust tar.
of visual angle	
get intensity to obtain threshold
settings
2 observers
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• Following exposure to a 1 15-mm-arc diameter
preadapting light, detection threshold for a red light de-
creases (sensitivity increases) with an approximately expo-
nential time course.
• Recovery of sensitivity following a smaller (27-mm-arc)
preadapting light is initially delayed; first measurable
thresholds are at —70 sec, followed by a rapid fall in thresh-
old over the next —40 sec.
Constraints
• The results may be valid only for dark adaptation follow-
ing very intense light flashes.
• Many factors affect dark adaptation and should be con-
sidered in applying these results under different conditions
(CRef. 1.406).
Key References
*1. Hayhoe, M. M. (1979). Lateral
interactions in human cone dark ad-
aptation. Journal of Physiology,
296, 125-140.
Cross References	 1.406 Factors affecting dark
adaptation;
1.101 Range of visible energy in	 Handbook ofperception and
the electromagnetic radiation	 huinpei)'ornce, Ch. 5,
spectrum;	 Sect. 4.3
• Thresholds for the small preadapting field approximate
the large-field values at — 150 sec, when sensitivity is al-
ready within 0.2 log unit of the fully dark-adapted value for
cone vision.
Repeatability/Comparison with Other Studies
Dark-adaptation curves for preadapting lights of different
sizes follow a similar time course in peripheral (rod) vision
(as opposed to cone vision, as presented here).
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1.4	 Adaptation: Changes in Sensitivity
1.413 Dark Adaptation Following Exposure to Light of Varying
Duration
Figural. Dark adaptation in the parafovea following de-
crease in illumination. Observer was preadapted to bright
light for the time indicated by the arrows, then background
field was dimmed. Bottom curves show log increment in in-
tensity necessary to detect a target against the dimmer
background as a function of time since the drop in Illumina-
tion; each symbol plots data for a different duration of pre-
adaptation. Upper curve shows intensity increment
thresholds for test tight against the brighter, preadapt-
Ing field. Target configuration was as shown in inset
(cross = fixation point). Absolute threshold Is the threshold
for the test tight In the dark. (From Ref. 1)
Key Terms
Brightness discrimination; dark adaptation; light increment
threshold
General Description
Increasing the duration of exposure to a preadapting light
prolongs the time course of recovery of visual sensitivity in
the dark.
Applications
In situations requiring transition from briefly lit to dimly lit
environments, adequate time should be allowed for dark
adaptation to reach completion before an observer is re-
quired to perform tasks requiring visual detection.
Methods	 parafeveal target presented S deg	 Experimental Procedure	 • Observer's task: indicate whetherfrom fixation Point
	
• Method of limits (ascending)	 stimulus visible on each trial
Test Conditions 	 • 20-msec target flashes presented	 • Each data point represents the
 Independent variables: durations	 mean of several threshold
Observer preadapted with at I-sec intervals with intensity in- 	 of exposure to preadapting light, 	 determinations•
50,000-trolands visual field for 	 creasing until observer reported its	 time in dark following offset of 	
• Male and female observers,
varying durations up to —800 sec	 presence; target superimposed on 	 preadapting light	 number not given; observers pm-
alter which the field was dimmed to dim (5 trolands) background 	 • Dependent variable: intensity
• Tar	 tested for noat dark adaptation5 trolands	 get viewed through small arti- 	
nndifference threshold for detecting
target against background	 curves• Target was round white spot sub- ficial pupil
tending I deg of visual angle;
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Visual Acquisition of Information	 1.0
Experimental Results
• When an observer is preadapted to a bright light and then
the illumination level is suddenly decreased, sensitivity to
light increases with time due to the drop in background illu-
mination. That is, the luminance increment necessary for a
test light to be just visible against the dimmer background
(intensity difference threshold) decreases with time.
• The longer the exposure to the higher preadapting light,
the longer the time required for threshold to reach its low-
est, asymptotic value.
• Results are valid only for target presented parafoveally.
The initial drop in threshold immediately after a dimming of
illumination is much less for targets presented to the fovea
(center of visual field).
Key References	 2. Haig. C. (1941). The course of
rod dark adaptation as influenced
*1. Baker, H. D. (1955). Some di- 	 by the intensity and duration of pre-
rect comparisons between light and adaptation of light. Journal of Gen-
dark adaptation. Journal of the	 eral Physiology, 24, 735-751.
Optical Society ofAmerica, 45,
839-844.
Cross References
1.406 Factors affecting dark
adaptation;
Handbook ofperception and
human performance, Ch. 5,
Sect. 4.3
• The discontinuity in the dark-adaptation curves for the
dim background is assumed to indicate the point of shift in
dominance from the cone system to the rod system. The
upper branch of each curve reflects the activity primarily of
the cones; the lower branch, primarily of the rods.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Reference 2 reports a similar effect of preadaptation dura-
tions of up to 4 mm.
• Many factors affect dark adaptation and should be con-
sidered in applying these results under different conditions
(CRef. 1.406).
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Notes
Section 1.5 Sensitivity to Temporal Variations
1.5	 Sensitivity to Temporal Variations
1.501 Factors Affecting Sensitivity to Flicker
Key Terms
Exposure duration; flicker detection; flicker frequency; light
adaptation; size
General Description 	 trast sensitivity of the observer to flicker at a range of tem-
poral frequencies (where contrast sensitivity is taken as the
The sensitivity of an observer to flicker generally is mea- 	 reciprocal of the modulation contrast threshold). In most vi-
sured in one of two ways: (1) the rate of flicker of a target 	 sual studies, the luminance of the target is modulated sinu-(such as a spot of light) is increased until the target appears 	 soidally over time to produce flicker. An observer's ability
steady. The flicker frequency at which the target first ap- 	 to detect flicker is affected by many variables. The table,
pears steady or fused is termed the criticaiflicker frequency which lists several of the more important factors known to
(CFF); (2) the amplitude of luminance modulation; (flicker) influence sensitivity to or perception of flicker, indicates the
of a given frequency is increased until the flicker can just be nature of their effects, and cites entries or sources providing
detected. Data collected using this method are often plotted 	 further information.
as a temporal contrast sensitivity function showing the con-
Spatial Target	 Effect on Sensitivity to Flicker
Disks of varying 	 Sensitivity is greatest to flicker at "5-20 Hz and decreases at
sizes; sine-wave 	 higher frequencies; sensitivity also decreases at frequencies
gratings	 <5 Hz for disk targets, but not for grating patterns of moderate
or high spatial frequency
Variable
Flicker frequency
References
GRefs. 1.503, 1.505,
1.506, 1.508
Flicker waveform	 2-deg disk, variety of No differences in sensitivity above 10 Hz among waveforms; some Refs. 1, 2
temporal waveforms differences below 10 Hz
Adaptation	 1-deg square, no 	 CFF is highest for light-adapted eye; for foveal target, CFF 	 CRef. 1.504
surround	 decreases during dark adaptation; for peripheral target with low
luminance, CFF first decreases then increases during dark
adaptation
Background inten-	 Disks, sine-wave	 The smallest detectable change in intensity increases with in- 	 Refs. 1, 2, 5, 6
sity (average	 gratings	 creasing background intensity, less rapidly for high temporal fre- 	 CRefs. 1.502, 1.50
luminance)	 quencies than for low temporal frequencies	 1.505
Type of surround	 Disks of varying 	 Modulation sensitivity is greater for a target with a light surround 	 CRef. 1.506
sizes	 than for a target with no surround
Duration	 Sine-wave gratings 	 Sensitivity increases as 1/4 power of target duration 	 Ref. 9
Location in visual 	 Sine-wave gratings	 Greater for foveal than for peripheral targets 	 Refs. 6, 8
field	 CRef. 1.504
Spatial frequency 	 Sine-wave gratings	 For low temporal frequencies, highest at middle spatial frequen- 	 CRef. 1.508
des; for high temporal frequencies, highest at low spatial fre-
quencies and declining for higher spatial frequencies
Target size	 Disks, sine-wave	 CEF increases with increasing size; sensitivity to low temporal fre- 	 Ref. 4
gratings	 quencies decreases with increasing size	 CRefs. 1.506, 1.507
Type of target	 Uniform field, sine-	 At low flicker frequencies, sensitivity is greater for flickering bar 	 CRef. 1.505
wave gratings	 patterns than for flickering uniform fields
Threshold criteria 	 Sine-wave gratings	 Threshold for seeing pattern lower than threshold for seeing 	 Refs. 3, 7
flicker when viewing pattern flickering at low temporal frequen-
cies; opposite is the case for high temporal frequencies
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Visual Acquisition of Information	 1.0
Constraints	 • The targets used in the studies summarized here were all
presented for at least several flicker cycles. Effects may be
• Interactions occur among the various factors affecting	 somewhat different for transient (pulsed or flashed) targets
sensitivity to flicker. Important interactions are mentioned 	 (CRef. 1.511).
in the table. Sources for others can be found by examination • Sensitivity to flicker is also influenced by many factors
of the table. For example, Ref. 2 is listed for the variables	 not discussed here, including the onset/offset abruptness of
of background intensity and waveform. The interaction of	 the target, target duty cycle, monocular versus binocular
the two, although not referred to in the table, can be found 	 viewing, and subject variables such as age, sex, fatigue,
in this source.	 temperature, body position, practice, attention, drug use,
and anoxia (see Ref. 2).
1.Brown, J. L. (1965). Flicker and
intermittent stimulation. In C. H.
Graham (Ed.), Vision and visual
perception. New York: Wiley.
2.de Lange, H. (1954). Relation-
ship between critical flicker fre-
quency and a set of low frequency
characteristics of the eye. Journal
of the Optical Society ofAmerica.
44, 380-389.
3.de Lange, H. (1958). Research
into the dynamic nature of the
human fovea-cortex systems with
I. Attenuation characteristics with
white and colored light. Journal of
the Optical Society ofAmerica, 48,
777-784.
4.Keesey, U. T. (1972). flicker
and pattern detection: A compari-
son of thresholds. Journal of the
Optical Society of America, 62,
446-448.
5.Kelly, D. H. (1959). Effects of
sharp edges in a flickering field.
Journal of the Optical Society of
America, 49, 730-732.
effects
wave thresholds. Vision Research,
12,89-101.
7. ICoenderink, J. J., Beaman,
M. A., Buena de Mesquita, A. E.
& Slappendel, S. (1978). Perim-
etry of contrast detection thresh-
olds of moving spatial sine wave
patterns. 1. The near peripheral
visual field (eccentricity (Y-8°).
Journal of the Optical Society of
America, 68, 845-849.
D. J. (1973). Psychophysical evi-
dence for sustained and transient
mechanisms in human vision.
Journal of Physiology, 232,
149-163.
9. Virsu, V., Rovamo, J., Laud-
nen, P., &Nasanen, R. (1982).
Temporal contrast sensitivity and
cortical magnification. Vision
Research, 22, 1211-1217.
10.Watson, A. B. (1979). Proba-
bility, summation over time. Vision
Research, 19, 515-522.
Cross References	 1.504 flicker sensitivity: effect of	 1.506 Flicker sensitivity: effect of 	 1.508 flicker sensitivity: effect ofdark adaptation for targets at differ-	 target size and surround;	 target spatial frequency;
1.502 flicker sensitivity: effect of
background luminance;
1.503 Flicker sensitivity: effect offlicker frequency and luminance
level;
ent visual field locations;	 1.507 Flicker sensitivity: effect of 	 1.511 Factors affecting sensitivity
1.505 flicker sensitivity: effect of	 target size;	 to brief (pulsed) targets
type of target and luminance level;
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1.5	 Sensitivity to Temporal Variations
1.502 Flicker Sensitivity: Effect of Background Luminance
Key Terms
De Vries-Rose Law; flicker detection; flicker frequency;
luminance; temporal modulation; Weber's Law
General Description
The delectability of a flickering target depends on the lumi-
nance of its background. In general, a flickering target will
be less visible the higher the background luminance level.
The smallest detectable change in luminance (increment or
decrement) from the background luminance is termed the
threshold intensity, Al; the contrast threshold is the ratio of
the threshold intensity change to the background intensity,
I, or AN.
For very dim backgrounds, the visibility of a flickering
target is limited by the intrinsic variability (noise) of the vi-
sual system, and the threshold intensity remains at absolute
threshold (threshold relative to dark background). For
somewhat more intense backgrounds, threshold is limited
by photon noise (quantum fluctuations) and threshold inten-
sity increases with the square root of background lumi-
nance, Al = K\/1, where K is a constant (de Vries-Rose
Law). At still higher background levels, neural adaptation
further reduces visual sensitivity, and threshold intensity in-
creases in direct proportion to background luminance,
Al = KI (Weber's Law). The constant of proportionality,
K = AN, is known as the Weber constant. The background
levels at which these various relationships occur depend on
the temporal and spatial properties of the target.
Figure 1 shows data illustrating these three regimes. The
effect of background intensity is more pronounced at the
lower temporal frequency (1.5 Hz); at this frequency, the
data conform to the regime of Weber's Law at a lower back-
ground intensity than do data for higher frequency flicker
(20 Hz).
Applications
The relationship described here can be used to estimate the
visibility of flickering light or dark targets on an unchanging
background (provided targets are small and viewing is fov-
eal). In particular, if the background is within the Weber's
Law region, a target is visible when its contrast is greater
than the Weber fraction (-2%, as shown in Fig. la). The
1.5-Hz data of Fig. 1 may also be applied to nonflickering
targets.
Methods	 • Time-averaged luminance
ranged from 0.016-1624 cd1rn2
Test Conditions	 • Monocular viewing through
2.8-mm diameter artificial pupil;
• 2-deg-diameter white flickering	 observer fixated center of targetfield; steady 60-deg diameter white 	 (foveal viewing prevents target de-
surround of equal luminance; lumi-	 tection by rods
nance modulated sinusoidally at
temporal frequency of 1.5 or 20 Hz
Log Background Intensity
(trolands)
'I	 o=I.5 Hz
• = 20 Hz
IL
P .g 
-0.75
. c - 1.79	
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-2.79
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(c a n d ela a Im etc r2)
Figural. Temporal sensitivity as a function of background
luminance for slowly flickering (open circles) or rapidly
flickering (filled circles) targets. Target Is  flickering 2-deg
disk surrounded by large steady background with lumi-
nance equal to the lime-average of the target. Data are plot-
ted as (a) threshold intensity (smallest detectable change
In intensity above or below background level) and (b) con-
trast threshold (ratio of threshold intensity to background
level). Insets show expected slopes corresponding to the
three regimes described in the text at lowest background
levels, threshold is Independent of background luminance
(linear regime, L); at intermediate levels, threshold In-
creases with the square root of background luminance
(de Vries-Rose Law; OR); at high background levels, thresh-
old increases In direct proportion to background luminance
(Weber's Law; W). (From Handbook of perception and
human perfonnance, based on data from Ref. 1)
2
.5C
a
a
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Experimental Procedure 	 • Observer's task: adjust amplitude 	
Visual Acquisition of Information 	 1.0
• Method of adjustment	 of target flicker until flicker justvisible
• Independent variables: temporal 
• 2 observers with extensivefrequency, time-averaged lumi- 
nance level	 practice
• Dependent variable: intensity
(modulation) threshold (smallest
detectable luminance change)
Experimental Results
	
	
For backgrounds above — 2-10 cd/rn2, threshold intensity
increases in direct proportion to background luminance
• Threshold (modulation) intensity (Al) remains constant	 (Weber's Law).
on backgrounds from dark to —0.15 cdlm2.	
• The Weber constant for flickering target disks is 1-2%
• For dim background levels, threshold intensity 	 (Fig. lb).
increases in direct proportion to the square root of back- 	
• The background luminance at which Weber's Law applies
ground luminance (de Vries-Rose Law). 	 is lower for slowly flickering targets than for rapidly flicker-
ing ones.
Constraints	 • Weber's Law may not apply at very high background lev-
els; photopigment bleaching or neural overloading may re-
Flicker sensitivity may differ if fields contain spatial	 duce sensitivity below that predicted by Weber's Law.
structure (CRef. 1.505).	
• Many factors (such as luminance level, exposure time,
• Target size affects the background levels at which 	 and target location in the visual field) influence sensitivity
de Vries-Rose and Weber's Law relationships hold. 	 to flicker and must be considered in applying these results
• Results will be different with large targets or peripheral	 under different conditions (CRef. 1.501).
viewing that allows detection by the rods.
Key References	 2. de Vries, H. L. (1943). The	 3. Rose, A. (1942). The relative
quantum character of light and its
	
sensitivity of television pickup
l. de Lange, H. (1958). Research 	 bearing upon threshold of vision, 	 tubes, photographic film, and the
into the dynamic nature of the	 the differential sensitivity and vi-	 human eye. Proceedings of the In-
human fovea-cortex systems with 	 sual acuity of the eye. P/iysica, 10,	 stitute of Radio Engineers, 30,
intermittent and modulated light. 	 553-564.	 293-300.
Journal of the Optical Society of
America, 44, 777-789.
Cross References
1.501 Factors affecting sensitivity
to flicker;
1.503 Flicker sensitivity: effect of
flicker frequency and luminance
level;
1.504 Flicker sensitivity: effect of
dark adaptation for targets at differ-
ent visual field locations;
1.505 Flicker sensitivity: effect of
type of target and luminance level;
Handbook ofperception and
human performance, Ch. 6,
Sect. 11.3
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1.5	 Sensitivity to Temporal Variations
1.503 Flicker Sensitivity: Effect of Flicker Frequency and
Luminance Level
2	 5	 10 20	 50
Frequency (hertz)	 Frequency (hertz)
(a)	 (b)
Figural. Sensitivity to flicker as a function of luminance level and temporal modulation rate. (a) Data plotted in terms of
contrast sensitivity, or the reciprocal of modulation contrast in percent; that is, 1 /[(AL/L) xl OO] where L is average lumi-
nance (one-half maximum luminance + minimum luminance) and AL is the smallest detectable modulation In luminance
(one-half maximum luminance - minimum luminance). (b) The same data plotted in terms of absolute sensitivity, or the
reciprocal of modulation threshold; that Is, 1/AL; modulation threshold (in cd/m 2) is given on the right. (From Ref. 2)
Key Terms
Flicker detection; flicker frequency; light adaptation; lumi-
nance; modulation transfer function; temporal contrast sen-
sitivity; temporal modulation
General Description 	 constant, regardless of the average luminance of the target
for luminances O.34 cd/m a . That is, ALIL = a constant
Sensitivity to flicker may be measured by reducing the am- 	 (Weber's law), where L is the time-averaged luminance of
plitude of the luminance modulation of a target flickering at	 the target and AL is the smallest change in target luminance
a fixed frequency until the flicker is no longer perceived, 	 above or below L that can be detected. Contrast sensitivity
This yields the temporal contrast (or modulation) threshold, 	 to intermediate and high flicker rates changes with average
which has temporal contrast sensitivity as its reciprocal. 	 luminance.
Contrast sensitivity for slow flicker rates is approximately
In many applications it is necessary to modify a target to
prevent perceptible flicker. To selectively reduce the visibil-
ity of slow flicker, modulation contrast (AL/L) may be re-
duced by adding a steady veiling light to the target; this does
not affect the visibility of rapid flicker. Conversely, to se-
lectively reduce the visibility of rapid flicker, modulation
depth (AL) may be reilucea Dy mtenng me t;grn rrom me
target, or by lowering the intensity of the flickering source;
this procedure does not affect the visibility of slow flicker.
To reduce the visibility of intermediate flicker, both modu-
lation contrast and modulation depth may be reduced with-
out changing average luminance (e.g., by lowering the
contrast of a video display).
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Visual Acquisition of Information
	 1.0
Methods	 • Monocular viewing through arti- 	 • Independent variables: temporalficial pupil of 1.55 mm	 frequency, avenge luminance
Test Conditions	 • Avenge luminance varied from	 • Dependent variable: modulation
• Target was white circle, 68 deg	 0.03-4921 cd/rn1 (0.06-9300 tro-	 threshold AL (smallest detectable
of visual angle in diameter with 	 lands) with neutral density filters 	 luminance change)
blurred edges; target flickered with	 • Pour threshold settings obtained
sinusoidal waveform (frequency 	 Experimental Procedure	 for each data point
range 1.6-75 Hz)	 • Method of adjustment	 • One observer with extensivepractice
Experimental Results
• Modulation contrast remains approximately constant
(-7%) for low frequencies (1.6-4 Hz) at luminance levels
between 0.34 and 4921 cd/rn2.
• For targets of fixed average luminance, contrast sensi-
tivity is relatively higher for intermediate frequencies
(8-20 Hz) and falls off for lower and higher frequencies.
The exception is the target with a very low average lumi-
nance of 0.03 cd/rn2 , which showed no decline in sensi-
tivity at low flicker frequencies.
• Except at low temporal frequencies, contrast sensitivity
declines as average luminance is reduced (Fig. Ia);
however, absolute sensitivity (liSt, unweighted by average
luminance) increases as luminance level declines (Fig. lb).
• As average luminance increases, peak sensitivity shifts
toward higher flicker frequencies.
Variability
Variability of individual observer's data not reported. Re-
sults for observer shown in Fig. 1 closely resemble mean re-
sponses of 8 normal observers at 450 cd/rn2.
Repeatability/Comparison with Other Studies
Curves have steeper low-frequency slopes than those ob-
tained with smaller targets (Ref. 1).
Constraints	 • Results may differ for targets viewed eccentrically or
under low-luminance (scotopic) conditions.
• Contrast sensitivity may differ from that shown in Fig. 1
	
• Many factors, such as target shape, wavelength, age,
if target configuration is different [e.g., if target area differs degree of practice, etc., may affect flicker perception and
(CRef. 1.507) or target contains an edge or pattern near the
	 should be considered in applying these data under different
point of fixation (CRef. 1.506)].
	 conditions (CRef. 1.501).
Key References	 *2. Kelly, D. H. (1961). Visual re-
sponse to time-dependent stimuli.
I. de Lange, H. (1958). Research	 1. Amplitude sensitivity measure-
into the dynamic nature of the	 ments. Journal of the Optical So-
human fovea-cortex systems with 	 ciety of America, 51,422-429.
intermittent and modulated light.
Journal of the Optical Society of
America, 44, 777-789.
Cross References	 1.505 Flicker sensitivity: effect of
type of target and luminance level;
1.501 Factors affecting sensitivity 	 1.506 Flicker sensitivity: effect ofto flicker;	 target size and surround;
1.504 flicker sensitivity: effect of	 1.507 Flicker sensitivity: effect ofdark adaptation for targets at differ- 	 target size
ent visual field locations;
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1.5	 Sensitivity to Temporal Variations
1.504 Flicker Sensitivity: Effect of Dark Adaptation for Targets at
Different Visual Field Locations
Key Terms
Critical flicker frequency; dark adaptation; flicker detection;
retinal location; temporal modulation; visual field location
General Description
If a light is turned on and off rapidly enough, the flicker
cannot be perceived, i.e., the light appears steady or fused.
The alternation rate at which fusion occurs is the critical
flicker frequency (CFF). The CFF depends on the time-
averaged luminance of the flickering target, its location in
the visual field, and observer's state of adaptation. Highest
CFF values are found for a light-adapted observer looking
directly at a target of high luminance.
For targets of moderate to high luminance, flicker sensi-
tivity, as measured by the CFF, is best when the observer is
light-adapted and worst when dark-adapted.
In general, CFF is higher for centrally fixated (foveal)
targets than for targets further from fixation. For centrally
fixated targets, CFF decreases monotonically during dark
adaptation (Fig. 1), and the decrease is more rapid for
higher test-patch illuminations. For nonfoveal targets, CFF
decreases monotonically with time in the dark when target
luminance is relatively high; the decrease is more rapid and
has a longer duration than for centrally fixated targets (other
than for targets 90 deg from fixation). However, the shape
of the function for peripheral target changes with
illumination.
Applications
When an observer at a video display glances briefly at a
scene of high luminance (e.g., out a window or at a bright
surface), the display may flicker noticeably until the ob-
server re-adapts to its lower luminance.
A street light that appears steady at night may appear to
flicker during daylight.
Figural. Critical flicker frequency during dark adaptation.
Solid curves represent data from one observer; final point
represents data from four observers. CFF is shown as a
function of time in the dark for targets at various angular
distances from fixation, as indicated on curves. Observers
light-adapted at 77.5 cd/rn2 for 15 min before dark adapta-
tion. Time-averaged luminance of test target was
(a) 23.3 cd/m2 and (b) 0.86 cd/m 2. (From Ref. 2)
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	Visual Acquisition of Information	 1.0
Methods	 • Target was light source chopped 	 • In eccentric fixation conditions,	 • Independent variables: distance
by rotating sector-disk to produce	 test viewed intermittently for 	 of target from fixation (retina! cc-
Test Conditions	 square-wave luminance alterna-	 1.2-sec periods to prevent 	 centricity), time in the dark, aver-
* Observer pre-adapted in dark	 tions; square target, 1 deg on a	 fading of field	 age luminance of target
chamber that was then evenly illu-	 side; target intensity 2.33, 0.86,	 • Monocular viewing, but both	 • Dependent variable: minimum
initiated to 77.5 cd/rn' (24.35 mL) 	 0.07, or 0.00096 cif/m'; viewing 	 eyes were equally light-adapted;	 flicker frequency producing per-
for IS mm; chamber then darkened distance = 152 cm 	 natural pupil	 ceived fusion of target (CR')
from dark-adaptation data	 • Target centered on point of fixa- 	 • Observer's task: adjust flicker
collection	 tion or displaced 10, 50, or 90 deg 	 Experimental Procedure	 frequency until target does notfrom fixation point	 • Method of adjustment 	 flicker (fuses)
• 6 observers; figure shows results
from I observer
Experimental Results	 • The reversal of sensitivity shown in Fig. lb is believed
due to activity of rod photoreceptors, which come into play
• In general, CFF decreases as target distance from the fix- under low light levels.
ation point increases.
• For all viewing conditions, CFF increases with target
luminance.
• For central viewing (targets 0 deg from fixation), CFF
falls as time in the dark increases.
• For peripheral targets ( 10 deg from fixation), CFF also
falls monotonically with time in the dark provided the tar-
gets are relatively bright. When the targets are dim, how-
ever, CFF may fall for 5-10 min and then rise, or may rise
through the entire period of dark adaptation. The rises occur
under conditions where rods are detecting the flicker.
Constraints	 • Many factors influence sensitivity to flicker and must be
• Effects of target location in the visual field may be differ- considered in applying these results under different condi-
ent for larger targets. 	 tions (CRef. 1.501).
• Target luminance may have prevented observer's eye
from becoming completely dark-adapted.
Key References	 *2. Lythgoe, R. S., & Tansley, K. 	 3. White, K. D., & Baker, H. D.(1929). The relation of the critical	 (1976). Foveal CR' during the
I. Graham, C. H. (Ed.) (1965). 	 frequency of flicker to the adapta- 	 course of dark adaptation. Journal
Vision and visual perception. New tion of the eye. Proceedings of the	 of the Optical Society ofAmerica,
York: Wiley.	 Royal Society (London), BIOS, 	 66,70-72.
60-92.
Cross References	 1.502 Flicker sensitivity: effect of	 1.503 flicker sensitivity: effect of
background luminance;
	 flicker frequency and luminance	 -
1.501 Factors affecting sensitivity	 level
to flicker;
Variability
CFF settings are said to be repeated to within 1%. The fig-
ure illustrates the results for I observer; all others produced
similar results, except 1 who had night-blindness (lack of
rod sensitivity).
Repeatability/Comparison with Other Studies
Results for centrally fixated targets confirmed by Ref. 3 for
targets of just-detectable luminance.
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1.5	 Sensitivity to Temporal Variations
1.505 Flicker Sensitivity: Effect of Type of Target and
Luminance Level
UNIFORM FIELD
	 BAR PATTERN
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Figural. Temporal contrast (modulation) sensitivity (the reciprocal of modulation thresh-
old) as a function of temporal frequency for a spatially uniform field and a 3 cycles/deg bar
pattern flickering in counterphase mode. Each panel shows results for four levels of mean
luminance, as indicated in the legends. Solid functions are theoretical. (From Ref. 2)
Key Terms
Flicker detection; flicker frequency; light adaptation; lumi-
nance; modulation transfer function; temporal contrast
sensitivity; temporal modulation
General Description 	 This attenuation at low temporal frequencies does not
occur for flickering bar patterns; rather, the temporal con-
Interactions among flicker frequency, target spatial fre- trast sensitivity function takes on a low-pass shape with no
quency, and background illumination influence the depth of attenuation up to 
—
10 Hz. As background luminance is re-
luminance modulation necessary to detect flicker in a target. duced, this curve shifts downward and to the left, but does
The temporal contrast-sensitivity function (reciprocal of 	 not change shape (Fig. lb).
modulation contrast threshold as a function of temporal fre-	 Thus sensitivity to low-frequency flicker is enhanced in
quency) for a large uniform field (Fig. la) has a band-pass 	 a field containing a bar pattern relative to a spatially uniform
shape with a shallow fall-off at low temporal frequencies, a 	 field of the same mean luminance, but this enhancement
peak between 8 and 15 Hz, and a steep high-frequency fall- 	 occurs only for flicker rates <10-15 Hz. High-frequency
off. The function retains this shape as average field lumi- 	 flicker sensitivity is not affected by the presence of a bar
nance is reduced, although the low-frequency fall-off	 pattern. The enhancement is greatest for bar patterns of
becomes shallower at very dim luminances. 	
—3 cycles/deg, and at high-luminance levels.
Applications	 more noticeable in the presence of raster lines, a reticle,
or dirt smudges, than when the display is spatially uniform.
Slow changes in luminance are more easily detected in 	 However, spatial structure does not affect sensitivity to
fields with spatial structure than in uniform fields. For ex- 	 temporal frequencies >15-20 Hz.
ample, low-frequency flicker in a video display may be
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Visual Acquisition of Information 	 1.0
Methods	 phase mode (amplitude of grating 	 • Average screen luminance from 	 • Dependent variable: temporal
alternates above and below mean 	 0.417-417 cd/rn2 (1.67-1670 Td); 	 contrast threshold (luminance mod-
Test Conditions	 luminance level at specified flicker	 luminance modulation (flicker) at 	 ulation amplitude necessary to de-
• Uniform field with 7-deg diam- 	 rate, with bright and dark bars 	 1-50 Hz	 tect flicker)
eter; dark surround; presentation 	 flickering in opposite phase) 	 • Observer's task: adjust contrast
via CRT	 • Monocular viewing with fixation Experimental Procedure	 of flickering grating until just
on center of screen; viewing dis- 	 • Method of adjustment	 visible• 3 cycle/deg sine-wave gratings	 tance 50 cm; 2.3-mm diameter arti- 	 • Independent variables: average	 • 1 observer with extensiveproduced electronically; counter- 	 ficial pupil	 luminance level, patterned versus	 practice
uniform field
Experimental Results	 • Similar, but smaller, flicker enhancement effects can be
obtained with square-wave bar patterns of various spatial
• Sensitivity to flicker of a uniform field has a band-pass
shape, with its peak at intermediate temporal frequencies. A
reduction in average luminance level shifts the curve down-
ward and shifts the peak to a lower frequency; it also causes
shallower low-frequency attenuation.
• Sensitivity to flicker of a 3 cycles/deg counterphase bar
pattern has a low-pass shape with no low-frequency atten-
uation. A reduction in average luminance level shifts the
curve downward and to the left.
• For fields of equal mean luminance and area, low-fre-
quency flicker (10-15 Hz or less) is more detectable
when a bar pattern is present than when the flickering field
is spatially uniform.
• Sensitivity for 1-Hz flicker is about 15 times greater for
a 3-cycles/deg countetphase bar pattern than for a uniform
field of the same high mean luminance.
Constraints	 • Individual differences may shift curves vertically, but ra-
tios of sensitivities to uniform and structured fields will be
• Enhancement of low-frequency flicker by bar patterns 	 similar.
may not be as great as illustrated here if the spatial fre- 	
• Many factors (such as luminance level, exposure time,
quency of the bar pattern is not optimal. The effect is ob- 	 and target location in the visual field) influence sensitivity
tamed for sinusoidal bar patterns of 2-3 cycles/deg.	 to flicker and must be considered in applying these results
• If the bar pattern is flickered in an on-off rather than	 under different conditions (CRef. 1.501).
counterphase manner, flicker sensitivity is reduced relative
to that shown here.
Key References	 *2. Kelly, D. H. (1971). Theory of 	 3. Kelly, P. H. (1972). Adaptation 4. de Lange, H. (1958). Researchflicker and transient responses, 11. 	 effects on spatio-temporal sine- 	 into the dynamic nature of the
I. Kelly, D. H. (1969). Flickering	 Counterphase gratings. Journal of 	 wave thresholds. Vision Research, 	 human fovea-cortex systems with
patterns and lateral inhibition, 	 the Optical Society of America, 61,
	
12, 89-101.	 intermittent and modulated light.
Journal of the Optical Society of	 632-40.	 Journal of the Optical Society of
America, 59, 1361-70.	 America, 48,777-84.
frequencies, or by reducing the size of the uniform field or
introducing a counterphase flickering edge.
Variability
No information on variability was given. Results confirmed
with second subject.
Repeatability/Comparison with Other Studies
Results of Ref. 2 using a 7-deg field agree with an earlier
study (Ref. 1) that used a much wider field (65 deg). Great-
est sensitivity has been found at a slightly higher temporal
frequency (-20 Hz) for some luminance levels for large
(68-deg) fields (CRef. 1.503). Shallower low-frequency at-
tenuation is obtained using a smaller (2 deg) uniform field
(Ref. 3).
1.501 Factors affecting sensitivity
to flicker;
,	 1.502 Flicker sensitivity: effect of
background luminance;
1.503 Flicker sensitivity: effect of
flicker frequency and luminance
level;
1.506 Flicker sensitivity: effect of
target size and surround;
1.507 Flicker sensitivity: effect of
target size;
1.508 Flicker sensitivity: effect of
target spatial frequency;
6,
Sect.
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1.5	 Sensitivity to Temporal Variations
1.506 Flicker Sensitivity: Effect of Target Size and Surround
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Figural. Modulation sensitivity (the reciprocal of modula-
tion threshold) to sinusoidal flicker as a function of tem-
poral frequency for three spatial target configurations.
(a) Open squares: 2-deg target with equllumlnous steady
surround (Ref. 3); (b) filled circles: 4-deg target with dark
surround (Ref. 1); (c) open circles: OS-deg field with
blurred edges (Ref. I). (Each curve Is for 1 observer.)
(From Ref. 1)
Key Terms
Flicker detection; modulation transfer function; size; sur-
round configuration; temporal contrast sensitivity; temporal
modulation
General Description	 cies flicker sensitivity is greater for small targets viewed
against a surround of equal average luminance than for
Flicker sensitivity is less for low and high , rates of temporal	 flickering edgeless fields or for targets viewed against a
modulation than for mid-range flicker frequencies. At high 	 dark surround.
temporal frequencies, flicker sensitivity is influenced little
by the target size and surround. However, at low frequen-
Methods	 • Edgeless field (Ref. I): 68-deg	 nance —100 cd/rn2; monocular	 • Dependent variable: modulationdiameter white flickering field;
	
viewing; sinusoidal luminance	 threshold (smallest detectable lumi-
Test Conditions	 time-averaged luminance	 modulation (1.6-75 Hz)	 nance change)
— 100 cd/rn2; outer edges blurred to 	 • Observer'stask: adjust lurni-
• Light surround (Ref. 3): 2-deg	 black over IS deg; monocular 	 Experimental Procedure	 nance modulation of target untildiameter white flickering field;
steady 60-deg diameter white	 viewing; sinusoidal luminance 	 • Method of adjustment 	 flickerjust visible
surround of equal luminance; 	 modulation (1.6-75 Hz)	 • Independent variables: temporal 	 • 2 observers with extensive prac-
• Dark surround (Ref. I): 4-deg	 frequency of luminance modula-	 tice for light surround; 8 observersmonocular viewing; sinusoidal	 diameter white flickering field; 	 tion, spatial configuration of targets with extensive practice for darkluminance modulation (1.5-70 Hz) 	 dark surround; time-averaged lurni- 	 surround and edgeless field
176	 Dolt, K. H., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Performance. AAMRL, Wright-PattersonAF8, OH, 1988.
• Sensitivity to flicker is relatively high for intermediate
temporal frequencies (8-20 Hz) and decreases for lower and
higher frequencies.
• At low flicker frequencies, sensitivity is greater for a
small (2-deg) target against a bright background than for a
large target with blurred edges.
• flicker sensitivity for a 2-deg spot against a bright back-
ground is very much greater than sensitivity for a 4-deg spot
against a dark background. It is not clear whether the
Visual Acouisition of Information	 1.0
greatly reduced sensitivity for the latter target is due to its
increased size or the absence of a surround.
• Flicker sensitivity is close to the same for all three target
configurations at high temporal frequencies.
Variability
• No information on variability was given. In the edgeless
field and dark-surround cases, variability was reported to be
much smaller than effects of spatial configuration (Ref. 2).
Constraints	 • Enhanced sensitivity at the lowest temporal frequencies
may be reduced if the edge between flickering field and sur-
• Enhanced sensitivity at the lowest temporal frequencies	 round in not sharply focussed (Ref. I).
in dark surround case may not occur at lower luminance	
• Many factors, such as target luminance and exposure
levels (Ref. 2). 	 time, affect sensitivity to flicker and must be considered in
applying these results (CRef. 1.501).
Key References	 2. Kelly, D. H. (1969). Flickering 	 *3, de Lange, H. (1958). Research white and colored lights. Journal of
patterns and lateral inhibition,	 into the dynamic nature of the	 the Optical Society ofAmerica, 48,
*1. Kelly, Ii H. (1959). Effects of Journal of the Optical Society of	 human fovea cortex systems with	 777-789.
sharp edges in a flickering field.	 America, 59, 1361-1370.	 intermittent and modulated light.
Journal of the Optical Society of	 I. Attenuation characteristics with
America, 49, 730-732.
Cross References	 1.503 Flicker sensitivity: effect of 	 Handbook ofperception and
flicker frequency and luminance 	 human performance, Ch 6,
1.501 Factors affecting sensitivity	 level;	 Sect. 9.2
to flicker;	 1.507 Flicker sensitivity: effect of
1.502 Flicker sensitivity: effect of 	 target size;
background luminance;
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1.5	 Sensitivity to Temporal Variations
1.507 Flicker Sensitivity: Effect of Target Size
Upper Curve
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• = 78 cd/rn2 , Pat. 3
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Log Target Area (millimeters2 on the retina)
Figural. Critical flicker frequency for circular targets as a function of log target area. Av-
erage target luminance was 78.0 cd/rn2 (upper curve) and 16.8 cd/rn2 (lower curve). Circles
are data from the study described here; squares and triangles show comparison data from
two other studies. (From Ref. 4)
Key Terms
Critical flicker frequency; flicker detection; size; temporal
modulation
An observer's sensitivity to temporal changes in target lumi-
nance can be measured by increasing the flicker rate of the
target until it appears steady or "fused." The flicker rate at
which fusion occurs is called the critical flicker frequency
(CFF). Temporal sensitivity is higher when the CEF occurs
at a higher flicker rate. For uniform targets of fixed average
logarithm of target area, i.e., CFF = b log  + c, where
A is target area and band care constants. This relation-
ship, known as the Granit-Harper Law (Ref. 2), applies
over a wide range of target sizes. For circular targets,
CFF increases with target area up to 50 deg diameter
or more.
Applications	 periphery of the retina is more sensitive to flicker than the
fovea. An observer's likelihood of detecting flicker in-
In rapidly flickering sources such as video displays or flu- 	 creases as the observer approaches the target and decreases
orescent lights, flicker is most readily detected when the tar- as the observer moves away from the visual target.
get subtends a large angle at the viewer's eye, because the
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Visual Acquisition of Information	 1.0
Methods	 16, 24, and 40 deg visual angle; 	 • Binocular viewing, natural pu-	 • Independent variables: target
dark background	 pils; observer fixated center of	 diameter, target luminance
Test Conditions 	 • Time-averaged luminance of tar- 	 target	 • Dependent variable: flicker-get varied from —0,19-573 cd/rn2	• 3-sec exposure per trial	 fusion threshold (CFF)
• Observer viewed light source	 (-0.06-180 mL) (Fig. I shows 	 • Observer tight-adapted for 	 • Observer's task: judge test light(target) through Bausch and Lomb 	 data for 16.8 and 78 cd/m2)	 5 mm before experimental session; 	 as steady or flickeringbinocular microscope; amount of	
• Light flickered on and off with 	 room illumination of 32.3 lux	 • Two threshold settings obtainedillumination controlled by varying
square-wave modulation, 50%	 for each target diameterdiameter of circular opening in 	 duty cycle; flicker rates of 	 Experimental Procedure 	 • 3 observers with extensive
stage; target diameter of 5.0, 6.7,
template attached to microscope	 15-75 Hz	 • Ascending method of limits 	 practice
Experimental Results	 lated. All observers showed a linear increase in CFF with
- flflflfl -------I1------L IL_-_t --------logtargetarea.
• rr increases iitieuriy with ii logarithm of target mcii.
• CFF is higher for all target areas at higher luminance
levels.
Variability
Individual data reported, but standard deviations not calcu-
Repeatability/Comparison with Other Studies
Figure 1 includes data from two earlier studies (Refs. 1, 3)
for comparison. Reference I measured CFF for targets with
average luminance of 16.9 cd/m 2; Ref. 2 used targets with
average luminance of 78 cdlm2 . Data from Ref. 4 obtained
at lower luminance levels agree with the earlier results.
Constraints	 • Results may differ for targets not foveally fixated or
under low-luminance (scotopic) conditions.S Increases in target area produce increases in CFF only 	
• Many factors, such as target shape, wavelength, age,
when the area is added to the outer circumference of the tar- 	 degree of practice, etc., may affect flicker perception andget. No change in CFF occurs if area is added by filling in
	 should be considered in applying these data under different
the center of a ring-shaped target (Ref. 5).	 conditions (CRef. 1.501).
Key References	 reactions in the eye. American	 *4 Roehrig, W. C. (1959). The
Journal of Physiology, 95, 	 influence of area on the critical
1.Allen, F. (1945). The delinea- 	 211-228.	 flicker-fusion threshold. Journal of
tion of retinal zones with dark tube 3. Piéron, H. (1935). L'influence
	
Psychology, 47, 317-330.
vision. Canadian Journal of Re-	 de Ia surface retinenne enjeu dans
	 5. Roehrig, W. C. (1959). The in-search, 23A, 21-31. one excitation lumineuse intermit-
	 fluence of the portion of the retina
2. Granit, R., & Harper, l (1930).	 tente sur Ia valeur des frequences 	 stimulated on the critical flicker-
Comparative studies on the periph-	 critiques de papillotement. 	 fusion threshold. Journal of Psy-
eral and central retina: II. Synaptic 	 Comptes Rendus desSdances.
	 chology, 48, 57-63.
Société de Biologie (Paris), 118,
25-28.
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Figural. Contrast sensitivity (reciprocal of contrast
threshold) for flickering sine-wave gratings as a function of
temporal frequency (flicker rate) and spatial frequency (bar
size) (Study 1). (From Ref. 4)
Key Terms
Flicker detection; flicker frequency; modulation transfer
function; temporal modulation
Contrast sensitivity for flickering sine-wave gratings (bar
patterns) of low spatial frequency (wide bars) decreases at
low temporal frequencies (flicker rates). When spatial fre-
quency is high, however, sensitivity changes little with
temporal frequencies less than --5-10 Hz, i.e., no such de-
cline in sensitivity is seen at low temporal frequencies. At
high temporal frequencies, the shape of the temporal con-
Applications
Designs of displays whose temporal and spatial properties
will provide maximum operator sensitivity; viewing envi-
ronments in which operator sensitivity to flicker and/or
contour is crucial.
Figure 2. lsosensitivity contours for flickering sine-wave
gratings (Study 2). Each curve connects points of equal
sensitivity obtained by linear interpolation from data like
those in Figure 1. The contour at sensitivity = 100, and the
peaks at 210 and 204 are marked. The heavy line separates
regions the observer judged as giving sensations of
"flicker" (F) or 'pattern" (P). (From Ref. 2)
trast sensitivity function does not vary wan spatial Ire-
quency. When the temporal contrast sensitivity function is
plotted as an equal sensitivity contour, sensitivity to both
flicker and pattern detection declines when both spatial and
temporal frequencies are high, or when both are low. Fur-
thermore, beyond 10 Hz and 10 cycles per deg, spatial and
temporal contrast sensitivity functions are separable.
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Methods	 Study 2 (Ref. 2)	 Experimental Procedure	 Study 2
• Sine-wave gratings with spatial 	 Study 1	 • Method not specified, probablyTest Conditions	 frequencies of 0.25, 1, 4, or 16	 method of adjustment or constant
• Method not specified, probably	 stimulicycles per degStudy 1 (Ref. 4)	
• Gratings flickered sinusoidally in 	 method of adjustment or constant 	 • Independent variables: spatial
• Sine-wave gratings with spatial 	 counterphase at 0. 1, 0.48, 1.91, 	 stimuli	 frequency, temporal frequency
• Independent variables: temporal	
• Dependent variable: contrastfrequency of 0.5, 4, 16, or 22 	 7.63, or 30.52 Hz	 frequency, spatial frequency 	 thresholdcycles per deg	 • Modified TV monitor; frame f
	
• Dependent variable: contrast 	
• Observer's task: not specified,• Grating flickered sinusoidally at 	 quency 61 Hz, 256 lines	 threshold	 but probably report perception of0.5-30 Hz	 • Monocular viewing through	
• Observer's task: not specified, 	 either contours (pattern detection)• Grating subtended 2.5 deg of	 2-mm diameter artificial pupil	 but probably consisted of adjusting 	 or flicker (flicker detection)
(200 trolands)
visual angle square in center of
10-deg-square CRT screen 	 • Mean luminance of 100 cd/rn2	 contrast of grating until contours 	
• Number of trials not specified
• Mean luminance of grating 	
• Target extent 4-deg square; dark	 could just be seen	 • 4 observers
• Four trials per point20 cd/rn2	 surround
• Binocular viewing; viewing dis- • I highly trained observer
tance 2 in
Experimental Results	 • Figure 2 plots isosensitivity contours (curves connecting
points of equal sensitivity) obtained by linear interpolation
• For gratings of low spatial frequency (0.5 cycles/deg), 	 from contrast sensitivity functions for flickering sine-wave
contrast sensitivity peaks at a temporal (flicker) frequency 	 gratings. Isosensitivity curves are shown for both pattern
of '-5-7 Hz and decreases at lower and higher temporal fre-	 detection (P region) and flicker detection (F region), deline-
quencies (Fig. 1). 	 ated by the heavy line. The parallel contours beyond 10 Hz
• Contrast sensitivity for gratings of high spatial frequency	 and 10 cycles/deg indicate that contrast sensitivity at high(>4 cycles/deg) decreases at high temporal frequencies, but spatial frequencies is independent of temporal frequency
no decline in sensitivity is seen at low temporal frequencies	 and vice versa. Furthermore, at spatial frequencies(Fig. 1).	 <1 cycle per deg, and temporal frequencies <1 Hz,
• At high temporal frequencies, the shape of the temporal 	 sensitivity will decrease only when both spatial and tem-
contrast sensitivity function does not vary with spatial fire- 	 poral frequencies are low.
quency. Also, at high spatial frequencies, the temporal
contrast sensitivity function does not vary with temporal
frequency. These invariances imply that, at the frequencies
examined here, spatial and temporal contrast sensitivities
are separable; that is, the decline in contrast sensitivity at
high spatial frequencies is independent of temporal fre-
quency and vice versa. This is not the case at low spatial
and temporal frequencies. Declines in sensitivity at low
spatial frequencies occur only when the temporal frequency
is low and vice versa.
Constraints	 • Many factors (such as luminance level, exposure time,
and target location in the visual field) influence sensitivity
• Target distance from fixation not specified in Study 2;	 to flicker and must be considered in applying these results
peripheral viewing would reduce the effective spatial fre-	 under different conditions (CRef. 1.501).
quency of the target and contrast sensitivity and temporal
sensitivity would more closely resemble low spatial fre-
quency performance.
Variability
No information on variability reported for Study 1. For
Study 2, the distance between isosensitivity curves is
0.1 log unit, which corresponds to ---1 standard deviation.
Repeatability/Comparison with Other Studies
Study 2 demonstrates that the spatiotemporal contrast detec-
tion threshold surface is bimodal; earlier work (Refs. 1, 4, 6)
describes the surface as unimodal. The effects shown in
Study I with sinusoidal gratings have also been demon-
strated using square-wave gratings (Refs. 3, 5).
I. Kelly, D. H. (1966). Frequency
doubling in visual responses. Jour-
nal of the Optical Society of Amer.
ica, 56, 1628-1633.
*2. Koenderink, 3.3., & van
Doom, A. J. (1979). Spatiotem-
porni contrast detection tnresnoio
surface is bimodal. Optics Letters,
4,32-34.
3. Kulikowski, 3.3., & Tolhurst,
D. J. (1973). Psychophysical evi-
dence for sustained and transient
mechanisms in human vision.
Journal of Physiology. 232,
149-163.
4. KOoson, .J. U. (iOO). patiai
and temporal contrast-sensitivity
functions of the visual system.
Journal of the Optical Society of
America, 56, 1141-1142.
5.Schober, H. A. W., & Hilz, It(1965). Contrast sensitivity of the
ings. Journal of the Optical Society
of America, 55, 1086-1091.
6. van Nes, F. L., Koenderink,
3.3., Nas, H., & Borman, M. A.
(1967). Spatiotemporal modulation
transfer function in the human eye.
Journal of the Optical Society of
America, 57, 1082-1088.
Cross References	 1.507 Flicker sensitivity: effect of
taraet size:
1.501 Factors affecting sensitivity
to flicker;
1.503 Flicker sensitivity: effect of
flicker frequency and luminance
level;
1.509 Flicker perception versus
pattern perception in temporally
modulated targets
181
1.5	 Sensitivity to Temporal Variations
1.509 Flicker Perception Versus Pattern Perception in
Temporally Modulated Targets
Key Terms
Flicker detection; pattern detection; size; target detection;
temporal contrast sensitivity; temporal modulation
General Description
The flicker and spatial structure of a flickering bar pattern
do not always appear simultaneously as the amplitude of the
luminance modulation is increased from zero. A slowly-
flickering target is first detected as a steady pattern and more
contrast is required before the flicker is also perceived. On
the other hand, a rapidly flickering target is first detected as
a flickering field and more contrast is required before its
spatial structure is also perceived.
Applications
When observers must respond to flickering patterns of low
contrast, such as CRT or radar displays, the flicker will be
more visible than the spatial pattern when the flicker rate is
high, and the pattern will be more visible than the flicker
when the flicker rate is low. The observer will be best at de-
tecting the fine spatial details of a pattern if the pattern is
stationary or flickering very slowly. Conversely, if the ob-
server must detect the flicker, performance will be best
when the spatial pattern is coarse (low spatial frequency);
performance is greatly reduced when the pattern contains
fine details (high spatial frequencies).
Methods	 • Independent variables: flicker
rate, spatial frequency of bar
Test Conditions	 pattern
Dependent variables: contrast
• Targets welt sine-wave gratings 	 threshold for flicker detection, con-
electronically generated on CRT	 trast threshold for pattern detection
screen; gratings luminance-modu- 	 (where contrast is defined aslated sinusoidally in time 	 Michelson contrast)
• Target filled circular field 6 deg 	
• Observer's task: adjust targetin diameter; average luminance
100 cd/m2	 contrast (1) until flicker is just de-
• Binocular viewing with natural 	 tectable, regardless of whether spa-tial stnicture is seen, or (2) untilpupils	 spatial structure is just detectable,
• flicker rate 0-30 Hz; spatial	
regardless of whether flicker is seenfrequency of bar pattern 0.8 and 	
• 2 observers, with extensive prac-12 cycles/deg	 tice; confirming data obtained from
Experimental Procedure	 several naive observers
• Method of adjustment
0.8
-
100
Ct
10
o = Flicker
	
•	
= Spatial pattern
C	 1
1000
-	
12 c/dag
C0
o	
1::-
to-
• = Spatial pattern
1-
0	 1	 10
Temporal Frequency (hertz)
Figure 1. Contrast sensitivity for flickering bar patterns as
a function of temporal frequency with flicker and pattern
criteria. Open symbols: observer adjusted contrast until
target appeared to flicker; closed symbols: observer ad-
justed contrast until spatial pattern seen. Target was a
coarse bar pattern (0.8 cycle/deg, upper panel) or a tine bar
pattern (12 cycle/deg, lower panel). Data shown are for a
single observer. (From Ref. 1)
For rapidly flickering targets, flicker is detected at a
lower contrast than spatial structure.
For slowly flickering targets, spatial structure is detected
at a lower contrast than flicker.
e Sensitivity to spatial structure is best when targets are
steady or flickering very slowly, and falls off rapidly when
the targets are flickering rapidly.
a Sensitivity to flicker is best at — 5 Hz, and falls at lower
or higher rates.
a Flicker sensitivity, in general, is higher when the target
has a coarse spatial pattern (low spatial frequency) than a
fine spatial pattern (high spatial frequency).
Variability
Standard error of the mean of five threshold adjustments
was 5-10%.
Repeatability/Comparison with Other Studies
Results conflict with those obtained using forced-choice
methods (Ref. 2).
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Constraints
• Results may vary with other factors known to affect
spatial and temporal contrast sensitivity such as target
area, position in visual field, and luminance level
(CRefs. 1.628, 1.501).
vision. Journal ofPhysiology, 232,Key References	
149-162.
*1. Kulikowski, J. J., &
	 2. Lennie, P. (1980). Perceptual
Tolhurst, D. J. (1973). Psycho- 	 signs of parallel pathways. Philo-physical evidence for sustained 	 sophical Transactions of the Royal
and transient detectors in human	 Society of London, 8290, 23-27.
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1.510 Detection and Discrimination of Flicker Rate
Key Terms
Figural. Ratio of identification and detection thresholds
for sine-wave gratings flickering at different frequencies.
In each experiment, gratings of two flicker frequencies
were used, one indicated by the arrow and the other by the
horizontal position of the data point. The ordinate shows
the ratio of the contrast required for identification and the
contrast required for detection of the gratings. When the
ratio (in decibels) is equal to 0, detection and identification
thresholds are equal and the flicker rates of the two grat-
ings can be discriminated as soon as the gratings can be
detected. Filled symbols denote cases in which a statistical
test indicated that the two gratings could be perfectly dis-
criminated (i.e., discriminated at detection threshold). Spa-
tial frequencies of the gratings were (a) 0.25 cycles/dog and
(b) 16 cycles/dog. (From Ref. 3)
Flicker detection; flicker discrimination; temporal fre-
quency; temporal modulation
General Description	 example, when a 4-Hz target is just detectable, its flicker
rate cannot be discriminated from that of a target flickering
Ability to identify the flicker rate of a low-contrast target, or at 0Hz. For these two flicker rates to be discriminated, the
to correctly discriminate the flicker rates of two such targets 	 target contrasts must be well above detection threshold.
flickering at different frequencies, is remarkably poor. For
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Methods
Test Conditions
• Patches of vertical sine-wave
gratings (bar patterns), with con-
trast modulated sinusoidally in
time; spatial frequencies of 0.25
or 16 cycles/degree
• Gratings presented as circular
fields 1.5 periods (3 bars) wide
minance of 340 cd/rn1 ; large, equil-
uminous background
• Target presented for 250 msec,
with gradual onset and offset;
flicker rate of 0-32 Hz
• Viewing distance varied between
57 and 228 cm
• Binocular viewing with natural
pupils
• iWo-by-two forced choice para-
digm in which one of two possible
targets (slow or fast flicker rate) is
presented in one of two temporal
intervals per trial; intervals marked
by tones
• Independent variables: flicker
rate, spatial frequency
• Dependent variable: contrast at
which target can be correctly de-
tected or correctly identified on 82
percent of trials (determined from
psychometric function obtained by
fit of a Weibull function to the data)
• Observer's task: specify which
interval contained the target and
which flicker rate was presented
• Most data from I observer, with
extensive practice; confirming data
obtained from 3 other observers
Experimental Results	 • These results apply both to fine bar patterns
(16 cycles/deg) and to coarse patterns (0.25 cycles/deg).
• A steady grating (0 Hz flicker) can be "perfectly 	
• Results suggest that observers can perceive only twodiscriminated" from a grating flickering at 8 H or higher 	 flicker qualities in barely detectable targets: "slow" and(that is, the two gratings can be discriminated from one an-	
"fast"
other as soon as they can be detected); gratings flickering at
2 Hz and at 16 Hz or higher are also perfectly discriminable
(p <0.05).
• Targets which differ less in flicker rate cannot be discrim-
inated from one another at detection threshold contrast, but
they can be distinguished when their contrasts are increased
somewhat above the detection threshold.
Constraints	 • Many factors (such as luminance level, exposure time,
and target location in the visual field) influence sensitivity
• Poor flicker discriminability applied only to targets with 	 to flicker and must be considered in applying these results
contrast at or near detection threshold; when contrast is ap- 	 under different conditions (CRef. 1.501).proximately doubled, discriminability is improved (e.g.,
targets flickering at 2 Hz and 4 Hz can be discriminated).
Key References	 2. Mandler, M. B., &Malcous, w	 *3 Watson, A. B., &Robson,
(1984). A three-channel model of 	 J. G. (1981). Discrimination at
1. Mandler, M. B. (1984). Tem-	 temporal frequency perception. 	 threshold: Labelled detectors in
poral frequency discrimination 	 Vision Research, 12, 1881-1887.	 human vision. Vision Research,
above threshold. Vision Research, 	 21, 1115-1122.
12, 1873-1880.
Cross References	 pattern perception in temporally
modulated targets;
1.501 Factors affecting sensitivity	 Handbook ofperception and
to flicker;	 human performance. Ch. 6,
1.509 Flicker perception versus	 Sect. 9.4
Variability
Data analyzed using likelihood ratio test of the hypothesis
that flicker rate of a target can be discriminated as soon as
the target is detected. No specific information on variability
was given; all observers tested showed similar results.
185
1.5	 Sensitivity to Temporal Variations
1.511 Factors Affecting Sensitivity to Brief (Pulsed) Targets
Key Terms
Exposure duration; interstimulus interval; light adaptation;
luminance; pulse target; size; target detection
General Description	 search, targets were most often spots of light, but recently
sine-wave gratings (bar patterns) have also been used to
Visual sensitivity to transient or pulsed (briefly presented) 	 study sensitivity for transient targets. The table lists several
targets is influenced by a number of factors, including expo- variables known to influence sensitivity (reciprocal of
sure duration, target intensity, and target size. Typically,	 threshold intensity) for transient targets, indicates the nature
studies of sensitivity to transient targets are interested in	 of their effects, and cites entries or sources providing fur-
how threshold intensity for a target changes as a function of ther information.
target duration, and how different variables such as target
luminance and size affect this relationship. In early it-
Constraints	 variables has been studied by noting when the same refer-
ence number appears in more than one row. For example,
• Interactions occur among the variables affecting sensitiv- 	 Ref. I considered the interaction between duration and spa-
ity. Not all such interactions have been investigated. The 	 tial frequency for sine-wave grating targets.
table can be used to determine if an interaction between two
Spatial
Target
Foveal disk
Sine-wave gratings
Effect on Sensitivity
Up to some critical duration, sensitivity increases (threshold in-
tensity decreases) in inverse proportion to exposure duration;
above the critical duration, increasing the length of exposure has
no effect; the exact value of the critical duration varies with target
characteristics and viewing conditions; typical values are n20.100
msecSensitivity increases with increasing duration
References
Refs. 2, 6, 15;
CRef. 1.512
Ref. 1
Variable
Duration
Fcveal disk	 increasing background intensity 	 Refs. 2, 7, 9, 10,11,16
Peripheral disk	 Sensitivity decreases with increasing background intensity	 Refs. 4, 14
interstimulus inter-	 Foveal disk	 • Sensitivity increases to 16 msec, slower increase up to 64 msec, Ref. 15
val between two	 a slight drop in sensitivity at 100 msec
flashes
Size	 Foveal disk	 • Sensitivity increases with increasing size 	 Refs. 2, 16;CRef. 1.512
Peripheral disk	 • Sensitivity increases with increasing size 	 Refs. 3, 4, 8, 14
Spatial frequency	 Sine-wave grating	 • Sensitivity highest at 3 cycles/deg, drops off at higher and lower 	 Refs. 1, 5, 12, 18, 19
spatial frequencies, especially beyond about 5 cycles/deg
Square-wave	 • Same as for sine-wave gratings, except data unclear below 2-3 	 Refs. 13, 17
grating	 cycles/deg
Stabilization of 	 Sine-wave grating 	 • For presentation durations less than 7 sec, sensitivity is reduced	 Ref. 17; CRef. 3.112
retinal image	 less than 0.3 log units; larger reductions occur only when target ispresented for an indefinite period
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1.512 Time-Intensity Trade-Offs in Detection of Brief Targets:
Effect of Duration, Target Intensity, and Background Luminance
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Figure 1. Log threshold in-
tensity for a rectangularly,
pulsed target as a function
of log pulse duration. Target
disk diameter Is 0.118 deg in
the left panel, and 5.9 deg in
the right Data are shown
for 5 background intensi-
ties. (From Ref. 1)
Key Terms
Bloch's Law; critical duration; exposure duration; light
adaptation; luminance; pulse target; target detection;
temporal summation
General Description
	
	
Outside of the region where Bloch's Law holds, thresh-
old intensity declines less rapidly with increasing duration.
When the exposure time of a brief target (pulse) is below	 For large targets, the threshold function quickly flattens out
some critical duration, the threshold intensity for detection 	 and increasing duration ceases to have any effect on thresh-
of the pulse is inversely proportional to pulse duration (i.e.,	 old intensity. With small targets, the departure from Bloch's
there is temporal summation of light energy). This relation 	 Law is more gradual, and duration continues to have a small
is known as Bloch's Law, and can be expressed as IT = k	 effect on thresholds. This makes it difficult to measure criti-
where! is threshold intensity, T is target duration, and k is a cal duration for such targets.
constant equal to the product of the critical duration and the 	 Critical duration varies with background luminance. It
threshold intensity at the critical duration (critical intensity), ranges for 
— 25 msec at high background luminances to
Bloch's Law has been found to hold for most briefly pre- 	
- 100 msec for dark backgrounds (Fig. 2a).
sented targets under a wide variety of viewing conditions.
Methods	 • Target turned off and on as rec- 	 • Viewing through 2mm-diameter • Dependent variable: Target
tangular pulse; duration ranged 	 artificial pupil	 intensity at threshold (which
Test Conditions	 from 8.5 to 930 msec; target pre-	 corresponded roughly to the
sented once every 3 sec 	 Experimental Procedure	 "80%-seen" intensity (of
• Target was disk 0.118 or 53 deg • Target presented against 13-deg
	 • Method of adjustment	 frequency-of-seeing curves)in diameter centered 6 deg 30 min	 diameter background; five back- 	 • Independent variables: diameter	 • Observer's task: adjust intensityof visual angle from fovea in lower	 ground intensities ranging from 	 of target, duration of target presen-	 of flash so that it was just visible onnasal quadrant of observer's right 	 zero to 32 cd/m2 entering the eye 	 tation, intensity of background	 most repetitionseye	
• 2 highly practiced observers
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• When log intensity of the target at threshold is plotted
against log exposure duration, the resulting functions have
two segments for both large and small targets. For ex-
posure times below some critical duration (ranging from
-25-100 msec depending on target size and background
level) threshold intensity decreases approximately in-
versely with duration. That is, at these durations, the data
are in conformity with Bloch's Law (represented in Fig. I
by the line with aslope of - 1).
• At durations above the critical duration, the function lev-
els off. The slope of the function is zero for larger targets,
indicating that duration no longer has any effect on thresh-
old intensity. For smaller targets, however, the slope never
reaches zero at the durations used; increases in target dura-
tion continue to produce slight decreases in threshold inten-
sity (this makes it difficult to determine a critical duration
for small targets).
• Targets of 0.118 deg require more luminance for detec-
tion than targets of 5.9 deg at the same exposure duration.
• The critical duration decreases as background intensity
increases and as target size increases.
• Figure 2a plots the results of several studies showing
how critical duration decreases as background intensity in-
creases. Critical duration declines from --100 msec for tar-
gets viewed against very dim or dark backgrounds to
-25 msec for targets against very bright backgrounds.
• The critical intensity increases as background intensity
increases (Fig. 2b).
Variability
No information on variability given. Figure 2 shows spread
of results for several studies using targets of similar size.
Repeatability/Comparison with Other Studies
See Fig. 2. One study (Ref. 6) reported similarity among
findings of several different experiments on critical duration
and intensity as a function of background illumination for
targets of 1-deg diameter. Another study (Ref. 5), using
sinusiodal gratings instead of rectangular pulses found
evidence for Bloch's Law, with the critical duration
varying with spatial frequency. For spatial frequencies
1.5 cycles/deg and above, the threshold shows an initial
decline until 100 msec, then a shallower decline up to
- 1000 msec. Below 1.5 cycles/deg, Bloch's Law does
not hold for critical durations >100 msec.
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Figure 2. Critical duration and critical Intensity as func-
tions of background Intensity. Critical duration Is the long-
est duration of the target pulse for which reciprocity holds
between Intensity and duration. The critical Intensity is the
threshold Intensity at the critical duration. Filled circles are
averages for 8 subjects (Ref. 2), filled squares are averages
for 2 subjects (Ref. 4), filled triangles are averages for 2
subjects (Ref. 3), open symbols are Individual subjects
from Ref. 6. Target was a 1-dog, semi-circular disk (Refs. 2,
4) or a 1-dog circular disk (Refs. 3,6). (From Ref. 6)
Constraints	 the pulse and is different for sinusoidal than for rectangular
pulses.
• The published literature shows no significant violations
	
• Many factors influence sensitivity to brief (pulse) targets
of Bloch's Law for targets with durations of <20 msec.
	 must be considered in applying the results presented here
• Critical duration depends on the temporal waveform of
	 (CRef. 1.511).
Key References	 (1938). Brightness discrimination 	 Journal of Comparative and Physi- and transient mechanisms in human
as a function of the duration of the
	 ological Psychology, 59, 473-483.	 vision: Temporal and spatial prop-
1. Barlow, H. B. (1958). Tem-	 increment intensity. Journal of	 4. icn-, M. (1941). The relation	 cities. Vision Research, 18, 69-81.poral and spatial summation in
	 General Physiology, 21, 635-650.	 between the critical duration and	 6. Roufs, J. A. J. (1972). Dynamichuman vision at different back-	 3. Herrick, R. M. (1956). Foveal	 intensity in brightness discrimina-	 properties of vision-I. Experimen-ground intensities; Journal of Phys-	 luminance discrimination as a func-
	 tion. Journal of Experimental Psy-	 tal relationships between flickeriology, 141, 337350.	 tion of the duration of the deere-
	 chology, 28, 407-418.	 and flash thresholds. Vision Re-
2. Graham, C. H., &Kemp, E. H.	 ment or increment in luminance.
	 5. Legge, G. E. (1978). Sustained	 search, 12, 261-278.
Cross References	 1.402 Brightness difference thresh- 	 1.511 Factors affecting sensitivity
old: effect of background lumi- 	 to brief (pulsed) targets; Handbook
1.401 Brightness difference thresh- nance and duration of luminance
	 ofperception and human perfor-
old: effect of background 	 increment;	 mance, Ch. 6, Sect. 6.2, 11.5
luminance;
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1.5	 Sensitivity to Temporal Variations
1.513 Model of Temporal Sensitivity
Key Terms
Flicker detection; light adaptation; temporal modulation
General Description
It is possible to mathematically specify a linear system with
a transfer function that simulates the way the visual system
responds to a wide variety of time-varying stimuli. Such a
model provides a general understanding of the possible
mechanisms underlying the processing of temporal signals,
and can predict the visual effects of stimuli of practically
any temporal waveform.
In the model described here, the input signal is assumed
to pass through a multistage linear low-pass filter. The filter
contains n 1 stages (n 1 = 9 in most applications) represent-
ing an excitatory mechanism, and it2 stages (it2 = 10 in
most applications) representing an inhibitory mechanism.
The output signal is the difference between the outputs of
these two mechanisms, with the inhibitory component mul-
tiplied by a weighting factor C between 0 and 1. This differ-
ence is then multiplied by a second weighting factor g to set
the overall gain of the system.
Each stage of the excitatory filter is assumed to have a
time constant 0 (-5 msec) to simulate conditions of moder-
ate light adaptation. The impulse response of this filter is
h 1 (t) = u(t) ['r(n i — l)!](tIr)Ietfr
where u(t) represents a unit step function. The impulse re-
sponse of the inhibitory filter is similar to the preceding, but
with it2 stages, and a time constant which is K times longer
than -r (in most applications, K is assumed to be 1.33). The
output of these filters is assumed to be
h(t) = (h1 (t) - Ch2(t))
where the weighting factor t scales the response amplitude,
and the weighting factor 4 specifies the relative contribution
of the inhibitory mechanism to the output. When t = 1, the
system is transient in the sense that it responds to a step
input with a brief increase, which then decays to zero; when
= 0, the system is sustained in the sense that it responds
to a step input by rising to a steady maintained level. Fig-
ure 1 a shows the model's impulse response under sustained
(upper curve) and transient conditions (lower curve).
By applying a Fourier transformation to h(t), it is possi-
ble to characterize the model's response in terms of ampli-
tude and phase functions of temporal frequency (Figures lb
and ic). The amplitude function simulates a temporal con-
trast sensitivity function, which is obtained by measuring
the luminance modulation at which an observer can just de-
tect flicker in a sinusoidally varying stimulus, as a function
of flicker frequency. When the model operates as a sus-
tained system, the amplitude function is continually de-
creasing and has a flat low-frequency limb, whereas, when
the system is transient, the amplitude function has a steep
low-frequency fall-off.
Frequency (hertz)
(c)
Figural. (a) Impulse response of model for extreme val-
ues (0 and 1)01 the transience parameter. Other parameter
values are  = 4.94 msec,K = 1.33, n, = 9,n2 = 10, and
= 1. These values are appropriate for modeling the sensi-
tivity of a typical human observer to temporal fluctuations
In a uniform field of moderately high luminance. (b) Ampli-
tude function and (c) phase function, respectively, of tem-
poral frequency for same parameter values. (From Ref. 6)
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The model specifies the system's response to any stimulus
waveform, obtained mathematically by convolving the
waveform with the model's impulse response h(t). Then, by
suitable choices of parameter values, the model can be ad-
justed to fit temporal sensitivity data obtained from that
stimulus waveform under various conditions of average In-
Visual Acquisition of Information 	 1.0
romance, target area, etc. Inmost cases n1, it2, and K can be
considered fixed properties of the system and need not be
changed as a function of stimulus conditions. To fit tem-
poral contrast sensitivity data, the parameter g is used to
scale the model's amplitude function vertically, the parame-
ter T scales the function horizontally, and adjusts the shape
of the function of low frequencies.
Empirical Validation	 model may be used to simulate visual sensitivity data ob-
Figure 2 shows how the model's output fits temporal con-
tained using brief flashes, pulse pairs, and other stimuli.
trast sensitivity data from three studies. Similarly, the
• The model must be modified slightly to account for data
in which both luminance increments and decrements are
used, because the visual system seems to be somewhat more
sensitive to decrements than to increments of equal magni-
tude. This asymmetry can be taken into account by multi-
plying the system's output by the factor p whenever the
output is positive.
• When the model is used to predict sensitivity to stimulus
waveforms of various durations, it may be necessary to
allow for the effects of probability summation, which in-
Key References
creases the delectability of longer duration targets relative to
briefer duration targets of equal intensity, even when the
system's sensitivity is constant (see Ref. 6).
• Other models have been proposed for temporal sensitivity
(Refs. 1, 2); these models may fit data as well as the model
described here.
• The model may be used to predict visual response to a
single, non-moving, flickering pattern near detection
threshold. Its expected applicability for suprathreshold,
spatiotemporally complex targets is very small.
C
I
In
C
0
U
(a)	 (b)	 (c)
Frequency (hertz)
Figure 2. Temporal contrast sensitivity functions obtained empirically and predicted by
the model. Open circles are data for human observers obtained by the method of adjust.
ment. Standard deviations of the data were probably —0.05 log unit Curves are amplitude
response functions as predicted by the model, with parameters adjusted to approximately
match the data. The model parameters common to all three functions are: n1 = 9, n2 = 10,
and K = 1.33. The parameters T were individually adjusted for best fit for each experi-
mental condition, as follows:
Data	 Mean	 1
Source	 Target	 Luminance Surround	 rnsec
(a)Ref.1	 2 dog diam	 163cd/m2	 163cd/m2	 4.3	 0.9	 269
uniform disc
1. de Lange, H. (1958). Research
into the dynamic nature of the
human fovea cortex system with
intermittent and modulated light.
Journal of the Optical Society of
America, 48, 777-789.
2. Rashbass, C. (1970). The visi-
bility of transient changes of lumi-
nance. Journal of Physiology, 210,
165-186.
3. Robson, 1.0. (1966). Spatial
and temporal contrast sensitivity
functions of the visual system.
Journal of the Optical Society of
America, 56, 1141-1142.
4. Roufs, l.A.)., & Blommaert,
F.).). (1981). Temporal impulse
and step responses of the human
eye obtained psychophysically by
means of a drift-correcting pertur-
bation technique. Vision Research,
21, 1203-1221.
*5 Watson, A. B. (1979). Proba-
bility summation overtime. Vision
Research, 19, 515-522.
6. Watson, A. B. (1986). Temporal
sensitivity. In K. R. Buff, L. Kauf-
man, & J. P. Thomas (Eds.),
Handbook ofperception and
human performance. Vol.!. Sen-
sory processes and perception.
New York: Wiley.
(b) Hef.3	 0.5 cycle/deg
grating
(c) Ref.4	 1 deg diam
uniform disc
(Figure from Ref. 6)
20 cd/m2	20 cd/rn2	6.22	 0.9	 214
382 cd/m2	dark	 4.94	 1.0	 200
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1.601 Luminance Description of Visual Patterns
(a)	 (c)
uJ
L(nax)
C HZ L(min)D-J L(max)L(min)
SPATIAL POSITION
SPATIAL FnEOUENCY
L(max)
AL
L&nin)	 $	 L
(background)
Figural. (a) Sine-wave
grating (bar pattern); (b)
square-wave grating; (c)
single bar. For each of these
one-dimensional patterns,
the middle panel graphs the
luminance profile and the
lower panel graphs at least
pan of the energy spec-
trum. (From Ref. 3)
Key Terms
Achromatic contrast; contrast; contrast ratio; luminance;
Michelson contrast; modulation transfer function; spatial
frequency analysis
General Description 	 background luminance (such as a single point), the
contract ratio can be defined as
Many visual patterns are best described in terms of lumi-
nance variations across space and time. This luminance
profile is simply a list or function L(x, y, t) of luminance
values for each coordinate (x, y) in space (or on the retina)
at each point in time (t). For static patterns the luminance
profile reduces to L(x, y). For time-varying patterns,
L(x, y, t) can be factored into L(x, y) and f(t) (Refs. 3, 4).
Lists of luminance values are most useful for patterns that
would be unwieldy to describe mathematically, but many
patterns used in visual science are realizations of simple
functions.
Because the visual system tends to respond to differ-
ences in luminance, the intensity of many stimuli is best
described in terms of contrast; that is, the luminance
difference between an object and its background or between
parts of an object or scene. The difference in luminance is
called luminous contrast, achromatic contrast, or relative
contrast, which are terms that have the same meaning. For
a simple luminance increment or decrement relative to the
Boll, K. A., & Lincoln, J. E. Engineering Data Compendium: Human
Perception and Performance. AAMRL, Wright-Patterson AFB, OH, 1988.
bilL
or as
(L + AL)/L
where L is the background luminance and AL is the incre-
ment or decrement in luminance. However, other ways of
defining contrast are also often used.
For periodic stimuli that deviate symmetrically above
and below a mean luminance value (e.g., gratings or bar
patterns such as those in Fig. la and Ib), Michelson con-
trast (Cm) is generally used:
Cm = (Lmax - Lmin)l(L,_x + Lmin)
where L and	 are the maximum and minimum lumi-
nances in the pattern. The denominator of this formula is
equal to twice the mean luminance, and it may be computa-
tionally convenient to compute this value only once when
several patterns share the same mean luminance. Michelson
194
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contrast can take on values between 0 and 1, and is also
	 is sometimes used. It is defined as Ad = log 10 [(L + AL)/L]
called modulation contrast, depth of modulation, or relative and is equivalent to log 0
 ía + Cm)I( I - Cm)], or
contrast about the mean luminance. The Michelson contrast log,, (max/mm).
is inappropriate for aperiodic patterns (such as the one
	 Fourier analysis of spatial frequency (number of lumi-
shown in Fig. ic) and periodic patterns that do not deviate
	 nance-modulation cycles per degree of visual angle for re-
symmetrically about a mean value because the mean lumi-
	 petitive patterns) is increasingly popular as a means of
nance depends on the relative spatial extent of Lmo.. and Lmj,	 describing the performance of the visual system as a whole
in patterns such as these. Hence an assumption underlying
	 and also of single neurons. As a result, stimulus patterns are
the use of Michelson contrast is that the patterns are infinite often described in terms of their spatial frequency compo-
in extent, rather than being confined to the actual dimen-
	 nents. Mathematically, it is assumed that any visual pattern
sions of a display. (While it is sometimes recommended that is equivalent to a uniform field equal to the mean luminance
modulation contrast, Cm , be applied only to a luminance	 of the pattern as a whole, modulated by the linear sum of a
distribution that is sinusoidal or quasi-sinusoidal, this sug-
	 set of sinusoidal luminance profiles. Each elemental sine
gestion is usually ignored.)
	 wave has parameters describing its spatial frequency,
Unfortunately, the scientific literature contains (1) many orientation, phase, and contrast (see Ref. 3). For example,
different formulas for calculating contrast, (2) many differ-
	 Fig. I  is a pattern with only a single sinusoidal component
ent names for the same formulas, and (3) the same names
	 that is vertically oriented.
for very different formulas (e.g., the contrast ratio of one
	 The spectrum or Fourier transforni of a pattern shows
author is another author's contrast). Often authors do not
	 how much energy there is as a function of spatial frequency,
give the formulas that they used for calculating contrast.
	 and thus indicates the relative energy distribution of coarse
Table 1 lists three common terms used for contrast, along and fine luminance variation. Each of the three patterns
with the corresponding definitions and relevant information, shown in Fig. 1 is one-dimensional and each spectrum
When only the term "contrast" is used, it usually refers to a (shown in the lower panel) can be represented on a two-
difference, AL divided by one of the values, L; four differ-	 dimensional plot. Because Fig. 1 a consists of only one sine
ent ways of calculating contrast (ALIL) and the ranges of
	 wave, all of the energy is concentrated at a single spatial
possible values are listed in Table 1. When the term contrast frequency. The pattern in Fig. lb has energy at many dis-
ratio (CR) is used, it often means maximum/minimum,	 crete spatial frequencies (only the lower three are shown)
where maximum (max) and minimum (mm) refer to the
	 with the most variation at the fundamental (lowest) fre-
highest and lowest luminances in a pattern. However, maxi- quency of the bars; the pattern in Fig. 1 c has variation that
mum/minimum is sometimes called luminance ratio. For
	 is continuously distributed within spatial frequency bands.
each contrast formula or unit listed in Table 1, the value of
	 Contrast threshold is the smallest amount of luminance
the unit in terms of max/min or light/dark ([ID) is listed,
	 contrast between two adjacent spatial regions that can be
L/D ratios can be equated to obtain an equation relating
	 detected on some specified percentage of trials. In visual re-
any two units, as shown at the bottom of Table I. Table 2,
	 search, contrast threshold is frequently measured using
which was derived by equating L/D ratios, lists 30 formulas sine-wave grating patterns such as that in Fig. I a.
or equations for converting values from one formulation to
	 Contrast sensitivity is usually expressed as the recipro-
another.	 cal of the contrast threshold, because it has sometimes been
Density, rather than luminance, is useful for describing
	 thought that greater sensitivity to contrast should yield a
back-lit material, such as a photographic negative or a pho-
	 larger rather than a smaller number (as does contrast
tographic transparency; a quantity called delta density (Ad)	 threshold).
Applications
Contrast sensitivity testing, image processing; conversion
of contrast units of one kind to contrast units of a different
kind; testing of visual performance.
Constraints	 • Reports do not always state that a formula is multiplied
by 100 to convert contrast to a percentage.
• Because Michelson contrast has no mean luminance
	
• Only Cm is likely to be the same in all reports. Even Ad isparameter, equivalence between patterns with the same 	
suspect; some authors may use loge, not log10.Michelson value should not be assumed. 	
• Use of the same contrast formula in different reports does
• The spectra of spatial patterns ignore phase relationships
	 not reveal anything about the luminance level of the light
among spatial frequency components. 	
and dark areas of a pattern.
• Negative values of Michelson contrast are sometimes	
• Real-world objects are almost never uniform in lumi-
used to denote patterns of opposite phase but the same con-
	 ñance over their surfaces and seldom appear on uniform
trast as their positive counterparts. 	 backgrounds; they are not describable by one contrastK>	 • Although contrast units may be algebraically converted 	 value. Therefore, generalizing to such objects from test datato those of alternate definitions, equivalence should be as-
	 obtained using uniform patterns on uniform backgrounds is
sumed only when contrast definitions rely on equivalent
	 likely to produce very large errors of prediction, particularly
assumptions.	 if target search is required and backgrounds are cluttered.
• It cannot be assumed that an author uses a given label to
refer to a particular formula; different authors use different
labels for the same contrast formula. The reader must find
the definition of (or formula for) contrast within each report.
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02 = (mm - max)/max = (D - L)lL
C3 = (mm - max)/min = (0 - L)/D
= C = max/mm	 L/D
Light	 (LB —LT)/LT
Dark	 (LT —LB)/LB
Light	 (LB L1)/L0
Dark	 (LT —LB)/LT
Light	 LT/LB
Dark	 LB/LT
0—co	 1±C1
o - (- 1)	 1/(1 + C2)
0—(..co)	 1—C3
0—co	 CR
	0 1 = (max - min)/min = (L - D)/D Light	 (LT —LB)/LB
	
Dark	 (Ln_LT)/LT
Contrast
Ratio
(Luminance
Ratio)
1.6
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Cross References
1.104 Measurement of radiant and
luminous energy
Table 1. Contrast definitions and ranges of possible values.
Label*	 Formulation	 Target	 T & B"	 Range	 LID = Max/Min
Contrast	 C = (max - min)/max = (L - D)/L Light	 (LT —LB)/LT 	 0 - 1	 1/(1 - C)
Dark	 (LB —LT)/LB
Modulation
Contrast
or Michelson
Contrast
CM (max - min)/(max + mm)
(L - D)/(L + D)
Light	 (LT—LB)/(LT + La)
Dark	 (LB—LT)/(LT + L0)
0 - 1	 0 + CM)I(1 - CM)
'Labels of different authors may refer to very different formulas.
T & B: Contrast formulation in terms of target and background luminances
KEY: L = Light, D	 Dark, both relative; LT , LB = target and background luminances;
max, min are maximum and minimum luminances.
NOTE: Compare formulations by equating LID ratios. Example: For C,
LID = 11(1 - C), and for CM . L/D = (I + CM)/(l - C M), thus 11(1 - C) = (I + C,)/(l - C u), from which C = 2C M/(l + CM).
Table 2. Converting values of contrast formulations.
Available
Contrast
CM
C	 CI(2-C)
C 1 	 Ci/(Ci + 2)
C2	 -C21(2 + C2)
C3	 C3/(C3 - 2)
CR	 (CR - 1)/CR + 1)
CM 	 --
CR
11(1 - C)
1 + C1
1/(1 + C2)
1 - C3
(1+ CM)I(1 - CM)
Contrast Wanted
C3 	 2
C/(C - 1)	 —C
—C 1 	—C,/(1 + Ci)
C 2/(1 + C2)	 --
--	 C3/(1 - C3)
1 - CR	 (1 - CR)/CR
2CM/(CM/ — l)	 —2CM1(1 + CM)
C 1	 C
C/(1 - C)	 --
--	 C1/(1 + Ci)
— C2/(1 + C 2)	 —C2
—C3 	C31(C3 - 1)
CR - 1	 (CR - 1)/CR
2C,/(l - CM)	 2C,/(I + CM)
Example: Have C = —4, solve for CM . Solution: CM = C3/(C3 - 2) = — 4/(-4 —2) = 2/3.
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1.602 Measurement of Visual Acuity
r •i.
Checkerboard
SII.. Snellen letters
k— 5S —1
•	 Point or disc
- h-
w
Line (bar)
I	 L	 -If
• •	
2 Points or discs
I
iso	 2 Bars
1H F-C
Till–I-
-lh-c
I	 III	 I
USAF tn-bar
Landolt ring
 S	 (Landoll C)
S-CI I I
UllDll
Pill
—c
II Vernier
-HH
Gratings
DIMENSIONS
S = Target size
L = Length
W = Width
C = One cycle or period
of target separation
Figura l. Some common targets for measuring visual performance and their control dimensions. (From Ref. 3)
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Contrast sensitivity; pattern perception; Snellen acuity; spa-
tial resolution; visual acuity; visual test patterns
General Description
Visual acuity is the ability to discriminate fine objects or the
details of objects subtending small angles at the observer's
eye. There are four distinct types or measures of visual acu-
ity, each relating to the ability to discriminate a different
aspect of detail:
1. Minimum visibility: ability to detect a point source of
light (stars, illuminated pinholes).
2. Minimum perceptibility: ability to detect small objects
against a plain background (small black dot, disc, or bar on
a dark background, or white targets on a dark background).
3. Minimum separability (minimum angle of resolution,
resolving power, gap detection): ability to see that two or
more objects very close together are separate (two or more
parallel bars, sine-wave gratings, two discs, checker-
boards).
4. Minimum distinguishability (form sense): ability to dis-
tinguish discontinuities or irregularities in object contours.
This includes vernier acuity (ability to see two vertical lines
placed one above the other as being displaced sideways).
Most acuity tests measure the size of the smallest pattern
detail that can be discriminated, in minutes of arc of visual
angle subtended at the eye. So that numerically higher acu-
ity values will indicate better or sharper vision, visual acuity
is usually expressed as decimal acuity, which is the recipro-
cal of the minutes of are of visual angle subtended by the
smallest discriminable detail. This definition of acuity ap-
plies to all of the four types of acuity listed above except
minimum visibility, which uses as targets points of light or
near approximations to points. While the critical target di-
mension could also be expressed in terms of linear extent at
a specific distance or linear size on the retina, it is most con-
venient to express visual acuity in terms of visual angle
since this permits direct comparison of acuity values for dif-
ferent types of acuity and between acuity values in different
research reports. "Normal" visual acuity is widely taken to
be 1.0 (i.e., a resolution of 1 min arc); however, the acuity
of most young observers is closer to 0.9.
In measuring visual acuity, a large variety of objects and
test patterns (targets), as well as observer tasks, have been
used. Figure 1 shows some of the more common targets. In
the figure, the distance S indicates the size of the critical de-
tail used for acuity measurements. In cyclical targets, i.e.,
those with repetitive, regular elements, one cycle (C) is the
distance between corresponding elements. Thus with a
square-wave grating target (bar pattern), one cycle is one
bar width plus one space, or the distance between bar cen-
ters. With cyclical targets, acuity is sometimes reported as
spatial frequency, given as cycles/deg or cycles/min arc or
cycles/mm at 250 mm. Targets containing bars yield visual
acuities that vary with the number of bars and their length-
to-width ratio. Table 1 lists conversions among different
size units used to describe image dimensions.
With some acuity targets, such as discs, the task of the
observer is to detect target presence. With patterns contain-
ing bars and with Landolt-C and £ letters, the pattern is ro-
tated from one presentation to the next and the observer
must report target orientation. In still other tests, such as
Tablet. Conversion among units used to describe
image dimensions.
Multiply
You Have (A)	 You Want (B)	 (A)By
Degrees	 Milliradians	 17.453
Milliradians	 Degrees	 0.057296
Minutes of arc	 Mifliradians	 0.29089
Milliradians	 Minutes of arc	 3.4377
mm subtended* at 250 mm Milliradians 	 4.0000
mm subtended at 250min 	 Minutes of arc	 13.751
Milhradians at 250min	 min 	 0.25000
Minutes of arc at 250 mm	 mm subtended	 0.072722
*Subtended at the eye (or at a point of interest) by a flat surface at 90 deg to
the line of sight.
Table 2. Visual acuity with different test patterns.
Test Target	 Observer's Task	 Acuity
Disc	 Detect presence	 30 sec arc
Square	 Detect presence	 14 sec arc
Line bar 1 deg long	 Detect presence	 0.5 sec arc*
2 discs or 2 bars	 See as two	 25 sec arc
Tr-bar	 See as three, detect 70 sec arc
orientation
Gratings	 Detect orientation or 35 sec arc/bar
separation
E-letter chart	 Detect orientation 	 1.4 x Snellen
Snellen letters 	 Read letters	 0.8 min arc**
Checkerboard	 Detect pattern	 1 min arc
(4 squares)
Landoll C (gapped ring) 	 Detect gap	 1.3 x Snellen
orientation
Vernier (displaced)	 Detect displacement 2 sec arc
lines
* The 0.5 sec of arc is for .99 detection probability
Nominal value is 1.0 min arc.
NOTE: Acuity is for optimum viewing conditions. Acuity for E-chart and
Landolt-C is better than for Snellen letters.
those using double discs or bars, the observer must discrim-
inate the target as double rather than single.
Large differences between observers and between stud-
ies in visual acuity values occur as a result of differences in
confidence in judgments (cautious judgment versus guess-
ing), criteria of visibility or separation (clean or blurry
separation, mere elongation of two discs, etc.), scoring
methods, instructions, and training in judgment, as well as
in viewing conditions (target contrast, illuminant spectrum
and level, etc.). Some reports are based on only 1-3 observ-
ers unlikely to be avenge in vision. All of these factors in-
fluence measured acuity.
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Acuity also varies with the type of acuity measured.
Table 2 lists visual acuity for several different targets as
measured under optimum or laboratory conditions, and also
gives the observer's task with each. Under other conditions
(field conditions), where contrast, illumination, and adap-
tation level are less favorable, and where vision is degraded
by vibration and image motion, visual acuity will be worse.
For example, outside visibility in an aircraft with a clean,
unscratched, low-haze windscreen, facing away from the
sun in very clear air on a sunny day with no buffeting,
would probably be no better than 2 min arc for high-contrast
Snellen letters. With poorer conditions, acuity could be
much worse.
In clinical testing with letter charts, the observer is usu-
ally either 20 feet or 6 meters from the eye chart. Acuity is
expressed as a ratio, such as 20/30 (termed Suellen acuity).
Here, the ratio indicates that the tested person can barely
read at 20 feet what a normal (or 20/20 vision) person can
barely read at 30 feet. On such test charts, the letters are of
standard size and shape. "Normal" or 20/20 vision is as-
sumed to be the ability to resolve a target detail of 1 min arc
at 20 ft. At this distance, the height and width of the small-
est letters resolvable by a person with "normal" vision sub-
tendS min arc, and letter stroke width is 1 min arc. Many
young observers actually have a Snellen acuity closer to
20/15. Vision is usually tested at both far (20 ft or 6 m) and
near (14 in. or 0.4 m) distances, for acuity at one distance,
but not the other, may be satisfactory.
Letter charts, such as the Suellen chart, pose problems.
For example, letters are not equally legible, and observers
can memorize lines or parts of lines of letters or guess letters
before they are clearly perceptible. B letter charts and
Landolt-C tests randomly rotate the same pattern, eliminat-
ing letter legibility differences and memorization. Also,
unlike tests using the Landoll C, results with Suellen letters
are affected by astigmatism.
Correlation between visual acuities measured with dif-
ferent test patterns is low. For example, Suellen acuity is
overestimated by checkerboards for acuity worse than
20/30, but underestimated for better vision. Snellen acuity
is slightly underestimated at all acuity levels by Landolt-C
tests. The nature of the visual task to be performed, there-
fore, should determine what type of visual acuity to mea-
sure and what target to use. The type of visual acuity
measured by letter charts is most nearly related to minimum
separability, as is that measured using two disc targets or
bar patterns. With any of the more common measures of
minimum separability, the obtained acuity value is limiting
resolution for a high-contrast target. This is a one-number
characterization which says nothing about the ability to dis-
cern the basic shape or form of objects. However, ability to
discern low spatial frequencies, which is not measured by
letter tests, is vital for shape discrimination and sometimes
has important clinical implications. Low spatial frequencies
convey the only information available at long viewing dis-
tances, during movement, or under low illumination. By
measuring the contrast required for resolving the bars of a
sine-wave grating at each of several spatial frequencies, an
observer's contrast sensitivity function is obtained. This
function reveals far more about visual ability than a one-
number limiting resolution value. For normal observers, the
peak of the function is at 2-5 cycles/deg of subtended angle
(with the higher values reached at higher luminance levels);
sensitivity falls off rapidly for higher and lower frequencies
(CRefs. 1.632, 1.631). The range of variability for normal
observers is at most —0.25 log unit of contrast. Since the
spatial frequencies of other acuity targets can be analyzed,
visual acuity can be predicted from contrast sensitivity
(CRef. 1.644).
The National Academy of Sciences has provided stan-
dards for testing acuity (Ref. 4). The test pattern specified
is the Landoll C.
(lumi-
• The presence of astigmatism affects acuity measure-
ments made with many targets, such as lines, bar patterns,
checkerboards, and letter charts, unless the orientation of
the targets is varied.
nance level, vu
	
distance, exposure time, etc.)
(CRef. 1.603).
Key References	 3. Farrell, R. J., & Booth, J. M.	 urement and specification of visual 	 (pp. 321-349). New York: Wiley.(1984). Designhandbook for im-	 acuity. Report of Working Group 	 6. Sloan, L. L., Rowland, W. M.,
I. Borish, T. M. (1970). Clinical	 agery interpretation equipment.	 39, Committee on Vision. Adven-	 & Altman, A. (1952). Comparison
refraction (3rd Ed.). Chicago:	 Seattle, WA: Boeing Aerospace	 Lures in Ophthalmology, 41,	 of three types of test target for the
Professional Press.	 Co.	 103-148.	 measurement of visual acuity.
2. Kelly, D. H. (1977). Visual con- 4. National Academy of Sciences 	 5. Riggs, L. A. (1965). Visual	 Quarterly Review of Ophthalmol-
trast sensitivity. OpucaActa, 24,	 (1980). Recommended standard	 acuity. In C. H. Graham (Ed.),	 ogy, 8.4-16.
107-129.	 procedures for the clinical meas- 	 Vision and visual perception
Cross References	 1.632 Contrast sensitivity: effect of
luminance level (foveal vision);
1.603 Factors affecting visual
acuity;
1.631 Contrast sensitivity: effect of
number of luminance modulation
cycles and luminance level;
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1.644 Contrast sensitivity for Snel-
len letters
Notes
Visual Acquisition of Information	 1.0
1.6	 Spatial Sensitivity
1.603 Factors Affecting Visual Acuity
Key Terms
Accommodation; age; contrast; contrast sensitivity; expo-
sure duration; luminance; practice; pupil size; spatial reso-
lution; target acquisition; target motion; viewing distance;
visual acuity; visual field location; visual masking;
wavelength
General Description
	
	
be detected or identified at the given viewing distance
(CRef. 1.602). The National Academy of Sciences has rec-
Visual acuity is the ability to resolve spatial detail. It is typi- ommended testing standards for the measurement of visual
cally measured by presenting high-contrast patterns of var- 	 acuity (Ref. 4). The accompanying table lists some of the
ious sizes at both far and near viewing distances. Decimal 	 factors known to affect acuity, the nature of the effect, and
acuity is expressed as the reciprocal of the smallest pattern	 sources for further information.
or pattern detail (in minutes of arc of visual angle) that can
Applications	 • Interactions may occur among the various factors affect-
ing acuity, but such interaction effects have not generally
Situations where target delectability or visual resolution 	 been studied.
must be maximized, or is to be measured.
Constraints
• Standard acuity measures provide information only about
spatial perception of fine detail at high contrast. Contrast
sensitivity is a more sensitive measure under low-contrast,
low-spatial-frequency conditions.
Key References	 3. Leibowitz, H. (1952). The effect 	 urement and specification of visual 6. Shlaer, S., Smith, B. L., &
of pupil size on visual acuity for 	 acuity. Report of Working Group 	 Chase, A. M. (1942). Visual acuity
I. Johnson, C. A. (1976). Effects	 photometrically equated test fields	 39, Committee on Vision. Adven-	 and illumination in different spec-
of luminance and stimulus distance 	 at various levels of luminance. 	 tures in Ophthalmology. 41, 	 tral regions. Journal of General
on accommodation and visual reso- Journal of the Optical Society of	 103-148.	 Physiology, 25, 553-569.
lution. Journal of the Optical So-	 America, 42,416-422.	 5. Niven, J. 1., & Brown, R. H. 	 7. Westheimer, 0., &
ciely of America, 66, 138-142.	 4. National Academy of Sciences.	 (1944). Visual resolution as a func- McKee, S. P. (1975). Visual acuity
2. Kling, 1., & Riggs, L. (Eds.)	 (1980). Recommended standard	 tion of intensity and exposure time 	 in the presence of retinal-image
(1971). Woodworth & Schlosberg's	 procedures for the clinical meas- 	 in the human fovea. Journal of the	 motion. Journal of the Optical So-
experimental psychology 	 Optical Society ofAmerica, 34,	 ciety ofAmerica, 65, 847-850.
(pp. 300-306). New York: Holt, 	 738-743.
Rinehart and Winston.
Cross References	 1.610 Vernier acuity: offset dis-	 1.617 Visual acuity with target mo- 1.622 Visual acuity with target mo-
crimination between sequentially 	 tion: effects of target velocity and 	 tion: effects of practice;
1.602 Measurement of visual 	 presented target segments; 	 target versus observer movement;	 1.623 Visual acuity and contrast
acuity;	 1.611 Visual acuity: effect of target	 1.618 Visual acuity with target mo- 	 sensitivity: effect of age;
1.604 Visual acuity: effect of lumi- 	 location in the visual field at pho-	 tion: effect of target velocity and	 1.644 Contrast sensitivity for
nance level;	 topic illumination levels; 	 orientation;	 Snellen letters;
1.605 Visual acuity: effect of target
and background luminance and
contrast;
1.607 Vernier acuity and orienta-
tion sensitivity: effect of adjacent
contours;
1.608 Two-dot vernier acuity: ef-
fect of dot separation;
1.612 Visual acuity: effect of target
location in the visual field at sco-
topic illumination levels;
1.615 Visual acuity: effect of view-
ing distance;
1.616 Visual acuity: effect of view-
ing distance and luminance level;
1.619 Visual acuity with target mo-
tion: effect of direction of move-
ment and luminance level;
1.620 Visual acuity with target mo-
tion: effect of direction of move-
ment and target orientation;
1.621 Visual acuity with target mo-
tion: effect of anticipation time and
exposure time;
1.645 Contrast sensitivity for a
large population sample;
10.902 Acceleration of body rota-
tion: effect on visual acuity;
Handbook ofperception and
human performance, Ch. 7,
Sec. 4.
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Visual
Factor	 Effect on Acuity
Luminance level and contrast 	 For dark targets on bright background, acuity improves as back-
ground luminance increases
For light targets against dark background, acuity increases initially,
then declines with increasing target intensity
Acuity is greater at photoplc (high) than at scotopic (<0.03 cd/rn2)
illumination levels
Spectral composition (color) of 	 For some acuity tasks (minimum visibility, vernier acuity), acu-
illumination	 ity is better under narrow-band than wideband illumination
With narrow-band illumination and moderate pupil size (2-5 mm),
wavelength has no effect on acuity provided illumination level is high
enough or compensation is made for relative spectral sensitivity
Retinal location (distance from 	 At photopic illumination levels, acuity rapidly decreases as target is
point of fixation) 	 displaced toward periphery of visual field
At scotopic illumination levels, acuity is greatest when target is offset
—4 deg from fixation; acuity declines as distance increases
Viewing distance	 Acuity decreases at greater viewing distances, especially at high
spatial frequencies
Accommodation (eye focus)	 Acuity improves with reduction of accommodation errors by correc-
tive lenses
Exposure time	 For targets at photopic luminance levels, acuity improves with in-
crease in duration up to 0.1-0.2 sec, but then levels off
of Information	 1.0
References
CRefs. 1.604,1.605,1.612,
1.616
Ref.2
Ref. 6
CRef. 1.611
CRef. 1.612
Ref. 1;Cflefs. 1.615,1.616
Ref. 1
Ref. 2
Below critical duration of 0.1-0.2 sec, exposure duration trades off
	 Ref. 5
with target intensity so that target detectability remains constant pro-
vided that total light energy (duration x luminance) remains
constant
Target motion	 Acuity decreases as target velocity increases, especially for very
	 CRefs. 1.617, 1.618, 1.619,
rapid target movement (20 deg/sec)
	 1.620, 1.621
Some investigators have found acuity to be the same for static and
moving targets for target velocities of <2.5 deg/sec with vertical and
horizontal target motion and velocities ci deg/sec with oblique
movement
Onset asynchrony of test
elements
Vertical separation of test
elements
Masking by adjacent contours
Pupil size
Age
Assessment method
Acceleration
Acuity decreases as time between onsets of top and bottom lines of 	 CRef. 1.610
vernier acuity target increases
Acuity is greatest when vertical separation between the elements of 	 CHef. 1.608
a vernier acuity target is 2-6 min arc of visual angle
Vernier acuity declines when the acuity target is flanked by masking 	 CHef. 1.607
lines
Acuity is highest at intermediate pupil diameters (2 .5 mm), but is re- 	 Ref. 3
duced at very small and very large pupil sizes
Acuity reaches adult levels at —5 years, and declines beyond 20s for CHef. 1.623
intermediate and high spatial frequencies
Acuity varies somewhat with visual task and target display used 	 CRef. 1.602(e.g., Suellen letters, LandoltC)
Acuity is degraded when the observer is subjected to accelerative 	 C Ref. 10.902
forces
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1.6	 Spatial Sensitivity
1.604 Visual Acuity: Effect of Luminance Level
Log Retinal Illuminance (trolands)
-3-2-1 0	 1	 2	 3 4 5
—3 —2 —1	 0 1	 2 3	 4
Leg Equivalent Scone Luminance
(candeiaslmeter2)
Key Terms
Contrast; luminance; spatial resolution; target acquisition;
visual acuity
General Description
Visual acuity is measured using a wide variety of test tar-
gets. However measured, acuity increases as background or
mean luminance level increases. Depending on the type of
test target, acuity approaches an asymptote between 40 and
1000 cd/rn2.
Applications
Measurement of visual acuity; situations in which visual
resolution of fine detail must be maximized.
Figural. Visual acuity as a function of background lumi-
nance measured with a Landoit-C target (1 observer) and
square-wave grating (2 observers). Data are averages
across one observation at each of four orientations; ob-
servers dark-adapted for 20 mm. (From Ref. 4)
Methods (across studies) 	 Experimental Procedure	 resolvable spatial frequency)
• Method of adjustment	 or smallest resolvable gap inTest Conditions 	 • Background or mean retinal lu-
• Landolt-C targets; sine-wave 	 romance range 0.0003-318 aiim2 	
• Independent variables: retinal il
	
Landolt-C pattern, in minutes of
and square-wave gratings (bar
	
0.®1-I000 td)	 luminance, spatial frequency of	
arc of visual angle
patterns), 0.9-50 cycles/deg 	 Monocularartificial	
gratings, size of Landolt-C, con-	 • Observers task: to increase size
• olar viewing;	 or contrast of gratings until resolva-
• 2-4 deg target fields and	 pupil 2-2.4 mm in diameter; targets 	
tfl5t exposure duration
12-30 deg surrounds 	 for Fig. 1 presented in Maxweiiian 	
• Dependent variables: visual	 ble, or to increase size of Landoll-
view	 (decimal) acuity, defined as them- 	
C until orientation of gap is
resolvable
ciprocal of the smallest resolvable 
bar width (one-half the highest	 • 2-3 observers for each target
Experimental Results	 Variability
• Visual acuity measured in terms of minimum resolvable
bar width of grating patterns or minimum resolvable gap in
Landolt-C targets improves with increasing luminance.
• Acuity approaches an asymptote at a luminance of
40-1000 cd/rn2 , depending on the type of target used.
• At a given luminance level, acuity increases as target
contrast or target exposure duration increases (data not
shown).
There was close agreement between the acuities of the
2 observers tested with the grating patterns.
Repeatability/Comparison with Other Studies
Comparable results have been obtained using a vernier-
alignment task to measure acuity (Ref. 1).
204 Boff, K. R., & Uncoin, J. E. Enqineering Data Compendium: HumanPerception and Performance. AAMRL, Wright-Patterson AFB, OH, 1988.
Visual Acquisition of Information	 1.0
Luminance (candelaslmeter2)
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Figure 2. Visual acuity for bar patterns as a function of mean luminance. A spatial frequency of I cycle/deg is twice the
width of a single bar in the bar pattern. The filled circles show acuity for a square-wave grating with a contrast of 1.0 for
one observer from Fig. 1. The six other curves show sine-wave grating acuity for the contrasts noted In the legend, replot-
ted from data in Ref. 3. The hatched areas represent low spatial frequencies that could not be resolved at the two lowest
contrast levels. The values for luminance on the top axis represented free viewing (without an artificial pupil); they were
calculated using the values in Table 15 of Ref. 2 (rather than convened from trolands by the standard formula using pupil
area). (From Handbook of perception and human performance)
Constraints
• Visual acuity is affected by many factors, including loca-
tion in the field of view, viewing distance, and pupil size.
These factors must be considered in applying results under
other conditions (CRef. 1.603).
'I
3
U
C
E
U
01
C
Key References -
1. Baker, K. E. (1948). Some vari-
ables influencing vernier acuity. I.
Illumination and exposure time. II.
Wave-length and illumination.
America, 39, 567-576.
2. I.e0rand, Y. (1968). Light,
color, and vision (2nd Ed.). Lon-
don: Chapman and Hall.
5. ratel, A. S. (191Db). Spatial
resolution by the human visual
system. The effect of mean retinal
illuminance. Journal of the Optical
Society ofAmerica, 56, 689-693.
between visual acuity and illumina-
tion. Journal of General Physiol-
ogy,21, 165-188.
Cross References	 1.611 Visual acuity: effect of target 1.613 Visual acuity: effect of expo-
location in the visual field at pho-
	 sure time;
1.603 Factors affecting visual	 topic illumination levels;	 1.616 Visual acuity: effect of view-
acuity;	 1.612 Visual acuity: effect of target
	 ing distance and luminance level
1.605 Visual acuity: effect of target	 location in the visual field at see-
and background luminance and
	 topic illumination levels;
contrast;
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1.605 VisUal Acuity: Effect of Target and Background
Luminance and Contrast
Retinal Illuminance (log trolands)
-2	 -1	 0	 1	 2	 3
Dark bars on
light backgroundt
 bars on
dark background
0.01
—2.6 —1.6 —0.6	 0.4	 1.4	 2.5
Equivalent Scene Luminance
(log candelaslmeter9
Figural. Visual acuity as a function of intensity for paral-
lel bar targets. Horizontal axis shows target luminance for
light bars on dark background and background luminance
for dark bars on light background. Acuity is equal to 1 di-
vided by resolution threshold in min are of visual angle;
normal acuity = 1.0 (i.e., threshold of I min arc). (From
Ref. 2, based on data from Ref. 6)
Key Terms
Contrast; luminance; spatial resolution; target acquisition;
visual acuity
General Description
For dark bars against a light background, visual acuity im-
proves continuously as background illumination increases.
For light bars against a dark background, acuity first in-
creases as bar intensity rises, but then declines. Visual acu-
ity thus depends not only on target intensity but also on how
light is distributed between the target and the background.
Methods	 • Background field 70 >< 20 mm, 	 Experimental Procedure 	 • Observer's task: judge when sep-
produced by reflection of a separate
Test Conditions 	 source from large minor behind	 • Method of adjustment 	
aration between bars first becomes
Target was virtual image of two 	 target bars	
• Independent variables: lumi-	 visible (i.e., two bars perceived in-
parallel, vertical bars; image of	 • Target dark while luminance of	
nance of target, luminance of back- stead of one)
• Observers dark adapt
each bar subtended 2 mm 22	 background varied, or backgroundeach set of measurements
ground, target-background cont edprior to
(width) x 20 mm (height); van- 	 dark while luminance of target	
• Dependent variable: visual acu-
	
ea
able distance between bars; targets	 varied	
ity, measured in terms of visual 	 • 2 observers, with extensive
angle subtended by minimum per-	 practice
produced by reflection from 1)01
	
• Monocular viewing through
ished metal bars	 tificial pupil (4mm2); 33-cm view-	
ceivable bar separation
ing distance
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Visual Acquisition of Information	 1.0
Experimental Results
• For light bars on a dark background, acuity is low at low
intensities. As the intensity of the bars increases, acuity
rises, reaching a peak of slightly over 1.0 at a log luminance
of approximately —0.2 cd/rn2 ; as the intensity elevates fur-
ther, however, acuity declines to its original level.
• For dark bars against a light background, acuity increases
steadily as the intensity of the background rises, although
the rate of increase declines progressively.
Variability
Thresholds are high and variable for unpracticed observers.
Repeatability/Comparison with Other Studies
Other studies have also found acuity to improve as back-
ground luminance increases for dark targets on light back-
grounds (Refs. 1, 3, 5). Acuity for bar pattern (grating)
targets also improves as mean luminance of the pattern in-
creases (Refs. 4, 5).
Constraints	 • Contrast sensitivity has been found to be a more sensi-
tive measure of visual ability under low contrast conditions.
• The exact moment when the observer sees two bars in- 	
• Visual acuity is influenced by a number of factors (such
stead of one is difficult to identify precisely; other acuity
	 as luminance level, viewing distance, and exposure time)
tasks may provide more precise resolution measures 	 which must be considered in applying these results under(Ref. 1.602).	 different conditions (CRef. 1.603).
• Results may not hold under conditions where both target
and background are bright.
Key References	 3. craik, K. J. W. (1939). The ef-	 5. Sblaer, S. (1937). The relation
feet of adaptation on visual acuity. 	 between visual acuity and illumma-
1. Baker, K. B. (1949). Some van- British Journal of Psychology, 29, 	 tion. Journal of General Physiol-
ables influencing vernier acuity. 	 252-266.	 ogy, 21, 165-188.
Journal of the Optical Society of
	 4. Patel, A. S. (1966). Spatial reso- 	 *6. Wilcox, W. W. (1932). The
America, 39, 567-576. 	 lution by the human visual system.	 basis of the dependence of visual
2. Bartley, S. H. (1941). Vision:A	 The effect of mean retinal lumi- 	 acuity on illumination. Proceed-
study of its basis. New York: Van	 nance. Journal of the Optical So-
	
ings of the National Academy of
Nostrand.	 ciety ofAmerica, 56,689-694. 	 Science, 18, 47-56.
Cross References
1.602 Measurement of visual
acuity;
4.603 Factors affecting visual
acuity;
1.607 Vernier acuity and orienta-
tion sensitivity: effect of adjacent
contours
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1.606 Visual Acuity: Effect of Illuminant Wavelength
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Figural. The relationship between illuminant wavelength
and the width of a single bar of the smallest resolvable grat-
ing. The function is the inverse of visual acuity, which
equals the reciprocal of the smallest resolvable detail in
minutes of arc of visual angle; for example, acuity would be
poorest with illumination In the red range. (From Ref. 5)
Key Terms
Color; spatial resolution; target acquisition; visual acuity;
wavelength
When targets are viewed through a small artificial pupil,
visual acuity (visual resolution of bar patterns) is best with
illuminant wavelengths in the green range (-=535 rim).
Acuity is generally poorer at shorter and longer wave-
at the pupil; it does not occur when targets are viewed
through a larger pupil. With a grating-resolution task, white
light produces nearly as good visual performance as narrow
spectral band illuminants.
Applications
Measurement of acuity; situations in which visual resolution
of small detail must be maximized.
Methods	 575 nm (yellow), 535 nm (green),	 Experimental Procedure490 nm (blue), 450 Am (violet),
• Independent variables: width of
Test Conditions	 and white light grating bars; illuminant wave-
• Square-wave grating (bar pat- 	 • Artificial pupil either 2.35 or 	 length, measured in nm
tern), bar widths (half-cycle) from 	 3.00mm in diameter; monocular • Dependent variable: visual acu-
0.47-0.56 mm	 ity, defined as the width of anarc of visual angle 	 viewing with right eye
• Grating presented at fixed dis- 	 • Background luminance varied in 
tance of t m in center of a uniform	 each wavelength condition to ob- 	
individual bar in the smallest
resolvable grating (i.e., one-half
field 30 deg in diameter	 lain maximum performance 
• Grating projected through net- 	 • Observers completely dark	
cycle of the grating)
row-band filters with dominant	 adapted, and then visual acuity de- 	
• Observer's task; report smallest
wavelengths of 670 nm (red),	 remained after adaptation to field	
resolvable test grating
• 2 observers with extensive
625 nm (red), 605 min (orange), 	 brightne s practice
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Visual Acquisition of Information 	 1.0
Experimental Results	 Variability
• Visual acuity for square-wave gratings is best when they
are illuminated by light in the green range (535 nm). At
longer wavelengths, acuity falls off rapidly with a 2.35-mm
pupil, but is near or at maximum with a 3.00-mm pupil.
This implies that the loss in acuity at longer wavelengths is
due partly to diffraction effects at the pupil (CRef. 1.614).
Chromatic aberration also plays a large part.
• Visual acuity is nearly as good with white light as with
light of narrower spectral distributions for grating test
patterns.
Constraints
• Results reported apply only to visual acuity when illumi-
nation is so high that luminance level is no longer a factor.
• Visual acuity is influenced by a number of factors (such
as luminance level, viewing distance, and exposure time)
which must be considered in applying these results under
different conditions (CRef. 1.603).
No information on variability was given.
Repeatability/Comparison with Other Studies
The results reported here are consistent with earlier work on
the effect of illuminant wavelength on visual acuity, inten-
sity discrimination, flicker, and dark adaptation (Ref. 1).
Visual acuity under short-wavelength (blue) light improves
when pupil size is made artificially small (1 mm) (Ref. 2).
Other investigators have found that acuity as measured by
minimum visibility, vernier offset resolution, and
Landolt-C patterns is better in narrow-band light than in
white light (Refs. 1,3,5).
I. Baker, K. E. (1949). Some vari-
ables affecting vernier acuity.
I. Illumination and exposure time.
11. Wavelength of illumination.
Journal of the Optical Society of
America, 39, 567-576.
Cross References
1.603 Factors affecting visual
acuity;
1.614 Visual acuity: effect of pupil
size
(1986). Seeing spatial patterns. In
K. R. Boff, L. Kaufman, &J. P.
Thomas (Eds.), Handbook ofper-
ception and human performance:
Vol. 1. Sensory processes and per-
ception. New York: Wiley.
(1938). Untersuchungen Uber die
Sehscharfe bei verscheiden fir
bigen Licht. Dos Licht: Zprak-
tische Leucht-u. Beleuchtungs-
Aufgab. 8,199-201.
4. Shlaer, S. (1937). The relation
tion. Journal of General Physiol-
ogy,21, 165-188.
5 Shiner, S., Smith, E. L., &
Chase, A. M. (1941). Visual acuity
and illumination in different spec-
tral regions. Journal of General
Physiology, 25,553-569.
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1.6	 Spatial Sensitivity
1.607 Vernier Acuity and Orientation Sensitivity: Effect
of Adjacent Contours
Key Terms
Hyperacuity; spatial orientation sensitivity; spatial resolu-
tion; vernier acuity; vernier offset discrimination; vertical
misalignment; visual acuity; visual masking
General Description
The presence of masking lines interferes both with the
judgment of inclination (i.e., rotation) from vertical of
a stationary target centerline and with the detection of
misalignment direction of two line segments. Although
inclination threshold is more affected by interference than
is misalignment threshold, the target-mask separations for
maximum masking are quite similar: 2 min arc of visual
angle for inclination and 3.5 min arc for misalignment (dis-
tances are between target and flanking line on each side).
Applications
Measurement of acuity; situations in which visual resolution
of small detail must be maximized.
Methods	 tance 4 or 6 rn; binocular
observation
Test Conditions	 • 0.05-sec stimulus presentations
to center of visual field with 3-sec
Study 1 (Ref. 1)	 interval between onsets of succes-
• A single vertical or inclined	 sive stimuli
(i.e., rotated from vertical) line,
30 mill arc long by IS sec arc wide,
flanked on each side by a vertical
masking line 15 mill arc long
(Fig. la); displayed on CRT with
a luminance of — 160 cd/rn2
• 0.2-sec stimulus presentations to
center of visual field with 3-sec in-
terval between onsets of successive
stimuli
• Distance between target line and
each masking line varied from
0-10 min arc; target also presented
without masking lines
• Dark background; viewing dis-
tance 6.8 rn; observation was usu-
ally binocular
Study 2 (Ref. 2)
• Vernier target consisting of two
vertical lines, each 6.4 min arc
long, with the abutting ends
slightly offset horizontally; lines
flanked on each side by a masking
vertical line (3.2 min arc long)
centered at offset between lines
(Fig. lb); target displayed on a
CRT with a luminance of
—320 cd/m2
• Distance of center target tine
from each masking line varied from
0-7 min arc
• Dark background; viewing dis-
Experimental Procedure
Study I
• Method of constant stimuli
• Independent variable: distance
between target and mask in min arc
• Dependent variable: inclination
threshold, defined as magnitude of
inclination from vertical (in mm
am) with direction of inclination
correctly identified on 75% of trials
• Observer's task: judge whether
the target line was inclined clock-
wise or counterclockwise from ver-
tical; error feedback provided
• 2 observers with extensive
practice
Study 2
• Method of constant stimuli
• Independent variable: distance
between center of vernier target
and each mask, in min arc
• Dependent variable: magnitude
of misalignment, in sec arc, with
direction of offset correctly judged
on 75% of the trials
• Observer's task: judge whether
the top line was to the left or to the
right of the bottom line; error feed-
back provided
• I observer with extensive
practice
0 I 2 3 4 5 6 7 8 9 10
(b)
Separation of target and Mask
(minutes of arc)
Figural. (a) Threshold for inclination (i.e., rotation from
vertical) of centerline with two vertical flanking lines (Study
1). (From Ref. I) (b) Misalignment threshold In sec arc of vi-
sual angle as a function of separation of target and masking
lines (Study 2). The stimulus configurations are shown In
the Inset; target Is central line or lines, flanking lines are
masks. Each curve Is for an individual observer. The data
points in panel (a) Identified by Con the x-axis are for the
no mask condition. (From Ref. 2)
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Experimental Results 	 flier target (e.g., two vertical lines) with flanking lines pres-
ent as masks, maximum masking occurs when each flanking
• Forjudgments of the direction of inclination from vertical line is 3.5 min arc from the center of the vernier target
of a line, inclination threshold is between 20-30 min arc
	 (Fig. lb).
onesno uanxnig lili  UIC present as uiasxs. lile inresnoiu
is higher when masking lines are present and each line is
closer than 4-6 min to the target line (Fig. Ia). Maximum
masking occurs when each masking line is —'2 min from the
target line.
• Forjudgments of the direction of misalignment of a ver-
Constraints	 somewhat different effects than vertical masking lines
(CRef. 1.652).
• Effect of masking on inclination threshold is different 	
• Visual acuity is influenced by a number of factors (suchfor masks of varying length, number, and orientation
	 as luminance level, viewing distance, and exposure time)(CRef. 1.609).	
which must be considered in applying these results under
• For vernier judgments, horizontal masking lines have
	 different conditions (CRef. 1.603).
Key References	 *2. Westheimer, 0., & Hauske, G.
(1975). Temporal and spatial inter-
1. Westheimer, 0., Shimamura,
	 ference with vernier acuity. Vision
1C.,& McKee, S.P.(1976),Inter-
	 Research, 15, 1137-1141.
ference with line-orientation sensi-
tivity. Journal of The Optical
Society of America. 66, 332-337.
Cross References	 1.608 Two-dot vernier acuity: ef-	 1.610 Vernier acuity; offset dis-	 5.805 Illusions of perceived tilt;
feet of dot separation; 	 crimination between sequentially 	 Handbook ofperception and1.602 Measurement of visual 1.609 Visual acuity: difference	 presented target segments; 	 human performance, Ch. 7,
acuity;	 thresholds for spatial separation;
	 1.652 Orientation-selective effects
	 Sec. 3.1
1.603 Factors affecting visual 	 on contrast sensitivity;
acuity;
Variability
• Within-observer standard error is 10-15% for Study 1 and
10% for Study 2. The data for the 2 observers in Study 1
were very similar (Fig. Ia).
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1.608 Two-Dot Vernier Acuity: Effect of Dot Separation
Key Terms
Hyperacuity; onset asynchrony; spatial resolution; vernier
acuity; vernier offset discrimination; vertical misalignment;
visual acuity
General Description
Detection of vertical misalignment of two small targets is
optimal (i.e., threshold is lowest) when the vertical separa-
tion of the target is between 2 and 6 min arc of visual angle.
Both larger and smaller separations yield higher thresholds.
Applications
Measurement of visual acuity; situations in which visual
resolution of small detail must be maximized.
Methods	 • Dark background; viewing dis-
tance 6.8 m; binocular observation
Test Conditions	 with natural pupils
Study 1 (Ref. 1)
• Two squares, one above the
other, each side I min arc long,
displayed on CRT; luminance of
159 cd/m2
• Vertical separation of squares
2-14 min arc
• Targets presented for 0.5 sec
every 3 we to the center of the vi-
sual field (fovea)
• Dark background; viewing dis-
tance 6.8 m; binocular observation
with natural pupils; observer's head
in head rest
Study 2 (Ref. 2)
• Two dots, one above the other,
each a fraction of I min arc wide
and 30 sec long, displayed on CRT;
luminance 60-73 cd/m2
• Vertical separation of dots
1-13 min arc
• Targets presented for 0.2 sec
every 3 we to the center of the vi-
sual field (fovea)
20-
V
/
Is-
:
Vertical Separation, S
(minutes of arc)
Figure 1. Two-target vernier acuity as a function of target
separation. Smallest detectable misalignment (tin inset) is
shown for different angular distances (a) between targets.
Filled and open circles are data from Study 1 (Ref. 1); filled
and open squares are data from Study 2 (Ref. 2). Note that
vertical separation Is measured In min of arc, whereas
threshold misalignment Is measured In sec of arc. (From
Handbook of perception and human performance)
mum amount of misalignment of 	 the left of the lower dot
dots that yields correct judgments	 • 2 observers with extensive
50% of the time	 practice
• Observer's task: judge whether
the upper dot was to the right or to
Experimental Procedure
Study 1
• Method of constant stimuli
• independent variable: degree of
vertical separation of the two
squares
• Dependent variables: misalign-
ment threshold, defined as mini-
mum amount of misalignment of
squares that yields correct judg-
ments 75% of the time
• Observer's task: judge whether
the top square was to the right or to
the left of the bottom square
• 2 observers with extensive
practice
Study 2
• Method of constant stimuli;
feedback usually given
• independent variable: degree of
vertical separation of the two dots
• Dependent variable: misalign-
ment threshold, defined as mini-
Experimental Results	 threshold value. Optimal svparation of dots for lowest
i	
thresholds varies somewhat across observers.
• Misalignment threshold for small targets s a U-shaped
function of the vertical separation between the targets. The
misalignment threshold is at its lowest (3-6 sec arc) for ver-
tical separations between 2-6 min arc.
• The optimal separation of the two targets (i.e., the sepa-
ration yielding the lowest threshold) is not greatly different
over a wide range of mid to high luminance levels and is
relatively unaffected by target shape (square versus dot) and
small differences in target duration.
Variability
• Within-observer standard error of the mean is 10-25% of
Bolt, K. B., & Lincoln, J. E. Engineering Data Compendium: Human
PerceptionandPerformance. AAMRL, ight-Patterson AFB, OH, 1908.
Repeatability/Comparison with Other Studies
The typical study of vernier acuity uses two misaligned ver-
tical lines rather than two dots. A second experiment in
Study 2 found that the misalignment threshold did not in-
crease for vertical separations smaller than 2-4 min arc for
lines at least 4 min are long. Thus, the misalignment thresh-
old as a function of vertical separation is monotonically in-
creasing, not U-shaped, for lines at least 4 min arc long.
Other studies show that the optimal separation of targets is
different for locations 2.5 deg or greater from the fovea.
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Constraints
• Values obtained do not hold for targets with orientations
different from vertical, or for moving targets.
• Visual acuity is influenced by a number of factors (such
as luminance level, viewing distance, and exposure time)
which must be considered in applying these results under
different conditions (CRef. 1.603).
Key References	 *2. Westheimer, 0., & McKee,
S. P. (1977). Spatial configurations
*1. Westheimei-, G. (1982). The	 for visual hyperacuity. Vision
spatial grain of the perifoveal vi- 	 Research, 17, 941-947.
sual field. Vision Research, 22,
157-162.
Cross References	 1.607 Vernier acuity and orienta-	 1.610 Vernier acuity: offset dis-
tion sensitivity: effect of adjacent	 crimination between sequentially
1.602 Measurement of visual 	 contours;	 presented target segments;
acuity;	 1.609 Visual acuity: difference 	 Handbook ofperception and
1.603 Factors affecting visual	 thresholds for spatial separation;	 human performance, Ch. 7,
acuity;	 Sect. 3.1
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1.6	 Spatial Sensitivity
1.609 Visual Acuity: Difference Thresholds for
Spatial Separation
Key Terms
Gap discrimination; hyperacuity; pattern resolution; spatial
separation; visual acuity
General Description
When presented with a pair of parallel vertical lines with a
small space between them, observers can judge quite accu-
rately (within seconds of visual angle) whether the space is
wider or narrower than a reference separation. In such spa-
tial discrimination tasks, discrimination is best for reference
separations of 1-8 min of visual angle. Visual acuity for
spatial separation is as good as discrimination for lateral
displacement of lines (vernier acuity).
Applications
Displays or environments requiring visual resolution of fine
detail; possible basis for a sensitive diagnostic vision test
that measures visual abilities differently than standard vi-
sual acuity tests (Ref. 1).
Methods	 • Reference separations of4-14 min arc; test separations
Test Conditions 	 varied about reference separa-
tion; reference separation not
Study 1 (Ref. 2)	 present for comparison when
• Pairs of bright (-300 cd/rn2), 	 test separations viewed; reference
separation presumably presentedvertical parallel lines, <1 min arc 	
for viewing before beginning ofof visual angle wide, 12.8 min are
high, viewed against dimmer	 test trials
• 500-msec presentation durationbackground
• Separation of lines varied; refer-
	
	
• No other details given on target
or viewing conditions; conditionsence separation presented several
times in "acquaintance" period be-	 probably similar to Study I
fore start of test session but not	
Experimental Procedureshown during test trials; test sepa-
ration varied and was 0, 6, 12, or 	 Study 118 sec arc more or less than refer- 	
• Method of constant stimulience separation	
• Independent variable: test sepa-
• Targets displayed on CRT with 	
ration between parallel verticaleye fixation markers on screen	 lines
• Test lines displayed every 3 sec.
	
• Dependent variable: discrimina-with 200 msec presentation 	 tion threshold for line separation,duration	 defined as the separation at which
• Viewing distance not given 	
responses were 75% correct
Study 2 (Ref. I)
	
	
• Observer's task: judge whether
the distance between the test lines• Pairs of vertical parallel lines,
30 min arc long
25
C
0I,!!!l
0	 5	 10	 15
Standard Separation, S
(minutes of arc)
Figure 1. Discrimination of spatial separation. Ordinate
shows the smallest difference between the spatial separa-
tion of two vertical test lines and the separation of two ref-
erence lines that could be reliably discriminated as a
function of the separation of the reference lines (standard
separation). Each curve represents the mean threshold
values for a single observer. Filled symbols are data from
Study 1; open symbols are data from Study 2. (From Hand-
book of perception and human performance)
is wider or narrower than the refer- 	 tion threshold for line separation,
ence separation; error feedback	 defined as the separation at which
provided
• At least 2 observers with normal 	 • Observer's task: judge whether
responses were 75% correct
the distance between the test linesvisual acuity and extensive practice 	
is wider or narrower than the refer-Study 2	 ence separation; error feedback
• Method of constant stimuli	 probably provided
• Independent variable: test sepa- 	 • I observer with extensive
ration between parallel vertical	 practice
lines
• Dependent variable: discrimina-
Experimental Results	 Variability
• Difference thresholds for spatial separation of lines is
lowest (sensitivity is greatest) when the reference separation
is --1-8 min of visual angle.
• Difference threshold increases for spatial separations
smaller or larger than this range, resulting in a U-shaped
threshold curve.
• This spatial resolution is termed hyperacuity because the
resolution limit (5-7 sec arc at optimal reference separa-
tions) is less than the diameter of cones in the retina.
In Study 1, standard errors of the mean ranged from —0.60-
4.4 sec arc; standard errors were higher for the smallest and
largest reference separations than for mid-range separa-
tions. Standard errors of the mean for Study 2 range from
<1 sec of visual angle at 6 min of separation to —2.5 sec at
14 min of separation.
Repeatability/Comparison with Other Studies
Results are comparable to those reported for discrimination
of spatial separations defined by dark lines on bright back-
ground, dots, edges, an edge and a line, and bars (con-
trolled for average brightness).
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Visual Acquisition of Information	 1.0
Constraints
• A number of factors including practice, target line length,
target location in the visual field, and the presence of nearby
targets are known to affect acuity and must be considered in
applying these data under other conditions (CRef. 1.603).
Key References	 *2. Westheimer, 0., & McKee,
S. P. (1977), Spatial configura-
I. Westheirner, G. (1979). The 	 lions for visual hyperacuity.
spatial sense of the eye. Investiga-	 Vision Research, 17, 941-947.
jive Ophthalmology and Visual
Science, 18, 893-912.
Cross References
1.603 Factors affecting visual
acuity;
1.608 Two-dot vernier acuity: ef-
feet of dot separation;
Handbook ofperception and
human performance, Ch. 7,
Sect. 3.1
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1.6	 Spatial sensitivity
1.610 Vernier Acuity: Offset Discrimination Between
Sequentially Presented Target Segments
Key Terms
Eye movements; spatial resolution; vernier acuity; vernier
offset discrimination; vertical misalignment; visual acuity
General Description
Discrimination of vernier offset between two consecutively
presented vertical lines deteriorates as the time between
their onsets increases. Both threshold acuity (smallest de-
tectable offset) and point of subjective equality (PSE, offset
at which targets appear aligned) increase monotonically as
the interval between presentation of upper and lower lines
increases. Errors are attributed to displacements caused by
involuntary eye movements (CRef. 1.911) and deterioration
of memory for spatial location.
Applications
Measurement of acuity; situations in which visual resolution
of small detail must be maximized.
Methods	 Experimental Procedure
Method of constant stimuli; two.
Test Conditions	 alternative forced-choice procedure
1\vo vertical lines, 34 min 20 sec 	 • Independent variables: duration
>< I min 5 sec of visual angle,	 of interval separating presentations
placed one above the other with 	 of upper and lower lines; horizontal
2 min 20 sec vertical separation	 offset between upper and lower
• Lines displaced from one another 	 lines; retinal image offset, calcu-
horizontally; two horizontal offsets 	 lated by adding vernier offset of
chosen to span each observer's 	 lines to horizontal distance moved
range of certainty	 by eye during dark interval
• Dark room; viewing distance	 • Dependent variables: vernier
2.44 m (8 ft); monocular viewing; 	 acuity threshold and PSE, calcu-
stabilized head; vertical lines pm- 	 lated by probit analysis as, respec-
sented by light from separate lamps 	 tively, the standard deviation and
shown through two vertical slits 	 median of the psychometric func-
• Trial began with 4-sec fixation 	 tion plotting percent of 'to the
on 3.5-min circular target, fol-	 right" reports versus vernier offset
lowed by 400-msec dark interval, 	 • Observer's task: judge whether
followed by 2-msec presentation of 	 upper line appeared to the left or
lower line, followed by dark inter-	 right of the lower line
val (200 itsec, 50, 100, 200, 300,	 • -200 trials per each dark interval
500, or 800 msec), followed by 	 for each observer
2-msec presentation of upper bar 	 • 2 highly practiced observers
• Horizontal eye movements con-
tinuously monitored by contact lens
technique (CRef. 1.904)
Experimental Results
• The threshold for detecting an offset between the upper
and lower target lines (vernier offset) increases monotoni-
cally with increasing interval between presentation of the
two lines (Fig. la, solid lines). PSE shifts to the left (i.e.,
targets appear aligned when top target is to the left of lower
target) with increasing interval length (Fig. lb, solid line),
• Threshold and PSE are also plotted as a function of reti-
nal offset, the horizontal offset between the retinal position
of the upper and lower lines (dashed lines in Figs. I a, lb).
Retinal offset differs from actual offset because involuntary
eye movements add to the retinal offset of the two lines.
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-' Target, subject 212	
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Figura l. Vernier acuity with variable time Interval be-
tween presentation of the two top and bottom target lines.
(a) presents threshold acuity or smallest detectable offset
(measured as the standard deviation of offset judgments);
(b) shows point of subjective equality or offset at which
lines appeared aligned (median of offset judgments),
where zero Indicates no offset. Solid lines Indicate meas-
urements of the offset of the actual target display and
dashed lines indicate measurements of retinal offset,
which takes into account additional retinal offset due to eye
movements. (From Ref. 5)
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• The deterioration in vernier offset acuity with increasing
interval between top and bottom line presentations is attrib-
uted to (1) involuntary eye movements which increase the
retinal offset of the lines and (2) short-term memory loss
during the dark interval.
• Effects of memory deterioration predominate at short in-
tervals and effects of involuntary eye movements predomi-
nate at longer intervals.
Variability
Threshold and PSE measures represent standard deviation
and median, respectively, of each observer's offset judg-
ments. Considerable observer variability in threshold acuity
and PSE is observable in the figure. Observer l's PSE
shifted to the right late in the interval after an earlier shift to
the left.
Constraints
• Only the effects of horizontal eye movements were
considered.
• Visual acuity is influenced by a number of factors (such
as luminance level, viewing distance, and exposure time)
which must be considered in applying these results under
different conditions (CRef. 1.603).
Visual Acquisition of Information	 1.0
Repeatability/Comparison with Other Studies
Two other experiments, conducted using the same proce-
dure without monitoring eye movements, show the same
deterioration with increasing interval length. However,
thresholds for each observer were twice as high for the same
observers that were in the eye movement experiment. Wear-
ing of the contact lens may have been responsible.
A previous experiment (Ref. 4) also showed that eye
movements produced discrimination error when observers
judged the visual direction of a small circular target relative
to a preceding fixation target, while maintaining fixation
during a 3-sec dark interval between the two.
Key References	 2. Maria, L. (1976a). A possible 	 era (Eds.), Eye movements and	 proprioception. Vision Research,
hybrid mechanism for modification	 psychological processes	 6,453-469.
I. Matin, L. (1972). Eye move-	 of visual direction associated with	 (pp. 205-219). Hillsdale, NJ:	 *5 Matin, L. Pola, J., Matin, E.,
ments and perceived visual direc- 	 eye movements—The paralyzed	 Eribaum.	 & Picoult, E. (1981). Vernier dis-
tion. In D. Jameson & L. Hurvich	 eye experiment reconsidered. 	 4. Matin, L., Pearce, D.C., Matin,	 crimination with sequentially(Eds.), Handbook ofsensoryphysi- 	 Perception, 5, 233-239.	 E., & Kibler, 0(1966). Visual per- flashed lines: Roles of eye move-
ology: Vol. V1114. Visual psycho- 	 3. Matin, L. (1976b). Saccades and	 ception of direction: Roles of local 	 ments, retinal offsets, and short-
physics (pp. 331-380). Heidelberg:	 extraretinal signal for visual dim- 	 sign, eye movements, and ocular 	 term memory. Vision Research,
Springer-Verlag.	 don. In R. A. Monty & J. W. Send-	 21, 647-656.
Cross References	 1.608 Two-dot vernier acuity: ef-	 1.912 Fixation stability: magnitude 	 1.916 Visual fixation on dimly illu-
fect of dot separation; 	 of horizontal drift;	 minated targets;
1.603 Factors affecting visual	 1.904 Methods of measuring eye	 1.914 Monocular fixation on sta- 	 Handbook ofperception and
acuity;	 movements;	 tionary targets; 	 human pe,formance. Ch. 20,
1.607 Vernier acuity and orienta- 	 1.911 Visual fixation stability in 	 Sect. 4.2
tion sensitivity: effect of adjacent	 the dark;
contours;
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1.6	 Spatial Sensitivity
1.611 Visual Acuity: Effect of Target Location in the Visual Field
at Photopic Illumination Levels
Key Terms
Daytime vision; minimum angle of resolution; photopic vi-
sion; retinal location; spatial resolution; target acquisition;
vernier offset discrimination; visual acuity; visual field
location
General Description
For photopic (daylight) levels of illumination
(>0.03 cdlm2), visual acuity decreases as target dis-
tance from fixation (retinal eccentricity) increases. The
rate of increase varies with the acuity task as well as
with eccentricity. When performance is measured as
minimum angle of resolution (angular width of the
smallest pattern detail that can be resolved or judged cor-
rectly), acuity decreases as an approximately linear func-
tion of distance from fixation up to —20 deg of visual angle;
at greater eccentricities, minimum angle increases at an
accelerated rate.
Applications
Measurement of acuity; situations in which visual resolution
of small detail must be maximized.
Methods	 • Binocular viewing with naturalpupils
Test Conditions	 • >300 observations per data point
Study 1 (Ref. 5)
Target was square patch of tee-
tangular-wave grating (bar pattern)
with 6 periods (i.e., 12 bar widths)
per side; grating presented verti-
cally or horizontally
• Target 0-20 deg from fixation
• Mean luminance 64-80 cd/rn2;
high (unspecified) contrast
• Presentation duration 500 rnsec
Study 2 (Ref. 6)
• Target comprised of two small
squares (dots) 1 min arc per side;
squares one above the other against
dark field; targets displayed on os-
cilloscope; target luminance
160 cd/rn2
• Targets 0-10 deg from fixation
• Viewing distance 6.8m
Figural. Minimum angle of resolution (MA) as a function
of target distance from fixation. (a) Grating resolution
(Study 1). MA Is one bar width (in minutes of visual angle)
of the finest grating that can be resolved into bars and is
calculated as the reciprocal of decimal acuity. Each lineIs  plot of Eq. 1 (see text) for one observer; the value of
a = 0.33 for one observer and 0.55 for the other. (From
Handbook of perception and human performance)
(b) Two-dot vernier acuity (Study 2). MA Is the smallest
horizontal separation at which observers correctly Identify
the direction of displacement of the upper dots on 75% of
trials (see inset). Lines are plots of Eq. 1. The values of a
are 1.08 for one observer and 0.77 for the other. (From Ref.
6) (c) Vertical target separation (see Inset) that yields the
smallest minimum angle for the two-dot task of panel (b)
(Study 2). (From Ref. 6)
Study 3 (Ref. 4)
• Black Landolt-C ring projected
onto white screen; contrast 0.65;
background luminance 2.45 or
245 cd/rn2; four gap orientations;
presentation duration 220 rnsec;
monocular viewing
• Circular patch of sine-wave
grating (bar pattern) 2 deg in di-
ameter; contrast 0.66; mean lumi-
nance 1118.2 cd/m2; presented in
Maxwellian view with 2.5-mm ar-
tificial pupil; viewing distance I m;
presentation duration 250 msec
• Targets 0-60 deg from fixation;
observers' refractive errors cor-
rected at each eccentricity
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Figure 2. Visual acuity as a function of target distance
from fixation (Study 3) (a) Decimal acuity. Three different
targets were used: Landolt-C rings at a background lumi-
nance of 2.45 cd/an2 (open circles); Landolt-C rings at a
background luminance of 245 cd/an 2 (closed circles) and
sine-wave gratings (squares). For the Landolt-C target,
acuity is the reciprocal of the width (in minutes) of the
smallest gap that can be localized; for the grating target,
acuity Is the reciprocal of the width (in minutes) of one bar
of the finest grating that is resolvable into bars. (b) Mini-
mum angle of resolution (reciprocal of decimal acuity) for
the three targets. (From Handbook of perception and
human performance, based on data from Ref. 4)
Repeatability/Comparison with Other Studies
The findings of Study 3 are consistent with prior research
showing that acuity declines most for targets >20 deg from
fixation. However, acuity values presented here are much
less than those of Ref. 3 for Landolt-C targets. Reference 7
found that the minimum angle of resolution increased line-
arly with increasing distance from fixation up to --30 deg
(rather than 20 deg as reported here and elsewhere).
0 10 20 30 40 50 60
Visual Acquisition of Information 	 1.0
Experimental Procedure
	
correct identifications of direction
of displacement of top dot in rela-Study 1	 tion to bottom dot; vertical dot sep-
• Method of constant stimuli 	 aration at which minimum angle is
• Independent variables; orienta- 	 smallest
tion of bar pattern, target distance
	 • Observer's task: identify whether
from fixation	 upper dot was to right or left of
• Dependent variable: minimum
	 lower one
angle of the finest grating resolved	 • 2 observers with extensive
(i.e., the smallest grating with 75% 	 practice
correct identification of orienta-
tion), measured in mm of visual
	
Study 3
angle	 • Method of constant stimuli for
• Observer's task: identify orienta- 	 Landolt-C targets; staircase proce-
tion of grating	 dure for grating targets
• 2 observers with extensive 	 • Independent variables: minimum
practice	 gap width correctly localized on
50% of trials, smallest grating re-Study 2	 solvable on 50% of trials
• Method of constant stimuli 	 • Observer's task: report orienta-
• Independent variable: target dis-
	 tion of gap for Landolt-C, report
tance from fixation, vertical separa- presence of bars for grating target
tion between target dots
	 • 5 observers with some practice
• Dependent variables: minimum	 (2 of the 5 observers provided data
angle, defined as the smallest hori- 	 for both the Landolt-C and the grat-
zontal distance between target dots 	 ing target)(in min of visual angle) for 75%
Experimental Results
• Minimum angle of resolution (angular size of the smallest
resolvable critical detail in a display) increases as target dis-
tance from the fixation point (retinal eccentricity) increases,
regardless of the type of acuity task used (grating resolu-
tion, two-dot vernier acuity, or Landolt-C gap detection)
(Figs. la, Ib, 2b).
• The exact shape of this function varies according to the
type of task. Minimum angle increases almost twice as fast
with target distance from fixation for a two-dot vernier acu-
ity task than for a grating resolution task (Fig. 1). Minimum
angle increases more slowly for a grating resolution task
than for a Landolt-C task as the target is presented further
into the periphery of the visual field (Fig. 2b).
• When illumination is at photopic levels and the retinal ec-
centricity of the target is <20 deg, acuity measured in terms
of the minimum angle of resolution approximates a linear
function of distance from fixation and can be described by
the following equation:
MA(E)=MA(0)[l+aEJ	 (I)
where MA(E) is minimum angle at a given retinal eccentric-
ity, MA(0) is minimum angle at fixation, E is target distance
from fixation, and a is a parameter that varies with the acu-
ity task used.
• The effect of target eccentricity on acuity changes as lu-
minance level changes. For acuity measured with Landolt-C
rings, the difference in acuity between the center of the vi-
sual field and the periphery is greater at high luminance
levels than at low luminance levels (Fig. 2).
• Optimal vertical target separation for a two-dot vernier
stimulus increases as target distance from fixation increases,
but the rate of percentage increase is much less than the rate
of increase in minimum angle of resolution (Study 2).
• Errors in refraction (due primarily to astigmatism) do not
influence acuity in the periphery of the retina.
Variability
In Studies 1 and 2, standard-errors of the mean were —10%
(as estimated by probit analysis). In Study 3, standard de-
viations of the mean were —25%.
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Constraints	 • Visual acuity is influenced by a number of factors (such
as luminance level, viewing distance, and exposure time)
• Research findings are difficult to compare because acuity 	 which must be considered in applying these results under
values vary according to the assessment procedure used. 	 different conditions (CRef. 1.603).
• Practice has a strong impact on acuity.
Key References	 Journal of Ophthalmology, 24,	 (1975). Effect of dioptrics on per-	 *6. Westheimer, G. (1982). The303-310.	 ipheral visual acuity. Vision Re-	 spatial grain of the perifoveal vi-
1. Anslis, S. M. (1974). Achart	 3. Mandelbaum, J., &Sloan, L. L.	 search, 15, 1357-1362.	 sual field. Vision Research, 22,
demonstrating variations in acuity 	 (1947). Peripheral visual acuity. 	 5. Westheimer, G. (1979). Scal- 	 157-162.
with retinal position. Vision Re-	 American Journal of Ophthalmol-	 ing of visual acuity measurements.	 7. Weymouth, F. W. (1958). Visual
search, 14, 589-592.	 ogy, 30, 581-588.	 Archives of Ophthalmology, 97,	 sensory units and the minimum
2. Ludvigh, E. (1941). Extrafoveal 	 *4 Millodot, M., Johnson, C. A.,	 327-330.	 angle of resolution. American
visual acuity as measured with 	 Lamont, A., & Leibowitz, H. W. 	 Journal of Ophthalmology, 46,
Snellen test-letters. American	 102-113.
Cross References	 1.604 Visual acuity: effect of lumi- 	 1.616 Visual acuity: effect of view-
nance level;	 ing distance and luminance level;
1.602 Measurement of visual 	 1.608 Two-dot vernier acuity: ef-	 Handbook ofperception and
acuity;	 fect of dot separation;	 human performance, Ch. 7,
1.603 Factors affecting visual	 1.612 Visual acuity; effect of target	 Sect. 1.3, 4.3
acuity;	 location in the visual field at sco-
topic illumination levels;
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1.6	 Spatial Sensitivity
1.612 Visual Acuity: Effect of Target Location in the Visual Field
at Scotopic Illumination Levels
Figural. Visual acuity (measured along the horizontal
meridian of the temporal retina) as a function of distance of
target from fixation. Data are shown for 5 different levels of
Illumination. The lowest three levels (0.006-0.00013 cd/rn2)
represent scotopic illumination; 3.2 cd1m 2 represents pho-
topic illumination; and 0.13 cd/rn 2 fails in the range of over-
lap of scotopic and photopic vision. The curves for the four
highest illumination levels are almost identical at >25 deg
eccentricity and are indicated by single points. Data are for
I observer. (From J. Mandelbaum & L L Sloan, American
Journal of Ophthalmology, 30,581-588. Published with per-
mission from the American Journal of Opthalmology. Copy-
right by the Ophthalmic Publishing Co.)
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Key Terms
Minimum angle of resolution; night vision; retinal location;
scotopic vision; spatial resolution; target acquisition; visual
acuity; visual field location
General Description	 gets from 4-30 deg from fixation. The function relating
visual acuity to distance from fixation (retinal eccentricity)
Maximum visual acuity at scotopic levels of illumination 	 is very different for scotopic and photopic light levels; for
occurs with the target positioned at 4-8 deg from the fixation photopic levels of illumination, acuity decreases rapidly
point. At very low light levels, visual acuity is approxi-	 as an approximately linear function of retinal eccentricity
mately constant for targets from 4-30 deg from fixation.	 for target distances less than —20 deg from fixation
Thus the function relating visual acuity to distance from fix- (CRef. 1.611).
ation (retinal eccentricity) is approximately constant for tar-
Applications
Measurement of acuity; situations in which visual resolution
of small detail must be maximized.
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Test Conditions
• Black Landolt-C target 2-,6-,
and 12-mm diameter projected in
one of four orientations onto center
of white screen; projected image
size from 12.5-245 mm; fixation
point at one of several vertical dis-
tances from center of screen; dark
room
• Light intensity from —0.00006-
3 cdim2 (0.00002-I mL)
point 0-30 deg; exposure duration
of 0.2 sec for peripheral vision,
several seconds for foveat targets
• Measures taken in horizontal
meridian from fovea to 30 deg from
fixation
• Monocular and binocular
viewing; viewing distance from
2-10 m (distance was decreased or
increased as needed to provide the
necessary visual angle); each run
lasted —45 mm
Visual
• Method of constant stimuli; trials
at all illumination levels in de-
wending order comprised experi-
mental run for each distance from
fixation
• Independent variables: illumina-
tion level, target distance from
fixation
• Dependent variable: visual (deci-
mal) acuity, defined as the recipro-
cal of the minimum angle of
resolution (angular width of gap in
of Information	 1.0
Landolt-C at which responses were
75% correct)
• Observer's task: report position
of gap in Landott-C
• Complete set of measurements
made on right eye of I observer
with extensive practice; general
trend confirmed by measurements
on another observer with extensive
practice; binocular measurements
on 18 other observers confirmed
peak acuity at 4-8 deg eccentricity
Experimental Results	 • The level of illumination is less critical for peripheral
----------------------------------------thanforfovea1(cenftal)acui.
• At scotopic ijiuminattoeveis, visual acuity is maximal
when targets are 4-8 deg from the fixation point.
• At illumination levels <0.006 cd/m2 , acuity is fairly con-
stant from 4-30 deg eccentricity.
Constraints	 • Comparison between horizontal and vertical fixations for
3 observers indicated that acuity improves by 10% for hod-
• Large individual differences in light sensitivity may in- 	 zontal fixations.
fluence acuity measures across observers.	
• Visual acuity is influenced by a number of factors (such
• Most of the observers gave higher acuity readings when	 as luminance level, viewing distance, and exposure time)
the fixation point was to the right of the test object than to 	 which must be considered in applying these results under
the left of the object. This might be due to right-sided ocular different conditions (CRef. 1.603).
dominance and the apparent superiority of the temporal ret-
ina, but no determination could be made,
Key References
*1. Mandelbaum, J., &Sloan,
L.L. (1947). Peripheral visual acu-
ity: With special reference to sea-
topic illumination. American
Journal of Ophthalmology, 30,
581-588.
Cross References	 1.604 Visual acuity: effect of lumi-	 1.616 Visual acuity: effect of view-
nance level;	 ing distance and luminance level;
1.602 Measurement of visual 1.611 Visual acuity: effect of target	 Handbook ofperception and
acuity;	 location in the visual field at pho-	 human performance, Ch. 7,
1.603 Factors affecting visual	 topic illumination levels;	 Sect. 1.3.2
acuity;
Variability
Acuity under scotopic illumination peaks at 4-8 deg from
fixation for all 20 observers.
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1.613 Visual Acuity: Effect of Exposure Time
Key Terms
Exposure duration; gap detection; minimum angle of reso-
lution; spatial resolution; target acquisition; visual acuity
General Description
Visual acuity for a static target can increase with exposure
time up to durations of — 600 msec, although it may plateau
as quickly as 300 msec. The improvement in vision is not
due to pupillary or accommodative (focus) fluctuations,
nor is it simply a function of the total light energy reaching
the retina.
Applications
Measurement of acuity; situations in which visual resolution
of small detail must be maximized.
Methods	 Experimental Procedure
• Method of limits; trials blocked
Test Conditions	 by exposure duration
. While Landolt-C ring of van-	 • Independent variable: exposure
able size back-projected onto a 	 duration
glass aperture in a gray screen 9 m	 • Dependent variable: minimum
away from subject	 angle of resolution, defined as the
• Background luminance was 	 smallest Landolt-C gap (in min arc
25.28 cd/m2 	of visual angle) for which the posi-
• Target luminance was 127 cdlm 2 	tion of the gap was correctly de-
• Target-exposure durations from	 tected; data corrected for guessing
100-800 msec	 and threshold computed by probit
• 90% rise and fall time of expo-	 analysis
sums was 2 msec; size of 	 • Observer's task: identify the ap-
Landolt-C ring adjusted by zoom-parent orientation of the Landolt-C
lens system; neutral density filters	 gap as up, down, right, or left
used to maintain average lumi- 	 • 2 subjects with extensive
nance constant within 40% for 	 practice
different-sized stimuli
Experimental Results
• Visual acuity (measured as the angular size of the small-
est resolvable pattern detail) increases with exposure dura-
tion for briefly presented targets- Acuity reaches the
maximum within 300-600 msec.
• Related experiments investigating the effects of pupil size
and accommodation (eye focus) show that controlling these
factors does not influence the time-dependence of visual
acuity. Hence, the oculomotor systems controlling these
functions are not the mechanism underlying increases in
acuity with increases in exposure time (Ref. I).
• A related experiment varying luminance of the target up
to 500 cd/m2 shows that acuity does not improve with in-
creasing luminance at a given exposure duration (Ref. 1).
Therefore, the increase in acuity with exposure time is not
due simply to an increase in light energy (luminance x du-
ration) at the retina and thus increased light level cannot be
substituted directly for exposure time.
• Another related experiment obtained comparable results
for double target flashes presented one to each eye. This
Figural. Minimum angle of resolution (angular size of the
smallest resolvable gap In a Landolt-C) as a function of ex-
posure duration. Data are shown for 2 observers; 50% lim-
its of the mean are Indicated by the vertical bars. (From
Ref. 1)
suggests that the improvement in acuity with exposure time
reflects the operation of a neural sampling mechanism oper-
ating at a central level.
Variability
Fifty-percent limits of the mean (shown as error bars in
Fig. 1) were calculated using probit analysis and never ex-
ceeded ± o.s min arc. Reference 1 notes that the point for
800 msec exposure duration cannot be consistently and
reliably reproduced.
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Repeatability/Comparison with Other Studies
Reference 3 also found visual acuity to increase as exposure
duration increases: this increased acuity was found both
with normal viewing and with retinal stabilization of the
target.
Earlier work has described a time-luminance reciprocity
for visual acuity. However, these studies used mesopic
viewing conditions (relatively low illumination) instead of
the photopic conditions (high luminance levels) described
here, and hence tested performance at less than maximal
acuity levels (Ref. 2).
Constraints
• The method of limits employed here can lead to
expectancy effects in threshold determination, since inde-
pendent variable values increase or decrease steadily toward
the threshold value. As a result, precise value for decimal
acuity (the reciprocal of minimum angle of resolution)
should be interpreted only qualitatively, and may vary under
different conditions.
• Visual acuity is influenced by a number of factors (such
as luminance level, viewing distance, and exposure time)
which must be considered in applying these results under
different conditions (CRef. 1.603).
Key References	 of intensity and exposure time,	 and illumination in different spec-
American Journal of Physiology,	 tral regions. Journal of Genera!
* 1. Baron, W. S., & Westheimer,	 49, 645-691.	 Physiology, 25, 553-569.
G. (1973). Visual acuity as a func- 	 3. Keesey, V. T. (1960). Effects of 	 5. White, C. T., & Ford, A.
tion of exposure duration. Journal	 involuntary eye movements on vi- 	 (1960). Eye movements during
of the Optical Society ofAmerica, 	 sual acuity. Journal of the Optical 	 simulated radar search. Journal of63. 212-219.	 Society of America, 50, 769-774.	 the Optical Society ofAmerica. 50.
2. Graham, C.lt,& Cook, C. 	 4. Shlaer, S., Smith, E. L., &	 90913(1937). Visual acuity as a function	 Chase, A. M. (1941). Visual acuity
Cross References
1.602 Measurement of visual
acuity;
1.603 Factors affecting visual
acuity;
1.614 Visual acuity: effect of pupil
size
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1.614 Visual Acuity: Effect of Pupil Size
Diameter of Pupil (millimeters)
Figural. Effect of pupil size on visual acuity for four different studies. Visual acuity is the
reciprocal of the smallest resolvable pattern detail (i.e., width of bar in grating pattern or
width of gap between bars in two-bar pattern) in minutes of arc of visual angle. The dashed
line represents the calculated Rayleigh limit on acuity; the solid line represents limit (both
formulations assume visual resolution to be limited by light diffraction). (From Ref. 6)
Key Terms
Diffraction; gap detection; pupil size; spatial resolution;
visual acuity
The visual acuity of the human eye reaches its maximum
with a pupil diameter of between 2.5 and 4.0 mm. With a
small pupil (<1 mm), acuity is close to that which would be
predicted if visual resolution were limited by the diffraction
Applications
Measurement of acuity; situations in which visual resolution
of small detail must be maximized.
Methods
of light (CReI. 1.213). the failure or acuity to increase will
pupil size >2.5 mm probably represents a tradeoff between
reduced diffraction effects and increased optical aberration
of the eye (optical errors that reduce image quality). With
larger pupils, individual physiological and psychological
differences have an increasingly greater effect on acuity.
Methodological details are given in Table 1.
Experimental Results	 a5, is a, = 1.22 AId0 in radians, where A is the wavelength
of the light and do is pupil diameter. A revised equation for
• For small pupils (<1 mm), visual acuity values are	 diffraction limits on resolution, known as the Dawes limit,
close to those predicted from the theoretical limits on the	 is a5' = Aid0. For the studies reported here, the data for
resolution of an optical instrument due to the diffraction of 	 pupils <1 mm are slightly better than those predicted by
light. According to the so-called Rayleigh limit, two Points 	 the Rayleigh limit, and are very well fit by the Dawes
will be just barely resolved when their angular separation, 	 limit (Fig. I).
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Table 1. Test conditions and procedures for studies examining the effect of pupil size on visual acuity.
Source	 Test conditions	 Experimental Procedure
Study 1(Ref. 2)
Study 2(Ref. 4)
Study 3(Ref. 3)
Study 4(Ref. 5)
Square-wave grating
Nature of illumination not
specified
Luminance over entire grating
including interspaces was
995 cd/rn2
Square-wave grating
Tungsten and mercury are
illumination
Target luminance 1713 cd/m2
Two light bars with a square-
wave luminance distribution
Incadescent illumination
Retinal illuminance of 150 tro-
lands (equivalent to scene lumi-
nance of 10 cd/rn 2 with a natural
pupil)
Square-wave grating filling
4-deg diameter display field
Incandescent illumination
Retinal illuminance of 1000
trolands (equivalent to scene
luminance of 110 cd/rn2 with
a natural pupil)
Surround probably dark
Distance of artificial pupil from eye not specified
Observer's task: adjust angle so that grating just visible
Number of observers not specified, possibly a single observer
Artificial pupil located 3 m from eye (exact method not specified,
probably method of limits)
Observers's task: adjust angle so that grating just visible
16 observers
Metal pupil 15 mm in front of eye pupil
Observer's task: adjust target size so bar separation just visible
3 observers
Monocular viewing
Observer's task: report minimum grating size at which orientation
was detectable
2 observers; only 1 observer for the largest pupil condition
Key References
1. Byrum, G. M. (1944). The
physical and photochemical basis
of visual resolving power. 1. The
distribution of illumination in reti-
nal images. Journal of the Optical
Society ofAmerica, 34,571-591.
*2. Byram, G. M. (1944). The
physical and photochemical basis
of visual resolving power. 11. Vis-
ual acuity and photochemistry of
the retina. Journal of the Optical
Society ofAmerica, 34,718-738.
*3 Cobb, P. W. (1914-1915). The
influence of pupillary diameter on
visual acuity. American Journal of
Physiology, 36, 335-346.
*4 Coleman, H. S., Coleman,
M. E, Fridge, D. L., & Harding,
S. W. (1949). The coefficient of
specific resolution of the human
eye for Foucault test objects
viewed through circular apertures.
Journal of the Optical Society
ofAmerica, 39,766-770.
*5 Liebowitz, H. (1952). The ef-
fect of pupil size on visual acuity
for photo-metrically equated test
fields at various levels of lumi-
nance. Journal of the Optical So-
ciety ofAmerica, 42, 416-422.
6. Riggs, L. A. (1966). Visual
acuity. In C. H. Graham (Ed.),
Vision and visual perception
New York: Wiley.
7.Shlaer, S. (1937). The relation
between visual acuity and illumina-
tion. Journal of General Physiol-
ogy,25, 165-188.
8.Westheimer, G. (1963). Optical
and motor factors in the formation
of the retinal image. Journal of
the Optical Society ofAmerica,
62. 86-93.
Cross References	 1.213 Diffraction of light in optical 	 1.603 Factors affecting visual
systems;	 acuity;
1.211 Spherical aberration;	 1.214 The point-spread function of 	 1.604 Visual acuity: effect of lumi-
1.212 Axial chromatic aberration; 	 the eye;	 nance level
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1.615 Visual Acuity: Effect of Viewing Distance
Key Terms
Depth perception; gap detection; spatial resolution; stereo-
acuity; target acquisition; three-dimensional displays; view-
ing distance; visual acuity
General Description
Both visual acuity and stereoacuity (ability to discriminate
depth differences) improve as viewing distance increases
through an intermediate range, and sometimes both decline
when the target reaches a certain distance. Stereoacuity also
declines when accommodation (eye focus) and conver-
gence do not have their normal relationship.
Applications
Measurement of acuity; situations in which visual resolution
of small detail or discrimination of depth must be maxi-
mized; design of binocular optical instruments.
Methods (across studies)
Test Conditions
• visual acuity tested with check-
erboard targets viewed under illu-
mination of 86 lux (5 fc) or with a
pair of bars whose luminance was
— 34 cd/rn2 (10 II.); stereoacuity
tested with a pair of vertical lines
on a background illuminated to
12-150 cd/rn2 or with a pattern of
gray disks (critical limen stereo
test; Ref. 3) whose luminance
was - 12-50 cd/rn2 against a back-
ground of-7cd/m2
• Target distances from 0.2 m to
either 10 m or optical infinity
Experimental Procedure
• Standard psychophysical
• methods
• Independent variables: target
distance, lateral retinal image
disparity, relation between accom-
modation and convergence
• Dependent variables: size of tar-
get that could be resolved at each
distance, minimum retinal disparity
for correct detection of depth at
each distance
• Observer's task: discriminate
checkerboard targets from gray
squares of equal brightness, resolve
two adjacent high-contrast bars,
judge one line as closer or farther
than another, detect which one of a
row of disks was closer
• 3-400 observers, depending on
the study; all were young (average
ages ranged from — 20-30 yrs.),
highly practiced, and screened for
good vision
Viewing Distance (diopters)
Figural. Effects of viewing distance on vision. (a) Visual
acuity with checkerboard test (n = 400). (From Ref. 5)
(b) Visual acuity with Cobb 2-bar test (n = 7) (From Ref. 6)
(c) Stereoaculty with critical iimen test (n = 32). (From
Ref. 3) (d) Stereoacuity measured with two vertical bars
(n = 3). (From Ref. 2) and (e) Stereoacuity measured with
two vertical bars (n = 3). (From Ref. 1) For the curve in (c),
0 is the angle of convergence necessary to match view-
Ing distance. Viewing distance Is given in both meters
and diopters (reciprocal of distance in meters); note that
viewing distance in meters decreases from left to right.
Experimental Results	 Variability
e Visual acuity improves as the target recedes in distance
up to —5-10 m and then may decline.
e Visual acuity measured at one distance is a poor predictor
of visual acuity at another distance.
• Stereoacuity improves as the target recedes, but then ap-
pears to decline when the target is at optical infinity.
• Stereoacuity declines when accommodation and conver-
gence do not have their normal relationship (i.e., when the
eyes are accommodated and converged to different dis-
tances) (Ref. 3; CRef. 1.657).
Checkerboard acuity test-retest reliability is --0. 85. The
probable error of the acuity measures is <2%. The stan-
dard deviations of the stereoacuity thresholds range from
--1-7 sec arc of visual angle, or — 10-25% of their
respective thresholds.
The results in Refs. 2 and 6 do not show the decrease in
performance at optical infinity reported in Refs. 3 and 5.
Repeatability/Comparison with Other Studies
Reference 7 reports that stereoacuity is unaffected by view-
ing distance when all depth cues except lateral retinal image
disparity are eliminated.
Constraints	 e Both visual acuity and stereoacuity are influenced by a
number of factors (such as luminance level and exposure
• Only relatively young, practiced observers with good vi- 	 time) which must be considered in applying these results
sion were tested. Age and uncorrected refractive errors will 	 under different conditions (CRefs. 1.603, 5.918).
affect the results.
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Key References	 Investigative Ophthalmology, 4,	 *4 Farrell, R. J., & Booth, J. M.	 *6 Luckiesh, M., & Moss, E K.
894-900.	 (1984). Design handbookfor im-	 (194!). The variation in visual acu-
*1. Amigo, 0. (1963). Variation of *3, Fell, R. J., Anderson,
	
agery interpretation equipment.
	 ity with fixation-distance. Journal
stereoscopic acuity with observa- 	 C. D., Kraft, C. L., & Boucek,	 Seattle, WA: Boeing Aerospace	 of the Optical Society ofAmerica,
tion distance. Journal of the Opti-	 G. P. (1970). Effects of con-	 Company.	 31,594-595.
cal Society ofAmerica, 53, 630-	 vergence and accommodation 	 *5 Giese, W. J. (1946). The inter- 	 7. Ogle, K. N. (1962). Spatial lo-
635.	 on stereopsis (Document No.	 relationship of visual acuity at dif-
	
calization through binocular vision.
*2. Brown, J. P., Ogle, K. N., &	 D180-19051-1). Seattle, WA:
	
ferent distances. Journal ofApp/ied In H. Davson(Ed.), The eye (Vo!.
Reiher, L. (3965). Stereoscopic 	 Boeing Aerospace Co. 	 Psychology, 30, 91-106.	 4, pp. 271-324). New York: Aca-
acuity and observation distance. 	 demic Press.
Cross References	 1.616 Visual acuity: effect of view-
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1.231 Relation between accommo- 	 1.657 Psychometric functions;dation and convergence;	
5.9 18 Factors affecting1.603 Factors affecting visual	 stereoacuity
acuity;
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1.616 Visual Acuity: Effect of Viewing Distance and
Luminance Level
Viewing Distance (meters)
2	 1	 0.5 0.4
0.6
Figural. Visual acuity as a function of viewing distance
and luminance level. Smallest resolvable bar width is plot-
ted as a function of viewing distance in diopters and meters
(note that distance of the target from the observer in me-
ters decreases from left to right). (From Ref. 2, adapted
from Ref. 3)
Key Terms
Luminance; spatial resolution; target acquisition; viewing
distance; visual acuity
General Description
Visual acuity (measured in terms of the smallest resolvable
bar pattern) is best when target distances are —0.5-1 m and
decreases at longer and shorter distances. Viewing distance
has a greater impact on acuity at low luminance levels than
at high luminances.
Applications
Measurement of acuity; situations in which visual resolution
of small detail must be maximized.
Methods	 51.42, 5.14, or 0.51 cd/rn2; space-	 • Observers initially dark 	 minnow, background luminance,
average luminance of grating target	 adapted for 10 mm, then presented viewing distance
Test Conditions	 of 65.43, 6.54, or 0.65 cd/rn 2	with surround field for 5 min prior	 • Dependent variable: spatial fre-
• 2-deg of visual angle circular 	 • Spatial frequency of target grat-
	
to target presentations 	 quency of target bar pattern cone-
sine-wave grating (bar pattern)	 ing varied in steps of 5 sec arc	
spending to 50% detection (plotted
displayed on circular 10-deg sur- 	 • Optical viewing distance of	
Experimental Procedure	 as smallest resolvable bar width)
e;round field for 250 msec to left ey 	 0,0.5, 1.0, 2.0, or 3.0 diopters
	 • Double-staircase method with	 • Observer's task: judge if bars
Maxwellian view	 (where diopters = 1/distance in	 variable step size	
were visible
• Surround-field luminance of 	 meters)	 • Independent variables: target In-	
• 4 observers with extensive
practice
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Experimental Results	 Variability
• The size of the smallest resolvable bar pattern decreases
(i.e., visual acuity increases) as background luminance
level increases.
• For any given luminance level, a mid-range viewing dis-
tance (1-2 diopters) yields optimal visual acuity.
• Visual acuity varies more with viewing distance at low
luminance levels than at high levels.
Constraints
• Many factors (such as practice and exposure time) can in-
fluence visual acuity and must be considered in applying
these results under different viewing conditions.
(CRef. 1.603)
Within-observer variability is —10%. Observers varied
somewhat from one another on visual acuity at different
luminance levels.
Repeatability/Comparison with Other Studies
Reference 3 presented data for 1 observer who also showed
poorer acuity at low luminance levels.
A luminance level of 85 cd/m2 (and a contrast of 'O.85)
has been recommended for acuity measurement (Ref. 4).
Key References	 2. Farrell, R. .1., & Booth, J. M. 	 *3 Johnson, C. A. (1976). Effects 4. National Academy of Sciences.(1984, February)Design handbook	 of luminance and stimulus distance (1980). Recommended standard
1. Alpena, M. (1960). Certain ef-	 for imagery interpretation (Report	 on accommodation and visual reso- procedures for the clinical mea-
fects of background illuminance on No. D180-19063-1). Boeing Aero-
	 lution. Journal of the Optical So-	 surement and specification of vi-
accommodation and vergence func- space Co.
	 ciety ofAmerica, 66, 138-142.	 sual acuity (Rep. of Working
tion. NationalAcademy of Sciences	 Group 39, Committee on Vision).
Publication, 835, 64-67.	 Adventures in Ophthalmology, 41,
103-148.
Cross References	 1.611 Visual acuity: effect of target location in the visual field at sco-
location in the visual field at pho-	 topic illumination levels;
1.603 Factors affecting visual	 topic illumination levels;	 1.615 Visual acuity: effect of view-
acuity;	 1.612 Visual acuity: effect of target	 ing distance
1.604 Visual acuity: effect of lumi-
nance level;
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1.617 Visual Acuity with Target Motion: Effect of Target Veloc-
ity and Target Versus Observer Movement
0
o 20 40 60 80 100 120 140 160 180
Angular Velocity (degreeslsecond)
20 40 60 80 100 120 140 160 180
Angular Velocity (degreeslsecond)
Figural. Visual acuity for moving Landolt-C rings for
three groups of observers (Study 1). Group 1: those
falling an acuity pretest at 140 deg/sec; Group 2: those fall-
ing at 170 deg/sec; Group 3: those passing at 110 dog/sec.
Ordinate shows size (in minutes of arc) of the smalleit de-
tectable gap In Landolt-C target; abscissa shows angular
velocity of the target. Data points are observed values;
curves represent a plot of Eq. 1, where a = 2.54,2.38, and
1.92, and  = 5.93x 10-8, 2.93 x 10- 6, and 1.83x 1O-'for
Groups 1, 2, and 3, respectively. (From Ref. 1)
Key Terms
Dynamic visual acuity; gap detection; self-motion; spatial
resolution; target motion; visual acuity; visual tracking
General Description
Dynamic visual acuity (visual resolution of a moving target)
decreases as the angular velocity between a target and an
observer increases, regardless of whether the target or the
observer is moving. Dynamic visual acuity in either condi-
tion is not correlated with static acuity (acuity when neither
target nor observer is moving).
Applications
Displays requiring visual resolution of moving targets; vi-
sual identification tasks associated with low-altitude, high-
speed flight; magnification systems where moving targets
are observed and there is no velocity compensation; selec-
tion of personnel for roles involving these and similar tasks.
FIgure 2. Comparison of visual acuity for Landolt-C rings
with target moving versus observer moving. Ordinate
shows size (in minutes of arc) of the smallest detectable
gap in Landolt-C target; abscissa shows angular velocity of
target or observer. Filled circles are observed values from
Study 2; for comparison, unfilled circles show averages
across all subject groups of Study 1 replotted from Fig. 1.
The curves represent plots of Eq. 1 with a = 2.29 and
b = 3.48x10-' for target moving and a = 1.94 and
I, = 4.79 x 10-' for observer moving. (From Ref. 3)
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Test Conditions
Study 1 (Ref. 1)
• Dark Landolt-C rings of various
sizes with gap widths ranging from
0.75-11.25 min are of visual angle
(gap equal to 115 ring diameter);
gap located at one of eight posi-
tions (up, down, upper right, lower
left, etc.); rings presented using ro-
tating minor; observer stationary
with head in fixed position
• Constant exposure time of
0.4 sec; constant illumination
level of 269 lux (25 fc)
• Angular velocity of 10, 20, 35,
50, 80, 110, 140, or 170 deg/sec;
observers divided into three groups
on basis of pretest performance and
tested up to maximum velocity of
110, 140, or 170deg/sec
• Monocular viewing; optical
viewing distance of 4 in
• Dark Landolt-C rings of various
sizes with gap widths ranging from
1.0-26.0 min arc of visual angle;
gap located at one of eight posi-
tions; display stationary, observer
rotated in Link trainer with head in
fixed position
• Constant exposure time of
0.4 sec; constant illumination
level of 269 lux
• Angular velocity of 20, 50, 80,
ItO, 120 deg/sec; observer main-
tained at given velocity for 1 mm
before measurements taken
• Monocular viewing; optical
viewing distance 282 can
Experimental Procedure
Study 1
• Method of limits, forced choice
among spatial locations
• Independent variables: angular
velocity
• vepenaent varianles: gap aetec-
tion threshold, determined by re-
ducing size of Landolt-C ring until
observer made incorrect response;
then next size larger ring presented
and called threshold if judged cor-
rectly; if this response was also in-
correct, then next larger ring was
presented (probability of guessing
two correct in two trials was tin
64)
• Observer's task: track target and
indicate orientation of the break
(gap) in the Landolt-C; no feedback
provided
• Observers told to respond even if
guessing
• 'l\venty threshold determinations
at each velocity level
• 18 volunteer Naval enlisted men
(ages 17-33 yr) with no practice; all
had static visual acuity of 20/20 or
better; observers grouped by pretest
performance (those failing to detect
gap orientation at 140 deg/sec,
those passing at 170 deg/sec)
Study 2
• Procedure same as for Study I
except same size Landolt-C ring
presented twice; if observer correct
on one trial and incorrect on other
trial, that ring size taken as thresh-
old; if observer correct (or incor-
rect) on both trials, then smaller (or
larger) rings presented and thresh-
old determined by interpolation be-
tween ring sizes at which observer
incorrect on both trials and correct
on both trials (probability of guess-
ing two correct in two trials was I
in 64)
• Ten threshold determinations at
each velocity level
• 6 volunteer Naval enlisted men
(ages 18-33 yr) with no practice; all
had static visual acuity of 20/20 or
better
Experimental Results	 1.92, respectively, fora and 5.93 x l0_6, 2.93 >< 10e,
- ',...'	 ,,•,	 ,	 and 1.83 x 106, respectively, for b.
• Visual acutty as measured with Lanuoit-t.. targets aete-
riorates as the angular velocity between target and observer
increases (Fig. 1).
• The correlation between static and dynamic acuity is not
significant (r = 0.22). Individuals with identical static acu-
ities can vary significantly in dynamic acuity by a factor of
3.5.
• Visual acuity deteriorates with increased target velocity
in a similar manner, regardless of whether the target or the
observer is moving (Fig. 2). The same semi-empirical
equation
y=a+bx3	 (1)
satisfactorily describes data from both studies (where
y = acuity in mm arc of visual angle; x = angular velocity
in deg per sec; a and b are parameters determined by curve
fitting using the method of moments, where a is the esti-
mated value of static acuity and b is a measure of dynamic
acuity). For comparison, static acuity thresholds with a
Landolt-C target and optimal viewing conditions are
<30 sec arc (Refs. 4, 5). The a and b parameters for
Groups 1, 2, and 3 shown in Fig. 1 are 2.54, 2.38, and
Variability
The standard deviations are plotted as bars for each data
point in Figs. 1 and 2; the values of b (Eq. 1) for individual
subjects varied by as much as 10:1 for a moving target. The
internal consistency of dynamic acuity measures using the
method described in Study 2 was examined by correlating
the means of the odd and even thresholds at 110 deg/sec an-
gular velocity on 200 naval aviation cadets (Ref. 3). The
correlation was 0.99 (very high). The test-retest reliability
was measured on 120 cadets and found to be 0.65 for the a
value and 0.87 for the b value in Eq. 1 after an elapsed time
of 10 months (Ref. 3).
Repeatability/Comparison with Other Studies
Dynamic acuity was tested on several thousand naval avia-
tion cadets. Analysis of 1,000 cadets supports conclusions
cited in Studies 1 and 2, i.e., testing procedure is reliable;
static and dynamic acuity are separate functions with little
correlation (r = 0.09) (i.e., for a given individual, one can-
not be predicted from the other), and visual acuity deterio-
rates as the angular velocity of the target increases (Ref. 3).
Constraints	 • Other factors such as age, spectral composition of illumi-
nation, viewing distance, exposure time, light level, and di-
• All data were collected with observer's head in fixed	 rection of movement may affect dynamic acuity and should
position.	 be considered when applying these data (CRefs. 1.619,
• All subjects were male naval personnel already screened
	 1.620, 1.621, 1.622).
for medical fitness.
Key References	 2. Miller, J. W. (1958). Study of 	 *3 Miller, J. W., & Ludvigh, B.	 tion. Journal of General Physiol-
visual acuity during the ocular pur-
	
(1962). The effects of relative 	 ogy, 21, 165-188.
1. Ludvigh, B., &Miller, I. W.
	 suit of moving test objects. II. Ef- 	 motion on visual acuity. Survey	 5. Shlaer, S., Smith, B. L., &(1958). Study of visual acuity dur- 	 fects of direction of movement,	 of Ophthalmology, 7,83-116.	 Chase, A. M. (1942). Visual acuitying the ocular pursuit of moving	 relative movement, and illumina- 	 4. Shlaer, S. (1937). The relation 	 and illumination in different spectest objects.!. Introduction. Jour-	 tion. Journal of the Optical Society	 between visual acuity and illumina- 	 trill regions. Journal of General
nal of the Optical Society ofAmer-	 ofAmerica. 48, 803-808.	 Physiology, 25. 553-569.ica, 48, 799-802.
Cross References	 tion: effect of direction of move- 	 1.621 Visual acuity with target mo- 1.622 Visual acuity with target mo-
ment and luminance level;	 tion: effect of anticipation time and	 tion: effects of practice;
1.603 Factors affecting visual	 1.620 Visual acuity with target mo-	 exposure time;	 1.939 Factors affecting smooth
acuity;	 tion: effect of direction of move- 	 pursuit eye movements
1.619 Visual acuity with target mo- ment and target orientation;
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Figural. Correct detection of gap orientation for a Landoit-C ring moving downward on a
CRT display as a function of image velocity. Data are shown for 3 different gap sizes. Top
panel shows results averaged over all gap orientations; bottom four panels, results for
each of the four gap orientations tested. (From Ref. 1)
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1.6	 Spatial sensitivity
1.618 Visual Acuity with Target Motion: Effect of Target Velocity
and Orientation
I,0I,C0CL
t0
C
100
I,
•	 80
C
Ct
60
al
0
100 -1
Scan lines/Gap
• = 2.2
• = 1.6
£ = 1.2
AVERAGE FOR
ALL ORIENTATIONS
liii,,	 I	 I	 I
0.2	 0.6	 1.0	 1.4	 1.
ORIENTATION:
	 GAP ORIENTATION:
ER LEFT
	
UPPER RIGHT
234	 Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Performance. AAMRL, Wright-PattersonAFB, OH, 1988.
Visual Acquisition of Information
	 1.0
Key Terms
Dynamic visual acuity; gap detection; image motion; spatial
resolution; target acquisition; target motion; video displays;
visual acuity; visual tracking
General Description
Detection of the orientation of a Landolt-C ring moving
down a video display is degraded as gap size decreases and
velocity increases. The detection of ring orientation varies
greatly, depending on the direction of movement.
Applications
Measurement of acuity; radar and video imaging displays in
which visual resolution of small detail must be maximized.
Methods	 • Viewing distance 60.96cm	 • Gap of Landoll C located at 	 • Dependent variable: probability(24 in); display size 13.46 em' 	 either upper left, upper right, lower
	 of correct detection of gap
Test Conditions	 • One presentation every S sec	 left, or lower right 	 orientation
• Landolt-C ring moving down 	 • Gap in Landoll C made up of	 • Observer's task: judge orienta-
525-TV-line system with band- 	 1.2, 1.6, or 2.2 scan lines (1.9,	 Experimental Procedure	 tion of Landolt-C ring
width of 10 MHz and signal-to- 	 2.5, or 17 min arc of visual angle)	 • Method of constant stimuli; 	 • At least six trials per observer for
noise ratio >30 dB; horizontal ras-	 for ring heights of 9.3, 12.4, and	 feedback conditions not reported 	 each data point
ter; P4 phosphor; ambient illumina- 	 18.6 min arc, respectively	 • Independent variables: orienta-	 • 12 highly practiced observers
tion on monitor faceplate —32 lux 	 • Image velocity 0.76, 1.22, or 	 tion of Landolt-C ring, height of
(3 fc)	 1.68 cm/sec	 ring, size of gap, image velocity
Experimental Results	 Variability
• Percent correct detection of gap orientation for a
Landolt-C ring increases with increasing gap size.
• Percent correct detection of gap orientation decreases as
image velocity increases, and therefore as stimulus presen-
tation duration decreases.
• Errors in gap orientation judgments are not random; addi-
tional testing shows that observers can much more easily
detect whether the gap is on the left or right of a downward
moving ring than whether it is on the leading edge or trail-
ing edge of a downward moving ring.
Constraints
• Many factors (such as luminance, level, exposure time,
and practice) can influence acuity and must be considered in
applying these results under different viewing conditions
(CRef. 1.603).
Key References	 (Report TP56l9). China Lake,CA: Naval Weapons Center.
*1. Erickson, R. A., Hemingway, 	 2. Westheimer, G., & McKee,J. C, Craig, G. L., & Wagner, 	 S. P. (1975). Visual acuity in theD. W. (1974, February). Resolu-	 presence of retinal-image motion.don of moving imagery on televi- 	 Journal of the Optical Society of
non: Experiment and application
	 America, 65, 847-850.
No information on variability was given.
Repeatability/Comparison with Other Studies
Another study (Ref. 2) found no difference between static
visual acuity and dynamic visual acuity (measured with
Landolt-C and vernier targets) for target velocities
<2.5 deg/sec for horizontal and vertical movement and
<1 deg/sec for oblique movement (targets were presented
foveally for 0.1 and 0.2 sec).
Cross References	 tion: effects of target velocity and	 1.620 Visual acuity with target mo-
target versus observer movement;	 tion: effect of direction of move-
1.603 Factors affecting visual	 1.619 Visual acuity with target mo- 	 ment and target orientation;
acuity;	 tion: effect of direction of move-
	 1.939 Factors affecting smooth
1.617 Visual acuity with target mo- ment and luminance level;
	 pursuit eye movements
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1.6	 Spatial Sensitivity
1.619 Visual Acuity with Target Motion: Effect of Direction of
Movement and Luminance Level
20	 40	 60	 80 100 120 140
Angular Velocity (degreeslsecond)
Figural. Visual acuity with horizontal and vertical target
movement. The ordinate gives the smallest resolvable gap
size In a moving Landolt-C target. Curves are fits of Eq. 1 to
the data. (From Ref. 2)
Key Terms
Dynamic visual acuity; gap detection; self-motion; spatial
resolution; target motion; visual acuity; visual tracking
20 40 60 80 100 120
Angular Velocity (degreeslsecond)
Figure 2. Visual acuity as a function of angular velocity be-
tween target and observer, and Illumination level. Ordinate
shows the smallest resolvable gap size In a Landolt-C tar-
get. Target was stationary; observer moved at velocity
given on abscissa. Solid lines are graphs of Eq. 1. (From
Ref. 2)
General Description 	 cal plane (Ref. 2). Increases in target illumination aid
dynamic visual acuity up to at least 5433 lux (505 ftc),
Dynamic visual acuity (visual resolution of moving target) 	 which is far in excess of illumination needed for good static
decreases as the angular velocity of the target increases re- 	 acuity (Ref. 1).
gardless of whether movement is in the horizontal or verti-
Displays requiring visual resolution of moving targets, vi-
sual identification tasks associated with low-altitude high-
of varying illumination.
are observed and there is not compensation tor velocity; se-
lection of personnel for roles involving these and similar
tasks; prediction of dynamic visual acuity under conditions
of varvin2 illumination.
Methods	 Illumination Study	 • Independent variables: angular	 guessing two correct in two trials
• Same targets as described previ- 	 velocity, direction of movement, 	 • Observer's task: track target and
Test Conditions	 ously, but with display stationary 	 illumination level	 judge orientation of gap in the
Direction of Movement Study and observer rotated in Link 	
• Dependent variables: gap detec- 	 Landolt-C ring; observer told to
trainer, with head held in fixed	 tion threshold, determined as fol- 	 make a response on each trial even
Dark Landolt-C rings of various	 position	 lows: each size Landolt C	 if necessary to guess
sizes with gap located in one of 	
• Constant exposure time of 	 presented for two trials; size it- 	 • 16 threshold determinations at
eight positions (top, bottom, upper 	 0.5 sec; illumination level varied	 duced if observer identified orienta- each velocity for direction of
left, lower right, etc.); rings Pit-
	 from 0.43- 1345 lux 	 tion correctly on both trials; when	 movement study; five to ten deter-
sented in both horizontal and verti- 	
• Angular velocity of 0, 20, so,	 observer correctly located gap on 	 minations at each velocity and illu-
cal plane using rotating mirror;	 80, ito, or 120 deg/sec	 only one of two successive trials 	 mination level for illumination
observer stationary with head in 	
• Monocular viewing; optical 	 with same size Landolt-C ring, that 	 study
fixed position	 viewing distance 282 car	 gap size taken as threshold; thresh-	 • 9 observers for direction of
• Constant exposure time of 	 old determined by interpolation	 movement study, 6 observers for il-
0.4 sec; constant illumination	 Experimental Procedure 	 when observer was correct (or in- 	 lumination study; all were volun-
level of 269 lux	 (both studies)	 correct) on both trials for a ring and teer Naval enlisted men (ages
• Angular velocity of 20, 50, 80, 	 incorrect (or correct) on both trials 	 18-33 yr) with static visual acuity
110, or 140 deg/sec	 • Method of limits, forced choice	 for the next smaller (or larger) ring; of 20120 or better; no previous
• Monocular viewing; optical	 among spatial locations; no feed- 	 0.016 probability of correctly	 practice on similar tasks
viewing distance 4 m	 back provided
236	 Boll, K A., & Lincoln. J. E. Engineering Data Compendium: HumanPerception and Performance. AAMRL, Wright-Patterson AFB, OH, 1988.
Visual Acauisition of Information
	 1.0
C)
Experimental Results
• Visual acuity deteriorates as the angular velocity of the
target increases, regardless of whether target movement is
in the horizontal or vertical plane (Fig. 1).
• The semi-empirical equation
y = a+  bx3
	 (1)
satisfactorily describes both sets of data in Fig. 1, where
y = acuity in min arc of visual angle; x = angular velocity
in degrees per second; a and It are parameters determined by
curve fitting using the method of moments, where a is the
estimated value of static acuity and b is a measure of dy-
namic acuity. The chi-square test for goodness of fit was ap-
plied to the curves shown in Fig. 1; theoretical and observed
values do not differ significantly.
• Even though dynamic visual acuity is consistently better
for vertical movement, the difference is not statistically
significant.
• For individual observers, the average correlation between
dynamic visual acuity with horizontal target movement and
Constraints
• Other factors, such as exposure time, amount of practice,
and age of the observer, may affect dynamic acuity thresh-
olds and should be considered in applying these data
(CRefs. 1.617, 1.618, 1.621, 1.622).
acuity with vertical movement is 0.96 (i.e., one is accu-
rately predictable from the other for an individual observer).
• Dynamic visual acuity improves with increased illumina-
tion at each angular velocity tested (Fig. 2). With the ob-
server moving and the target stationary, improvement is still
observed at 1345 lux.
• The benefit of increased illumination is greater at higher
angular velocities.
• The higher the angular velocity of the target, the greater
the illumination must be in order to maintain a given level
of dynamic visual acuity.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
For a stationary observer and moving target, when visual
pursuit is in a circular plane perpendicular to the line of
sight, dynamic visual acuity is still improving at an illumi-
nation of 5433 lux at an angular velocity of 90 deg/sec
(Ref. 1).
Key References	 *2. Miller, J. W. (1958). Study of
visual acuity during the ocular pur-
l. Ludvigh, E. J. (1949). Visual 	 suit of moving test objects. 11. Ef-
acuity while one is viewing a mov-	 fects of direction of movement,
ing object. Archives Ophihalinol-	 relative movement, and illumina-
ogy, 42, 14-22.	 tion. Journal of the Optical Society
ofAmerica, 48, 803-808.
Cross References	 1.620 Visual acuity with target mo- 1.622 Visual acuity with target mo-
tion: effect of direction of move- 	 tion: effects of practice;
1.617 Visual acuity with target mo-
	 ment and target orientation; 	 1.939 Factors affecting smooth
tion: effects of target velocity and 	 1.621 Visual acuity with target mo-	 pursuit eye movements
target versus observer movement;	 tion: effect of anticipation time and
1.618 Visual acuity with target mo-	 exposure time;
tion: effect of target velocity and
orientation;
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1.6	 Spatial Sensitivity
1.620 Visual Acuity with Target Motion: Effect of Direction ofMovement and Target Orientation
IMAGE MOTION: TOP TO BOTTOI
• = Vertical bars
• = Horizontal bars
A = Left-slanted bars
• = Right-slanted bars
\\'W'^
I IMAGE MOTION: LEFT TO
Figure 1. identification of
the orientation of a square-
wave bar pattern moving on
a video monitor as a func-
tion of image velocity, ori-
entation of bars, and
direction of movement.
(From Ref. 1)
BAR ORIENTATION:	 BAR ORIENTATION:
VERTICAL	 HORIZONTAL
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Image Velocity (centimeterslsecond)
Figure 2. Identification of
the orientation of a square-
wave bar pattern moving
top to bottom on a video
monitor as a function of bar
width and pattern orienta-
tion. (From Ref. 1)
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Key Terms	 -
Dynamic visual acuity; orientation; spatial resolution; target
acquisition; target motion; video display; visual acuity; vi-
sual tracking
General Description
Detection of the orientation of a square-wave grating (bar
pattern) moving on a video display is degraded as the size of
the bars decreases and as image velocity increases. Detec-
tion of orientation is strongly dependent upon the direction
of movement and orientation of the bar pattern.
Applications
Measurement of acuity; radar and video imaging displays in
which visual resolution of small detail on moving targets
must be maximized.
Methods
	
• Viewing distance 60.96 cm; dis-
	 • Bar pattern moved either top to
	
bar, direction of motion of bar pat-
play size 13.46 cm square
	 bottom (i.e., across horizontal scan tern, orientation of bar pattern
Test Conditions	 • One presentation every S sec	 lines) or left to right (along scan 	 • Dependent variable: probability
• Square-wave bar pattern moving 	 • Image velocity of 0.76, 1.22, or	 lines)	 of correct detection of bar
top-to-bottom or left-to-right on
	
1.68 cm/sec	 orientation
525-TV-line system with band- 	 • Each bar 2.0, 3.0, or 4.0 scan	 Experimental Procedure	 • Observer's task: identify orienta-
width of tO MHz and signal-to-
	
lines (2.8, 4.2, or 5.8 min arc of vi- 	 • Method of constant stimuli;
	
tion of but
noise ratio >30 dB; P4 phosphor;	 sual angle)	 feedback conditions unknown	 • At least six trials per observer for
ambient illumination on monitor
	
• Orientation of bars could be ver- 	
• Independent variables: image ye- each data point
faceplate —32 lux (3 fc); horizontal	 tical, horizontal, or slanted 45 deg	 locity, number of scan lines per	 • 12 highly practiced observers
raster	 to left or right
Experimental Results 	 Variability
• Accuracy in judging the orientation of a moving bar pat-
tern presented via CRT decreases as image velocity in-
creases and therefore as duration of presentation decreases
(Figs. I and 2).
• Performance is strongly affected by the relation between
bar orientation and direction of motion; performance is
much better when image motion is parallel to the bars than
when it is perpendicular to the bars (Fig. 1).
• Accuracy in identifying the orientation of the bar pattern
increases as the size of the bars increases (Fig. 2.).
Constraints
• Many factors, such as luminance level, age, and
practice can affect dynamic acuity and must be considered
in applying these results under other viewing conditions
(CRefs. 1.617, 1.618, 1.619, 1.621, 1.622).
No information on variability was given.
Repeatability/Comparison with Other Studies
A more recent study (Ref. 2) found no difference between
static visual acuity and dynamic visual acuity (measured
with Landolt-C and vernier targets) for target velocities
<2.5 deg/sec for horizontal and vertical movement and
<1 deg/sec for oblique movement (targets were presented
foveally for 0.1 and 0.2 sec).
*1. Erickson, R. A., Hemingway,
I. C., Craig, G. L., & Wagner,
D. W. (1974, February). Resolu-
tion of moving imagery on televi-
(Report TI' 5619). China Lake,
CA: Naval Weapons Center.
(DTIC No. AD918949)
S. P. (1975). Visual acuity in the
presence of retinal-image motion.
Journal of the Optical Society of
America, 65, 847-850.
Cross References	 1.618 Visual acuity with target mo- 1.621 Visual acuity with target mo-
tion: effect of target velocity and
	 tion: effect of anticipation time and
1.603 Factors affecting visual	 orientation;	 exposure time;
acuity;	 1.619 Visual acuity with target mo-	 1.622 Visual acuity with target mo-
1.617 Visual acuity with target mo- tion: effect of direction of move-
	 tion: effects of practice;
lion: effects of target velocity and	 ment and luminance level; 	 1.939 Factors affecting smoothtarget versus observer movement;	 pursuit eye movements
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1.6	 Spatial Sensitivity
1.621 Visual Acuity with Target Motion: Effect of
Anticipation Time and Exposure Time
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Figural. Visual acuity (smallest resolvable target detail)
as a function of angular target velocity for various anticipa-
tory tracking times (AlT) and exposure times (El). (From
Ref. 1)
Key Terms
Anticipatory tracking; dynamic visual acuity; expectation;
gap detection; spatial resolution; target acquisition; target
motion; visual acuity; visual tracking
General Description 	 the target appears) or target exposure time (ET), or both.
Although acuity declines as the velocity of the target in-
Dynamic visual acuity (visual resolution of moving targets) 	 creases, the magnitude of the effect is greatly reduced with
is improved by increasing the anticipatory tracking time 	 longer anticipatory tracking and exposure times.(Art', the time the observer tracks the target location before
Applications
Displays requiring visual resolution of moving targets; vi-
sual identification tasks associated with low-altitude, high-
speed flight; magnification systems where moving targets
are observed and there is no velocity compensation; selec-
tion of personnel for roles involving these and similar tasks.
Methods	 in a plane through observer's 	 • Observer's left eye covered by	 • Dependent variable: visual acu-
shoulders	 patch, helmet prohibited all but
	
ity (not defined by author; preswn-
Test Conditions	 • Anticipatory tracking time 	 horizontal rotary movement of ob-	 ably measured as width of smallest
• Landolt-C ringsvaried from	 (An) of 0.5 or 1.0 sec; during 	 server's head; cardboard screen re- 	 gap in Landolt-C target that couldAn, subject visually tracked target 	 stricted observer's field of view 	 be detected on some given percent-0.25-12 min of arc at I-rn viewing
distance; apparatus for presenting 	 apparatus (location in which target	 age of trials)
target, after reaching target veloc- 	 would appear), but no target was 	 Experimental Procedure	 • Observer's task: not specified;
ity, moved from left to right around	 present	 • Independent variables: target ye- 	 presumably to report orientation of
ISO-deg arc beginning and ending	 • Target exposure duration of	 locity, anticipatory tracking time, 	 gap in Landolt-C ring0.2 or 0.5 sec	 exposure time	 • 12 observers (ages 16-33), with
an unknown amount of practice
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• Visual acuity decreases as target velocity increases under
all conditions, but especially when anticipatory tracking
time and exposure time are both short (Fig. 1).
• Acuity is improved by increasing anticipatory tracking
time and by increasing exposure time (Fig. 1).
• Dynamic visual acuity is very weakly correlated
(r = 0.17) with static visual acuity.
Constraints
• Tracking acuity was not assessed for irregularly moving
targets.
• Dynamic visual acuity is influenced by a number of fac-
tors (such as luminance level, practice, and age) which must
be considered in applying these results under different con-
ditions (CRefs. 1.617, 1.619, 1.622)
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Reference 1 reports much more severe loss of dynamic vi-
sual acuity with indirect (mirror) viewing, fixed head posi-
tion, and no anticipatory tracking (CRefs. 1.617, 1.619).
I. Elkin, E. H. (1962). Target ve-
locity, exposure time and anticipa-
tory tracking time as determinants
of dynamic visual acuity (DVA).
Journal of Engineering Psychol-
ogy, 1, 26-33.
Cross References
1.603 Factors affecting visual
acuity;
1.617 Visual acuity with target mo-
tion: effects of target velocity and
target versus observer movement;
L. Luuvigu, n. j ., &Milicr, L
(1958). Study of visual acuity dur-
ing the ocular pursuit of moving
test objects: Introduction. Journal
of the Optical Society ofAmerica,
48, 799-802.
rina visual acuity with target mo-
tion: effect of target velocity and
orientation;
1.619 Visual acuity with target mo-
tion: effect of direction of move-
ment and luminance level;
1.62U Visual acuity with target mo-
tion: effect of direction of move-
ment and target orientation;
1.622 Visual acuity with target mo-
tion: effects of practice;
1.939 Factors affecting smooth
pursuit eye movements;
smooth pursuit eye movements: ef-
fect of target velocity;
1.945 Accuracy of tracking eye
movements: effect of target
velocity
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1.6	 Spatial Sensitivity
1.622 Visual Acuity with Target Motion: Effect of Practice
Key Terms
Dynamic visual acuity; gap detection; practice; spatial reso-
lution; target motion; visual acuity; visual tracking
General Description
The ability to resolve fine detail of moving targets (dynamic
visual acuity) improves rapidly with practice, with most im-
provement at higher angular velocity. There are significant
individual differences in dynamic visual acuity. Some ob-
servers with 20/20 static acuity are so susceptible to in-
creased target velocity effects that practice is of little
benefit. There is no correlation between dynamic and static
visual acuity.
Applications
Display requiring visual resolution of moving targets; visual
identification tasks associated with low-altitude, high-speed
flight; magnification systems where moving targets are ob-
served and there is no velocity compensation; selection of
personnel for roles involving these and similar tasks.
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Figural. Dynamic visual acuity as a function of practice
for two target velocities. (Acuity is measured as the angular
size of the smallest detectable gap in a moving Landoit-C
target.) (From Ref. 1)
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Methods	 • Constant exposure time of 	 • Independent variable: angular 	 • 20 threshold determinations at0.4 sec; constant illumination of 	 velocity of target, trial number 	 each angular velocity
Test Conditions	 269 lux (25 fc)	 • Dependent variable: gap detec- 	 • Observer's task: track Landolt-C
Angular velocity of 20 or 	 tion threshold, determined by re- 	 ring and indicate position of the
• Dark Landolt-C rings of various	 110 deg/sec	 ducing size of Landolt-C ring until	 gap; no feedback provided; ob-
sizes with gap widths ranging from	 observer made incorrect response;	 server instructed to respond even if
0.75-11.25 min arc of visual angle	 Experimental Procedure	 then next size larger was presented necessary to guess(gap widths equal to 115 ring diam-
eter); gap located at one of eight	 • Method of limits with forced	
and, if judged correctly, was called • 200 volunteer Naval aviation ca-
spatial positions; rings presented 	 choice among possible spatial loca- 	
the threshold; if judged incorrectly, dets (ages 18-25 yr) with no prac-
the next larger ring was presented 	 tice; all had static visual acuity of
using rotating minor; observer sta- 	 lions of gap	 (probability of guessing two cor-	 20/20 or better
tiona', with head fixed	 redly in two trials was I in 64)
Experimental Results	 some may show relatively little benefit from practice(CRefs. 1.617, 1.619).
e Acuity at lower velocities is greater than at higher target 	 • Retention of improved dynamic acuity performance is
velocities. The relationship between visual acuity and the	 high and lasts for at least 7 months.
higher angular velocities can be represented by the semi- 	 • The semi-empirical equation y = L + ce - kt describes
empirical (curve-fitted) equation 	 the learning process of dynamic visual acuity, where y is the
y = a + bx3	 (1) dynamic acuity threshold in min arc after trial or time t, and
1. renresents the "final" threshold in min arc after "com-
where y = critical detail resolvable in min arc of visual
angle; x = angular velocity of test target expressed in de-
grees per second; a and b are parameters determined by
curve fitting using the method of moments, where a is the
estimated value of static acuity and b is a measure of dy-
namic acuity (CRef. 1.617).
• Improvement in dynamic visual acuity with practice oc-
curs quite rapidly if there is any improvement at all. Fifty
percent of the total improvement at 100 deg/sec occurs by
the end of Trial 4.
• The effect of practice is considerable at 100 deg/sec and
slight at 20 deg/sec (Fig. 1).
• There are significant individual differences in rate of
improvement and in the final acuity values attained
(p = 0.01).
• Individuals with equal static acuity thresholds can differ
significantly in initial dynamic acuity (p = 0.025) and
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plete" training; k is the learning rate parameter. When
= 0, the above expression reduces toy = L + c, and
t—o, y -* L. Thus L is the predicted "final" threshold in
min arc after "complete" training. This equation enables
one to compare, on a quantitative basis, either individ-
uals or groups with regard to the amount of improvement,
rate of improvement, and the predicted ultimate threshold
that would result from infinite practice.
Variability
There are large differences in the benefits of practice be-
tween individuals and as a function of velocity. An analysis
of the variability of each data point shown in Fig. 1 reveals
an average standard deviation of the means of 37%
(range = 32-40%) and 47% (range = 16-55%) for veloci-
ties of 20 deg and 110 deg/sec, respectively. Average stan-
Visual Acquisition of Information	 1.0
dard deviation of the means were 15% (range = 5-21%)
and 37% (range = 14-64%) for the 20 poorest and 20 best
learners, respectively. Based on the data obtained from the
200 Naval aviation cadets, the split-half reliability was
found to be 0.99. The test-retest reliability based on
120 of the original group of 200 cadets, after an elapsed
time of 10 months, was 0.65 and 0.87 for the a and b pa-
rameters of Eq. 1.
Constraints	 • Dynamic visual acuity declines with advancing age.
If the a and b parameters (Eq. 1) of an older group aged
• All data collected with observer's head in fixed position.	 40-50 yr are expressed as a percentage of those of a group
• All subjects were male Naval personnel already screened aged 20-30 yr, the a parameter varies by 113%, whereas
for their medical condition. 	 the b parameter varies by only 50%. Age-related effects
• Many factors (such as spectral composition of illumina- 	 are associated primarily with the dioptrics of the eye rather
tion, viewing distance, exposure time, light level, and di-	 than with the function of the oculomotor system.
rection of movement) may affect dynamic acuity and should
be considered when applying these data under different con-
ditions(CRefs. 1.617, 1.619).
Key References
*lMiIler, J. W., & Ludvigh, E.
(1962). The effects of relative mo-
tion on visual acuity. Survey of
Ophthalmology, 7, 83-116.
Cross References	 1.619 Visual acuity with target mo-- 1.621 Visual acuity with target mo-
tion: effect of direction of move- 	 tion: effect of anticipation time and
1.617 Visual acuity with target mo- ment and luminance level;
	 exposure time;
lion: effects of target velocity and	 1.620 Visual acuity with target mo-	 1.939 Factors affecting smooth
target versus observer movement; 	 lion: effect of direction of move- 	 pursuit eye movements
1.618 Visual acuity with target mo- ment and target orientation;
lion: effect of target velocity and
orientation;
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1.6	 Spatial Sensitivity
1.623 Visual Acuity and Contrast Sensitivity: Effect of Age
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Figural. Visual acuity as a function of age. The results of several studios relating acuity to ago are presented. Decimal
acuity is shown on the left-hand ordinate and the equivalent Sneilen acuity on the right. (Decimal acuity is the reciprocal of
the smallest resolvable target detail in minutes of arc of visual angle; Sneilen acuity gives the furthest distance at which a
standard set of letters could be read compared to the furthest distance at which the letters could be read by an observer
with normal vision.) Solid line shows the results from Ref. 1 gathered using the procedure described In the text for com-
parison, symbols show results from a number of other studies using various acuity tests. (From Ret 2)
Key Terms
Age; contrast sensitivity; spatial resolution; visual acuity
General Description
In otherwise healthy individuals, aging leads to decline in
visual performance as measured by standard acuity or con-
trast sensitivity measures. Decline generally begins after
age 40 and is continuous throughout the lifespan. Interest-
ingly, acuity is typically better than 20/20 when measured in
individuals with normal or corrected-to-normal vision under
age 40 (Fig. 1, Ref. 1). Acuity declines to 20/30 around age
75 (Ref. 1). Contrast sensitivity functions may reveal as-
pects of visual function that are not detected using standard
acuity measures. After age 40, the contrast sensitivity func-
tion shows a decline at spatial frequencies >2 cycles/deg
throughout the lifespan. Peak sensitivity shifts to lower spa-
tial frequencies during this period. There is no loss in sensi-
tivity to lower spatial frequencies with age.
These measured losses are largely explained by changes
in the lens and pupil, but neural changes cannot be ruled
out.
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Visual Acquisition of Information	 1.0
Methods
Test Conditions
• Acuity: targets were Sloan let-
ters (Ref. 3) tested at 3-rn distance,
0.9 contrast, with avenge lumi-
nance of 87.6 cct/m' for older ob-
servers (60+) and 200 cd/rn 2 for
younger observers; acuity testing
for older and younger observers
took place at different sites
• Contrast sensitivity: measure-
ments made using Optronix Vision
Tester; stationary vertical sine-
wave gratings (bar patterns) 0.5,
1.0,2.0,4.0, 8.0, and 16.0 cycles/
deg presented on display measuring
2.4 >< 5.5 deg at 3-rn distance;
mean screen luminance: 103 cd/rn2;
grating contrast defined as (Lmax
- Lmin)/Lmax + Lmin) where Lm
and Lmjn are the luminances of the
brightest and darkest parts of the
pattern, respectively
Procedure
• Acuity measured by standard eye
exam; contrast sensitivity deter-
mined by staircase procedure
• Independent variables: grating
spatial frequency, age of subject
• Dependent variables: acuity, de-
fined as minimum angle of resolu-
tion; contrast threshold, defined as
geometric means of eight reversals
of staircase (contrast sensitivity, or
lfthreshold, is graphed in Pig. 2)
• Observer's task: acuity: read let-
ters from chart; contrast sensitivity:
indicate when grating pattern first
became visible or first became in-
visible as grating increased or de-
creased in contrast
• 91 observers, ages 19-87 yr (31
observers <60 yr and 60 observers
>60 yr); all observers >60 yr were
given a thorough eye examination
and those with eye problems were
excluded
Experimental Results	 >40 yr (p <0.05). For contrast sensitivity measurements
at 8 cycles/deg, standard error of the mean was 0.05 for
• Visual acuity declines with age (Fig. 1). 	 20-year-olds and 0.13 for 70-year-olds.
• Contrast sensitivity shows losses with increasing age at 	
• Peak contrast sensitivity shifts to tower spatial frequen-higher spatial frequencies (Fig. 2). This decrease is signifi- 	 cies with increasing age.
cant for all spatial frequencies >2 cycles/deg for observers
Constraints	 • Many factors (such as luminance level, pupil size, and
target motion) influence visual acuity and contrast sensitiv-
• For both acuity and contrast sensitivity measurements, 	 ü>(CRefs. 1.603, 1.628).
older observers were selected to exclude those with eye
problems that are more common in this population. There-
fore, these data do not reflect typical, unselected observers.
Key References	 2. Pitts, D. 0. (1982). The effects	 3. Sloan, L. L. (1959). New test
of aging on selected visual func-	 charts for the measurement of vi-
1. Owsley, C., Sekuler, K., &
	 tions: Dark adaptation, visual acu-
	 sual acuity at far and near dis-
Siemsen, D. (1983). Contrast sen-
	 ity, stereopsis and brightness	 tances. American Journal of
sitivity throughout adulthood. Vi-	 contrast. In R. Sekuler, D. Kline, 	 Ophthalmology, 48, 807-813.
sion Research, 23,689-699.	 & K. Kismukes (Eds.), Aging in
human visualfunctions. New York:
Liss.
Cross References
.603 Factors affecting visual
acuity;
1.628 Factors affecting contrast
sensitivity for spatial patterns;
Handbook ofperception am
human performance, Ch. 7,
Sect. 4.3
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1.6	 Spatial Sensitivity
Factor	 Effect on Luminance Threshold
Target size	 For small light spots, threshold decreases as target area increases(spatial summation); threshold is determined by total light energy;
that is, area x luminance = constant, a relationship known as Ric-
co's law. For light spots larger than some critical size (which varies
from —6 min arc to —1.0 deg depending on viewing conditions), lumi-
nance threshold is independent of area
Area over which spatial summation occurs is generally larger at
greater distances from fixation. Actual value of the critical size (size
below which Ricco's law holds) depends on exposure duration
The critical size decreases with increase in the level of illumination to
which observer is adapted
Visibility of rectangular targets increases as the longer dimension(length) is increased, up to —40-50 min are of visual angle. Increases
in the shorter dimension (width) play a role in visibility only when
width is less than —5 min arc. These effects are independent of tar-
get orientation
References
Ref. 4;
CHefs. 1.307,1.308,1.403
Ref. 7
Ref. 2
CHef. 1.625
1.624 Factors Affecting Detection of Spatial Targets
Key Terms
Exposure duration; light adaptation; luminance; spatial
summation; target detection; target motion; temporal sum-
mation; visual field location
General Description 	 target detection and cites sources of more detailed informa-
tion. These results pertain to spatially discrete targets,
Many factors, such as target size, exposure duration, loca- 	 which are usually spots of light (see CRef. 1.305 for a dis-
tion in the visual field, orientation, etc., affect the lumi- 	 cussion of additional factors affecting sensitivity to light).
nance threshold of targets (minimum target luminance at 	 Results obtained with spatially periodic targets are related,
which target can be detected on 50-75 percent of trials). The but differ in some respects (CRef. 1.628).
table summarizes the effects of several important factors on
Target duration 	 For small, briefly presented targets, threshold decreases as expo- 	 Ref. 4;
sure time increases (temporal summation); threshold depends on 	 CRef. 1.402
total light energy, that is, luminance x duration = constant, a
relationship known as Bloch's Law. For durations longer than
—100 msec, this relation no longer holds, and threshold is un-
affected by increases in target exposure time
Ref. 2Effects are additive within parameters of Ricco's and Bloch's laws.
No simple relationship outside these parameters; target location in
visual field is relevant.
Elongated targets have lower thresholds at horizontal and vertical
orientations than at oblique orientations, a phenomenon known as
the oblique effect
Interaction of size and duration
Target orientation Ref. 1
Target velocity	 For short excursion distances and brief durations, luminance thresh- 	 Ref. 6
old is independent of target for long path lengths and high velocities(50-2000 deg/sec), luminance threshold increases with increased
target velocity
Light adaptation	 Threshold for light spots increases with increasing light adaptation	 Ref. 2;CRef. 1.626
Location in the visual field 	 When observer is light-adapted, luminance threshold increases with 	 Refs. 3,8;
increasing target distance from fixation. This effect is more pro-	 CRefs. 1.306, 1.307
nounced for small targets than for large ones. When observer is
dark-adapted, luminance threshold is lowest —15 deg from fixation
and then increases with increasing distance from fixation; threshold
is high in the fovea
Spatial uncertainty 	 For faint or brief targets uncertainty about the spatial location or the 	 CHef. 1.627
size of the target leads to decrements in detection performance
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Applications	
Visual Acquisition of Information
	 1.0
Occupational and training environments in which the de-
tectability of small spatial targets must be maximized.
Constraints
• There may be interactions among these factors, but such
interactions generally have not been studied.
• Recent evidence indicates that rapid selective adaptation
may affect measured thresholds in typical experiments from
which results in the table are derived (Ref. 5).
Key References	 3. Bartlett, N. R. (1965). Dark	 5. Frome, F. S., MacLeod,
	 7. Graham, C. H., Brown, R. H.,
adaptation and light adaptation.	 D. I. A,, Buck, S. L., &
	 & Mote, F. A. (1939). The relation1. Appelle, S. (1972). Perception 	 In C. H. Graham (Ed.), Vision	 Williams, D. R. (1981). Large
	 of size of stimulus and intensity in
and discrimination as a function of
	 and visual perception	 loss of visual sensitivity to flashed
	 the human eye. I. Intensity thresh-
stimulus orientation: The "oblique
	 (pp. 185-207). New York: Wiley. 	 peripheral targets. Vision	 olds for white light. Journal of
effect" in man and animals. Psy-	 4. Bartlett, N. R. (1965). Thresh-	 Research, 21, 1323-1328.	 Experimental Psychology, 24,chological Bulletin, 78, 266-278.	
olds as dependent on some energy	 6. Graham, C. H. (1965). Percep-
2. Barlow, H. B. (1958). Temporal relations and characteristics of the 	 tion of movement. In C. H.
	
8. Wilson, H. R., & Giese, S. C.
and spatial summation inhuman vi- subject. In C. H. Graham (Ed.),
	 Graham (Ed.), Vision and visual
	 (1977). Threshold visibility of Ire-
sion at different background intens- Vision and visual perception 	 perception (pp. 575-588).	 quency gradient patterns. Visionities. Journal of Physiology, 141,
	 (pp. 154-184). New York: Wiley. 	 New York: Wiley.	 Research, 17, 1177-1190.337-350.
Cross References	 effect of target area and visual field	 1.403 Brightness difference thresh- 1.626 Target detection: effect of
location;	 old: effect of background lumi-	 prior exposure (adaptation) to a tar-
1.305 Factors affecting sensitivity	 1.308 Spatial summation of light
	
nance and target size;
	 get of the same or different size;
to light;	
energy;	 1.625 Target detection: effect of 	 1.627 Target detection: effect of
1.306 Absolute sensitivity to light:	 1.402 Brightness difference thresh-
	
target spatial dimensions;	 spatial uncertainty;
effect of visual field location; 	
old: effect of background lumi- 	 1.628 Factors affecting contrast
1.307 Absolute sensitivity to light:
	 nance and duration of luminance
	 sensitivity for spatial patterns;
increment;
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1.6	 Spatial Sensitivity
1.625 Target Detection: Effect of Target Spatial Dimensions
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Figural. Visibility threshold (expressed as luminance Increment above background lumi-
nance necessary for detection), as a function of (a) longer and (b) shorter dimensions of
rectangular stimuli. (From Handbook of perception and human performance, based on data
from Ref. 2)
Size; spatial summation; target detection
General Description
Visibility of rectangular targets increases as the longer di-
mension (length) is increased, up to —40-50 min are of vi-
sual angle. Increases in the shorter dimension (width) play a
role in visibility only when width is less than — 5 min arc.
These effects are independent of target orientation.
Applications
Displays and environments where visibility of targets must
be maximized.
Methods	 • Luminance computer-controlled 	 • 1/3 of trials presented in all ses-	 (comparable to 0.8 proportion cor-
using neutral-density filter	 sions were noise (no target) 	 reel in two-alternative forced
Test Conditions	 • Targets presented monocularly	 • Independent variables: length 	 choice procedure)
• Test targets: uniformly iilumi- 	 in Maxwelilan view with 2-mm 	 and width of test target 	
• Observer's task: judge whether a
nated rectangles of light	 artificial pupil; 1 sec exposure time 	 • Dependent variable: luminance 	 target was present, rating each trialthreshold, defined as luminance 	 on a six-point scale according to es-posed on 10 >< IS deg background	 Experimental Procedure	 that yields area under receiver op- 	 timate of probability that a test tar-
of 250 cd/m2
• Targets generated using high- 	 • Signal detection procedure; 	 erating characteristic (ROC) curve	 get was presented
contrast photographic 	 blocked design with several sets of 	 of 0. 8, estimated by regression 	
• Data for  observers are shown
transparencies	 test target dimensions per session	 in Fig. I
248	 Bolt, K. H., & Lincoln, J. E. Engineering Data Compendium: HumanPerception andPe,formance. AAMRL Wdght-PattorsonAFB, OH, 1988.
Visual Acquisition of Information 	 1.0
Experimental Results
	
• The orientation of the target has no influence on the ef-
fects nroduced by
 varving the size of the lon ger or shorter
• Visibility of a rectangular target increases as the longer
dimension is increased up to —40 min arc.
• If the longer dimension is increased above 40 mm, visi-
bility increases for narrow targets (5 or 10 mm) and de-
creases for wider targets.
• Increases in the shorter dimension produce increases
in visibility only when the shorter dimension is between
2.5 and 5 min wide.
• As the shorter dimension increases from 5-50 mm, visi-
bility shows no consistent trend for targets whose longer di-
mension is <50 mm. For targets whose longer dimension is
50 mm, there is a slight trend for visibility to decrease
slightly as width increases from 5-50 mm.
Constraints
• Many factors influence target detection and should be
considered in applying these results under different condi-
tions (CRef. 1.624).
target dimensions (data not shown).
Variability
52% of the measures showed standard errors between
0.01 and 0.02 log units; 95% of the standard errors fell
below 0.03 log units.
Repeatability/Comparison with Other Studies
Reference 1, using few targets wider than 5 mm, found that
visibility was determined by perimeter, rather than by the
longer dimension.
Key References	 light vision. H. Frequency of see- 	 *2. Thomas, J. P. (1978). Spatial
ing and the quantum theory of
	 summation in the fovea: Asym-
1. Lamar, B. S. • Hecht, S., 	 cone vision. Journal of the	 metrical effects of longer and
Headley, C. D., and Shlaer, S.
	 Optical Society ofAmerica, 38,	 shorter dimensions. Vision Re-
(1948). Size, shape, and contrast	 741-755.	 search, /8,1024-1029.
in detection of targets by day-
Cross References
1.624 Factors affecting detection of
spatial targets;
Handbook ofperception and
human performance, Ch. 7,
Sect. 2.1
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1.6	 Spatial Sensitivity
1.626 Target Detection: Effect of Prior Exposure (Adaptation) to
a Target of the Same or Different Size
Key Terms
Selective adaptation; size; spatial filtering; target detection
General Description
Prolonged exposure (adaptation) to circular targets de-
creases the visibility of subsequently presented targets of
the same size as the adapting target. The more the target and
the adapting stimulus differ in size, the less visibility is
affected.
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
Methods	 Experimental Procedure
Signal detection procedure;
Test Conditions	 blocked design
• Monocular test disks of	 • Independent variables: diameter
5-50 mm arc of visual angle	 of test stimulus, diameter of adapt-
flashed in Maxweiiian view 	 ing stimulus
against background 15 deg in 	 • Dependent variable: log differ-
diameter and of luminance 	 ence in threshold with and without
72 cd1ni2 for I sec	 prior adaptation, where threshold is
• In adaptation conditions, adapt-	 defined as luminance required to
ing targets of 5-50 min arc at a hi- 	 obtain area under receiver operat-
minance of 1.0 log unit above their	 ing characteristic (ROC) curve of
own threshold presented for 3 min	 0.8 (this is equivalent to 80% cor-
prior to each block of tOO test	 rect threshold using two-alternative
trials; adaptation refreshed by 2-sec 	 forced-choice procedure)
presentation prior to each trial	 • Observer's task: maintain steady
• Trial consisted of 1-sec presenta-	 fixation during adaptation; during
tion of test target or nothing pre- 	 test trials; rate confidence in detect-
sented for noise trials	 ing the presence of the test target
• Adapting and test targets gener-	 on a specific scale (often "1" to
ated with incandescent light; 3-mm	 "5," but not specified)
artificial pupil used	 • 2 experienced, practiced observ-
ers with corrected-to-nonnal acuity
Experimental Results
• Threshold for a circular target is elevated by prior expo-
sure to an adapting disk when test and adapting targets are
of similar diameter.
• Threshold difference between adapted and unadapted
conditions diminishes as the difference between test and
adaptation target sizes increases. Threshold elevation falls
to about half its maximum when test and adapting targets
differ by — 10-15 min arc of visual angle in size.
• The shapes of the "tuning" functions, after normaliza-
tion, are similar for all adapting target sizes (Fig. 2).
Variability
Error bars in Fig 1. indicate ± 1 standard error of the
threshold difference in log units.
Figural. The difference between log visibility (threshold
luminance) of a circular test target with and without prior
adaptation. Each curve is for a different adapting target
diameter. (From Ref. 1)
Repeatability/Comparison with Other Studies
Similar size-related effects occur when the test and adapting
targets are bar patterns (CRef. 1.651). Selective adaptation
is also found for bar orientation (CRef- 1.652).
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Visual Acquisition of Information	 1.0
ADAPTING CONDITIONS
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Figure 2. Data of Fig. I shown as a proportion of the threshold difference obtained when adapting targets and test targets
are the same size and plotted as a function of the difference between test and adapting target diameters. Each curve is for
a different adapting target diameter. (From Ref. 1)
Constraints	 • Shifts in the apparent size of a target can also occur fol-
lowing adaptation.Adaptation effects with aperiodic stimuli such as these 	
• Increasing the contrast of the adapting target increases the
are greatly diminished when the eye is free to move,
	 magnitude of the effects.I Adaptation tuning curves obtained with gratings gen-
	
• Many factors (such as luminance level, orientation, and
erally show more similar shapes on a log spatial frequency
	
visual field location) affect target delectability and must be
scale (CRef. 1.651).	
considered in applying these results under different viewing
conditions (CRefs. 1.305, 1.624).
Key References	 effects of stimulus contour and	 2. Thomas, J. P. (1970). Model of
adapting flux. Vision Research, 13,	 the function of receptive fields in
*1. Bagrash, F. M. (1973). Size-	 575-598.	 human vision. Psychological Re-
selective adaptation: Psychophysi- 	 view, 77,121-134.
cal evidence for size-tuning and the
Cross References	 1.402 Brightness difference thresh-	 1.624 Factors affecting detection of 1.652 Orientation-selective effects
old: effect of background lumi-	 spatial targets;	 on contrast sensitivity;
1.305 Factors affecting sensitivity	 nance and duration of luminance	 1.628 Factors affecting contrast	 Handbook ofperception andto light;	 increment;	 sensitivity for spatial patterns; 	 human performance, Ch. 7,
1.401 Brightness difference thresh-
	 1.403 Brightness difference thresh-	 1.651 Spatial frequency (size) 	 Sect. 2.2
old: effect of background	 old: effect of background lumi-
	 adaptation;luminance;	 nance and target size;
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1.6	 Spatial Sensitivity
1.627 Target Detection: Effect of Spatial Uncertainty
Key Terms
Position uncertainty; spatial uncertainty; target detection
General Description
When an observer's task is to detect a faint or briefly pre-
sented target, uncertainty about the spatial location of the
target or the size or spatial frequency of the target leads to
decrements in detection performance (Refs. 2, 4, 5, 6, 9).
Uncertainty about target contrast does not lead to perfor-
mance decrement (Ref. 5).
Figure I  shows a typical arrangement for investigating
the effect of uncertainty of spatial position. The bar pattern
can appear in any of the 16 positions on each trial, or no tar-
get at all may be presented. Figure lb shows a target config-
uration for studying the effects of spatial frequency un-
certainty. A number of possible sources of performance
decrement arise under these conditions. (1) The target may
not be viewed with the fovea (the central part of the retina
where activity is greatest). Thus, detection performance for
some targets, especially high-frequency targets (patterns
with narrow bars) as shown in Figure la, will decline if the
observer is not looking in the right place when the target ap-
pears. To control for such effects, performance with posi-
tion uncertainty can be compared with performance when
the location of the possible target is cued, but eye move-
ments are not permitted (Ref. 5). (2) If target positions or
target spatial frequencies are sufficiently separated so that
the different target alternatives stimulate independent detec-
tion mechanisms in the visual system, then uncertainty
causes effects associated with monitoring multiple visual
mechanisms. Essentially, the decrement in performance can
be interpreted as an increasing possibility of mistaking sen-
sory noise for target when target energy is faint. For exam-
ple, for each spatial location monitored, the observer must
decide whether the activity in the visual system associated
with that location represents a signal (target) or noise. As
the number of locations monitored increases, the probability
of mistaking noise for a signal increases. Figure 2 shows
how detection performance declines as the number of possi-
ble stimuli increases for different signal-to-noise ratios
(Ref. 7). (3) When target duration is brief and information
channels must be examined serially (as when attention is
implicated in the task), the neural response to the target
generated in the visual system may fade before the appro-
priate channel is examined, leading to more dramatic decre-
ments in performance than those predicted by signal
detection theory. Such effects are evident for spatial posi-
tion uncertainty when the target is brief and of low energy
(Ref. 1). These effects have not been convincingly demon-
strated for the spatial frequency uncertainty with brief target
presentation (Refs. 4, 5, 6).
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Figure 1. Examples of stimulus unceflalnty. (a) Uncer-
tainty with respect to spatial position. The task of the ob-
server Is to detect the grating, which may appear in any one
of the 16 positions indicated. (b) Uncertainty with respect
to spatial frequency. The task of the observer is to detect
the grating, which always appears In the location indicated
by the broken circle. However, the grating may have any
one of three different spatial frequencies. (From Handbook
of perception and human performance)
I	 '	 (
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FIgure 2. Detection of signals by an ideal observer. The
task of the observer is to detect any one of many possible
signals (e.g., different target locations or spatial frequen-
cies) against a background of noise (where only one of the
signal alternatives can occur on any given trial). The figure
Indicates how the performance of an ideal observer de-
pends upon the number of possible signals (*4). The signal-
to-noise ratio is expressed in terms of signal and noise
energies (i.e., square of the contrast). The figure expresses
the following approximation, which is discussed in
Ref. 7, pp. 172413:
2E/N0 = in(1 + M (exp(d'2) - 1)1
where E is the energy of each signal, No is the noise power
density of the noise, and d' is a measure of the observer's
sensitivity (for a definition, CRef 7.420). Performance at all
signal levels progressively decreases as the number of
possible signals increases from 1 to 4.
Applications
Displays and environments in which detection of faint sig-
nals must be maximized.
Constraints
• Many factors in addition to uncertainty affect target de-
tection (CRef. 1.624).
Key References	 3. Cohn, T. E., & Wardlaw, J. C.	 5. Davis, E. T., Kramer, P.,&	 8. Lasley, D. J.,&Cohn, T. E.(1985). Effect of large spatial Un- 	 Graham, N. (1983). Uncertainty 	 (1981). Detection of a luminance
I. Bashinski, H. S., & Bacharach,	 certainty of foveal luminance incre-	 about spatial frequency, spatial	 increment: Effect of temporal un-
V. R. (1980). Enhancement of per-	 ment detectability. Journal of the	 position, or contrast of visual 	 certainty. Journal of the Optical
ceptual sensitivity as the result of 	 Optical Society ofAmerica A, 2,	 patterns. Perception & Psycho- 	 Society ofAmerica, 71, 845-850.
selectively attending to spatial lo-	 820-825.	 physics, 33, 20-28.	 9. Swensson, IL 0., & Judy, P. F.
cation. Perception & Psychophys-	 4. Davis, E. 1'., & Graham, N. 	 6. Graham, N., Robson, J. 0., & 	 (1981). Detection of noisy visual
ics, 28,241-248.	 (1981). Spatial frequency uncer- 	 Nachmias, J. (1978). Grating sum- 	 targets: Models for the effects of
2. Cohn, T. E., & Lasley, D. J.	 tainty effects in the detection of 	 mation in fovea and periphery, 	 spatial uncertainty and signal to
(1974). Detectability of a lumi- 	 sinusoidal gratings. Vision Re-	 Vision Research, 18, 815-826.	 noise ratio. Perception & Psycho-
nance increment: Effect of spatial 	 search, 21,705-712.	 7. Green, P.M. & Swets, J. A.	 physics, 29,521-534.
uncertainty. Journal of the Optical	 (1974). Signal detection theory and
Society ofAtnerica, 64,	 psychophysics. New York: Kreiger.
1715-1719.
Cross References
1.624 Factors affecting detection of
spatial targets;
7.420 Signal detection theory;
Handbook ofperception and
human performance, Ch. 7,
Sect. 1.3
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1.6	 Spatial Sensitivity
1.628 Factors Affecting Contrast Sensitivity for Spatial Patterns
Key Terms
Contrast sensitivity; flicker; luminance; pattern detection;
size; spatial orientation; temporal frequency; visual field
location
The contrast threshold is the minimum luminance contrast
between lightest and darkest parts of a spatial pattern that
will allow the observer to detect the pattern on some given
percentage of trials (i.e., will allow the observer to distin-
guish the pattern from a uniformly lit field of the same aver-
age luminance as the pattern). Contrast sensitivity is the
reciprocal of the contrast threshold. In current visual it-
Applications
Displays and environments in which the detection of low-
contrast targets must be maximized.
search, contrast sensitivity is most frequently measured
using sine-wave gratings (bar patterns), but other targets,
such as single bars or circular spots of light, have also been
employed. The detection of low-contrast patterns depends
on a variety of factors. The table lists several major factors
affecting contrast sensitivity, briefly describes the direction
and magnitude of their effects, and cites sources that pro-
vide additional information.
Factor	 Effect on contrast sensitivity 	 Reference
Accommodation (eye focus) 	 Errors in accommodation (optical focus of the eye) result in a blurred 	 CRef. 1.639
retinal image and degrade contrast sensitivity for bar patterns(sine-wave gratings). Focus errors attenuate the visibility of high
spatial frequencies (fine patterns) more than low ones (coarse
patterns)
Adaptation	 Contrast sensitivity for a bar pattern (sine-wave grating) may be at- 	 CRef. 1.651fected by prior adaptation (prolonged exposure) to a similar bar pat-
tern. Contrast threshold for detection shows a five-fold elevation for
test gratings whose spatial frequency (bar size) is close to that of the
adapting grating. Threshold elevation decreases with increasing dif-
ference in test grating and adapting grating spatial frequencies
Border gradients	 Contrast sensitivity for a sine-wave grating (bar pattern) is greatest	 CRef. 1.642(i.e., contrast thresholds are lowest) at spatial frequencies between
I cycle/deg and 3 cycles/deg; sensitivity is lower at lower and higher
spatial frequencies. At low spatial frequencies, contrast thresholds
are determined in part by the luminance gradient between adjacent
light and dark bars, which is related to the effect of blurring the bor-
der between light and dark halves of split field (an edge). For a single
edge, contrast threshold is independent of the border gradient when
gradients are steep (equivalent to higher spatial frequencies) and
thus blur is small
Location in the visual field (reti- 	 Sensitivity is generally highest in the center of the visual field and 	 Ref. 4;
nai eccentricity)	 falls off approximately linearly with increasing eccentricity. Sensitiv- 	 CRef. 1.635ity declines more rapidly with increasing spatial frequency
Masking	 When a masking bar pattern (sine-wave grating) is presented simui-	 CRef. 1.650taneously with a test grating, minimum pattern contrast necessary to
detect the test grating is increased when the spatial frequency (bar
size) of the masking grating is within an octave of the frequency of
the test grating. When the spatial frequencies of the mask and test
grating are greater than 1-2 octaves apart, the presence of the mask
can lower the detection threshold (i.e., increase sensitivity) for the
test grating. This effect is asymmetrical and is more pronounced for
gratings above the mask frequency than for gratings below it
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Visual
Factor	 Effect on contrast sensitivity
Mean luminance	 As mean luminance increases, overall sensitivity increases and then
levels off above -100 cd/rn2. For low luminance (<--0.002 cdfm2),
sensitivity to low spatial frequencies is about the same as for middle-
range spatial frequencies. As luminance increases, relative sensitiv-
ity to low spatial frequencies drops, although overall sensitivity in-
creases. Also, the spatial frequency of peak sensitivity increases
luminance increases
Number of luminance cycles
	 Given a sufficient number of luminance cycles, sensitivity is inde-
visible (for periodic patterns) pendent of the number of cycles presented; as the number of cycles
is reduced below this critical number, sensitivity falls off. The critical
number of cycles increases with increasing mean luminance
Dependence of contrast sensitivity on the number of cycles is often
confounded by edge effects at the edges of display masks; cycle-
dependent effects may be negligible after correcting for these edge
effects
of Information	 1.0
Reference
Ref. 5;
CRef. 1.631 1.632, 1.633
Ref. 1;
CRef. 1.631
Orientation	 Sensitivity is higher for vertical and horizontal orientations than for
	 Ref. 2;
oblique orientations. This oblique effect is more pronounced for high
	 CRef. 1.634
than for low spatial frequencies
Pupil size	 Contrast sensitivity for a sine-wave grating (bar pattern) is greatest
	 CRef. 1.638
With a pupil size of 2mm. An eye with a 2-mm pupil has an optical
attenuation in agreement with a diffraction-limited system(CRef. 1.213). With increasing pupil size, the performance of the
optics deviates progressively from a perfect optical system. For all
pupil sizes, at an average target luminance of 100 cd/rn 2, contrast
sensitivity for sine-wave gratings reaches a peak at a spatial fre-
quency of -5-9 cycles per deg and declines rapidly at higher
spatial frequencies
Size of viewing field 	 Contrast sensitivity for sine-wave gratings (bar patterns) is slightly
	 CRef. 1.629
better with a larger (rather than smaller) viewing field for gratings
less than -3-4 cycles/deg. For both field sizes, contrast sensitivity
increases as spatial frequency increases up to 2-4 cycles/deg; sensi-
tivity then decreases as spatial frequency increases
Spatial frequency	 Middle-range spatial frequencies (-4-8 cycles/deg) are easiest to
	 Ref. 5;
detect, whereas higher frequencies require more contrast; depend-
	 CRefs. 1.624, 1 £49
ing on viewing conditions, sensitivity for lower frequencies may be
similar to that for middle-range frequencies or sensitivity may be less
Sensitivity over the visible spectrum may vary as much as -60 dB
Target	 A moving target is easier to detect than a stationary target with either CRef. 1.637
foveal or peripheral viewing but the advantage for the moving target
is greater for peripheral viewing. Contrast threshold for moving tar-
gets varies little as target distance from fixation increases; however,
the contrast required to detect a stationary target increases the fur-
ther the target is from fixation
Target shape and illumination	 As background luminance increases, the minimum contrast needed
	 CRef. 1.643
level	 to detect a target's presence or to judge its detail decreases. The
configuration of the target affects the steepness of the decline in
threshold with background luminance as well as its absolute value.
More complex targets tend to have lower contrast thresholds
Temporal Frequency (flicker 	 At moderate to high flicker rates, (greater than -6 Hz), temporal
	 Ref. 3
rate)	 modulation of contrast leads to a uniform reduction of contrast sensi-
	 CRefs. 1.501, 1.508
tivity with increasing temporal frequency (-0.5 log unit per octave
temporal frequency). At low flicker rates (less than -6 Hz), sensitiv-
ity to low spatial frequencies is selectively reduced
Uncertainty	 For faint or brief targets, uncertainty about the spatial location or size
	 CRef. 1.650
of a target leads to decrements in detection performance (i.e., de-
creased sensitivity)
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• These results apply to conditions where the signal is
known; uncertainty reduces contrast sensitivity
(CRef. 1.627).
• Absolute contrast sensitivity varies widely among ob-
servers and differs with psychophysical testing method.
Key References	 2. Mitchell, D. E., & Wilkinson,	 4. Robson, J. G., & Graham, N. 	 transfer in the human eye. Journal
F. (1974). The effect of early astig-	 (1981). Probability summation and	 of the Optical Society of America,
I. I-loekstra, J., Van der Goot, 	 matism on the visual resolution of 	 regional variation in contrast sensi- 	 57,401-406.
D. P. J., Vander Brink, K. G., &	 gratings. Journal of Physiology,	 tivity across the visual field. Vision	 6. van der Wildt, C. J., &Waarls,
Bilsen, A. (1974). The influence	 243,739-756.	 Research, 21,409-418.	 R. G. (1983. Contrast detection
of the number of cycles upon the
visual contrast threshold. Vision
Research, 14, 355-358.
Cross References	 1.624 Factors affecting detection of 	 1.633 Contrast sensitivity: effect of 1.642 Contrast sensitivity: effect of
spatial targets;	 luminance level (peripheral vision); border gradient;
1.106 Conversion of scene lumi-	 1.627 Target detection: effect of 	 1.634 Contrast sensitivity: effect of	 1.643 Contrast sensitivity: effect of
notice to retinal illuminance; 	 spatial uncertainty;	 target orientation;	 target shape and illumination level;
1.213 Diffraction of light in optical	 1.629 Contrast sensitivity: effect of 	 1.635 Contrast sensitivity: effect of	 1.649 Spatial frequency (size) dis-
systems;	 field size;
	
target visual field location for bar 	 crimination: effect of contrast;
1.305 Factors affecting sensitivity 	 1.631 Contrast sensitivity: effect of 	 patterns of varying size; 	 1.650 Spatial frequency (size)
to light;	 number of luminance modulation 	 1.637 Contrast sensitivity: effect of masking;
1.501 Factors affecting sensitivity 	 cycles and luminance level;	 target motion;	 1.651 Spatial frequency (size)
to flicker;	 1.632 Contrast sensitivity: effect of 	 1.638 Contrast sensitivity: effect of adaptation
1.508 Flicker sensitivity: effect of 	 luminance level (foveal vision); 	 pupil size;
target spatial frequency;	 1.639 Contrast sensitivity: effect of
focus errors;
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1.6	 Spatial Sensitivity
1.629 Contrast Sensitivity: Effect of Field Size
Key Terms
Contrast sensitivity; modulation transfer function; pattern
detection; size
General Description
Contrast sensitivity for sine-wave gratings (bar patterns)
is slightly better with a large (rather than small) viewing
field for gratings less than — 3-4 cycles/deg. For both field
sizes, contrast sensitivity increases as spatial frequency in-
creases up to 2-4 cycles/deg; sensitivity then decreases as
spatial frequency increases.
Applications
Situations in which fine visual detail must be detected in
low-contrast displays, especially when the size of the dis-
play can be varied.
Methods	 • Pupil dilated and accommoda-
tion paralyzed with homatropine;
Test Conditions	 monocular viewing through
2.5-mm diameter artificial pupil;
• Sine-wave grating, from	 refraction  corrected to within0.2-45 cycles/deg
• white CRT screen with average	 0.25 diopter for viewing distance
luminance of 500 cd/m2 and white	 • Contrast varied by adjustingmodulation voltage, which
cardboard surround with matching 	 switched off and on at 0.5 Hz
illumination
• Central opening in surround
either  x 2 c or 10 X lOcmto
allow viewing of CRT screen;
viewing distance 57 or 285 cm;
2-cm opening subtended 2 X 2 deg
at 57 cm viewing distance; 10-cm
opening subtended 10 x tO deg at
57 cm, and 2 x 2 deg at285cm
1000 -
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Figural. Contrast sensitivity for sine-wave gratings as a
function of spatial frequency and field size (Indicated as
opening size). (From Ref. 2)
and darkest areas of the grating re-
quired to make it just detectable
• Observer's task: adjust contrast
If the grating until it is just
detectable
• 1 observer with extensive
practice
Experimental Procedure
• Method of adjustment
• Independent variables: viewing
field size, spatial frequency of
grating
• Dependent variable: contrast
sensitivity, defined as the recipro-
cal of the contrast between lightest
a
C
0
'I)
a
C
C
0(3
Experimental Results	 Variability
• Contrast sensitivity is slightly greater with a 10 x 10 deg
field than with a 2 x 2 deg field. Maximum sensitivity
(lowest threshold) with the 10-deg field occurs with a grat-
ing of 2 cycles/deg; maximum sensitivity with the 2-deg
field occurs with a grating of 4 cycles/deg.
• Both field sizes produce inverted U-shaped sensitivity
functions. Contrast sensitivity is greatest at 2-4 cycles/deg
and decreases at higher and lower spatial frequencies.
Standard errors of the means were <10%.
Repeatability/Comparison with Other Studies
The contrast sensitivity values reported here are very similar
to values obtained in other work using similar pupil sizes,
field sizes, and gratings of similar spatial frequency
(Ref. 1).
Constraints	 • Results reported are for near-threshold values of contrast;
results may be different for high-contrast targets.
• In this study, changing the field size also changed the 	 • Many factors, such as luminance level, orientation, and
number of cycles (number of bars) visible to the observer,	 visual field location, affect contrast sensitivity for spatial
This confounds the results, since contrast sensitivity 	 patterns and must be considered in applying these results
changes with the number of luminance cycles visible 	 under different viewing conditions (CRef. 1.628).
(CRef. 1.631;Refs. 3, 4).
Boff, K. A., & Lincoln, J. E. Engineeflnq Date Compendium: Human
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J. G. (1968). Application of	 D. P. 1., van der Brink, 0., &	 (1975). Visibility of low spatial
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259
0	 0.2	 0.4	 0.6 0.8	 1.0	 1.2
0
'IU
U
Cf IC,
1.6	 Spatial Sensitivity
1.630 Contrast Sensitivity: Effect of Spatial Frequency Composition
Figure 1. Illustration of tar-
get patterns (complex sine-
wave gratings). Left column
shows physical luminance
profiles oft targets (lumi-
nance as a function of dis-
tance); a and bare
component waveforms of
the complex gratings used
In the study (one at three
times the frequency of the
other), while c and d show
components combined in
"Peaks-subtract" and
"peaks-add" phase rela-
tions, respectively. Middle
column shows predicted re-
sponse magnitude as a
function of distance under
"single-channel" model of
contrast detection. Right
column shows predicted re-
sponse under "multiple-
channels" model of con-
trast detection. tindicetes
threshold amplitude; L0 is
average luminance level.
(From Ref. 3)
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Figure 2. Contrast thresholds for complex gratings shown
In Fig. 1. Abscissa shows relative contrast of the fundamen-
tal spatial frequency component, f(contrast of component f
when the complex gratings f+3I is at threshold divided by
the threshold contrast of I when presented alone); ordinate
shows relative contrast of component 3f (at 3 times the
spatial frequency of I), determined similarly. Contrast in-
creases with distance from the origin. A value of 1-0 indi-
cates that the contrast of the spatial-frequency component
In the complex grating equals the threshold contrast of the
component when presented alone- Letters represent dif-
ferent spatial frequencies of the fundamental component
(see key in text); capital letters indicate peaks-add combi-
nation, lower-case letters peaks-subtract combinations.
Dashed and dotted lines represent predicted thresholds
for peaks-add and peaks-subtract combinations, respec-
tively, when the contrast of the f and 31 components sum-
mate (i.e., grating threshold is determined by overall
pattern contrast)- Solid lines represent predicted thresh-
olds when the components are detected independently
(i.e., the grating is detected only when one of the two com-
ponents reaches Its individual contrast threshold) (no ad-
justment is made for probability summation)- (From Ref. 3)
Key Terms
Contrast sensitivity; Fourier analysis; pattern detection; size
General Description	 the pattern as a whole, provided that the spatial frequencies
of the components are at least 1-2 octaves apart (i.e., one
The visibility of a cyclical pattern containing more than one component is 2-4 times the frequency of the other). Thus,
spatial-frequency (sine-wave) component is determined by for many repetitive patterns (e.g., square-wave, rectangu-
the contrast of its components rather than by the contrast of
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lar-wave, or sawtooth gratings), when the fundamental	 of the observer, the contrast threshold for the pattern as a
component is near the peak frequency of the contrast sensi- whole is determined by the contrast of only the fundamental
tivity function (i.e., the frequency of greatest sensitivity) 	 component.
Applications
Prediction of the visibility of low-contrast patterns.
Methods	 • Spatial frequency of the	 • For each threshold determination phase off and 3f components; spa-
	
fundamental (J) ranged from 	 for complex patterns, the ratio of	 tial frequency of components
Test Conditions 	 0.9-6.3 cycles/deg as follows 	 the contrast of the lower-frequency 	 • Dependent variable: threshold
• One-dimensional sine-wave	 (letters refer to data points of	 component to the contrast for the	 contrast, defined as mean contrast
grating pattern presented on CRT;	 Fig. 2; capital letters are peaks- 	 higher-frequency component al- 	 of 10-12 threshold adjustments (ad-
10.278 ccl/m2 mean luminance;	 add combinations and lower case 	 ways equaled 1/2, 1, or 2 times the	 justment procedure) or contrast at
cross-hairs provided for fixation; 	 peaks-subtract combinations): 	 ratio of the threshold contrasts for 	 which pattern could be detected on
103-cm viewing distance; display 	 Symbols	 cycles/deg	 the components	 —70 percent of trials (staircase
masked to4.8 x 4.4 deg of visual 	 A,a	 0.9	 procedure)
angle except when lower frequency 	 B,b	 Experimental Procedure 	 • Observer's task: for adjustment
was 0.9 or 1.8 cycles/deg (then 	 C,c	 2.7	 • Method of adjustment for data procedure, adjust contrast of com-
—6 deg diameter screen)	 D,d	 2.7	 points denoted by D, d, F and I 	 plex pattern until barely detectable;
• Each stimulus composed of a 	 E,e	 3.6	 andf through i; staircase procedure	 for staircase procedure, state which
fundamental sinewave Wand a	 F,f	 3.6	 using a two-interval forced choice 	 of two 750-msec intervals con-
component three times higher in 	 O,g	 45	 paradigm (with feedback) for all	 tamed the stimulus pattern
frequency (3fi or just one of the 	 1-1,h	 5.4	 others; blocked design	 • I observer for all data except for
two simple sine waves; relative 	 I,i	 6.3	 • Independent variable: relative	 E and e, which are from a second
phase of components of complex 	 contrast of the two spatial-fre-	 observer; both observers had some
stimulus set so that luminance 	 • 1.5-mm artificial pupil used with	 quency components in the complex 	 practice
peaks subtract (Fig. Ic) or peaks 	 monocular viewing; head stability 	 pattern (where contrast is defined
add (Fig. Id)	 ensured with bite board 	 as Michelson contrast); relative
• For complex sine-wave gratings (bar patterns) with
widely spaced spatial-frequency components, the grating is
detected only when the contrast of at least one of the com-
ponents is at its individual threshold (i.e., contrast at which
it is detected when presented alone).
• Subthreshold contrasts of these widely spaced spatial fre-
quencies do not "summate" to lower the threshold for the
pattern as a whole.
• Contrast threshold for complex gratings do not depend
on the relative phase of the components; thresholds are the
same for peaks-add combinations as for peaks-subtract
combinations.
• A single-channel model of detection, which holds that
threshold is determined solely by the contrast of the pattern
as a whole, predicts phase-dependent summation: thresh-
olds for peaks-add combinations should tall on the dashed
diagonal line of Fig. 2; thresholds for peaks-subtract combi-
nations should fall on the dotted curve.
• A "multiple-channel" model of detection, which holds
that the individualf and 3f components are independently
detected by separate channels, predicts that thresholds for
all gratings will fall on top and right edges of the square;
this model provides a better fit to the data; the fit could be
improved by taking account of probability summation
across components. Many variants of the "multiple-chan-
nels" model are described in Ref. 5.
Variability
Standard errors of the mean averaged 0.04 log units.
Repeatability/Comparison with Other Studies
Reference 1 reports similar results.
Constraints	 components are separated by at least a factor of 2-4(1-2 octaves).
• Phase dependence is generally observed with spatial fre-	
• These results are for near-threshold values of
quencies lower than the peak of the contrast sensitivity	 contrast; results may be different for high-contrast targets.
function (Ref. 4).	
• Many factors (such as luminance level, orientation, and
• Spatial-frequency components are detected independ- 	 visual field location) affect contrast sensitivity for spatial
ently (i.e., threshold is determined by the contrast of the	 patterns and must be considered in applying these results
spatial-frequency components rather than by overall pattern 	 under different viewing conditions (CRef. 1.628).
contrast) only when the spatial frequencies of the individual
Key References	 2. Campbell, F. W., & Robson, 	 *3 Graham, N., & Nachmias, J. 	 4. Jaschinski-Krnza, & Cavonius,
J. G. (1968). Application of	 (1971). Detection of grating pat- 	 C. R. (1984). A multiple-channel
I. Campbell, F. W., & Robson, 	 Fourier analysis to the visibility 	 ems containing two spatial fire-	 model for grating detection. Vision
J.G. (1964). Application of Fourier of gratings. Journal of Physi- 	 uencies: A comparison of single 	 Research, 24, 933-941.
analysis to the modulation response ology, 197, 551-566.	 channel and multiple-channel 	 5. Julesz, B., & Schumer, R. A.of the eye. Journal of the Optical 	 models. Vision Research, 11,	 (1981). Early visual perception.Society ofAmerica, 54, 581	 251-259.	 Annual Review of Psychology, 32,(Abstract).	 575-627.
Cross References	 1.635 Contrast sensitivity: effect of Handbook ofperception and human
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1.628 Factors affecting contrast 	 patterns of varying size;
sensitivity for spatial patterns;
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1.631 Contrast Sensitivity: Effect of Number of Luminance
Modulation Cycles and Luminance Level
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Figural. Relative contrast sensitivity for a 2-cycle/deg	 Figure 2. Theoretical contrast sensitivity functions after
grating as a function of number of luminance cycles visible correcting for dependence of contrast sensitivity upon
at four mean luminance levels; each panel contains the data number of cycles visible; each curve is for 1 observer. The
for I observer. Relative contrast sensitivity (the y-axis) is 	 y-axis units are the same as In Fig. 1. (From Ref. 2)
expressed in terms of attenuation in decibels of sine-wave
amplitude. One cycle is equal to the period of the grating (or
the width of one light plus one dark bar). (From Ref. 2)
Key Terms
Contrast sensitivity; luminance; modulation transfer func-
tion; pattern detection; size
General Description	 pattern. Contrast sensitivity functions that are corrected for
the effects of insufficient cycles indicate that the normal
Contrast sensitivity for sine-wave gratings (bar patterns) human visual system behaves as a low-pass rather than a
of low spatial frequency is reduced when fewer than some band-pass filter; corrected functions show no reduction in
critical number of cycles (periods) of the pattern are visible, sensitivity at spatial frequencies below peak sensitivity.
The critical number increases with mean luminance of the
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Displays and viewing environments where the visibility of
coarse low-contrast targets must be maximized.
Methods	 • Number of cycles visible con-	 Experimental Procedure	 • Dependent variable: depth of
trolled with masks over CRT	 contrast modulation at threshold
•Test Conditions	 screen; visible area never <I deg	 Trials blocked by number of	 (measured as attenuation level in
Mea	 cycles visible 	 decibels)n luminance of grating
• Test targets: vertical sine-wave 	 2-600 m2	 • Independent variables: number	 • Observer's task: not reported, butgratings presented on a gamma-	
• Observers maintained loose lIsa-
	
of cycles
 cles
mean luminance of
p 	
grating
resented (mask aperture	 probably to adjust contrast of pat-corrected TV monitor; spatial fre- 	 tioa on center of screen	 terns to apparent thresholdquency 2 cycles/deg of visual angle	
• 2 observers
Experimental Results
	
	
• Figure 2 shows theoretical contrast sensitivity curves for
the 2 observers after correcting for dependence on the num-
• At each mean luminance, contrast sensitivity for a grating ber of cycles visible.
pattern increases with the number of luminance cycles visi-
ble up to some critical number; beyond this critical number
of cycles, sensitivity no longer increases with number of
cycles presented.
• The critical number of cycles increases with increasing
mean luminance: at higher mean luminance, more cycles
must be present for maximal sensitivity.
• Results are similar for gratings ranging from
2-7 cycles/deg tested at the two highest luminance levels,
indicating that cycle dependence is independent of spatial
frequency (data not shown).
Constraints	 • These results are for near-threshold values of contrast; re-
sults may be different for high-contrast targets.
• Reference 4 showed that the dependence of contrast sen-
	 S Many factors (such as luminance level, orientation, and
sitivity on number of cycles is often confounded by edge ef- visual field location) affect contrast sensitivity for spatialfects at the edges of display masks; after correcting for this,
	 patterns and must be considered in applying these resultscycle-dependent effects are smaller than those reported here
and in fact may be negligible.	 under different viewing conditions (CRef. 1.628).
Key References	 *2, Hoekstra, 1., van der Coot,	 3. Savoy, R. L., & McCann, J. J. 	 4. van der Wildt, C. J., & Waazts,
D. P. J., van den Brink, 0., &
	 ( 1975). Visibility of low-spatial-
	 R. G. (1983). Contrast detection
1. Campbell, F. W., Carpenter, 	 Bilsen, F. A. (1974). The influence 	 frequency sine-wave targets: De-
	 and its dependence on the presence
R. H. S., & Levinson, J. Z.	 of the number of cycles upon the
	 pendence on number of cycles,	 of edges and lines in the stimulus(1969). Visibility of aperiodic	 visual contrast threshold. Vision
	 Journal of the Optical Society of	 field. Vision Research, 23,patterns compared with that of	 Research, 14, 365-368.
	 America, 65, 343-350.	 821-830.
sinusoidal gratings. Journal of
Physiology, 204, 283-298.
Cross References
1.628 Factors affecting contrast
sensitivity for spatial patterns;
1.629 Contrast sensitivity: effect of
field size;
Handbook ofperception and
human performance, Ch. 7,
Sect. 2.1
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Qualitatively similar results have been obtained in compar-
ing half-cycle and single-cycle with multiple-cycle contrast
sensitivity (Ref. 1).
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• Pupil dilated and accommoda- 	 rarely seen to almost always seen 	 which was 3 diopters myopic
Study 2 (Ref. 1)
• Target was circular light 40 mm
arc in diameter; targets viewed
monocularly through eyepiece; tar-
get presented in center of 12-deg
adapting field
• Target duration of 20 msec; tar-
gets presented foveally at rate of
one per 10 sec
• Observer dark-adapted for
10 mm, then adapted 5 min more
Study 1
• Method of limits; trials blocked
by luminance level
• Independent variables: spatial
frequency; mean luminance
• Dependent variable: contrast
threshold, defined as the average
between "just visible" and "just
not visible" limits for three consec-
utive days; plotted in Fig. I as con-
trast sensitivity
Study 2
• Independent variable: luminance
of adapting field (IA)
• Dependent variables: threshold
luminance, defined as target lumi-
nance detected on 60% of presenta-
tions (plotted hem in terms of
contrast rather than luminance)
• 10 observations at each intensity
• Observer's task: report if target
present
• 2 observers
----lion eye focus) prevviiLcu by
homalropine	 Experimental Procedure
1.6	 Spatial Sensitivity
1.632 Contrast Sensitivity: Effect of Luminance Level (Foveal Vision)
Figural. Contrast sensi-
tivity for sine-wave gratings
(bar patterns) as a function
of spatial frequency and
mean target luminance. Ar-
rows show displacement
between curves predicted
by the deVrles-Rose
square-root law. (From
Ref. 3)
Key Terms
Contrast sensitivity; luminance; modulation transfer func-
tion; pattern detection; size
General Description 	 that of a band-pass filter; (3) peak sensitivity occurs at suc-
cessively higher spatial frequencies. At high luminance 1ev-
As luminance level increases to — 300 cdlm2 (-1000 tro-	 els, contrast sensitivity for circular targets follows Weber's
lands): (1) the ability to detect low-contrast sine-wave grat- law (I/IA = a constant, where 'A is the luminance of the
ings (bar patterns) improves for all spatial frequencies 	 adapting field and 4 is the luminance difference between(number of luminance cycles or pairs of dark and light bars 	 test and adapting fields).
per degree of visual angle); (2) the shape of this contrast
sensitivity function changes from that of a low-pass filter to
Applications
Contrast sensitivity testing, image processing; situations re-
quiring detection of low-contrast targets.
Methods	 each contrast-sensitivity function 	 to adapting intensity used during	 • Observer's task: judge whetherto keep adaptation level constant	 test session	 grating was visible
Test Conditions	 • Contrast (modulation) increased	 • Preliminary observations deter- 	 • 1 observer with extensive experi-
or decreased in 0.1-log unit steps	 mined intensities, ranging from 	 ence, using dominant (right) eye
Study 1 (Ref. 3)
• Sine-wave grating viewed men-
ocularly in Maxwellinn view;
2-mm diameter artificial pupil;
centrally fixated 4.5-deg horizon-
tal by 8.2-deg vertical gratings
• Adaptation values ranged from
0.00045 to 450 cd/rn2 in 0.1 log
unit steps
• Spatial frequencies of
0.5-48 cycles/deg of visual angle
• Monochromatic illumination
(green, 525 nn); dark surround;
mean target luminance kept con-
stant throughout measurements of
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Figure 2. Data of Fig. I replotted to illustrate dependence
of contrast sensitivity on mean pattern luminance. The dots
show average values of visibility limits. Curves are for grat-
ings of different spatial frequencies, measured in cycles
per degree of visual angle. (From Ref. 3)
Experimental Results
Study 1 (bar patterns)
e Contrast sensitivity (1/threshold contrast) for sine-wave
gratings increases with mean target luminance up to
--300 cd/rn2 . The function for 1,967 cd/rn2 is the same as
the function for -300 cd/rn2 (Fig. 1).
• Peak sensitivity occurs at higher spatial frequencies as Lu-
minance increases (Fig. 1).
o At low luminance levels, sensitivity is roughly constant
for lower spatial frequencies, whereas at higher luminances
sensitivity decreases from the peak for both lower and
higher spatial frequencies (Fig. 1).
• Arrows in Fig. I indicate the magnitude of improvement
for successive luminance increases predicted by increases
in the signal-to-noise ratio due to quantal fluctuations
(deYries-Rose law); arrows are not shown for higher
illuminances for clarity and because the prediction fails
to hold above -100 cd/rn2.
• Figure 2 shows same data replotted to show dependence
of contrast sensitivity on luminance at each spatial fre-
quency; each curve has segments with slopes of 0.5 and
zero.
• Figure 3 shows same data replotted to show the maxi-
mum spatial frequency that can be resolved at each of sev-
eral contrast levels, as a function of mean luminance.
• Similar experiments using lights of other wavelengths
(450 or 650 urn) indicate that contrast sensitivity is not de-
pendent on hue at photopic illumination levels after correc-
tion for optical transfer values that differ from that for
525-nm light.
Study 2 (circular target)
• For adapting luminances up to 1 cd/m 2 , contrast sensitiv-
ity improves (i.e., the ratio of test-field incremental lumi-
nance at threshold to adapting-field luminance decreases)
proportionately as adapting luminance increases.
Figure 3. Data of Fig. 1 replotted to show maximum spatial
frequency resolved as a function of luminance at several
target contrast levels (M is percentage contrast
modulation). Comparable classic units for visual acuity can
be obtained by dividing they-value by 60. (From Ref. 3)
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Figure 4. Contrast threshold for circular targets as a func-
tion of the adapting (background) field luminance, inset
shows target configuration. (Note that ordinate plots con-
trast threshold, rather than contrast sensitivity as in Figs. 1
and 2; contrast sensitivity is the reciprocal of contrast
threshold.) Filled and open circles represent data for two
different observers. (From Handbook ofpercept!on and
human performance, based on data from Ref. 1)
• For intermediate adaptation levels, contrast sensitivity
continues to improve as adapting luminance increases, but
the slope of the function decreases.
e At high adaptation levels (>10 cd/m2), contrast sensitiv-
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ity does not change with further increases in adapting lumi-
nance. Weber's law holds at these values (i.e., the
incremental target luminance 4 is a constant proportion of
the adapting luminance 14.
Authors of Study I estimate the range between just visible
and not visible to be within 0.3 log units of contrast. No in-
formation on variability was given for Study 2.
Constraints	 • These results are for near-threshold values of contrast; re-
sults may be different for high-contrast targets.
• Without the use of artificial pupils and Maxwellian view,	
• Many factors (such as luminance level, orientation, and
contrast sensitivity may be somewhat different due to varia- 	 visual field location) affect contrast sensitivity for spatial
tions in retinal illuminance and focus of the eyes. 	 patterns and must be considered in applying these results
• The proportionate increases of threshold with adapting 	 under different viewing conditions (CRef. 1.628).
intensity may not hold for high adapting intensities.
• The heights of the contrast sensitivity functions vary for
different observers and different psychophysical
procedures.
MA
*1. Mueller, C. G. (1950). Fre-
quency of seeing functions for in-
tensity discrimination at various
levels of adapting intensity. Jour-
nal of General Psychology, 34,
463-474.
2.Olzak,L. A.,&.l.homas,J.K
(1986). Seeing spatial patterns. In
K. R. Buff, L. Kaufman, &J. P.
Thomas (Eds.), Handbook ofper-
ception and human performance:
Vol. 1. Sensory processes and per-
ception. New York: Wiley.
i. vanrNes, I'. L., & nouman,
M. A. (1967). Spatial modulation
transfer in the human eye. Journal
of the Optical Society ofAmerica,
57,401-406.
Cross References	 1.631 Contrast sensitivity: effect of
number of luminance modulation
1.604 Visual acuity: effect of lumi- 	 cycles and luminance level;
nance level;	 1.633 Contrast sensitivity: effect of
1.628 Factors affecting contrast	 luminance level (peripheral vision);
sensitivity for spatial patterns;	 1.643 Contrast sensitivity: effect of
target shape and illumination level
LWA
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1.6	 Spatial Sensitivity
1.633 Contrast Sensitivity: Effect of Luminance Level(Peripheral Vision)
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Figural. Contrast threshold as a function of intensity of
the adapting (background) field. Symbols represent data
for four different observers. Conversions from troiands to
cd/rn2 are based on a dilated pupil diameter of 8mm.
(From Ref. 1)
Key Terms
Contrast; contrast sensitivity; luminance; peripheral vision;
rod vision; scotopic vision
General Description
At adaptation levels (background intensities) of less than
—2 cd/m2 , contrast threshold for a circular target centered
9 deg from fixation is roughly constant, regardless of
adapting luminance. As adaptation level increases above
--2 cdlm2 , however, contrast threshold increases rapidly
(sensitivity falls).
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
Methods	 field, centered 9 deg temporal from	 viewed it for 2-3 min prior to next 	 • Independent variable: adaptingfixation point	 target presentation	 field luminance
Test Conditions	 • Target presented for 200 msec	 • Monocular presentation by	 • Dependent variable: luminance
every one Sec until limit of visibil- 	 Maxwellian view; effective pupil	 of target at threshold
• Observer dark-adapted for
30 min	 ity reached (determined by mean of 	 size 1.8 mm x 1.8mm	
• Observer's task: adjust lumi-
two independent settings)	 nance of target until it was just
• Green test target 9 deg of visual 	
• After each measurement, field	 Experimental Procedure	 visible
angle in diameter presented in cen-
ter of 20-deg diameter red adapting	 intensity increased, and observer 	 • Method of adjustment	 • 4 observers, 20-30 yr
268	 Boff, K. R., & Lincoln, J. E. Engineering Data 
Compendium: Human
Perception andPortormance. AAMRL, Wright-PattorsonAFs, OH, 1988.
1.624 Factors affecting detection of
spatial targets;
1.628 Factors affecting contrast
sensitivity for spatial patterns;
1.643 Contrast sensitivity: effect of
target shape and illumination level;
Handbook ofperception and
human performance, Ch. 5,
Sect. 3.2
• Experimental conditions (target location in the visual
field, target wavelength, exposure duration, and target size)
were chosen to favor detection by the rod system.
• At the lowest background intensities, contrast threshold
remains constant at 20% over a — 4 log-unit range of lumi-
nance levels.
• Above 2 cd/rn2 , contrast threshold rises rapidly (contrast
sensitivity declines) with further increases in adapting lumi-
nance. This reflects the phenomenon of "rod saturation."
At - 120-300 cd/rn2, the rod mechanism is no longer capa-
ble of responding to increased target luminance.
Visual Acquisition of Information	 1.0
• The subsequent decrease in contrast threshold at thc
est adaptation levels indicates intrusion from the cone
system.
Variability
No specific information on variability was given. Some var-
iability in the data for individual subjects is apparent from
Fig. I.
Repeatability/Comparison with Other Studies
Results are consistent with those found for a single observer
in Ref. 2.
Constraints	 • These results are for near-threshold values of contrast;
results may be different for high-contrast targets.
• Viewing conditions were chosen to minimize contribu-
	
• Many factors (such as luminance level, orientation, and
tion of cones and maximize that of rods. Therefore, data
	 visual field location) affect contrast sensitivity for spatial
may be valid only for conditions of rod-only stimulation at
	 patterns and must be considered in applying these results
scotopic levels of illumination,	 under different viewing conditions (CRef. 1.628).
Key References	 2. Stiles, W. S. (1939). The direc-
tional sensitivity of the retina and
1. Aguilar, M., & Stiles, W. S. the spectral sensitivities of the
(1954). Saturation of the rod mech- rods and cones. Proceedings of
anism of the retina at high levels of the Royal Society of London
stimulation. Opt/ca Acta, 1,59-65.	 (Series B), 127B, 64-105.
Cross References	 1.604 Visual acuity: effect of lumi-	 1.632 Contrast sensitivity: effect of
nance level;	 luminance level (fovea! vision):
1.401 Brightness difference thresh-
old: effect of background
luminance;
1.403 Brightness difference thresh-
old: effect of background lumi-
nance and target size;
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1.634 Contrast Sensitivity: Effect of Target Orientation
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Figural. Contrast sensitivity for sine-wave grating tar-
gets as a function of grating orientation. (From Ref. 6)
Key Terms
Contrast sensitivity; oblique effect; pattern detection; size;
spatial orientation
General Description
Sine-wave gratings (bar patterns) are less visible when ori-
ented obliquely than when oriented vertically or horizon-
tally. This decrement becomes more pronounced as spatial
frequency increases (bar size decreases).
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
Methods	 • Gratings varied independently in Experimental Procedure	 trast is defined as Michelson con-
contrast and spatial frequency,
	 sensitivity
figure plots contrast
Test Conditions	 while mean luminance (170 cdlm2) 	
• Ascending method of limits 	  (reciprocal of contrast
constant throughout 	 (005 log unit steps) 	 threshold)
	
Spatial sine-wave luminance	
• Gratings flashed on and off at 	 • Independent variables: spatial	 • Observer's task: report whether
gratings generated on a cathode-ray 2 H and were viewed through
	
frequency, orientation	 grating is visible
tube masked to 2 deg of visual 	 3-mm artificial pupils	 • Dependent variable: contrast 	 • 2 normal and presumably experi-
angle diameter, mounted on a turn- 	
• Viewing distance: l62 cm	 threshold (mean contrast at which 	 enced observers; Fig. I plots data
table to vary orientation	 target wasjust visible), where con- 	 for one observer
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Kesults
• At spatial frequencies higher than the peak of the con-
trast sensitivity function (-5-6 cycles/deg), sensitivity is
greater for vertical and horizontal than for oblique
orientations.
• Contrast sensitivity is greater at 45 than at 135 deg
orientation.
• Straight lines in Fig. I are fitted by eye (note semilog co-
ordinate axes) to data points between peak and upper limit
of resolution for vertical and horizontal orientations com-
bined and for each oblique orientation.
• Grating acuity, as indicated by spatial frequency where
contrast sensitivity meets the x-axis, is also worse for
oblique than for non-oblique orientations.
• Ratio of the slope for 135 deg to the slope for vertical and
horizontal orientations is 1. 12, indicating proportionally
worse oblique sensitivity as spatial frequency increases.
Constraints	 • Many factors (such as luminance level, orientation, and
visual field location) affect contrast sensitivity for spatial
• Individuals with astigmatism uncorrected at an early age patterns and must be considered in applying these results
show a permanent reduction of contrast sensitivity to orien-
	 under different viewing conditions (CRef. 1.628).
tations for which they show focus errors.
	
• Criterion effects may account for some of the differ-
* Depressed sensitivity to oblique orientations may have its ences in contrast sensitivity with orientation.
origins in the relative infrequency of oblique contours in
	
• Practice can reduce the effect of orientation on contrast
urban culture (Ref. 1).	 sensitivity.
• These results are for near-threshold values of contrast; re- • Orientation interacts with the number of visible cycles in
suIts may be different for high-contrast targets.
	 influencing contrast sensitivity (Ref. 7, CRef. 1.631).
The change in grating visibility with spatial trequenc
oblique orientations can be described by the function
S(r) =
where S(t) is contrast sensitivity, A is a constant which de-
pends on intensity and focus state, a is the slope of the func-
tion for the most visible orientation when plotted on semilog
coordinates, k is a coefficient that depends on orientation,
andf is spatial frequency (Ref. 2).
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Reference 2 found average ratio of slope for oblique grat-
ings to slope for non-oblique gratings to be 1. 22, for 3 ob-
servers. Similar experiments using interference fringes
formed directly on the retina (Refs. 2, 5) rule out optical
explanations of this oblique effect.
1. Annis, R. C., & Frost, B.
(1973). Human visual ecology and
orientation anisotropies in acuity.
Science, 182, 729-731.
2. Campbell, F. W., Kulikowski,
J. J. • & Levinson, J. (1966). The
effect of orientation on the visual
resolution of gratings. Journal of
Physiology, 187, 427436.
3. Fiorentini, A., (Jhez, C., &
Maffei, L. (1972). Physiological
correlates of adaptation to a rotated
visual field. Brain Research, 42,
544-545.
4. Fiorentini, A., Ghez, C., &
Maffei, L. (1972). Physiological
correlates of adaptation to a rotated
visual field. Journal of Physiology,
227,313-322.
5. Mitchell, D. B., Freeman,
R. D., & Westheimer, G. (1967).
Effect of orientation on the mod-
ulation sensitivity for interference
fringes on the retina. Journal of the
Optical Society ofAmerica, 57,
246-249.
*6. Mitchell, D. B., & Wilkinson,
F. (1974). The effect of early astig-
matism on the visual resolution of
gratings. Journal of Physiology,
243, 739-756.
7. Quinn, P. &Lehmkuhle, S.
(1983). An oblique effect of spatial
summation. Vision Research, 23,
655-658.
8. Weitzman, D. 0., Smith, J. M.,
&Karasik,R. (1972). Signal de-
tection analysis of meridional vari-
ations to vertical and horizontal
gratings. Vision Research, 12,
1755-1758.
Cross References	 cycles and luminance level;
1.628 Factors affecting contrast 1.652 Orientation-selective effectson contrast sensitivity;
sensitivity for spatial patterns;	
Handbook ofperception and1.631 Contrast sensitivity: effect of human performance, Ch. 7,
number of luminance modulation 	 Sect. 2.1
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1.635 Contrast Sensitivity: Effect of Target Visual Field Location
for Bar Patterns of Varying Size
Pa!]
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Distance of Target from Fixation
(degrees)
Figural. Contrast sensitivity as a function of target dis-
tance from fixation (retinal eccentricity). Squares and cir-
cles represent the results for two different observers; each
point Is the average for targets above and below the fixa-
tion point. (From Ref. 3)
Key Terms
Contrast sensitivity; pattern detection; peripheral vision;
retinal location; size; visual field location
General Description	 lationship holds for all spatial frequencies (bar widths),
but the rate of decrease accelerates at higher spatial frequen-
Contrast sensitivity for sine-wave gratings (bar patterns)	 cies. Target delectability is best for targets at the center of
declines approximately linearly with increasing distance of	 the visual field (those that fall on the retinal fovea).
the target from foveal fixation (retinal eccentricity). This re-
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized, especially situa-
tions where the observer must detect targets that are not in
the center of the visual field, such as vigilance tasks with
multiple target locations and tasks where there is spatial un-
certainty regarding target location.
Methods	 • Center of pattern located above 	 Experimental Procedure	 trast at which observer correctly
or below fixation point at distance 	 • Staircaseprocedure, two-interval detected target on 90% of trials;
Test Conditions	 of 0, 1,2,4,8, 16, or 32 pattern	 forced-choice paradigm (two tern- 	 figure plots contrast sensitivity
	
Targets were sine-wave gratings, 	 cycles from fixation	 poral intervals with target present	
(reciprocal of contrast threshold)
• Mean luminance = 500 cd/rn2; during only one of the intervals) 	 • Observers task: report which ofwith height and width equal to four pattern contrast varied 	
• Independent variable: distance of two intervals contained gratinggrating cycles (where one cycle	
• Spatial frequency of 3-24 cycles'	 center of target from fixation (reti-	 targetequals twice the width of an in di-
vidual bar); horizontally oriented;	 deg, varied by changing viewing	 nal eccentricity)	
• Four determinations per data
distance
presentation via CRT	 • Dependent variable: contrast 	
point
• 2 practiced observersthreshold, defined as grating con-
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• For all spatial frequencies tested (3-24 cycles/deg), con-
trast sensitivity for bar patterns is greatest at or very close to
the fixation point, and decreases with increasing distance
from fixation.
• Contrast sensitivity decreases faster with distance from
fixation for finer bar patterns (higher spatial frequencies)
than for coarser patterns.
Standard error of the mean was — 0.025 log units. Between-
observer variability was not reported; some small differ-
ences between subjects are apparent in Fig 1.
Repeatability/Comparison with Other Studies
A similar decrease in target detection (i.e., an increasing
threshold contrast) with distance from fixation has been
found for circular targets (CRef. 1.636). References 1 and 2
found results for moving sine-wave gratings that are similar
to the results reported here.
Constraints	 • A number of other factors, such as measurement tech-
nique, practice, luminance level, and number of cycles visi-
• Contrast sensitivity is known to vary with target size	 ble, affect contrast sensitivity and must be considered in(CRefs. 1.625, 1.631, 1.636); in this study the number of 	 applying the results under different conditions (CRef.bars visible was held constant for all targets, hence overall
	 1.628).
target size varied with spatial frequency.
I. Koenderink, J. Bouman,
M. A., Buena deMesquita, A. E.,
& Slappendel, S. (1978). Perim-
etry of contrast detection thresh-
olds of moving spatial sine wave
patterns. I. The near peripheral
visual field (eccentricity 0-8 deg).
Journal of the Optical Society of
America, 68, 845-849.
2. Koenderink, J. J., Bouman,
M. A., Buena de Mesquita, A. B.,
etry of contrast detection thresh-
olds of moving spatial sine wave
patterns. II. The far peripheral
visual field (eccentricity 0-50 deg).
Journal of the Optical Society of
America, 68, 850-854.
(1981). Probability summation of
regional variation in contrast sensi-
tivity across the visual field. Vision
Research, 2/,409-418.
Cross References	 1.631 Contrast sensitivity: effect of 1.636 Contrast sensitivity: effect of
number of luminance modulation 	 visual field location for circular tar-
1.625 Target detection: effect of	 cycles and luminance level;	 gets of varying size;
target spatial dimensions;	 1.634 Contrast sensitivity: effect of
	
Handbook ofperception and
1.628 Factors affecting Contrast 	 target orientation; 	 human performance, Ch. 7,
sensitivity for spatial patterns; 	 Sect 2.1
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1.636 Contrast Sensitivity: Effect of Visual Field Location for
Circular Targets of Varying Size
Key Terms
Contrast sensitivity; pattern detection; peripheral vision;
retinal location; size; visual field location
General Description
The ability to detect faint circular targets on a bright back-
ground decreases as target distance from the fixation point
(retinal eccentricity) increases; the effect becomes larger as
target size decreases.
Applications
Situations where the observer must detect low-contrast tar-
gets that are not in the center of the visual field; vigilance
tasks with multiple locations; uncertainty situations.
Methods	 • Independent variables: target
distance from fixation, target size
Test Conditions	 • Dependent variable: target con-
Circular lights, 1-120 min arc of	 threshold, (contrast at which
visual angle in diameter; 0.33-	 target was detected on 50% of
exposure duration	 trials), where contrast is defined as
• Targets 0-12.5 deg from fixation	 the incremental target luminance
in the horizontal meridian	 above background luminance di-
• Background at 257 cd/rn2	 vided by the background luminance
• Viewing distance 2.7-3.8 m	 (contrast ratio)
• Free binocular viewing	 • Observer's task: indicate whethertarget was seen
Experimental Procedure 	 • 4 highly practiced observers
• Method of constant stimuli
Experimental Results
• Contrast threshold increases as target distance from fixa-
tion increases.
• Contrast threshold increases as target size decreases.
• Target eccentricity and size interact; the effect of target
distance from fixation becomes greater as target size
decreases.
Constraints
• These results are for near-threshold values of contrast; re-
sults may be different for high-contrast targets.
• Many factors (such as luminance level, orientation, and
visual field location) affect contrast sensitivity for spatial
patterns and must be considered in applying these results
under different viewing conditions (CRef. 1.628).
Distance from Fixation (degrees)
Figural. Threshold contrast for circular target lights
varying in size from 1 to 120 min arc and presented atvar-
bus distances from the fixation point (l.o.,vailous retinal
eccentricities). (From Ref. 1)
Variability
Mean variability was -35% among observers. Individual
differences decrease as target size increases.
10.0	 Target diameter
(min arc)
1.7
0.1
£
I-
0.01
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Cross References	 1.628 Factors affecting contrast	 1.635 Contrast sensitivity: effect of
sensitivity for spatial patterns; 	 target visual field location for bar
1.305 Factors affecting sensitivity 	 1.631 Contrast sensitivity: effect of	 patterns of varying size
to light;	 number of luminance modulation
1.624 Factors affecting detection of cycles and luminance level;
spatial targets;
275
Stationary
background drum
1.6	 Spatial Sensitivity
1.637 Contrast Sensitivity: Effect of Target Motion
Striped
rotating
drum
Polarizer
Light
source
-"_	
50% Mirror
I ---	 -'---. 7-77=—
II	 I
-
-
	Fixation point	 ' I	 Fixation I
___•%_	 U6
Observer
Figural. Experimental apparatus for foveal and peripheral viewing of moving or station-
ary bar patterns; side fixation points used to produce peripheral viewing. (From Ref. 1)
Terms
Contrast sensitivity; pattern detection; peripheral vision;
retinal location; target motion; visual field location
General Description 	 Contrast threshold for moving targets varies little as targetdistance from fixation increases; however, the contrast re-
A moving target is easier to detect than a stationary target 	 quired to detect a stationary target increases the further
with either foveal or peripheral viewing, but the advantage 	 the target is from fixation.
for the moving target is greater for peripheral viewing.
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
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Test Conditions
• Monocular viewing of low-
contrast, vertically oriented bars,
with each bar subtending 5 deg
visual angle; viewing distance of
0.46 in 	 in.)
• Target was either stationary or
moving to the left at 24 deg/sec
through 20-deg visual field; mov-
ing image generated by rotating
stripes (see Fig. I)
• Center of target was at 0 deg
(foveal condition) or 55 deg (per-
ipheral condition) to left or right of
fixation; additional data collected
later at 20 and 40 deg from fixation;
because of equipment constraints,
target was slightly out of focus for
these angles
• Luminance of white bars on ro-
tating drum gradually increased
Visual
nance (background) 9.87 cd/m2;
maximum luminance of bars
13.05 cd/rn2; luminance con-
trolled by crossed polarizers
Experimental Procedure
• Method of adjustment
• Independent variables: moving
or stationary bars, target distance
from fixation
• Dependent variables: mean con-
of Information	 1.0
trust threshold, where contrast is
defined as brightness difference be-
tween target bar and background
divided by mean luminance
• Subject's task: adjust target lumi-
nance so that bars were halfway be-
tween being just barely visible and
being not visible
• 10 male and female college
students
Experimental Results 	 • For a moving target, there is no difference in target de-
tectability with foveal and peripheral viewing.
S Observers can more easily detect a moving target than a
	• No difference was found between left-eye and right-eye
stationary target (p <0.001) with both foveal and peripheral viewing.
vision. This advantage is greater for peripheral versus ro y
-eal) viewing.
• For stationary targets, greater contrast is required for de-
tection in the periphery of the visual field (55 deg from fixa-
tion) than at the center of the visual field (p <0M01).
Constraints	 • Many factors (such as luminance level, orientation, and
visual field location) affect contrast sensitivity for spatial
• Failure to detect a moving target may be due to pattern 	 patterns and must be considered in applying these results
fusion, flicker fusion, or inadequate brightness or contrast. 	 under different viewing conditions (CRef. 1.628).
• These results are for near-threshold values of contrast; re-
sults may be different for high-contrast targets.
Variability
An analysis of variance was conducted to test the signifi-
cance of the independent variables and interactions; only
data for 0 deg and 55 deg from fixation were included in the
analysis.
Key References
*1. Rogers, J. G. (1972). Periph-
eral contrast thresholds for moving
images. Human Factors, 14,
199-205.
Cross References	 target visual field location for bar
patterns of varying size;
1.617 Visual acuity with target mO-	 1.636 Contrast sensitivity: effect of
tioa: effect of target velocity and 	 visual field location for circular tar-
target versus observer movement; 	 gets of varying size;
1.618 Visual acuity with target mo- 5.205 Perception of motion in the
tion: effect of target velocity and 	 visual periphery;
orientation;
5.206 Sensitivity to direction of
1.628 Factors affecting contrast	 motion in the visual periphery;
sensitivity for spatial patterns; 11.410 Alerting signals in the per-
.635 Contrast sensitivity: effect of ipheral visual field: use of apparent
motion
0.15
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0.10
	 Stationary target
0.09
0.06-
0.05•
	
0.04	 Moving target
0.01•
0	 20	 40	 55
Target Distance from Fixation (degrees)
FIgure 2. Contrast threshold for moving and stationary
bar patterns as a function of the distance of the target from
the fixation point. Hump in the curve at 20 deg eccentricity
Is thought to be an artifact caused by out-of-focus viewing
for these targets; dashed line indicates expected locus of
curve with this artifact eliminated. (From Ref. 1)
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0
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figure plots contrast sensitivity (re-
ciprocal of threshold contrast)
• Observer's task: adjust contrast
of the grating until the grating is
just detectable
• I observer, highly practiced
4S
aC
110
100
Figural. Contrast sensitivity as a function of spatial fre-
quency and pupil diameter. (From Ref. 2)
• Independent variables: pupil
size, spatial frequency of test
grating
• Dependent variable: contrast
threshold (contrast between light
and dark areas of grating required
to make the grating just detectable);
0	 10	 20	 30	 40
Spatial Frequency (cyclesldegree)
1.6	 Spatial Sensitivity
1.638 Contrast Sensitivity: Effect of Pupil Size
Key Terms
Contrast sensitivity; modulation transfer function; pattern
detection; pupil size; size
General Description
Contrast sensitivity for a sine-wave grating (bar pattern)
is greatest with a pupil size of 2mm. An eye with a 2-mm
pupil has an optical attenuation in agreement with a diffrac-
tion-limited system (CRef. 1.213). With increasing pupil
size, the performance of the optics deviates progressively
from a perfect optical system. For all pupil sizes, at an aver-
age target luminance of 100 cd/m2 , contrast sensitivity for
sine-wave gratings reaches a peak at a spatial frequency of
—
5-9 cycles per deg, and declines rapidly at higher spatial
frequencies.
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
Methods	 • Accommodation fixed by lens;
pupil dilated by drags; viewing
Test Conditions	 through an artificial pupil 2.0, 3.8,
5 8 man in diameter
• Sine-wave gratings, from
2-10 cycles per deg in single deg
steps, then from 1046 cycles per
deg in 2-deg steps
• 2 X 1.3 deg field
• CRT display with green phos-
phor; screen luminance 100 cd/in2
(30 IL)
• Equiluminous surround
• Changes in retinal illumination
due to changes in artificial pupil
area compensated by neutral den-
sity filter
Experimental Procedure
• Method of adjustment, always
starting from a suprathreshold
value
Experimental Results	 Variability
• Contrast sensitivity is greatest with a 2-mm pupil and
with a grating (bar pattern) of 9 cycles per deg. A 3.8-mm
pupil and a 5.8-mm pupil yield best sensitivity with gratings
of 5 cycles per deg and 4 cycles per deg, respectively.
• All three pupil diameters produced similar contrast
threshold functions: contrast sensitivity is greatest at
—
9 cycles per deg or less and falls off rapidly at spatial
frequencies >10 cycles per deg.
• Measured optical attenuation for a 2-mm pupil agrees
with that predicted for a diffraction-limited system. With
increasing pupil size, the performance of the optics deviates
progressively from a perfect optical system.
• No information on variability was given.
Repeatability/Comparison with Other Studies
Due to differences in technique, there are small discrepan-
cies between values reported here for contrast sensitivity
and in other studies (Refs. 1, 3). The technique used here
indicates quality of the optical image is much better than
when estimated by ophthalmoscopic techniques. Measure-
ments obtained in other ways show similar trends in contrast
sensitivity as a function of pupil size.
Constraints	 • Results reported here apply only to near-threshold values
of contrast; results may be different for high-contrast
• Methodology employed (method of adjustment always 	 targets.
starting at suprathreshold value) is open to question because • Many factors (such as luminance level, orientation, and
of possible "anticipations" by observers. Because the ob- 	 visual field location) affect contrast sensitivity for spatial
server is always adjusting the dial in the same direction, the 	 patterns and must be considered in applying these results
strategy or "set" adopted by the observer can affect there- 	 under different viewing conditions (CRef. 1.628)
sults. This is especially noteworthy because the sensitivity
values reported here are better than in previous studies.
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Key References
I. Arnulf, A., & Dupuy, 0.
(1960). La transmission des con-
trastes par le système optique de
l'oeilet les seuils des contrastes
retiniens. ContptesRendus. Acade-
mie des Sciences (Paris), 250,
2757-2759.
*2. Campbell, F. W., & Green,
D. G. (1965). Optical and retinal
factors affecting visual resolution.
Journal of Physiology. 181,
516-593.
3. Westheimer, C. (1960). Modu-
lation thresholds for sinusoidal
light distributions on the retina.
Journal of Physiology, 152,67-74.
Cross References	 1.233 Pupil size: effect of lumi- 	 1.614 Visual acuity: effect of pupil
nance level;	 size;
1.213 Diffraction of light in optical 	 1.234 Pupil size: effect of target 	 1.628 Factors affecting contrast
systems;	 distance;	 sensitivity for spatial patterns
1.232 Monocular versus binocular
pupil size;
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1.639 Contrast Sensitivity: Effect of Focus Errors
contrast
0	 20	 40	 60
Spatial Frequency (cyciesldegree)
Figural. Effect of accommodation errors on contrast sensitivity. Contrast sensitivity is
plotted on a log scale against linear spatial frequency. Amount of defocus is given in diop-
tore (I /distance in meters). Top curve represents in-focus viewing. Note that the effect of
optical blur on visual acuity can be seen by comparing the relative high-frequency cutoff
positions of the contrast sensitivity functions. (From Ref. 1)
Key Terms
Accommodation; contrast sensitivity; eye focus; modulation
transfer function; pattern detection; size
General Description
Errors in accommodation (optical focus of the eye) result
in a blurred retinal image and degrade contrast sensitivity
for bar patterns (sine-wave gratings). Focus errors atten-
uate the visibility of high spatial frequencies (fine patterns)
more than low ones (coarse patterns).
Applications
Tasks entailing visual resolution of fine details or detection
of low-contrast targets; design of displays presenting finely
detailed imagery.
pro-
Test Conditions
Sine-wave grating presented
via CRT, filling rectangular field
2 >< 1.3 deg; mean luminance
100 cd/rn2; equiluminous sur-
• Viewing distance 1.4 rn (57 in)
• Monocular viewing; 2-mm arti-
ficial pupil
• Accommodation prevented
and eye pupil paralyzed by
Homatropine
• Grating blur (defocus) of 0.0,
duced by lenses
Experimental Procedure
• Method of adjustment
• Independent variables: spatial
frequency of target, amount of
defocus
• Observer's task: adjust target
contrast until target just barely
detected
• 2 astigmatic observers; data
reported were on right eye of
I observer
280	 Bolt K. A., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Performance. MMAL, Wright-PattorsonAFB, OH, 1988.
Visual Acquisition of Information	 1.0
• Blurred (defocused) retinal images resulting from errors
of accommodation degrade contrast sensitivity.
• For spatial frequencies greater than — 1-5 cycles/deg, log
contrast sensitivity decreases approximately linearly as spa-
tial frequency increases at all levels of defocus. Although
absolute contrast sensitivity depends on focus condition, the
rate of decrease in contrast sensitivity with spatial frequency
varies little regardless of the amount of image blurring.
Constraints
• Many factors, such as target orientation, pupil size, and
visual-field location, affect contrast sensitivity and must be
considered in applying these results under different condi-
tions (CRef. 1.628).
No information on variability was given.
Repeatability/Comparison with Other Studies
The reported results are confirmed by those of another study
using a similar technique (Ref. 2).
* 1. Campbell, F. W., & Green,
D. G. (1965). Optical and retinal
factors affecting visual resolution.
Journal ofPhysiology, 181,
576-593.
1.1., &Levinson, J. (1966). The
effect of orientation on the visual
resolution of gratings. Journal of
Physiology, 181, 427-436.
F. (1974). The effect of early ast
matism on the visual resolution
gratings. Journal ofPhysiology,
243,739-756.
Cross References	 1.628 Factors affecting contrast	 1.642 Contrast sensitivity: effect of
sensitivity for spatial patterns; 	 bonier gradient;
1.222 Visual accommodation; 	 1.641 Contrast sensitivity: effect of Handbook ofperception and
1.603 Factors affecting visual 	 edge sharpness;	 human performance, Ch. 7,
acuity;	 Sect. 4.3
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1.6	 Spatial Sensitivity
1.640 Contrast Sensitivity: Effect of Viewing Distance
and Noise Masking
0Z - 0.50-Viewing Distance	
- 10
CC
• .
0
0.20-(meters
2
0
0	 0.10 -20t 0.05 -30I C 2 0.02 -400.01
2'—In	 I	 I	 I	 I	 I
0.1	 0.5 1 2 5 10 20 50
Spatial Frequency (cyclesldegree)
Figural. Signal-to-noise ratio at detection threshold as a
function of spatial frequency of bar patterns for three view-
ing distances. (From Ref. 1)
Key Terms
Accommodation; contrast sensitivity; modulation transfer
function; pattern detection; size; visual noise
General Description
The detection thresholds for bar patterns (sine-wave grat-
ings) of different spatial frequencies (bar sizes), (i.e.,
modulation transfer functions), are affected in complex
ways by viewing distance and the presence of visual noise.
Greater viewing distance shifts the curves to higher fre-
quencies. Ocular accommodation (eye focus) is partly re-
sponsible for the effect of viewing distance. The presence of
noise has a non-additive effect on detection thresholds rela-
tive to thresholds found under signal-only conditions.
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
Methods	 Experimental Procedure
• Upanddownmethodoflimits;Test Conditions	 several trials per data point for each
• Vertical bar patterns (sine-wave	 subject
gratings) presented on television 	 • Independent variables: viewing
monitor; luminance levels in 	 distance, spatial frequency, pres-
photopic range	 ence or absence of noise
• Spatial frequency of the bar pat- 	 • Dependent variable: detection
tern varied from 0.240.0 cycles/ 	 threshold for bar pattern, measured
deg	 as signal-to-noise ratio for noise
• Viewing distance ranged from	 condition and as signal strength for
0.2-10.0 m (Fig. 2) or 0.9-3.6 m 	 signal-only condition(Fig. 1)	 • Observer's task: report whether
• Noise, when present, consisted	 bars were seen at each presentation
of broad-band noise (white noise) 	 of a test pattern
of 0-5 MHz signal	 • 6 observers
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Figure 2. Detection thresholds for bar patterns alone (sig-
nal only) and bar patterns presented with broad-band noise
as a function of viewing distance for spatial frequencies of
2,6, and 15 cycles/dog. (From Ref. 1)
0
CCC
I?Si
CCci
'II
Noise
No Noise
\DEGREE
Noise
0
C
-20
Si
-30 Z-0
C
-40
In
LI	 0
10
—S
-20fl
-30
282
Visual Acquisition of Information	 1.0
Results
• For bar patterns presented in visual noise, the signal-to-
noise ratio at detection threshold varies as a function of spa-
tial frequency of the pattern; the shape of the curves is simi-
lar for different viewing distances but, for greater distances,
shifts to higher frequencies (Fig. 1).
• In the signal-only condition signal threshold increases
(sensitivity decreases) with increasing viewing distance for
low spatial frequencies (2 cycles/deg) but the opposite is the
case for high spatial frequencies (6 and 15 cycles/deg);
(Fig. 2).
• The presence of broad-band noise does not simply raise
pre-existing thresholds but has more complex effects, as can
be seen when the signal only and signal-plus-noise panels of
Fig. 2 are compared.
Variability
No specific data are provided, but there were relatively
small inter- and intrasubject variations as a function of the
experimental variables.
Constraints	 • Many factors (such as luminance level, orientation, and
visual field location) affect contrast sensitivity for spatial
• Results may be different for different noise distributions,	 patterns and must be considered in applying these results
• These results are for near-threshold values of contrast; re- under different viewing conditions (CRef. 1.628).
suIts may be different for high-contrast targets.
Key References
•	 *l,poflehn,H,,&Roehrig,H.
(1970). Effect of noise on the mod-
ulation transfer function of the vi-
sual channel. Journal of the
Optical Society ofAmerica, 60,
842-848.
Cross References	 1.628 Factors affecting contrast
sensitivity for spatial patterns;
1.615 Visual acuity: effect of view-
ing distance;
1.616 Visual acuity: effect of view-
ing distance and luminance level;
1.650 Spatial frequency (size)
masking
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1.6	 Spatial Sensitivity
1.641 Contrast Sensitivity: Effect of Edge Sharpness
Key Terms
Contrast sensitivity; edge sharpness; luminance; pattern
detection
General Description
Contrast sensitivity for narrow bars with a Gaussian lumi-
nance distribution is approximately the same as for narrow
rectangular bars. However, contrast sensitivity for wide
Gaussian bars is much poorer than for wide rectangular
bars; for Gaussian bars wider than —0.2 deg effective
width, sensitivity decreases as effective bar width increases,
'hereas sensitivity for rectangular bars is a constant for bars
wider than 0.3 deg. The decrease in contrast sensitivity with
increased width for Gaussian bars is due to the loss in edge
sharpness as width increases.
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
Methods
	
	
gested fixation); test patterns on
until threshold sequence completed
• Targets were single, dark, verti-
cal bars with rectangular or Gaus-
Gaussian but-'had a luminance pro-
sian luminance distribution;
file ofe' 2 where x is the dis-
tance from the center of the bar and
• CRT display with 5.5-deg diam-
eter field; display luminance of
• Nature of surround not reported
• Binocular viewing with free in-
spection of screen (i.e., no sug-
Test Conditions
100 cd1rn2 (30 IL)
g is the spread factor
	
• Method of adjustment
• Independent variables: lumi-
nance profile of bars (Gaussian or
rectangular), effective width of
bars (where the effective width of a
Gaussian bar is defined as if
so that a Gaussian bar with spread
ci will have the same area beneath it
as a rectangular bar of width civT
at the same contrast; effective
width of a rectangular bar equals
real width)
Experimental Procedure
1000,
OR
5	 I
-	 1tiltC	 I
As
C	 I
o	 Io
10	 r
0.01	 0.1	 1.0
Effective Width (degrees)
Figural. Contrast sensitivity as a function of effective
width for rectangular bars (triangles and closed circles)
and Gaussian bars (open circles and crosses). Effective
width Is actual width for rectangular bars and ciV7(where ci
Is the spread factor) for Gaussian bars (see 'Methods" for
further details). Each point represents an average of five to
ten observations; data are for 2 observers. The dashed line,
which has a slope of —1, indicates reciprocity of spread (ci)
and contrast sensitivity. (From Ref. 5)
• Dependent variable: threshold	 sitivity (reciprocal of threshold
contrast (mean contrast at which	 contrast)
bars were just detectable), where 	 • Observer's task: adjust contrast
contrast is defined as Michelson	 of bar until it was just visible
contrast; figure plots contrast sen-	 • 2 observers, amount of practice
unspecified
i%
0'
0
Experimental Results	 Variability
• Contrast sensitivity increases for both rectangular and
Gaussian bars as effective bar width increases from
0.01 deg to —0.2 deg.
• Contrast sensitivity for rectangular bars asymptotes at an
effective width of —0.3 deg. Contrast sensitivity for Gaus-
sian bars is approximately inversely proportional to effec-
tive width for widths >0.2 deg.
• Therefore, for narrow bars, effective width determines
visibility regardless of luminance profile, but for large bars
of equal effective width, sharp-edged rectangular bars are
detectable at much lower contrast.
• Since the maximum slope of a Gaussian function is in-
versely proportional to its spread, the visibilities of large
Gaussian bars are approximately proportional to the maxi-
mum slopes of the bars.
• Contrast thresholds based on five to ten consecutive read-
ings and had a standard error of 5 percent.
Repeatability/Comparison with Other Studies
The results described here are consistent with those of other
studies on sharp-edged bars (Ref. 2), trapezoidal bars
(Refs. 3, 6), and rectangular and sinusoidal bars (Ref. 4),
but exact conversion to the contrast units used in other stud-
ies is difficult. Sensitivities for gratings of <10 cycles/deg
and bars >0.15 deg reported in Ref. 1 are significantly dif-
ferent from those reported here, and there is no proposed
explanation other than possibly a difference in screen size.
Given the small number of observers, differences are not
surprising.
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Constraints
• Results reported apply only to near-threshold values of
contrast; results may be different for high-contrast targets.
• Many factors (such as luminance level, orientation, and
visual field location) affect contrast sensitivity for spatial
patterns and must be considered in applying these results
under different viewing conditions (CRef 1.628).
Key References	 2. Fry, G. A. (1970). The optical 	 4. Kulikowski, 3.3., & King-	 fluence of width and gradient on
performance of the human eye. 	 Smith, P. E. (1973). Spatial ar- 	 visibility. Vision Research, 14,
I. Campbell, F. W., Carpenter,	 Progress in Optics, 8,51-131. 	 rangement of line, edge, and	 1457-1462.
R. H. S. C., & Levinson, J. Z. 3. Hood, Ii, & Whiteside, j. 	 grating detectors revealed by 	 6. Thomas, J. P., & Kovar, C.(1969). Visibility of aperiodic pat-	 (1968). Brightness of ramp stimuli 	 subthreshold summation. Vision	 (1965). The effect of contourtens compared with that of sinu- 	 as a function of plateau and gra-	 Research, 13, 1455-1478. 	 sharpness on perceived brightness.
soidal gratings. Journal of Physiol- 	 dient widths. Journal of the	 *5 Shapley, R. (1974). Gaussian 	 Vision Research, 5,559-SM.ogy, 204,283-298.	 Optical Society ofAmerica, 58, 	 bars and rectangular bars: The in-
1310-1311.
Cross References
.	 1.628 Factors affecting contrast
sensitivity for spatial patterns;
1.642 Contrast sensitivity: effect of
border gradient
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Experimental Results	 • The fact that the contrast threshold for edge targets de-
pends on the slope of the luminance gradient only at low
• Contrast thresholds are lowest (sensitivity is greatest) for	 equivalent spatial frequencies suggests that the upturn in
sine-wave gratings with spatial frequencies between 2 and 	 contrast threshold for sine-wave gratings at low spatial fre-
6 cycles/deg. Both higher and lower frequencies yield 	 quencies is due at least in part to optical blur at these fre-
higher thresholds, with a rapid increase for higher 	 quencies. The dashed line in Fig. 1 shows the threshold
frequencies.	 function for sine-wave gratings corrected for optical blur.
• A single edge can be compared to a grating in terms of
the slope of the gradient between the areas of maximum and
minimum luminance (defining the sharpness or blurredness
of the border). Contrast thresholds for a single edge are rel-
atively independent of border gradient (amount of blur) for
relatively steep gradients (>4 cycles/deg equivalent spatial
frequency). Threshold increases as border gradient, and
thus equivalent spatial frequency, decreases (i.e., as blur
increases) for shallower gradients.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
The contrast sensitivity functions described here are very
similar in form to those obtained in other studies. Precise
values of spatial frequencies at which peak sensitivity oc-
curs vary slightly from study to study with varying condi-
tions (Refs. 1,2,4; CRef. 1.632).
1.6	 Spatial Sensitivity
1.642 Contrast Sensitivity: Effect of Border Gradient
Key Terms
Contrast sensitivity; edge sharpness; pattern detection; size
General Description
Contrast sensitivity for a sine-wave grating (bar pattern)
is greatest (i.e., contrast thresholds are lowest) at spatial
frequencies between 1 cycle/deg and 3 cycles/deg; sensitiv-
ity is lower at lower and higher spatial frequencies (Fig. 1).
At low spatial frequencies, contrast thresholds are deter-
mined in part by the luminance gradient between adjacent
light and dark bars, which is related to the effect of blurring
the border between light and dark halves of a split field (an
edge). For a single edge, contrast threshold is independent
of the border gradient when gradients are steep (equivalent
to higher spatial frequencies) and thus blur is small.
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
Methods	 fraction for each observer; monoc-
ular viewing; artificial pupil used,
Test Conditions	 size not reported
Experimental Procedure
• Method of adjustment
• Independent variables: spatial
frequency of grating equivalent to
spatial frequency of edges (defined
as the spatial frequency of a grating
with a border luminance gradient
equal to that of the edge)
• Dependent variable: Contrast
threshold (contrast between light
and dark areas of target at which
o
a
-	 Grating
I-
Edg5
g
Grating \
corrected	
.for optical	 -
blur
0.001
0.6	 6	 60
Spatial Frequency (cyciesldegree)
Figural. Contrast threshold as a function of spatial fre-
quency for sine-wave gratings and single edges of equiva-
lent spatial frequency. Dashed line shows grating results
corrected for optical blur. (From Ref. 3)
target was just detectable), where	 • Observer's task: adjust contrast
contrast is defined as Michelson	 of the target to make it just
contrast; Fig. I plots contrast sen- 	 detectable
sitivity (reciprocal of contrast 	 • I observer with extensive
threshold)	 Practice
• Vertically oriented single edge,
or sine-wave grating with spatial
frequency from 0.2-18 cycles/deg
• Display field 5.08 cm wide by
2.54 cm high
• Avenge luminance of targets
was 74.3 cd/m2 (21.7 It.); large
equiluminous (74.3 cdfm2) sur-
round lighted by fluorescent
illumination
• Observer's head supported by
chin cup; lens used to correct re-
286 Boll, K. R., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Performance. MMRL, Wiight-Pattorson AFB, OH. 1988.
Visual Acquisition of Information	 1.0
Constraints
• Results reported apply only to near-threshold values of
contrast; results may be different for high-contrast targets.
• Many factors (such as luminance level, orientation, and
visual field location) affect contrast sensitivity for spatial
patterns and must be considered in applying these results
under different viewing conditions (CRef. 1.628).
C-'	 1. Campbell, F. W., & Given,
D. G. (1965). Optical and retinal
factors affecting visual resolu-
tion. Journal ofPhysiology.ISI.
576-593.
J. G. (1968). Application of
Fourier analysis to the visibility
of gratings. Journal ofPhysi-
ology. 197,551-566.
of the	 lation thresholds for sinusoidal
59,	 light distribution on the retina.
Journal of Physiology,152, 67-74.
Cross References	 1.632 Contrast sensitivity: effect ofluminance level (foveal vision);
1.628 Factors affecting contrast 	 1.641 Contrast sensitivity: effect of
sensitivity for spatial patterns; 	 edge sharpness
1.631 Contrast sensitivity: effect of
number of luminance modulation
cycles and luminance level;
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Figural. Targets used to
measure target detection
and detail resolution. Over-
all size refers to overall tar-
get dimensions; detail size
refers to the size of target
critical detail, such as size
of gap in Landolt C, distance
between double bars, grat-
ing bar width, letter stroke
width, etc. (From Ref. 5)
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1.6	 Spatial Sensitivity
1.643 Contrast Sensitivity: Effect of Target Shape and
Illumination Level
Target Size (minutes of arc)
Target Description
	
Detail	 Overall
•	 Disc	 3.9	 3.9
C	 LandoitC	 4.0	 20.0
II Cobb 2-bar	 4.0	 12.0
I	 Line	 1.2	 20.8
Dot pattern	 1.0	 42.5
11111	 Grating	 3.9	 42.7
e	 Printed 	 2.2	 15.8
It	 Script	 3.2	 35
U	 p	 S	 E	 R	 Test chart letters	 4.0	 20.1
0.3
0.2-
0.1
C
0.05-
0.03
0.02
0.01
3.4	 34	 340 1700	 3.4	 34	 340 1700	 3.4	 34	 340 1700
Background Luminance (candelaslmeter2)
Figure 2. Threshold for various targets as a function of background luminance; data for disc are included in each panel
for comparison. Data are shown for detection task (judge whether target present) and resolution task (judge whether tar-
get detail visible). Overall size and critical detail size for each target are given in Fig. 1. (From Ref. 5)
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Key Terms
Contrast sensitivity; pattern detection; shape; spatial resolu-
tion; target complexity; visual acuity
General Description
As background luminance increases, the minimum contrast
needed to detect a target's presence or to judge its detail de-
creases. The configuration of the target affects the steepness
of the decline in threshold with background luminance as
well as its absolute value. More complex targets tend to
have lower contrast thresholds.
Applications
Measurement of visual performance; displays and viewing
environments where the visibility of low-contrast targets or
target detail must be maximized.
Methods	 Experimental Procedure
• Up-and-down method of limitsTest Conditions	
• Independent variables: type of
Illuminated targets and im-	 target, background luminance
mediate background projected for 	 • Dependent variable: contrast
200 msec by optical device to	 threshold (minimum target contrast
center of screen extending 64 deg 	 at which target is judged present or
of visual angle vertically and	 its detail is visible); contrast pre-
86 deg horizontally	 sumably defined as incremental tar-
* 13 test targets of varying com- 	 get luminance above background
plexity presented individually; 	 luminance divided by background
Fig. I provides target description	 luminance (contrast ratio) but not
and size	 specified
• Target always brighter than	 • Observer's task: report presence
background; background lumi- 	 of target or presence of detail
nance from 3.4-1700 cd/m2	• 2 highly practiced observers
• Viewing distance of I on
0.2
Target visible
-= Detajivisibie
0,1
4SC0
U
"S.
Ref. I
0.03
Ref. 2
3.4	 34	 340 1700
Background Luminance jcandelaslmoter9
Figure 3. Contrast threshold for various targets as a func-
Uon of background luminance: comparison data from three
studies. Observer's task (Ref. 1) for a 4-mm-arc disc in-
volved detecting presence of target; tasks for Refs. 3 and 4
were discrimination of detail for a 4.5-mm-arc Landoll: C and
3.95-mm-arc parallel bars, respectively. (From Ref. 5)
K>
Experimental Results	 ground luminance, although most of the differences do not
exceed a contrast ratio of 2 to I. Generally, the greater the
• Contrast threshold decreases as background luminance
	 complexity of the target, the lower the threshold, gratingincreases,	 targets yielding the lowest thresholds.
• Highest and lowest curves in Fig. 2 differ significantly
from each other, but none of the curves differs significantly
from that for the disc target.
• A target can be detected at a lower contrast than is re-
quired to discern its detail.
• There are some differences among targets of different
complexity both in absolute contrast thresholds and in the
steepness of the decline in threshold with increasing back-
Constraints	 lotion) for spatial patterns and must be considered in apply-
ing these results under different viewing conditions
• Target complexity is not well defined.
	 (CRefs. 1.628, 1.603).
• These results are for near-threshold values of contrast; re- • Targets were always brighter than the background; au-
suIts may be different for high-contrast targets.
	 thors state that relationships also hold for targets that are
• Many factors (such as luminance level, orientation, and
	 darker than their backgrounds.
visual field location) affect contrast and acuity (detail reso-
Key References	 2. Cobb, P. W., & Moss, F. K.	 low values of illumination. Journal *5, Guth, S. K., & McNelis, J. F.
(1928). Four fundamental factors 	 of the Optical Society ofAmerica,	 (1969). Threshold contrast as a
I. Blackwell, H. R. (1966). IES	 in vision. Illumination Engineering
	 15, 287-294.	 function of target complexity.
lighting handbook (4th ed.). New
	 Society Transactions, 22, 496-506.
	 4. Farrell, R. .r., & Booth, J. M.	 Archives ofthe American AcademyYork: Illuminating Engineering
	 3. Conner, J. P., & Ganoung, It B.
	 (1984). Design handbookforim-	 of Optometry, 46, 98-103.Society.	 (1935). An experimental determi-
	 agery interpretation equipment.
nation of the visual thresholds of
	 Seattle, WA: Boeing Aerospace.
Cross References	 1.625 Target detection: effect of 	 1.632 Contrast sensitivity: effect of
target spatial dimensions;	 luminance level (foveal vision);
1.603 Factors affecting visual
	 1.628 Factors affecting contrast
	 1.633 Contrast sensitivity: effect ofacuity;	
sensitivity for spatial patterns;
	 luminance level (peripheral vision)
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
For comparison, data from other relevant studies are plotted
in Fig. 3. Characteristics of the curves are similar to those in
Fig. 2.
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1.644 Contrast Sensitivity for Snellen Letters
Key Terms
Contrast sensitivity; pattern detection; pattern resolution;
spatial filtering; visual acuity
General Description
One standard test of visual acuity is the ability of observers
to resolve Suellen letters of various sizes. When the mini-
mum contrast required for observers with normal (or cor-
rected-to-normal) vision to detect and identify Snellen
letters is measured as a function of letter size expressed in
terms of spatial frequency, the contrast sensitivity function
obtained is very similar in shape to contrast sensitivity func-
tions as conventionally measured with bar patterns (sine.
wave gratings) (e.g., CRefs. 1.632, 1.645). Thus, contrast
sensitivity functions and traditional Snellen measures of vi-
sual acuity are comparable. Although there has not been ex-
tensive work in this area, individual Suellen acuity can be
predicted from individual contrast sensitivity functions. The
results show modest success for a group of individuals with
a variety of optical abnormalities.
Applications
Measurement of visual acuity.
Methods	 Experimental Procedure
Staircase procedureTest Conditions	 • Independent variables: stimulus
• Suellen letters low-pass filtered	 contrast, Suellen line number
(between 0.5 and 3.0 cycles per let- • Dependent variable: detection
ter width) to determine fundamen- 	 threshold, defined as lowest con-
tal frequency (minimum number of trast at which any inhomogeneity
cycles for identification) for each	 can be seen in the otherwise uni-
letter	 form stimulus field on 50% of
• Suellen chart presented by proj-	 trials; identification threshold, de-
ecting 35-mm slide on matte	 fined as lowest contrast at which
surface	 50% accuracy in letter identifica-
• Standard 6-m distance, 68.5 cd/ 	 tion is achieved
m' luminance	 • Subject's task: indicate whether
• Contrast controlled by a crossed	 any inhomogeneity is present be-
polaroid system that permitted con- tween blue markers (detection
tinuous variation in contrast 	 task); identify letters present on
• Suellen letters to be read were	 line (identification task)
indicated by adjacent blue markers • 5 subjects with normal or cor-
rected-to-normal vision of 6/6 or
better
Snelien Line Numbers (meters)
6/36 6/18	 6/9 6/5
6/60	 6/24 6/12 I 6/61
Letter Size (minutes of arc)
60	 30 20 15 10 7.5 5 4 3
50
C0
-z
- 0
C-to.
vita
St win c=
-C.
fern
0U;
0
Spatial Frequency
(cyclesldegree)
Figural. Contrast sensitivity for the detection and identi-
fication of at least 50% of the loners on each line of a stan-
dard Snelien chart. Snelien loner sizes are given In terms of
Snellen line, visual angle subtended by the ietter In minutes
of arc, and spatial frequency. Snellen lines are given in me-
ters; lines 6/60 and 6/6 are similar to lines 20/200 and 20/20
measured in feet Letters In line 6/6 can be resolved by a
person with normal vision at a distance of 6 m. (From
Ref. 1)
f
• = Detection
o = Identification
± Two standard
I errors
Experimental Results	 • At the smallest letter sizes, identification performance
declines and the difference between detection and identifi-
• Average contrast sensitivity (reciprocal of contrast	 cation functions increases; these results are consistent with
threshold) for detection and identification of Suellen letters	 human contrast sensitivity data obtained with bar patterns.
as a function of letter size is presented in Fig. L 	 • In a related study, 11 subjects who had a variety of visual
• Contrast sensitivity is relatively constant for Snellen lines abnormalities (amblyopia and multiple sclerosis) performed
6/60-6/18; this is consistent with the relatively flat contrast 	 standard contrast sensitivity tasks and Snellen tasks. Snellen
sensitivity found in the low to middle range of spatial fre-	 acuity was predicted from measured contrast sensitivity
quencies as measured by conventional contrast sensitivity 	 functions. Agreement between predicted and obtained Snel-
tests using sine-wave gratings. 	 len acuity was perfect for 8 of 22 eyes (36.4%); 16 of 22
o Detection and identification thresholds are fairly close in 	 eyes (72.7%) were predicted within one Snellen line.
6/60-6/36 range, the bandwidth where human sensitivity is
greatest.	 Variability
Error bars showing ± 2 standard errors are given in Fig. I.
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Constraints
• The number of letters on a Suellen line is not constant;
fewer letters are present on larger lines. Thus, 50% thresh-
olds do not represent the same level of performance for dif-
ferent lines of the chart (Ref. I).
• Many factors (such as luminance level, orientation, and
visual field location) affect contrast sensitivity for spatial
patterns and must be considered in applying these results
under different viewing conditions (CRef. 1.628).
Key References	 2. Ginsburg, A.P. (1980). Specify- 	 3. Ginsburg, A. P. (1981). Spatial
ing relevant spatial information for 	 filtering and vision: Implications
*1. Ginsburg, A. P. (1978). Visual	 image evaluation and display de-
	
for normal and abnormal vision.
information processing based on
	 sign: An explanation of how we see
	
In L. M. Proenza, I. M, Enoch, &
spalialfilters constrained by bio- 	 certain objects. Socielyforinfor-	 A. Jampolski (Eds.), Clinical ap-
logical data. Unpublished doctoral	 mat/on Display, 21, 219-227.	 plications of visual psychophysics
dissertation, University of Cam-
	 (pp. 70-106). Cambridge, England:
bridge, England (also published as
	 Cambridge University Press.
AFAMRL-TR-78-I 29). (DTIC
No. ADA090II7)
1.603 Factors affecting visual
acuity;
1.628 Factors affecting contrast
sensitivity for spatial patterns;
luminance level (foveal vision); 	 6.312 Form perception: contribu- 	 human performance, Ch. 34,
1.645 Contrast sensitivity fora	 tion of different spatial-frequency	 Sect. 10.1
large population sample;	 bandwidths;
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1.645 Contrast Sensitivity for a Large Population Sample
1000- MOTION SENSITIVITY
500:
200
5 ioo,
250:
S
20
2 to
C	 I
o	 5	 I • 90th percentileU I	 = 75th percentile
2	 —Median
• = 90th percentile
X = 75th percentile
- Median
Test Conditions
• Targets: static and moving verti-
cal sine-wave gratings presented on
video screen; target size 4>< 5 deg
of visual angle; mean luminance of
60 cdlm2
• Moving targets shifted to right in
5 deg/sec steps
• apatiai trequencles: I, '}, 6, 10,	 - L I,,cv LI.a.a p... p.40W'
24 cycles/deg for static patterns; 	 • Total average testing time:
1, 4, 8 cycles/deg for moving 	 12 mm
• Contrast increased at a rate of
	 Experimental Procedure
0. 14% per sec	 • Ascending method of limits
• Portable microprocessor-con-	 (method of increasing contrast)
trolled unit presented test patterns	 • Independent variables: spatial
• Viewing distance: 2.74m	 frequency of bar patterns, static
• Practice preceded actual trials 	 versus dynamic test pattern
threshold (mean contrast at whichbut
	
just became visible)
• Observer's task: press button
when target becomes visible
• 265 inexperienced observers,
mean ages 37.5 yr; screened for
normal vision and acuity (via Sloan
letter chart) and absence of
ophthalmic pathology
ii	 ,IIIIIII	 111111111	 11111111 I	 I
.1 .2
	 .5 1 2	 5 10 20 50 10 0 .1 .2	 .5 1 2	 5 10 20
Spatial Frequency (cyclesldegree)
Figural. Contrast sensitivity for moving and stationary gratings. The heavy solid line In
the center plots values for the median (50th percentile). The region between the two
dashed lines encompasses contrast sensitivity limits for 75% of the sampled population,
and the area between the outer solid lines encloses 90% of the sampled population. (From
Ret 3)
Key Terms
Contrast sensitivity; modulation transfer function; pattern
detection; size
General Description	 contrast sensitivity are greatest at the lowest and highest
spatial frequencies.
When contrast sensitivity is measured for a large popula- 	 Because contrast sensitivity functions provide informa-
tion sample, sensitivity for both moving and stationary bar	 tion regarding visual abilities for a wide range of target
patterns (sine-wave gratings) is found to be greater for me- 	 sizes, they may allow better prediction of visual perfor-
dium-width bars (mid range spatial frequencies) than for 	 mance than standard acuity tests.
coarser (lower frequency) or finer (higher frequency) bars.	 Despite normal visual acuity, 10-15% of the population
Contrast sensitivity peaks at a spatial frequency of " 	 is estimated to have low contrast sensitivity for low and
cycles/deg. Target motion enhances contrast sensitivity, but 	 middle range spatial frequencies (1-8 cycles/deg) (Ref. 3).
only at lower spatial frequencies. Individual differences in
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
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Experimental Results	 Repeatability/Comparison with Other Studies
• Contrast sensitivity varies with spatial frequency, peak- 	 Retest at 6 months with atypical sample of 6 observers gave
ing at —4 cycles/deg.	 results not significantly different from original measure-
* For moving targets, contrast sensitivity is enhanced at	 ments. The shapes of the data curves found here conform to
low spatial frequencies (1-3 cycles/deg). 	 those obtained in laboratory studies using smaller samples(e.g.,Ref. l;CRefs. 1.629, 1.632). Reference 2 found
Variability	 contrast sensitivity strongly positively related to pilot per-
Individuals with similar visual acuity may differ signifl- 	 fonnance on flight simulators. Reference 2 claims that the
cantly in contrast sensitivity (standard deviation of — 3).	 method of increasing contrast (ascending limits) is superior
Figure 1 provides contrast sensitivity values for median 	 to two other psychophysical methods for determining con-
(50th), 75th, and 90th percentiles. Variability is greatest at	 trast sensitivity (method of adjustment and Békésy
the lowest and highest spatial frequencies. 	 tracking).
Constraints
• Contrast sensitivity is influenced by many factors, in-
cluding measurement technique (Ref. 2), test conditions,
and practice (Ref. 1), which must be considered in
applying these data under specific viewing conditions
(CRefs. 1.628).
• Contrast sensitivity for different population subgroups
(pilots, young adults, senior citizens, etc.) is likely to differ
from measurements for the general population.
• Large variability for static patterns at high spatial fre-
quencies is thought to be due to differences in individual re-
fractive state; the cause for variability at low frequencies is
unknown but may be related to the number of bars present.
• The stability of an individual's contrast sensitivity over
long periods and different tasks has not been adequately
tested.
Key References	 Cambridge, England: The	 *3 Ginsburg, A. P., Evans, D.
Cambridge University Press. 	 Cannon, M. W., Owsley, C., &
1. Ginsburg, A. P. (1981). Spatial- 	 2. Ginsburg, A. P.,&Cannon,	 Mulvanny, P. (1984). Large-scale
filtering and vision: Implications	 M. W. (1983). Comparison of 	 norms for contrast sensitivity.for normal and abnormal vision. In 	 three methods for rapid determin-	 American Journal of Optometry
L. M. Proenza, J. M. Enoch, &	 ation of threshold contrast sensi-	 and Physiological Optics,
A. Jampoisky (Eds.). Applications	 tivity. Investigative Ophthal- 	 61, 80-84.
ofpsychophysics to clinical prol'-	 mology and Visual Science,lenis. (Proceedings of the Sym- 	 24. 789802
posium held in San Francisco,
CA, Oct. 1978, pp. 70.106).
Cross References	 1.632 Contrast sensitivity: effect of	 1.644 Contrast sensitivity for Snel-
luminance level (foveal vision); 	 len letters;
1.628 Factors affecting contrast 	 1.637 Contrast sensitivity: effect of
	
Handbook of Perception and
sensitivity for spatial patterns; 	 target motion;	 Human Performance, Ch. 34,
1.629 Contrast sensitivity: effect of 	 Sect. II
field size;
293
10
a
a
10
U
a —au
C
10 •
U
to.
C0
C
E
mc)a.1
a
0U
(b)
Contrast, C
1.6	 Spatial Sensitivity
1.646 Contrast Discrimination
(a)
Figural. Contrast discrimination thresholds for a
2-cycle/deg sine-wave grating as a function of reference
contrast (C). (a) Smallest detectable increment In contrast,
AC, as a proportion of detection threshold, AC, (contrast
required for detection against a uniform field, i.e., when
C = 0). The heavy diagonal line shows the rate of increase
Indicated by Weber's law, which holds that AC/C = a con-
stant. (b) Smallest detectable increment in contrast AC,
as a proportion of reference contrast, C. Data in strict ac-
cordance with Weber's law would fall on a horizontal
line. (From Ref. 2)
Key Terms
Contrast discrimination; contrast sensitivity
General Description 	 expressed as a proportion of absolute contrast threshold(smallest contrast that allows a bar pattern to be distin-
The contrast difference threshold (the smallest difference in 	 guished from a uniform field) (Fig. la). The contrast differ-
contrast, AC, that allows a test grating or bar pattern to be 	 ence threshold AC represents an increasingly smaller
distinguished from a reference grating) varies depending on 	 proportion of the reference contrast as the reference
the contrast of the reference grating. For most reference	 contrast increases (Fig. lb).
contrasts, the contrast difference threshold increases when
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
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Methods	 750 ms; one interval contained ref- 	 Experimental Procedure	 • Observer's task: indicate which
etence grating with percentage con-
• Staircase procedure, two-interval	 interval contained the target ofTest Conditions	 trast of 0.05-51.2; other interval 
•	
f
Vertical sine-wave ratings	 contained test grating with variable
	 orced-choice	 higher contrast-choice paradigm 
were presented on a cathode ray
	
contrast above or below reference	 • Independent variables: contrast 	
• Each threshold estimate based on
tube with a space-averaged lumi-
	
contrast; interval containing refer-	 of reference grating 	
six staircase reversals; threshold is
nance of 200 cd/rn2; gratings 6 d
	
ence contrast varied randomly	 • Dependent variable: contrast dis- geometric mean of four to sixthreshold estimates
wide and 6 deg high.	 • Spatial frequency of both refer- 	
crinunatton threshold, defined asg
the increment in contrast which
• Two 200-ms exposure intervals
	
ence and test gratings was 2.0 	
• 3 observers
marked by tones and separated by
	
cycles/deg	 could be detected on 79 percent of
trials
Experimental Results
	 tion is known as the Weber ratio. The Weber ratio decreases
as the reference contrast increases, but the decline isFigure la plots the contrast discrimination threshold for a much faster for lower reference contrasts.
sine-wave grating pattern in terms of the contrast increment • The Weber ratio for contrast discrimination is <0.3
AC detectable on 79 percent of trials as a proportion of grat- at most reference contrasts, and <0.1 at higher contrasts.
inn
 contrast at absolute threshold Art. #1 a'..# I) \I • ¼-., IIUIIImum con-
trast discriminable from a uniform field). When considered
in this way, contrast discrimination threshold increases as
reference contrast increases for reference contrasts greater
than — 0.003(---03 percent), but actually decreases some-
what with reference contrast for contrasts below this level.
• Figure lb plots contrast discrimination threshold in terms
of the smallest detectable increment AC as a proportion of
the reference contrast level C, that is, AC/C. This propor-
Variability
Error bars in figure show ± I standard error of the mean.
Repeatability/Comparison with Other Studies
Many of these results are confirmed elsewhere
(Refs. 1,3,4).
• The negative slope in the function at low reference con-
trasts (Fig. la) has also been found with aperiodic targets
(Ref. 3).
• Many factors (such as luminance level, orientation, an
visual field location) affect contrast sensitivity for spatial
patterns and must be considered in applying these results
under different viewing conditions (CRef. 1.628).
Key References	 vision. Journal of the Optical So-	 4. Nachmias, 1., & Sansbm-y, 	 in human vision as asymmetric
ciety ofAmerica, 70, 1458-1471.	 R. V. (1974). Grating contrast: 	 (edge) mechanisms. Vision Re-
t. Legge, G. E. (1980). In search
	 3. Nachmias, J., & Kocher, E. c.	 Discrimination may be better than 	 search, 14, 1409-1420.
of Weber's law for contrast dis-
	 (1970). Visual detection and dis-	 detection. Vision Research, 14,	 61b1hE5t, D. i., &Batheld, L. P.crimination. Investigative ophthal- 	 1039-1042.
mology and Visual Science, 19
(Suppl.), 43.
*2. Legge, G. E., & Foley, J. M.
(1980). Contrast masking in human
Cross References	 1.628 Factors affecting contrast
sensitivity for spatial patterns;
1.401 Brightness difference
- ---	
1.647 Contrast matching,-Ams 	 CtIC4..t UI UaI.a -IUuIiu
luminance;
1.402 Brightness difference thresh-
old: effect of background lumi-
nance and duration of luminance
increment;
micIInIc	 1910). Interactions VCLWCCII spa-
ments. Journal of the Optical 	 5. Strohmeyer, C. F., & Klein, S. 	 tial frequency channels. Vision Re-
Society ofAmerica, 69,382-389.	 (1974). Spatial frequency channels
	 search, 18, 951-958.
Handbook ofperception and
human performance, Ch. 7,
Sect. 3.1
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1.647 Contrast Matching
0250.5 1
	 2 5 5 10 15 20 25
Spatial Frequency (cyclesldegree)
Figural. Equal-contrast contours for 2 observers. Filled
unconnected symbols show contrast for reference grating;
matching open connected symbols show the contrasts of
test gratings of different spatial frequencies that matched
the corresponding reference grating in apparent contrast.
Filled connected circles show the contrast sensitivity func-
tion (minimum contrast required for detection). Note that
contrast increases from bottom to top along the ordinate.
Because of asymmetry of results, spatial frequencies <5
cycles/dog are plotted on a logarithmic axis and those >5
cycles/dog on a linear axis. (From Ref. 2)
Key Terms
Contrast matching; contrast sensitivity; pattern detection;
size
General Description
	
crate a series of isocontrast (apparent by equal contrast)
curves across spatial frequencies (Fig. 1). These curves re-
Contrast-matching functions describe the effective lumi- 	 semble the contrast sensitivity function at low contrasts
nance modulation necessary to match sine-wave gratings 	 with loss of sensitivity at high and low spatial frequencies;
(bar patterns) of different spatial frequencies (bar widths)	 however, they flatten out at higher physical contrasts where
to a reference grating so that the test and reference gratings 	 apparent contrast corresponds more closely to physical con-
appear equivalent in contrast. By choosing a range of refer- 	 trast. These results are largely independent of average lumi-
ence gratings with different physical contrasts, one can gen- nance and location in the field of view.
Applications
Estimation of apparent contrast from physical contrast.
Methods	 • Reference and test gratings pre- 	 • Monocular viewing with pre-	 • Independent variable: spatial fre-
sented on adjacent oscilloscope 	 ferred eye; head steadied by bite 	 quency of test grating
Test Conditions	 screens, one test grating per trial;	 bar	 • Dependent variable: contrast of
gratings had mean luminance of 	 • Threshold settings also taken for 	 test grating at which it appears
• Vertical sine-wave reference	 10 cd/rn2 , except where stated 	 each grating	 equal in contrast to referencegrating (5 cycle/deg) presented at	
• Viewing distance 229 cm for test	 grating
one of eight physical contrasts (See	 gratings of 5-25 cycles/deg; screens Experimental Procedure	 • Observer's task: adjust contrast
Fig.	 subtended 2 deg and were sepa- 	 • Method of adjustment with refer- of test grating until it appeared to
• Vertical sine-wave test gratings	 rated by 1.5 deg	 ence contrasts presented in either	 match that of reference grating(0.25, 0.5, 1,2,5, 10, 15,20,25 	
• Viewing distance 57 cm for test	 ascending or descending order; 	 • 2 observers with extensivecycles/deg) presented with variable 	 gratings of 0.25-2 cycles/deg; 	 trials blocked by spatial frequency	 practicecontrast to be adjusted by observer	 screens subtended 8 deg and were
separated by 6 deg
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Experimental Results
	
• As the contrast of the reference grating increases, the
contrast-matching curves flatten, i.e., all spatial frequenciesI The depth of luminance modulation (physical contrast) 	 are roughly equal in apparent contrast when they have the
required to match a low-contrast reference grating is higher
	 same physical contrast.
for oar patterns or low and high spatial frequencies than for
bar patterns for '-2-5 cycles/deg.
• At low reference contrasts, contrast-matching functions
are similar in shape to the contrast sensitivity function (min-
imum contrast required for detection of each spatial
frequency).
Constraints • Many factors (such as luminance level, orientation, and
• Individual differences have been reported, particularly in
	
visual field location) affect contrast sensitivity for spatial
individuals with astigmatisms; there are residual losses in
	
patterns and must be considered in applying these results
apparent contrast despite optical correction (Ref. 1).under different viewing conditions. (CRef. 1.628)
Variability
Results are similar for both observers; no specific informa-
tion on variability reported.
Repeatability/Comparison with Other Studies
Similar results have been obtained in other studies using
similar methodolodgy (Refs. 3, 6.)
Key References
I. Blakemore, C., Muncey, J. P. J.,
& Ridley, R. M. (1973). Stimulus
specificity in the human visual
system. Vision Research, 13,
1915-4931.
*2. (leorgeson, M. A., & Sullivan,
G. 0. (1975). Contrast constancy:
Debluthng in human vision by spa-
tial frequency channels. Journal of
Physiology, 252, 627-656.
information processing basea on
spatialfihters constrained by bio-
logical data. Doctoral dissertation,
University of Cambridge. England.
(Also published as AFAMRL-
TR-78- 129-VOL-1/2) (IXEIC
No. ADA090II7)
4. Kulikowski, 5.1. (1976). Effec-
tive contrast constancy and linear-
ity of contrast sensation. Vision
Research, 16, 1419-1431.
H. R.,&Giese, S. C. (1984).
Contrast matching data predicted
from contrast increment thresh-
olds. Vision Research, 24,
63-75.
6. Watanabe, A., Mori, T., Na-
gata, S., & Hiwatashi, K. (1968).
Spatial sine-wave responses of the
human visual system. Vision Re-
search, 8, 1245-1263.
Cross References	 4.645 Contrast sensitivity for a
large population sample;
1.628 Factors affecting contrast	 1 .646 Contrast discrimination
sensitivity for spatial patterns;
1.632 Contrast sensitivity: effect of
luminance level (foveal vision);
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1.648 Spatial Frequency (Size) Discrimination
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Figural. Spatial frequency discrimination as a function of reference spatial frequency. Results are plotted as the Weber
ratio At/f, where I is the spatial frequency of a reference grating and At is the smallest difference in spatial frequency that
can be discriminated from the reference. Data are shown for three observers. (From Ref. 2)
Key Terms
Pattern perception; size discrimination; spatial frequency
discrimination
General Description
The minimum difference in spatial frequency (bar width)
required to correctly distinguish a reference sine-wave
grating (bar pattern) from a target grating is roughly a con-
stant fraction (-0.025) of the spatial frequency of the refer-
ence grating.
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4. Thomas, J. (1983). Underlying
psychometric function for detecting
gratings and identifying spatial fre-
quency. Journal of the Optical So-
ciety of America, 79, 751-758.
6. Woodward, M., Ettinger, E. R.,
& Yager, D. (1985). The spatial
frequency discrimination function
at low contrasts. Spatial Vision, I,
13-17.
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Methods	 • Reference grating presented at 	 • Corrective feedback provided	 and Af is the smallest difference in0.3 Michelson contrast; target	 • 350 trials per point 	 spatial frequency that could be dis-
Test Conditions 	 gratings presented at matched ap-	 criminated from the reference fre-
• Vertical sine-wave luminance	 parent contrast 	 Experimental Procedure 	 quency (determined by 75%
• Reference and test gratings	 • Method of constant stimuli; two- 	 response level on fit of cumulativegratings generated on a cathode-ray
tube masked to 12 deg of visual 	 presented for 1.5 sec each with a	 alternative forced-choice paradigm; normal psychometric function to
angle diameter; average luminance	 0.75-sec blank interval; reference 	 randomized design	 the data)
of display 20 cd/rn2 ; display sur-	 grating always presented first	 • Independent variable: spatial fire- • Observer's task: indicate whether
round matched in hue and intensity 	 • Seven test gratings presented 	 quency of reference grating 	 test grating (second grating pre-
• Viewing at 150 cm in a dim 	 with each reference grating: three	 • Dependent variable: spatial fre- 	 sented) was higher or lower in spa-
room; observers dark-adapted 5	 higher, three lower, one the same	 quency difference threshold, de-	 tial frequency than referencespatial frequency	 fined as the Weber ratio 4/if, where grating (first grating presented)min prior to testing I is the reference spatial frequency 	 • 3 observers with normal vision
Experimental Results 	 • Discrimination at higher reference spatial frequencies re-
quires higher resolution than receptor mosaic provides.
• The smallest detectable difference in spatial frequency 
(AD between a reference grating and a test grating is, on av-
erage, —0.025 of the spatial frequency of the reference W:
i.e., AfIf-0.025.
• For all observers, difference thresholds fluctuate regu-
larly and consistently with the reference spatial frequency;
according to Ref. 2, these fluctuations are related to the
properties of the receptor mosaic of the retina (alternative
explanations have been offered; see Ref. 5).
Constraints
• Fluctuations in difference thresholds with reference spa-
tial frequency are even more pronounced for gratings with
lower (near-threshold) contrast (Ref. 3).
Key References	 3. Richter, E. R., & Yager, D. 	 5. Wilson, H. R. & Gelb, 0.1.(1984). Spatial frequency differ- 	 (1984)- Modified line-element
I. Campbell, F. W., Nachmias, 3., 	 ence thresholds for central and per- 	 theory for spatial-frequency and
& Jukes, J. (1970). Spatial-fre- 	 ipheral viewing. Journal of the	 width discrimination. Journal of
quency discrimination in human vi- Optical Society ofAmerica A, I, 	 the Optical Society of America A,
sion. Journal of the Optical Society
	 1136-1139. 	 1, 124-131.
of America, 60,555-559.
*2. Hirsch, I., & Hylton, R.
(1982). Limits of spatial-frequency
discrimination as evidence of
neural interpolation. Journal of the
Optical Society ofAmerica, 72,
1367-1374.
Cross References	 1.651 Spatial frequency (size)
adaptation;
1.609 Visual acuity: difference
thresholds for spatial separation;
1.649 Spatial frequency (size) dis-
crimination: effect of contrast;
1.650 Spatial frequency (size)
masking;
Variability
Error bars show ± I standard error.
Repeatability/Comparison with Other Studies
Similar results were obtained by Refs. 3, 5, 6. Reference I
failed to find the regular fluctuation of difference thresholds
evident here, but in that study reference frequencies were
spaced logarithmically and were insufficiently dense to
make such an observation likely.
Handbook ofperception and
human performance, Ch. 7,
Sect. 3.1
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1.6	 Spatial Sensitivity
1.649 Spatial Frequency (Size) Discrimination:
Effect of Contrast
Methods
Test Conditions
• 3-deg diameter patch of vertical
sine-wave grating centered in
35-deg square with a surround of
same luminance (60 cd/rn2) as
average luminance of grating
• Gratings varied independently in
spatial frequency and contrast
• Grating spatial frequency pairs
presented for discrimination are
shown in legend to Fig. I
• Grating contrast increased for
250 msec to desired level, re-
mained constant for 500 msec,
and then decreased to zero con-
trast within the I-sec observation
interval
• ma
presented at
four contrast levels
Experimental Procedure
• Method of constant stimuli; two-
alternative forced-choice paradigm;
blocked design, with one set of two
spatial frequency alternatives per
session
contrast,
• Dependent variable: standard
normal deviate corresponding to
percentage of correct judgments
• Observer's task: identify the
grating presented on each trial as
the higher or lower (in spatial fre-
quency) of the two alternative grat-
ings for that session
• I experienced observer
Contrast
Figural. Spatial-frequency discrimination for sine-wave
gratings as a function of grating contrast. Ordinate shows
the standard normal deviate corresponding to percent cor-
rect in identifying which of two slightly different spatial fre-
quencies was presented. Key in figure shows the spatial
frequencies of the two gratings to be discriminated in
cycles per degree of visual angle (where one cycle = twice
the bar width). (From Handbook of perception and human
performance, based on data from Ref. 2)
Key Terms
Contrast; pattern perception; size discrimination; spatial fre-
quency difference threshold; spatial frequency
discrimination
General Description
As the contrast of sine-wave gratings (bar patterns) in-
creases from threshold, the ability to distinguish small dif-
ferences in the spatial frequency (bar width) of two
otherwise identical gratings increases and then is main-
tained at a level that depends on the difficulty of the identifi-
cation task.
3($)	 Boll, K. A., & LIncoln, J. E. Engineering Data Compendium: HumanPerception and Performance. MMRL, Wght-Pattorson FB, OH, 1988.
Experimental Results
• As grating contrast increases, ability to identify which of
the two gratings was of slightly different spatial frequency
increases and then levels off.
• The spatial frequency pairs centered about 15 cycles/deg
require more contrast to be discriminated than those cen-
tered about 4.5 cycles/deg; this reflects differences in con-
Visual Acquisition of Information	 1.0
trast sensitivity to high and low spatial frequencies
(CRef. 1.624).
• The more closely spaced the spatial frequencies, the more
difficult the discrimination task.
Variability
No information on variability was given. Similar results
were found with other experienced observers.
Constraints	 formance curves for spatial frequencies above those
employed here.
• Results are likely to be different for spatial 	
• Many factors (such as orientation and visual field loca-
frequencies higher than those used here, due to decreased 	 tion) affect contrast sensitivity for spatial patterns and must
contrast sensitivity at the higher spatial frequencies; this 	 be considered in applying these results under different
would be expected to cause a rightward shift of the per- 	 viewing conditions (CRef. 1.628).
Key References	 *2. Thomas, I. V (1983). Underly- 3. Thomas, I. V. Gille, J., & Bar-
ing psychometric function for de- 	 ker, R. A. (1982). Simultaneous
1. Hirsch, J., & Hylton, R. (1982). 	 tecting gratings and identifying	 visual detection and identification:
Limits of spatial-frequency dis-	 spatial frequency. Journal of the	 Theory and data. Journal of the
crimination as evidence of neural	 Optical Society ofAmerica, 79, 	 Optical Society ofAmerica, 72,
interpolation. Journal of the	 751-758.	 1642-1651.
Optical Society ofAmerica, 72,
1367-1374.
Cross References	 1.628 Factors affecting contrast	 1.650 Spatial frequency (size)	 Handbook ofperception and
sensitivity for spatial patterns; 	 masking;	 human performance, Ch. 7,
1.609 Visual acuity: difference 	 1.648 Spatial frequency (size) 	 1.651 Spatial frequency (size)	 Sect. 2.1.
thresholds for spatial separation; 	 discrimination;	 adaptation;
1.624 Factors affecting detection of
spatial targets;
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1.650 Spatial Frequency (Size) Masking
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Figural. Effect of masking on contrast sensitivity as a
function of the spatial frequency of the test grating. The
figure shows the amount by which the contrast sensitivity
for a test grating was raised (contrast threshold was de-
creased) when the grating was presented simultaneously
with a masking grating of 4.25 cycles/deg and contrast of
0.026. Test grating contrast thresholds ranged between
0.0015 and 0.01. (From Ref. 7)
Key Terms
Contrast sensitivity; pattern detection; size; spatial filering;
visual facilitation; visual masking
General Description 	 spatial frequencies of the mask and a test grating are greater
than 1-2 octaves apart, the presence of the mask can lower
When a masking bar pattern (sine-wave grating) is pre- 	 the detection threshold (i.e., increase sensitivity) for the test
sented simultaneously with a test grating, minimum pattern 	 grating. This effect is asymmetrical and is more pronounced
contrast necessary to detect the test grating is increased only for gratings above the mask frequency than for gratings
if the spatial frequency (bar-size) of the masking grating is	 below it.
within an octave of the test grating frequency. When the
Applications
Displays and viewing environments where low-contrast tar-
gets must be detected in the presence of other visual stimuli.
Methods	 • Space-averaged luminance of all 	 Experimental Procedure	 • Two I-sec display intervals weredisplays was 300 cd/rn2 Modified staircaseTest Conditions 	 • Masking grating was 4.25 	 •	 procedure;	
separated by a 0.5-sec blank ihter-
two-alternative forced-choice	 val. In one interval, masking grat-
sented on the face of an oscillo- 	 at 0.026	
design	 other, both mask and test presented
ing alone was presented; in theSine-wave gratings were 	 cycles/deg; contrast was constant
scope; viewing distance was 	 • Trials for all conditions ran-	
• Independent variable: spatial
2.28 in, screen subtended	 domly intermixed; generally, each 	
frequency of test grating 	 • Observer's task: choose interval
5 x 5 deg of visual angle data point based on hundreds of 	
• Dependent variable: contrast 	 in which test grating was presentedt	 2 observersthreshold of test grating, defined as 	 • trials contrast at which grating could be
detected on 75% of trials
302	 Bolt, K. R., & Uncoin, J. E. Enqineerinq Data Compendium: HumanPerception andPerformance. AAMRL, Wright-PallersonAFB, OH, lees.
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Experimental Results Variability
• The contrast threshold for a test grating is increased (sen-
sitivity is decreased) when the spatial frequency of the test
grating is within - 1 octave of the spatial frequency of a
masking grating presented simultaneously. Threshold eleva-
tion is maximal when the frequency of the test grating and
the frequency of the masking grating are identical (Fig. 1).
• Test grating threshold is lowered (sensitivity is increased)
when test and masking frequencies differ by 1-2 octaves.
The effect is asymmetric, being more pronounced for test
frequencies above the masker frequency than for those
below (Fig. 1).
• At widely different test and adapting frequencies, the
threshold for the test grating is not affected.
Standard error was —0.03 log units.
Repeatability/Comparison with Other Studies
Similar results have been reported elsewhere (Refs. 2, 4, 6),
although at least one study (Ref. 3) failed to show an in-
crease in sensitivity one octave away from the masking
grating. The effects of masking are similar to the effects of
spatial adaptation (prolonged exposure to an adapting grat-
ing prior to viewing a test grating); the presence of the
adapting grating decreases contrast sensitivity for the test
grating when test and adapting gratings are less than --1 oc-
tave apart in spatial frequency but increases sensitivity
when test and adapting spatial frequencies are separated by
1-2 octaves (Ref. 1;CRef. 1.651).
Constraints	 • Many factors (such as luminance level, orientation, and
visual field location) affect contrast sensitivity for spatial
• Results will be different when the contrast of the mask
	 patterns and must be considered in applying these results
varies or the spatial frequency of the mask is different from
	 under different viewing conditions (CRef. 1.628)
the spatial frequency of the signal (Ref. 3).
• These results are for near-threshold values of contrast;
results may be different for high-contrast targets.
Key References	 recognition of two spatial fre-	 4. Nachmias, 1., & Weber, A. 	 6. Strohmeyer, C. F. • & Klein, S.
quency components. Vision Re-	 (1975). Discrimination of simple	 (1974). Spatial frequency channels
1. DeValois, K. K. (1977). Spatial 	 search, 22,365-375.	 and complex gratings. Vision Re-
	 in human vision as asymmetric
frequency adaptation can enhance	 3. Legge, G. E., & Foley, J. M.
	
search, 15,217-224.	 (edge) mechanisms. Vision Re-
contrast sensitivity. Vision Re-	 (1980). Contrast masking in human
	 5. Olzak, L. (1986). Widely sepa- 	 search, 14, 3409-1420.
search, 17, 1057-1065.	 vision. Journal of the Optical So-	 rated spatial frequencies: Mecha-	 •7. Tolhurst, D. 3., & Barfield,
2. Hirsch, 1., Hylton, ft., &	 ciety ofAmerica, 70, 1458-1471.
	 nism interactions. Vision Research, 	 L. P. (3978). interactions between
Graham, N. (1982). Simultaneous
	 26, 1143-1154.	 spatial frequency channels. Vision
Research, 18, 95 1-958.
Cross References	 1.649 Spatial frequency (size) dis-
crimination: effect of contrast;
1.628 Factors affecting contrast	 1.651 Spatial frequency (size)
sensitivity for spatial patterns;
	
adaptation;
1.648 Spatial frequency (size)
	 1.652 Orientation-selective effectsdiscrimination;
on contrast sensitivity
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Key Terms
Contrast sensitivity; pattern detection; selective adaptation;
spatial filtering; spatial interactions
Figural. Effect of adaptation on contrast threshold as a
function of the spatial frequency of the adapting and test
gratings. Ordinate gives the ratio of the contrast threshold
for the test grating after exposure to the adapting grating to
contrast threshold before exposure; a constant of 1.0 has
been subtracted for convenience, so that no difference in
"before" and "after" thresholds is indicated by a zero
threshold elevation. (From Ref. 1)
General Description 	 shows a five-fold elevation for test gratings whose spatial
Contrast sensitivity for a bar pattern (sine-wave grating)
	
	
frequency (bar size) is close to that of the adapting grating.
Threshold elevation decreases with increasing difference in
may be affected by prior adaptation (prolonged exposure)
to a similar bar pattern. Contrast threshold for detection 	
test grating and adapting grating spatial frequencies.
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized (e.g., vigilance
tasks involving prolonged viewing of high-contrast stimuli).
Methods	 • Space-average luminance of	 sented for at least 60 sec before	 • Dependent variables: contrast
gratings was always 100 cd/rn2	each threshold measurement; con-	 threshold (mean contrast at which
Test Conditions	 • Viewing distance 2.9 m, screen 	 trast of adapting grating 1.5 log 	 grating was just visible)
. Vertical gratings with sinusoidal	 diameter subtended 1 .5-deg visual	 units above threshold	 • Test thresholds determined for
luminance profiles of varying fre-	 angle	
range of frequencies centered on
quency displayed on oscilloscope; 	 • Adapting and test gratings were	
Experimental Procedure	 adapting frequency at 1/4 octave
contrast was adjustable by a 	 of the same frequency in each 	 • Method of adjustment 	 ItlVl5
case: 3.5,5,7.1, 10, and 14.2	 • Independent variables: spatial	 • Observer's task: adjust contrastpotentiometer
cycles/deg; adapting grating pre-	 frequency of adapting grating, spa-
	
so grating was just visible
tial frequency of test grating	 • I practiced observer
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Experimental Results Variability
/
• Adaptation to a grating pattern increases the contrast
threshold (reduces contrast sensitivity) for test gratings pre-
sented subsequently when the spatial frequencies of the test
and adapting patterns are close.
• Threshold elevation is greatest (an approximately five-
fold increase) when the spatial frequency of the test grating
is the same as the spatial frequency of the adapting grating.
• Threshold elevation declines to half the maximum value
when test frequency differs from adapting frequency by 1/2
octave.
No information on variability was given.
Repeatability/Comparison with Other Studies
Similar findings have been repeated elsewhere for grating
patterns (Refs. 2, 3, 4) and for circular targets (CRef. 1.626).
Selective adaptation has also been found for bar orientation
(CRef. 1.652).
Constraints	 • Many factors (such as luminance level, orientation, and
visual field location) affect contrast sensitivity for spatial
• Adaptation used as a measure of channel bandwidth gen-	 patterns and must be considered in applying these results
erally yields wider estimates of bandwidth than some other 	 under different viewing conditions (CRef. 1.628).
techniques.
• These results are for near-threshold values of contrast; re-
sults may be different for high-contrast targets.
Key References	 2. Blakemore, C., & Nachmias, J.	 4. Oilinsky, A. S. (1968). Orients-
(1971). The orientation specificity 	 tion-specific effects of pattern of
1. Blakemore, C., & Campbell, 	 of two visual after-effects. Journal	 adapting light on visual acuity.
F. W. (1969). On the existence of 	 of Physiology. 213, 157-174.	 Journal of the Optical Society of
neurones in the human visual 	 3. DeValois, K. K. (1977). Spatial 	 America, 58. 13-18.
system selectively sensitive to the	 frequency adaptation can enhance
	
S. Tolhurst, D. J., & Barfield,
orientation and size of retinal im-	
contrast sensitivity. Vision Re-	 C. P. (1978). Interacting between
ages. Journal of Physiology. 203, 	 search, 17, 1057-1065.	 spatial frequency channels. Vi-237-260.	 sion Research, /8,951-958.
Cross References	 1.628 Factors affecting contrast 	 1.649 Spatial frequency (size) dis-	 1.652 Orientation-selective effects
sensitivity for spatial patterns; 	 crimination: effect of contrast;
	
on contrast sensitivity;
1.626 Target detection: effect of 	 1.648 Spatial frequency (size) 	 1.650 Spatial frequency (size)
	
Handbook ofperception andprior exposure (adaptation) to a tai 	 discrimination;	 masking;	 human performance, Ch. 7,getofthesazneordiffeientsize;	 Sect. 2.2
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Key Terms
Adaptation; contrast sensitivity; orientation; spatial filter-
ing; spatial orientation selectivity; subthreshold summation;
visual masking
General Description
	
	
for another pattern if their orientations are less than 3-12
deg apart, depending on the measurement technique used
Contrast sensitivity (the reciprocal of contrast threshold) (subthreshold summation, adaptation, or masking). The
for a bar pattern (sine-wave grating) is affected by prior or 	 change in contrast sensitivity is greatest for patterns of iden-
simultaneous presentation of another pattern and by the rel- 	 tical or nearly identical orientations.
ative orientations of the two patterns. The presence of one
bar pattern can significantly change the contrast sensitivity
Applications
Displays and viewing environments where the visibility of
low-contrast targets must be maximized.
Methods	 tween sessions	 grating ranged from 0, 10, 20, 30, 	 • Binocular vision using naturalViewing distance of 290 cm	 40,90 deg from vertical 	 pupils
Test Conditions 	 (114 in.)	 • 2.8-mm artificial pupil	 • Viewing distance = 114 cm
1.6	 Spatial Sensitivity
1.652 Orientation-Selective Effects on Contrast Sensitivity
Figural. Orientation selectivity for grating patterns de-
rived from three procedures: adaptation (Study I), simulta-
neous masking (Study 2), and subthreshold summation
(Study 3). For each procedure, the relative effectiveness of
one pattern In changing sensitivity to another is measured
as a function of the relative tilt of the two patterns. The ab-
scissa shows the angle between the test grating and the
adapting, masking, or subthreshold grating presented prior
to or simultaneously with the test grating; the ordinate
shows the change In sensitivity for the test gratings at a
given relative orientation as a proportion of the maximum
change In sensitivity produced by the adapting, masking, or
subthreshold grating. Estimates of half-amplitude interac-
tive bandwidths (relative orientation at which relative sen-
sitivity is decreased by 0.5) using the three methods are 3,
7, and 12 deg, respectively (as Indicated by arrows). Filled
and open circles are data for 2 observers in Study 1. (From
Ref. 3)
- - Simultaneous masking
Adaptation
- Subthreshold summation
'I
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0	 10	 20	 30
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Study 1 (Ref. 1)
• Rotatable test and adapting sine-
wave gratings, with spatial fre-
quency of 8.4 cycles/deg, contrast
of 0.7 (where contrast is defined as
Michelson contrast)
• Initial and successive readapta-
tion periods
• Targets on oscilloscope with fix-
ation point at screen center
• Vertical test grating turned on
and off 1.5 times/sec; adapting
grating tilted 0-40 deg to the
vertical
• Several sec fixation and response
time, 30-min recovery time be-
Study 2 (Ref. 2)
• Vertically oriented test and
masking sine-wave gratings, both
10 cycles/deg spatial frequency
• Masking grating displayed on
one oscilloscope optically superim-
posed upon test grating on second
screen: superimposed gratings con-
tained in circular 2-deg diameter
field, avenge luminance of
40 cd/m2 , equiiuminous 10-deg
surround
• Contrast of masking grating
ranged from 0.001-1 (where con-
trast is defined as Michelson con-
trast); orientation of masking
Study 3 (Ref. 3)
• Sine-wave grating targets dis-
played on two oscilloscopes: verti-
cal test pattern, 10 cycles/deg;
background pattern on second,
rotatable scope, 10 cycles/deg,
set to one of two unspecified
subthreshold contrast levels
• Gratings optically superimposed
for display of 2 1/2 deg diameter,
avenge luminance = 4 cd/m 2 ; two
small, dark fixation spots at screen
center
• Range of orientation of back-
ground grating; 0-6 deg from
vertical
Experimental Procedure
Study 1
• Method of adjustment under
observer's control; adaptation
paradigm
• Independent variables: test grat-
ing contrast, angle of tilt between
test and adapting gratings
• Dependent variable: difference
between pre- and postadaptation
contrast thresholds for test grating
• Observer's task: adjust contrast
of test grating until bar pattern
just visible
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• I observer with extensive
practice
Study 2
• Method of adjustment under ob-
server's control; simultaneous
masking paradigm
• Independent variables: contrast
of masking grating, orientation of
masking grating in relation to test
grating
• Dependent variable: difference
between contrast threshold for test
grating alone and test grating with
superimposed masking grating
• Observer's task: adjust test grat-
ing to threshold
• 1 observer
Study 3
• Method of adjustment under ob-
server's control; subthreshold sum-
mation paradigm
• Independent variables: orienta-
tion and contrast of subthreshold
grating
• Dependent variable: difference
between contrast threshold for test
pattern alone and contrast threshold
for superimposed test and subthres-
hold patterns (where contrast is de-
fined as Michelson contrast)
• Observer's task: adjust the con-
trast of the test pattern until com-
bined test and subthreshold patterns
are judged to be at threshold
• 2 observers, I with extensive
practice and I with no practice
• Contrast sensitivity for a bar pattern is reduced when the
pattern is presented after adaptation to a similar grating. The
closer the orientation of the adapting pattern to the test pat-
tern, the greater the reduction in contrast sensitivity.
• Contrast sensitivity for a bar pattern is reduced when the
pattern is presented simultaneously with a similar masking
grating. The closer the test and masking patterns are in ori-
entation, the greater is the reduction in delectability of the
test grating.
• Contrast sensitivity for a bar pattern is increased by su-
perimposing it on a very weak (subthreshold) background
pattern of the same orientation; however, this improvement
in sensitivity decreases as the orientation difference be-
tween the two gratings becomes larger. No increase in con-
trast sensitivity occurs when the tilt of the background
pattern relative to the test pattern is 10 deg.
• The range of relative orientations over which the pres-
ence of one grating substantially affects the delectability of
a second grating provides an estimate of the bandwidth
(measured as half-width at half amplitude) or orientation
tuning (orientation selectivity) in the visual system. Orien-
tation bandwidth estimates derived using the three tech-
niques reported here are 3 deg (subthreshold summation
method), 7 deg (adaptation method) and 12 deg (simultane-
ous masking method). That is, relative sensitivity for a test
grating will decrease by half when it is presented after or
simultaneously with a second grating whose orientation
is within 3-12 deg of the orientation of the test grating.
Variability
Data for both observers tested in Study I were very similar.
Standard errors of the means for these observers ranged
from '-4-24%. No information on variability was given in
Studies 1 and 2.
Repeatability/Comparison with Other Studies
Numerous other studies provide evidence for orientation-
specific visual phenomena.
Constraints	 • These results are for near-threshold values of contrast; re-
sults may be different for high-contrast targets.
• Relative orientation selectivity is influenced by the angle	
• Many factors (such as luminance level, orientation, and
of orientation of the test grating (Ref. 2) and by different 	 visual field location) affect contrast sensitivity for spatial
viewing conditions; it may also be affected by individual 	 patterns and must be considered in applying these results
differences.	 under different viewing conditions (CRef. 1.628).
• Differences among the three studies may be due partly to
the differing luminance levels employed (Ref. 1).
Key References	 *2. Campbell, F W., & Kuli-	 *3 Kulikowski, J. 3., Abadi, It.,kowski, 1.3. (1966). Orientation	 & King-Smith, P. E. (1973). On-
* I. Blakemore, C., & Nachmias, J. selectivity of the human visual 	 entational selectivity of grating and
(1971). The orientation specificity 	 system. Journal of Physiology,	 line detectors in human vision. Vi-
of two visual after-affects. Journal
	187,437-445.	 sion Research, 13, 1479-1486.
of Physiology, 213, 157-174.
Cross References	 1.628 Factors affecting contrast 	 1.651 Spatial frequency (size)
sensitivity for spatial patterns; 	 adaptation;
1.624 Factors affecting detection of	 1.634 Contrast sensitivity: effect of 	 5.805 Illusions of perceived tilt;
spatial targets;	 target orientation;	 Handbook ofperception and
1.626 Target detection: effect of	 1.650 Spatial frequency (size)	 human performance, Ch. 7,prior exposure (adaptation) to a tai' 	 masking;	 Sect. 2.2get of the same or different size;
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1.653 Threshold Models of Visual Target Detection
Figure 1. Threshold model
of visual detection. The tar-
get pattern Is represented
at the extreme left. It is
specified by the luminance
function L.(x,y,t). It Is pro-
cessed by n pathways that
act in parallel. The linear fil-
ter is the first stage of pro-
cessing In each pathway.
The expected output of the
filter F,ls given by Eq. (I).
Independent noise is added,
and the sum is passed
through the threshold func-
tion T. The output of the
threshold device is r,, which
takes the value 0 or 1. De-
tection occurs if', = I for
one or more pathways. One
pathway differs from an-
other only with respect to
the sensitivity function of
the filter, Si (x,y,t). This
model Is  generalized
adaptation of a model first
Introduced In Ref. 8. (From
Handbook of perception
and human performance)
Key Terms
Parallel visual processing; spatial filtering; threshold model
of detection; visual detection
General Description 	 sensitivity of the filter. Formally, the luminance distribu-
tion is some function L(x, v. t) spatial co-ordinates x and
Contemporary models of visual detection assume that per-
ception is mediated by an array of spatially tuned pathways
that operate in parallel. Each pathway is spatially tuned in
the sense that whether or not that pathway responds to a
given visual target depends on the spatial characteristics of
the target, including, among others, spatial frequency, ori-
entation, and location in the visual field. Models of visual
detection specify how each pathway responds to the target
and how the responses of the various pathways are com-
bined to arrive at a decision as to whether a target is present.
Threshold models of visual detection assume that visual
processing involves four stages, as outlined in Figure 1:
(1) linear filtering; (2) addition of noise to the filter output;
(3) a threshold function; and (4) response combination.
Stages 1-3 occur in parallel within each separate pathway;
stage 4 combines responses across pathways to arrive at a
detection judgment.
Linear filtering. The response in each pathway is initi-
ated by a linear filter stage. In general, the expected re-
sponse F1 of a single filter i depends on the spatial and
temporal distribution of illumination, or luminance distri-
bution, in the visual pattern and the spatial and temporal
Bolt, K. A., & Lincoln, J. E. Engineering Data Compendium: Human
Peroeptionand Pertormance. MMRL, Wright-Patterson AFB, OH, 1988.
y and of time t; the sensitivity of filter i is another function
S,(x,y, t), also of space and time. The response of the filter
can therefore be formally represented as the convolution
of L(x, y, t) with S1(x, y, t), as in Equation I.
Fi
+00 +00 +00
=	
(1)
It is sometimes more useful to express the luminance distri-
bution and sensitivity function in terms of spatial and tem-
poral frequencies. For this, the response of the filter is
represented as the convolution of the Fourier transforms for
the luminance function and the filter sensitivity function.
Applications of threshold models have frequently used
static sine-wave gratings as stimuli, for which the lumi-
nance distribution can be described in terms of frequency
modulation along a single axis.
Each filter is linear in the sense that (a) its response is
directly proportional to the contrast of the visual pattern and
(b) its response to a complex stimulus is assumed to be a
linear combination of its responses to the separable compo-
nents of the stimulus.
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tial-frequency filters inferred from 	 6. Legge, 0. E., & Foley, J. M.
	 9. Wilson, H. R., & Bergen, J. R.
masking experiments:!. Noise	 (1980). Contrast masking in human (1979). A four mechanism model
masks. Journal of the Optical So-
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Noise addition. The output of each linear filter is corn-	 ated by superimposing two single-frequency sine-wave
bined with some source of random variability. The addition 	 gratings chosen to be sufficiently different in spatial Ire-
of noise is necessary to account for the variability in the oh- 	 quency to activate different filters. In this case, the psy-
server's responses, for without the added noise, the system	 chometric function relating detection of the complex
would always make the same response to a given target.	 grating to grating contrast can be directly predicted from the
Most commonly, the added noise is assumed to have a 	 psychometric functions relating detection of each simple
Gaussian, or normal, distribution with zero mean and unit 	 grating to contrast. Tests of these predictions have been
variance. The added noise is generally assumed to be inde- 	 quite successful (Ref. 8) when spatial frequencies differ
pendent from one pathway to another.	 by a factor of 3 or, for frequencies above 2 cycles/deg,
Threshold Device. The combination of the filter output	 a factor of 2.
and the noise is fed into a threshold device, which responds 	 In other applications of threshold models, the probabil-
if the combination exceeds some critical value and fails to
	
ity summation equation (Eq. 3) has sometimes been re-
respond if the combination is below this value. Thus, each	 placed by an approximation introduced by Quick (Ref. 7),
filter pathway leads to an all-or-none outcome. The re-
sponse ri of pathway i may be specified in formal terms as 	
= - 2 —F'	 '4
follows:
	 P(D)/
ri = Ti (F1 + e)	 (2) where F is a summation of filter outputs as shown in Eq. 5.
where Fi is the expected output of filter stage i, ei is a ran-
dom noise component, and Tj is a threshold function which
is 1 when (F + e) exceeds the critical value and 0 other-
wise. Because of the added noise, a given pathway may re-
spond to a given target pattern on some trials but not on
others. Thus, P (r = 1), the probability that pathway i
will respond to the target, is a basic measure.
Response Combination. The observer is assumed to de-
tect the target on a given presentation if the response in any
pathway exceeds threshold (i.e., if r1 = 1 in at least one
pathway). That is, the responses of the different pathways
are combined by probability summation. If the pathways
are independent of each other and the noise is added
independently to each filter output, then the probability
P(D) of detecting the target on a given presentation is sim-
ply the probability that activity in at least one pathway has
exceeded threshold:
P(D) 1— fl[l 
— P(r — 1)]	 (3)
Applications and Refinements. A simple application of a
threshold model to the detection of a complex grating is ere-
Constraints
• Threshold models are designed to account for perfor-
mance at relatively low levels of contrast; additional
mechanisms will be needed to provide a full account of
performance under conditions of higher contrast.
F=[ZF?]
The value of a can be estimated from the slope of the psy-
chometric function relating detection to stimulus contrast.
Empirically, a values of 4 to 5 have been reported. Quick's
approximation eliminates the need to compute a cumulative
Gaussian to arrive at the probability of activating a thresh-
old device. Instead, detection probability can be related di-
rectly to measures of the filter output.
Extensions of the threshold model to other tasks require
more detailed specification of the spatially tuned pathways,
such as the number of different pathways, how they are dis-
tributed, and what their sensitivity functions (filter func-
tions) are. Most extensions of threshold models assume that
each pathway responds over only a limited spatial area and
that pathways with the same sensitivity (filter) functions are
represented in many locations in the visual field. Hence, in
addition to summation among filter pathways with different
sensitivity functions, probability summation can take place
among pathways located in different spatial regions but
having the same sensitivity function. This spatial probabil-
ity summation can also be approximated by Equation 4.
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1.654 Continuous-Function Models of Visual Target Detection
FILTER	 TRANSDUCER NOISE	 RESPONSES
STIMULUS	 STAGE	 FUNCTION ADDED	 COMBINED
Figure 1. Continuous
model of visual detection.
The target pattern Is repre-
sented at far left and Is
specified by the luminance
function L(x, y, Q. The target
Is processed by n pathways
acting In parallel. The linear
filter Is the first stage of
processing in each path-
way. The output of the filter
F1 is transformed by the re-
sponse function G,. Inde-
pendent noise at is added to
yield the response of the
pathway r,. The responses
are combined by a combIn-
Ing function, such as the
one given in Eq. (1). The
model illustrated Is adapted
from Ref. 2. (From Hand-
book of perception and
human performance)
Key Terms
Continuous model of detection; parallel processing; spatial
filtering; visual detection
General Description	 filter can therefore be formally represented as the convolu-
tion nfl.(r , t\ with Sir v
	 as in Fxi 1.Contemporary models of visual detection assume that per-
ception is mediated by an array of spatially tuned pathways
that operate in parallel. Each pathway is spatially tuned in
the sense that whether or not that pathway responds to a
given visual target depends on the spatial characteristics of
the target, including, among others, spatial frequency, ori-
entation, and location in the visual field. Models of visual
detection specify how each pathway responds to the target
and how the responses of the various pathways are com-
bined to arrive at a decision as to whether a target is present.
Continuous models of visual detection assume that vi-
sual processing involves four stages, (1) linear filtering, (2)
transformation of the filter output by a response (transducer)
function, (3) addition of noise, (4) response combination.
Stages 1-3 take place in parallel within each separate path-
way; stage 4 combines responses across pathways to arrive
at a detection judgment. Figure 1 shows a generalized ex-
ample of a continuous model of detection.
Linear filtering. The response in each pathway is initi-
ated by a linear filter stage. In general, the expected re-
sponse F, of a single filter i depends on the spatial and
temporal distribution of illumination, or luminance distri-
bution, in the visual pattern and the spatial coordinates x
and  and of time it; the sensitivity of filter i is another func-
tion Si (x, y, t), also of space and time. The response of the
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F, = JJJL(x,y,osi(x,y,ocixdydt	 (1)
It is sometimes more useful to express the luminance distri-
bution and sensitivity functions in terms of spatial and tem-
poral frequencies. For this, the response of the filter is
represented as the convolution of the Fourier transforms for
the luminance function and the filter sensitivity function.
Each filter is linear in the sense that its response to a
complex stimulus is assumed to be a linear combination of
its responses to the separable components of the stimulus.
Nonlinear transduction and noise addition. The output
of the filter stage is transformed by the continuous response
function (transducer function) G i and then noise is added. A
variety of nonlinear transformations have been proposed for
function G1 . A considerable amount of data is consistent
with a response function that is positively accelerated at low
levels of target contrast. Reference 2 has proposed a re-
sponse (transducer) function that is positively accelerated at
low levels of contrast and negatively accelerated at high
levels; the variance of the added noise, e, is assumed to be
constant across pathways and to be independent of contrast.
An alternative suggestion (Ref. 7) is that the response func-
tion is negatively accelerated at all contrasts but the variance
Visual Acquisition of Information
	 1.0
of the added noise increases at higher levels of contrast.
	 equation becomes equivalent to the multiplication of likeli-
In formal terms, the response ri of pathway i is	 hood ratios. This is an optimal combination rule according
	
ri = G (F-" + e	 to signal detection theory.
	
''  '
	 Another alternative response combination rule is the
where G1 is the response function, F1 is the filter function,
and ei is the random noise component.
Response combination. A number of different rules for
combining the responses of the different pathways have
been proposed. A generalized combination rule is
lip
r =
	
(ar)P]
where r is the combined response across n pathways and r1
is the response in pathway i. ai is a weighting factor which
weights each pathway according to its expected usefulness,
and is determined a priori. The exponent p weights each re-
sponse according to its magnitude on the particular presen-
tation. More weight is given to the largest responses as p
increases. If at is constant and p is indefinitely large, the
equation corresponds to the rule that all pathways are moni-
tored and the response is governed by the largest response
on any pathway. If at is 1 for some pathways and 0 for oth-
ers, then only a subset of pathways is monitored. If p = 1
and a1 = R1 I o, where Ri is the expected response of each
pathway, and aiz
 is the variance of the added noise, then the
Continuous models of detection have been applied in pre-
dicting the effects of contrast masking on thresholds for
sine-wave gratings and investigating the relation between
the detection and identification of low-contrast patterns,
among other things.
As with threshold models of detection, application of
continuous models requires specification of the sensitivity
functions of the filter pathways and the estimation of these
functions is carried out similarly for both types of model.
Comparison with threshold models. Continuous models
of detection differ from threshold models in that (1) they re-
place the threshold function with a continuous response
function; (2) they replace probability summation with other
Constraints
• Extensions of continuous models to complex visual
fields, such as are encountered in real-life situations, may
be computationally demanding.
magnitude summation rule proposed in Ref. 5:
= [±RIP]
	
(2)
where R is the combined response and Ri is the expected re-
sponse of pathway i. With appropriate restrictions on R1 and
P, the rule mimics probability summation (CRef. 1.653).
Decision rules. Continuous models must also specify
the relation between the combined response and detection
performance. Various decision rules can be proposed to re-
late the results of combining the outputs of the filter path-
ways to the observer's judgment of target presence or
absence. For example, consider a two-interval forced-
choice detection task in which the observer is presented
with two timed intervals, during only one of which a target
is presented, and must specify which interval contained the
target. The observer may select the interval which has the
largest combined response. Alternatively, the observer may
be assumed to compute likelihood ratios and to select the in-
terval in which the likelihood of the signal is greater.
rules for combining the responses of the different pathways;
and (3) they specify the addition of noise after the nonlinear
transduction stage rather than after the filter stage. Continu-
ous models of detection have been successfully applied to
the same range of observations as have threshold models.
Although it appears that continuous models require specifi-
cation of more components (such as a transducer function
and a decision rule) than do threshold models, this impres-
sion is somewhat misleading, because these components are
actually specified implicitly in threshold models. The major
advantage of continuous models of detection, however, is
that they are special cases of more general models and can
be readily extended from detection to identification and
discrimination.
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1.655 Vector Models of Visual Identification
Key Terms
Discrimination; identification; labeled channel; vector
model of identification
General Description 	 difference vector depends on the lengths of NA and NB and
on the an le .4 between the two For niinntitnth,p nre,1r_Vector models of visual identification are designed to pre-
dict how well observers can discriminate between two vi-
sual patterns. Vector models assume, in common with
detection models (CRefs. 1.653, 1.654) that the initial stage
of visual processing is accomplished by an array of linear
filters acting in parallel. The output of each filter varies as a
function of specific target characteristics such as spatial
frequency, orientation, visual field location, and others.
Variability is introduced into the output of each filter from
moment to moment by the addition of a random noise com-
ponent. (CRefs. 1.653, 1.654 for a fuller discussion.) In
vector models, the response of a single filter is represented
by an axis in a multi-dimensional space, and the response of
the visual system to the presentation of a given pattern is
represented as a point in this space. Repeated presentations
of the pattern will define a set of points clustered about the
expected response. Presentations of different patterns will
define different sets of points.
Figure 1 depicts a slice of the multi-dimensional space
after presentation of pattern a, pattern b, and a noise field
containing no pattern but of the same average luminance as
a and b. A, B, and N represent the expected responses to the
three patterns. The irregular contours enclosing each value
reflect the variation in response produced by the noise in the
system. The observer's task is to discriminate a from b,
which will be harder the more the regions around a and b
overlap and easier the less they overlap. The detection re-
sponse to a is represented by the length of the vector NA
and the response to b by the vector NB. Discrimination be-
tween a and b is represented by the difference vector AB.
It is assumed that the observer divides the space into two
regions, one on either side of a decision plane, represented
in the figure by a broken line. Any target pattern producing
a point on one side of the decision plane is classified as pat-
tern a and any stimulus producing a point on the other side
of the plane is classified as pattern b. Thus, the amount of
confusion between a and b will depend on the distance be-
tween the expected responses to the two patterns, that is, the
length of the difference vector AR, and on the amount of
variance around each expected response. The length of the
Constraints
• Tests of vector models have been limited to tasks with
equally discriminable stimuli presented in foveal vision.
• Parameter estimation is limited to conditions in which de-
tection and identification are similarly affected by contrast.
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tions, one vector model (Refs. 4-6) assumes a bivariate nor-
mal distribution, with standard deviation for the effects
of noise. Also, the decision plane is assumed to run perpen-
dicular to the difference vector AR.
Formally, this model predicts discrimination perfor-
mance using the following equation:
	
Z(C)=sin (4)/2)V/a	 (1)
where Z(C) is discrimination performance expressed as a
z-score (score expressed as standard deviations units from
the mean) and V is the expected lengths of NA and NB.
Thus, the parameter 4) and the ratio Via, must be estimated
to predict discrimination.
Estimates of 4) are found from experiments using a 2x2
forced-choiced procedure, where on each trial an observer
is presented with two intervals, one containing a stimulus
and one containing a blank field. The observer must first
make a detection response, selecting the interval containing
the stimulus, then make an identification response, identify-
ing the stimulus presented. The value of 0 can be deter-
mined from the ratio of correct identifications to correct
detections, when both are expressed as z-scores, according
to the relation
sine (4)12) = 01(1 + 02) 112
where 0 = z(identify)I z(detect). Figure 2 shows estimates
of 4) obtained in this way for patterns differing in orientation
(left panel) and for patterns differing in spatial frequency
(right panel).
The ratio V/up depends on target contrast and can be es-
timated for a given level of contrast from a task-dependent
scaling of detection, identification, or discrimination per-
formance, expressed in z-score form. The model assumes
that a single psychometric function relating War, to contrast
underlies all three tasks, and constructing this function pro-
vides an alternative means of estimating the ratio for any
contrast level. Figure 3 shows the estimates of V/ar, and the
underlying psychometric function for one observer pre-
sented with sine-wave grating targets.
WA
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Figural. Vector model applied to identification of two pat-
terns, a and b. The response of the visual system to each
presentation of a pattern is represented by a point in a mul-
tidimensional space. Each dimension of the space repre-
sents the response of one filter pathway. Because of noise,
the response to a given pattern varies from one presenta-
tion to another. Thus over many actual and/or potential pre-
sentations, the pattern is represented by a distribution of
points centered on the expected response. The Irregular
enclosures symbolize these distributions, and A, B and N
represent the expected responses to the patterns a, b, and
to a uniform field, respectively. The model proposes that
the observer establishes a decision plane. The broken line
represents the intersection of this plane with the plane
containing A, B, andN. All responses which lie to the left of
the plane are judged by the observer to represent pattern a,
all responses to the right to represent pattern b. The proba-
bility that the Judgment will be correct depends on how
much the distributions centered on A and B overlap. That is,
performance is directly related to the length of the differ-
ence vector AS and inversely related to the dispersion of
the distributions. The length of the difference vector, in
turn, depends on the lengths of the vectors NA and NB on
the angle 4, which the vectors form. (From Handbook of per-
ception and human performance)
Figure 2. Value of 0, the angle formed by the vectors, as a function of differences in orien-
tation and spatial frequency. The target was a circular patch of a sine-wave grating, 3 deg in
diameter, viewed foveally with both eyes. The mean luminance was 60 cd/rn 2. The left
panel shows 4' as a function of the difference in orientation to be discriminated. Note that
difference in orientation is plotted in logarithmic coordinates. The data are for four prac-
ticed observers. The right panel shows +83 a function of the difference in spatial fre-
quency to be discriminated. Note that the difference in frequency is defined as a Weber
fraction (fi - 4)110, where 4, is the lower frequency and f1
 is the higher frequency. This frac-
tion is plotted in logarithmic coordinates. The data are for four practiced observers. For
these data, the frequencies to be distinguished were centered on 3 cycles/degree. Two ob-
servers were also tested with frequencies centered on 15 cycles/degree and gave essen-
tially the same results. However, other results (Ref. 1) indicate that the data for a given
observer can oscillate along the horizontal axis as a function of small differences in 'o.
Data reported in Ref. 2 (not shown) indicate that 4, slightly exceeds 90 deg when the targets
are gratings that differ in spatial frequency by a factor of 3 or 4. (From Ref. 6)
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Contrast
Figure 3 Value of Wav es a function of pattern contrast,
with or the standard deviation of the distribution represent-
ing the pattern and Vthe length of the vector representing
the expected response to the pattern. The target was a cir-
cular patch of a sine-wave grating, viewed foveally with
both eyes. The mean luminance was 60 cd/rn 2. The data are
bra single practiced observer. The tilled data points are
derived from a detection task. The open data points are de-
rived from identification tasks in which the observer distin-
guished between gratings of different spatial frequencies
centered on 4.5 cycles/degree. The smooth function fined
to the data has the following form:
fl
10,1
icr 3 	icr2
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V/ifv (SC)2/[l + 13 (SC)2],
where c is target contrast, expressed as a proportion; S
may be interpreted as contrast sensitivity; and (3 deter-
mines the asymptote of the function. For the data shown,
$ = 324 and (3 = 0.067. For a group of four practiced ob-
servers, S varied from 230 to 421, with mean of 335, and i
varied from 0.045 to 0.141, with a mean of 0.087. Varying the
center frequency shifts the function laterally on the log
contrast axis and may also affect the initial slope of the
function. (From Ref. 4)
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1.656 Psychophysical Methods
Key Terms
Absolute threshold; difference threshold; magnitude estima-
tion; method of adjustment; method of constant stimuli;
method of limits; method of paired comparisons; psycho-
physical method; ranking method; rating scales; signal de-
tection theory; staircase method
Psychophysics assumes that there are lawful relations be-
tween the characteristics of a stimulus and an observer's
perceptual response to that stimulus. The psychophysical
methods are attempts to measure an observer's sensitivity to
some dimension of a stimulus, or to relate a given charac-
teristic of the stimulus to the observer's response. These
methods are designed to measure such stimulus and re-
sponse variables as:
• Absolute threshold: the smallest stimulus energy which
the observer can detect
• Difference threshold: the smallest change in a stimulus
which an observer can detect
• Equality: the values two stimuli must have to appear
equal in some dimension
• Order: the order in which a series of stimuli are ranked
with respect to some attribute
• Magnitude: the apparent magnitude of a stimulus or
group of stimuli with respect to some physical dimension
• Equality of intervals: the values a series of stimuli must
have to appear equally spaced on some scale of attributes
• Equality of ratios: the values a series of stimuli must have
to appear in a given ratio to one another on some scale of
attributes
One group of psychophysical methods is concerned with
the acuteness of our senses and deals with the smallest per-
ceptible stimulus; the other deals with measuring or order-
ing stimuli covering the entire range of sensation. The
choice of a method depends on the type of measurement to
be made, the precision required, and whether simultaneous
or only successive presentations of the stimuli are possible.
The main methods are the following:
The Method of Adjustment (or Average Error). This
method is most frequently used to determine under what
conditions two stimuli are judged to be either equal orjust
noticeably different, but it can also be used to measure ab-
solute threshold, equal intervals, and equal ratios. The ob-
server adjusts a continuously variable comparison stimulus
until it satisfies some criterion with respect to a standard
stimulus (e.g., equal to it orjust different from it). This is
done repeatedly. The procedure yields the observer's mean
(average) adjustment, its variability (standard deviation),
and, when the matching point is known, the difference be-
tween them. The method seems natural and direct to the ob-
server, and it is usually fast and maintains the observer's
interest. But the results are affected by the observer's motor
skills and by how carefully he or she makes each
adjustment.
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The Method of Limits. This method is most frequently
used to measure absolute threshold, but it can also be used
to measure difference thresholds and equality. The experi-
menter exposes a stimulus for a given duration, and the
observer judges it on some specified dimension (such as
intensity) according to a given criterion (e.g., detectable or
not). The stimulus is systematically increased in value along
the given dimension (starting well below threshold for the
expected judgment) and then decreased (starting well above
threshold) in small steps of equal physical magnitude. At
each step the observer makes a judgment. This is done re-
peatedly. A standard stimulus can also be presented at the
same time, with the observer asked to judge whether the
comparison stimulus is, e.g., smaller, equal, or larger.
Often only the ascending series is used to prevent adapta-
tion to the stimulus. The method yields a mean threshold
and its standard deviation. It is relatively fast and more pre-
cise than the method of adjustment. But the observer may
change his judgment prematurely ("error of expectation")
or persist in a judgment over too many trials ("error of ha-
bituation"). To avoid these disadvantages, a variant of this
method, the staircase method, was developed.
Staircase Method. In this method, stimulus is presented
at some intensity. If it is detected, it is decreased in intensity
in steps of equal physical magnitude until it is no longer de-
tected. At that point, the intensity is increased in the same
steps until it is again detected, then decreased again, and so
on. The threshold is the mean of the intensities at all the
points of reversal. The method yields a mean threshold and
its standard deviation. The method is quite fast and precise.
A "double staircase" procedure is sometimes used, in
which the experimenter runs two (or more) independent
staircase procedures simultaneously, alternating between
them randomly.
Method of Constant Stimuli. This method is used pri-
marily to measure absolute and difference thresholds. The
method measures changes in stimulus value, along some di-
mension, that lie in the transition zone between values or
changes than can almost always be perceived and those that
can almost never be perceived. It thus provides a very sensi-
tive and precise measure of small changes in threshold. The
experimenter first determines the observer's range of sensi-
tivity and then selects about five or six stimuli at equally
spaced intervals spanning the transition zone. Each stimulus
is then presented an equal number of times in random order.
A frequency-of-seeing curve or psychometric function
(CRef. 1.657) is calculated showing the percentage of trials
on which the stimulus or stimulus difference was detected
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as a function of stimulus magnitude along the given dimen-
sion. The stimulus value at which the stimulus or stimulus
difference was detected on 50% of trials is usually taken as
the threshold, and the difference between this value and the
stimulus value which was perceived 84% and 16% of the
time constitutes ± 1 standard deviation.
Signal Detection Analysis. The thresholds measured by
the above psychophysical methods vary both with the prop-
erties of the stimulus and with the characteristics of the ob-
server. A given threshold is a measure not only of the
observer's physiological sensitivity, which is what the ex-
perimenter is trying to determine, but also of the observer's
criterion for responding, which the experimenter does not
wish to be a factor. That is, two observers may be equally
sensitive physiologically, but one may be quick to report the
presence of the stimulus even in the face of some doubt
while the other observer may be more conservative and wait
to report its presence until delectability is high.
The theory of signal detection proposes to separate these
two factors by analyzing the tendency of an observer to
guess. The number of times an observer reports detecting a
stimulus when it is in fact presented (hits) and the number of
times he or she reports a stimulus when no stimulus was
presented (false alarms) are calculated under different con-
ditions that are assumed to elicit differing response criteria
on the part of the observer. From this the observer's re-
sponse biases and actual sensitivity can be inferred
(CRef. 7.420).
This method yields estimates of thresholds that are be-
lieved to reflect actual neural sensitivity. The method has
been applied not only to absolute and difference thresholds
but to a wide variety of other psychological measurements.
Method of Paired Comparison. This method is used to
rank a series of stimuli. Each stimulus is paired with every
other stimulus in random order. The observer need compare
only two stimuli at a time and decide which better meets the
given criterion. The total proportion of the presentations in
which each stimulus was preferred is calculated, which
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gives the relative rank of the stimuli. It does not, however,
indicate the psychological distance between the stimuli. The
method is very time consuming and tedious, particularly
with a large number of stimuli. It can be applied to virtually
all psychological dimensions, whether or not they represent
a physical continuum.
Rating Scale. This method is also used to rank a series
of stimuli. Each stimulus is assigned to one of several (typi-
cally 5 or 7) categories reflecting different quantities of a
given attribute. The method yields the mean or median rat-
ing or order of each stimulus. The ratings, unfortunately,
are often not stable, and they can be quite arbitrary unless
the observer is given a reference point. It has also been dif-
ficult to prove that psychologically equal intervals are
obtained.
The Ranking Method. This is a third method used to
rank a series of stimuli. A set of stimuli, usually all pre-
sented at once, are ordered by the observer along a given di-
mension. This is done many times by one observer or once
by many observers. A mean rank and standard deviation are
computed for each stimulus. The method is quick and easy,
unless the number of stimuli is very large. It yields the order
in which the stimuli are preferred, but it is doubtful that the
spacing of the stimuli can be determined in this way.
Magnitude Estimation. This method is used to establish
the subjective magnitude of a stimulus or a series of stimuli.
The experimenter selects one stimulus as a standard. The
experimenter may assign it a number or allow the observer
to do so. The observer is then presented with the other stim-
uli one at a time and instructed to assign to each one a num-
ber that seems proportional to its subjective magnitude as
compared to that of the standard. Typically, the logarithms
of the assigned numbers are plotted against the logarithms
of the physical magnitudes of the stimuli, and the best-fit-
ting function is computed. The slope of this function gives
the increase in psychological magnitude as the physical
value is increased.
Key References	 *2. Egan, J. P., & Clarke, F. R.	 *3 Engen, t (1971). Psychophys-(1966). Psychophysics and signal 	 ics: I. Discrimination and detec-
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1.657 Psychometric Functions
Figural. Example of visual detection data described by a
linear psychometric function. Observer's task was to detect
a luminance Increment. Note approximate range of 2:1 be-
tween end-points of linear portions of curves. From this
data, the luminance increment required to stimulate one
neural quantum is about 1.5. (From Ref. I)
Key Terms
Cumulative normal function; forced-choice procedure; fre-
quency-of-seeing curve; log-normal function; logistic func-
tion; neural quantum theory; probit analysis; psychometric
function; Quick function; signal detection theory; target de-
tection; yes/no
Figure 2. cumulative normal oglves for various values of
the slope parameter m. All curves represent an observer
with the same threshold, but with different degrees of vari-
ability In momentary sensitivity. The standard deviation
of the distribution of momentary sensitivities Is 1/rn.
(From Ref. 5)
General Description 	 connected to form a curve P (L), known as afrequency of
cppino curve nr more pene.r,ill 
-- ---
v s i psychometric function.
Visual performance is usually described in terms of thresh-
olds. A threshold is defined as the target energy (expressed
in luminance, intensity, contrast or comparable physical
units) at which an observer "just detects" the target. The
phrase "just detects" generally refers to a situation where
the observer can detect the target, on average, 50% of the
times it is presented, although another criterion (e.g., 75%)
may be used.
Thresholds are used to measure the effects of changes in
(1) target properties (e.g., size, color, duration), (2) view-
ing conditions (e.g., presence of other targets, target loca-
tion in the field of view, presentation to one or both eyes),
or (3) the observer's state (e.g., pupil size, age, training).
Thresholds are the usual dependent (response) variable in
quantitative descriptions of visual behavior.
Thresholds are measured by presenting targets of differ-
ent energy levels L several times each and tabulating the
proportion of times P the observer detects the target at each
level. This results in a set of data points (P. L) that can be
..--. -o-.----.-J p ric
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psychometric function is roughly S-shaped, and is
characterized by threshold L0 , the value of L for which
P = 0.50, and by a steepness measure m that is equal to
the slope of the curve in the neighborhood of L3 . Values of
L0 and m can be measured in a crude fashion by visual
interpolation from the obtained data points, or derived
from the formula of a curve fitted to the data points
(Ref. 6). Several alternative formulas have been proposed
to describe the psychometric function. Each is based on
certain assumptions about the underlying mechanism that
causes the observer's sensitivity to fluctuate from trial to
trial. Some of the most useful formulas are described below.
Measurement procedures
In measuring a threshold, the observer may be asked either
to detect the presence of a target on each trial or to discrimi-
nate the location of the target among two or more possible
locations or time-intervals. The first method is termed a
yes/no procedure. The second method is known as an
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n-alternative forced-choice (nAFC) procedure, where
	 Cumulative normal function
n = the number of alternative locations or intervals in
	 This function is assumed to characterize most psychometric
which a target may appear. In the yes/no procedure, the
	 data. Its use is based on the premise that the observer'sproportion of detections decreases to zero as L approaches	 threshold at any moment fluctuates as a normally distributed0, whereas in the nAFC procedure the proportion of correct random variable with a mean value of L 0
 and a standard de-detections (discriminations) tends toward 1/n as L ap-	 viation of I/rn. The momentary threshold would have such aproaches 0 (because 1/n is the proportion of correct detec-
	 distribution if sensitivity were determined by the sum of a
tions due to chance). In the yes/no procedure, "blank"
	 large number of influences acting independently. If on anytargets (L = 0) may be randomly intermingled with target
	 trial the random variable takes on a value L', then the ob-presentations to quantify the observer's tendency to guess:
	 server detects all targets with L > L'. Therefore the proba-the obtained value of P(0) is called the false-alarm rate. In
	 bility of detection P is the cumulative value of the
either method, when P(0)>0, the shape of the psychometric probability distribution of momentary sensitivity. The cu-function is distorted and curve fitting becomes difficult. To
	 mulative normal function, sometimes known as the probit
solve this problem, obtained values of P may be corrected
	 function, has a smooth S shape known as an ogive (Fig. 2).
using Abbott's formula (Refs. 4, 7):
	 The equation for this function is
P' (L) = [P(L) - P(0) ] / [ 1 - P(0)1,
where P(0) is either the false-alarm rate obtained from a
yes/no procedure or the proportion of correct discrimina-
tions expected by chance (= 11n) in the nAFC procedure.
The "corrected" values P(L) range between 0 and 1.
Alternative formulations of the psychometric function
To determine the appropriate threshold and slope from psy-
chometric data, a continuous curve may be fitted to the ob-
tained data points. Several functions have been proposed as
appropriate descriptors of the psychometric function.
Linear function
The simplest form for a psychometric function is the line.
Under certain conditions, psychometric data are in fact well
described by a straight line (Ref. 2). The theoretical account
for this result is known as neural quantum theory. Accord-
ing to this theory, a target is detected only if it causes a
certain amount (quantum) of neural activity. The lowest
intensity target (L1) that is ever detected is assumed to just
stimulate one quantum when the observer's sensitivity is at
its maximum. By similar reasoning, a target of 21.z stimu-
lates two neural quanta when the observer's sensitivity is
maximal, and stimulates one quantum even when sensitivity
is at a minimum. Therefore, a target of 2L 1
 is the lowest in-
tensity level that is always detected. The proportion of de-
tections is assumed to increase linearly between L 1 and 2L1,
as described by the equation
P(L)=(L/L 1
 - 1) for L 1 <L<2L 1	 (1)
= OforL<L1
= lforL>2L1
The threshold is the value of L for which P = 0.5; that is,
LO = I .5L 1 . The slope of the psychometric function is 11L1.
The neural quantum formulation provides a good fit to
psychometric data under conditions in which sources of var-
iability are minimized. These conditions include the use of
warning tones prior to each target presentation, a situation
free of distractions, and a well-practiced and attentive ob-
server. Data must be obtained within a single session, and
trials must be "blocked" so that targets of one intensity
level are not intermixed with those of other levels. When
the data are well described by the neural quantum formula-
tion, a least-squares linear-fit procedure should yield a line
satisfying Eq. 1 (Fig. I).
Z
P(z)=Le (z'2/2)df	 (2)
.n 
where  = m(L - 4). To find the values ofL0 and m for a
set of psychometric data, it is necessary to fit a cumulative
normal function to the data points. This is done by finding a
number z that satisfies Eq. 2 for each obtained proportion P.
These z values can be obtained from published tables of the
normal function. The psychometric data are now replotted
as a set of points (z, L). Alternatively, the points (P, L) may
be plotted directly onto special graph paper with a vertical
"probability" axis (such as they-axis in Fig. 3 with per-
cent/100). To the extent that the original data approximate
a cumulative normal curve, the points should lie on a
straight line. The best-fitting straight line can be found
graphically or calculated using a standard least-squares
procedure (Ref. 6). The threshold is obtained from the prob-
ability paper plot by finding the value of L corresponding
to P = 0.5, or from the z versus P plot by finding the value
of L corresponding to z = I and subtracting L0. The value
of Eq. 2 for z = lisO.841.
Log-normal function
In this formulation, the observer's momentary threshold is
assumed to fluctuate as a normally distributed random vari-
able but with respect to log L rather than L. This would be
the case if the initial visual response to a target level were
logarithmic; such a transformation may occur at the photo-
receptor level. As a result, the psychometric function is
assumed to be a cumulative log-normal function. The
procedure for finding 4 and m is the same as for the cumu-
lative normal function, except that the least-squares calcula-
tion is carried out using the set of points (z, log P) rather
than (z, P). The threshold is determined by finding the value
of log L corresponding to z = 0 and calculating the antilog.
Similarly, the reciprocal of the slope is found by finding the
value of log L corresponding to z = 1 and subtracting the
value of log L corresponding to z = 0. Lo and rn can also be
obtained graphically by plotting log L against P on prob-
ability paper. If the assumptions of the log-normal for-
mulation are met, the distribution of points should be
approximately linear (Fig. 3). Since the range of L over
which the psychometric function changes is relatively
small, the shapes of cumulative normal and cumulative log-
normal functions do not differ substantially. For practical
purposes, normal or log-normal formulations provide simi-
lar estimates of 4 and m.
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Figure 3. Frequency-of-seeing data fit by a log-normal
function. Data are plotted on probability paper (percent =
probability times 100) as a function of log target luminance.
Threshold and slope are obtained by finding the best fitting
straight line through the plotted points. Observer's task
was to detect a small flash of light. (From Ref. 3)
Logistic function
Because Eq. 2 is mathematically complicated, it is impract-
ical for computational purposes and tables of F(z) must be
consulted. A useful simplified formula which approximates
the cumulative normal function is the logistic function
P(z) = [1 + e]	 (3)
The procedure for finding the best fitting logistic function is
similar to that described above; for each obtained P, the
corresponding value of z is found from Eq. 3. The points
(z,P) are then fitted by a least-squares calculation, and L0
is found from the line as the value of L corresponding to
z = 0. The reciprocal of the slope in obtained by find-
ing L corresponding to z = 1 and subtracting L0. If a
more accurate approximation to the cumulative normal
function is required, the exponent - z in Eq. 3 may be
replaced by - l.Slz.
Quick function
This formula is based on a function first described by Wei-
bull (Ref. 8), who found that it fitted data from various
sources more closely than a cumulative normal curve. It
was adapted by Quick (Ref. 9) to describe systems in which
a target may be detected by a number of independent chan-
nels, or detected independently over a number of time inter-
vals (Ref. 10). The equation is
P(L) = 1_2(L'L0)m 	 (4)
where m, as usual, is the slope of the function in the neigh-
borhood of L0 . In addition, in represents the number of in-
Figure 4. Psychometric function using d' to measure de-
tectability. The horizontal axis is target contrast. Note that
d' Is an accelerating function of contrast. Plotted on double
logarithmic coordinates, the data would fall on a straight
line with slope >1. Each data point is based on a large num-
ber of detection trials in which the observer reports "seen"
or "not seen' at the end of each trial. (From Handbook of
perception and human performance)
dependent channels involved in detection. The bestfitting
version of Eq. 4 may therefore be used to estimate the num-
ber of such channels in operation. As usual, threshold is de-
fined as the value of L corresponding to P = 0.5.
Signal detection formulation
The theory of signal detectability (CRef. 7.420) is based on
the assumption that an observer's internal state is "noisy"
(i.e., the magnitude of sensory experience fluctuates), even
when no external target is present. When a target is pre-
sented, the observer's task is to distinguish the "signal" due
to the target from internally generated "noise." According
to this formulation, a "yes" response to a blank (false
alarm) is not due to guessing or chance, but to the fact that
internal noise may be indistinguishable from the sensory ex-
perience created by a target. Signal detection theory charac-
terizes sensitivity by a signal-to-noise ratio denoted d'. This
parameter is measured by presenting a series of targets of
level L randomly intermingled with an equal number of
blanks, and tabulating the proportions of hits (correct detec-
tions) and false alarms. Sensory magnitude is assumed to
vary as a normally distributed random variable, so that d'
may be calculated from tables of the cumulative normal dis-
tribution by subtracting the value of z corresponding to the
false alarm rate z(FA) from the value of z corresponding to
the hit rate: d' = z(H) - z (PA). If the assumptions of signal
detection theory are true, d' should be proportional to L.
Under many conditions, however, d' is an accelerating
function of target intensity (Ref. 7; Fig. 4).
The signal detection formulation also provides an esti-
mate of the observer's response bias, which affects the rela-
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live proportion of "yes" and "no" responses made to either
targets or blanks. A cautious subject tends to restrict the
number of "yes" responses, whereas an observer with a
looser criterion of responding tends to respond "yes" rela-
tively more often. The response bias (denoted 13) depends
on (1) the relative numbers of targets and blanks presented
and (2) the value (to the observer) of making a correct de-
tection compared to the cost of being incorrect; however,
the response bias (13) is independent of sensitivity (d').
Response bias may be calculated from the ratio
ftz(11fl/f(z(FA)), wheref denotes the normal probability
density distribution and H and FA denote the obtained
proportions of hits and false alarms. For a high (strict)
criterion, 3> 1, and for a low (lax) criterion 0 C I.
Key References	 fovea. Journal of Genera! Physiol- 	 New York: Holt, Rinehart, &	 9. Quick, R. F. (1974). A vector-
ogy, 34, 87-136.	 Winston.	 magnitude model of contrast detec-
I. DIUCKWCII, fl R.	 DV4IW	 4. Finney, D. 1. (1962). Probit
ation of the neural quantum theory 	 analysis (2nd ed.). Cambridge, En-in vision. America Journal of Psy- 	 gland: Cambridge University
chology. 66. 397-408.
2. Corso, J. (1967). The expert-
mental psychology of sensory be-
havior. New York: Holt, Rinehart,
& Winston.
3. Crozier, W. J. (1950). On the
visibility of radiation at the human
Cross References
7.420 Signal detection theory;
Handbook ofperception and
human performance, Ch. 7,
Sect. 1.2
5. Guilford, J. P. (1936). Psycho-
metric methods. New York:
McGraw-Hill.
6. Kling, J. W., & Riggs, L. A.
(1971). Woodworth & Schlosberg's
experimental psychology (3rd Ed).
7. Lieberman, H. R. (1982). Com-
putation and psychophysical
thresholds using the probit tech-
nique. Behavior Research Methods
and Instrumentation. 15, 446-448.
8. Nachmias, 3., & Kocher, E. C.
(1979). Visual detection and dis-
crimination of luminance incre-
ments. Journal of the Optical
Society ofAmerica, 60, 382-389.
non. Ayoernenk, 10, oj-o'.
10. Watson, A. B. (1979). Proba-
bility summation overtime. Vision
Research, 19, 515-522.
II. Weibull, W. A. (1951). A sta-
tistical distribution function of
wide applicability. Journal ofAp-
plied Mechanics, 293-297.
321
1.6	 Spatial Sensitivity
Notes
Section 1.7 Color Vision
Surround
(b)(a)	 Dark surround/,
with no finite (i'
"visible border
ley) S stimulusstimulus
(C) Test stimulus
He ronce [In
Grating with
Bipartite field	 bars alternating
with or without 	 in color
surround(e)	 Test sfimulus_____________ 
Landscape scene	 Colored checkerboardpattern
(d)
ff
1.7
	
Color Vision
1.701 Targets and Procedures Used to Study Color Perception
Figure 1. Typical visual field configurations used in study-
ing color vision. Field configurations (b) and (c) are exam-
ples of classical laboratory arrangements; (d), (a) and (f)
are examples of configurations frequently used In more re-
cent experiments. (From Handbook of perception and
human performance)
Key Terms
Chromatic induction; color appearance; colorimetry;
heterochromatic brightness matching; heterochromatic
flicker photometry; lightness matching; luminous effi-
ciency; spectral sensitivity
The appearance of a single, colored target varies consider-
ably depending on the conditions under which it is viewed.
The variables known to affect the perception of color in-
clude spatial relationships, temporal variations, and
changes in levels of illumination of adjacent fields relative
to focal areas (CRef. 1.707).
The typical laboratory study of color perception in-
volves either a center-surround arrangement (Fig. 1 a,b) or a
bipartite field (Fig. Ic), although different researchers have
employed a variety of stimulus patterns. Within such para-
digms, an observer may be asked to match the lightness or
hue of one part of the stimulus (test field) to that of another
part (comparison field), to name various hues, or to mini-
mize the contrast between two adjacent patches of color.
Configurations such as Fig. la can be used to assess the
324
FIgure 2. Example of visual field configuration used In
chromatic and achromatic induction experiments. This ar-
rangement allows the observer to make lightness matches
between the test and comparison field by manipulating the
refiectances (or luminances) of the comparison field. Chro-
matic induction is studied by varying the spectral content
of the surround fields. (From Handbook of perception and
human performance)
sion) of various wavelengths of light. A monochromatic
light is presented, either continuously or in brief exposures,
and the observer notes the minimal radiance required to see
the test areas. On the basis of such judgments, one can de-
rive the spectral sensitivity function for the observer.
In heterochromatic flicker photometry (method of mini-
mum flicker), a reference light of a given luminance and
spectral content is alternated rapidly with coextensive test
light of differentspectral composition. At the rapid alterna-
tion rates used (typically 10-20 Hz), the observer does not
see alternations of hue; however, differences in the bright-
nesses of the two stimuli are perceived as flicker. The inten-
sity of the test light is adjusted until this flicker is minimized
or eliminated. Luminous efficiency functions can be ob-
tained from this procedure.
Boff, K. R., & Uncoln, J. E. Engineering Data Compendium: Human
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Direct heterochromatic brightness matching, which is
related to minimum flicker, may use a stimulus configura-
tion involving a comparison field such as that in Fig. lb and
a test area that may or may not have its own surround. In
heterochromatic brightness matching, an observer is asked
to match the brightness levels of two stimuli with different
spectral composition; that is, the observer is required to
focus on brightness while ignoring hue and to make a match
between the test and comparison patches. The luminous ef-
ficiency function derived using this technique is similar to
that obtained with minimum flicker procedures; therefore,
the technique of minimum flicker may be preferred, since
with the latter method the observer's task is easier and the
results are less variable (see Constraints section).
One common procedure for assessing perceptual varia-
tions involves chromatic induction. Figure 2 shows a typi-
cal stimulus configuration in which an observer views
targets that differ either in hue or in lightness. The general
results of such studies are fairly consistent:
• Uniformly colored targets take on different hues when
viewed in the presence of patches of different colors than
they do when viewed in isolation.
• Color fields need not be adjacent to or contiguous with
the colored regions they affect, although the induction ef-
fect diminishes systematically as the inducing field becomes
more remote from the focal area. Likewise, multiple induc-
ing areas exert predictable effects.
• Adjacent white and highly saturated monochromatic
areas show greater contrast under conditions of lower retinal
illuminance, although achromaticity appears to be more
important in creating a distinct border between two ele-
ments in a bipartite field, such as in Fig. ic; the distinctness
• There are large individual differences in perceptions of
lightness or hue, and in responses in matching tasks.
• Practice may have a significant effect on the observer's
ability to identify and label a specified color in a target stim-
ulus. Further, variability in performance may be due to a
criterion shift by the observers (their willingness to declare
the presence of some specified color in a target patch),
rather than by any consistent properties of the visual system
itself.
of a border may be diminished by the presence of a chro-
matic difference (CRef. 6.313).
• For both red/green and yellow/blue fields, as redness
(yellowness) in the inducing area increases, the perceived
redness (yellowness) of the focal area decreases.
Color appearance is also studied through lightness
matches of test and comparison targets. When an observer
attempts to match the luminance of a comparison field with
that of a test field (with a circular center-surround arrange-
ment analogous to that in Fig. 2), as the luminance of In-
ducing Field No. 1(L11 ) increases, the luminance to which
the comparison field (L<) must be adjusted to appear
equally light increases slightly; however, with increasing
levels of L11 , the value to which Lc must be set to achieve
equal lightness with the test field begins to drop so that ulti-
mately, with any increase in Lu, the comparison field can-
not be made to appear as "black" as the test field, even at a
setting of L2
 = 0. Only by increasing the luminance of In-
ducing Field No. 2 (1,12) can the comparison field be "dark-
ened" enough to achieve a satisfactory match to the test
field (CRefs. 1.712, 1.713).
Color naming tasks have also been used to investigate
the appearance of color. As an example of such an ap-
proach, observers might be asked to note whether a particu-
lar target contains an element of redness/greenness or
yellowness/blueness or whether the target is neutral with re-
spect to a particular color pair. Results across studies vary,
depending on (1) whether two patches of color are viewed
simultaneously or in sequence, and (2) whether both
patches are viewed with the same eye (or with both eyes) or
each patch is viewed by a different eye.
• In heterochromatic brightness matching, the task is quite
difficult and results vary considerably, not only across dif-
ferent individuals, but also for the same observer across
trials.
• Concurrent presentations of target and comparison fields
or the presence of a fixation point prior to the appearance of
the target may result in induction effects or chromatic adap-
tation that may differentially affect the perception of some
wavelengths in targets that are not monochromatic.
• Many factors, including target characteristics, test condi-
tions, and observer characteristics, have been shown to in-
fluence color appearance (CRef. 1.707).
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1.702 Color Mixture and Color Matching
P3 (460nm)
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Key Terms
Chromaticity; color matching; color mixture; colorimetry;
metamerism; trichromacy; tristimulus values; WDW
normalization
A human observer cannot know the spectral composition of
a colored light simply by looking at it. In fact, two lights
composed of very different wavelength mixtures may ap-
pear indistinguishable to the observer. In a typical color-
matching task, an observer views a bipartite (or split) field,
each half of which can be varied independently in spectral
composition. The spectral composition of one-half of the
field is then adjusted until it matches the other half in ap-
pearance. Two light patches that appear identical to the ob-
server, although their spectral radiation is different are
called a metameric pair, or metamers. (Isometric pairs, a
subclass of metameric pairs, are matching lights that have
identical spectral composition.)
Metameric matches have three general characteristics
that allow color mixtures to be considered a linear system:
1. additivity property: when new spectral components are
added to each member of a metameric pair, the two still
match in perceived color, i.e., the identity relationship of
the two remains intact;
2. scalar property: when the radiances of the two metamers
are changed by the same amount, the pair still matches in
perceived color, i.e., is still metameric;
3. associative property: if two color fields, A and B, are
metamers, and so are B and C, then A and C will be
metamers.
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From these properties, it follows that metameric pairs
will still be perceived as matching, even under a variety of
viewing conditions that may alter the color appearance of
the pair. For example, if a split field containing a meta-
meric pair is surrounded by a chromatic field, the color of
both members of the pair may change due to induction
(CRef. 1.717), but the two will still appear identical. If
the observer views the field containing the metameric
pair after preexposure to a different chromatic field, the
perceived hue of the pair may change, but the metamers
will still appear matching.
Metamerism does not confer absolute equality for two
colored fields, however. For example, for a given meta-
meric pair, axial chromatic aberration of the eye may make
one member of the pair more difficult to focus than the
other, due to the particular wavelengths of which it is com-
prised and the refractive indices of the different ocular com-
ponents. Further, at a high level of illumination, metamers
may cease to appear matching. Two additional cautions are:
(1) two different observers will not show the same meta-
meric matches; and (2) when colored objects rather than
colored lights are matched, metamers may cease to appear
identical if the source of illumination is altered.
It is possible to match any hue using no more than three
primary colors. In theory, there is wide choice in the selec-
tion of primaries. In practice, it is desirable to spectrally
80ff, K. A., & Uncoln, J. E. Engineering Data Compendium: HumanPerception and Performance, AAMRL, Wright-PattersonAFB, OH, 1988.
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Figure 2. Three-dimensional representation of color mix-
Hire in a rectangular coordinate system. The primaries form
the three axes and the color P Is represented by the vector
V. (From Ref. 3)
Figure 3. The spectrum locus represented Ina rectangular
coordinate system. Color mixture data of Ref. Shave been
normalized to a 4800° K white. The two planes represent
two different radiance levels. The dashed lines enclose the
region of color space that can be realized by summing var-
ious proportions of the primaries. The horseshoe-shaped
curves represent the spectrum locus. Experimentally, this
Is realized by adding one of the primaries to the spectral
light to be matched. The arrowhead of the white vector Is in
the higher-radiance chromaticity plane. (From Ref. 3)
separate the primaries as much as possible, although con-
venience usually dictates their selection. Equation 1 is used
to characterize a color match; the assumption is that the pri-
maries will be red, green, and blue although, strictly speak-
ing, the wavelengths are largely a matter of expedience.
X = arR+agG+abfi, 	 (1)
where a, ag, and a, are the weighting of the primaries
(called the tristimulus values). In Eq. 1, the values of a can
be positive, negative, or zero. When the weighting for a
particular primary is zero, that component is missing from
any metameric match. A negative weighting signifies that a
match cannot be made even if one primary is absent, but
that a given amount of energy at that wavelength must be
added to the spectral composition of X to achieve a match,
i.e.,X + arR = a9G + abB.
Representation of Color-Matching Data. There are
many ways to specify the unit of measurement for the pri-
maries. For example, both radiometric units (radiant inten-
sity) and photometric units (luminous intensity) have been
used. In the most usual method, the units for the primaries
are normalized at the match to white. In this case, the
amounts necessary for the three primaries (all together on
one side of the colorimetric field) to match a specified white
are taken as unit amounts of primary. This normalization
may be thought of as reflecting the relative "coloring
power" of each primary in rendering the match to white.
The amounts of the primary units (tristimulus values)
which match each spectral wavelength are usually plotted
for an equal-energy spectrum (i.e., equal energy of each test
wavelength). The tristimulus values define a set of functions
called color-matching functions. For a set of three primar-
ies, identified as P 1 , P2. and P3 , the color-matching func-
tions are identified as p 1 (X), p2(X), and p3(X).
Figure 1 shows the color-matching functions obtained
by Ref. 5 using primaries of 650, 530, and 460 nm. The
amounts of the primaries necessary to match any spectral
wavelength can be assessed from Fig. 1.
Color Spaces. Color-matching data can also be repre-
sented in terms of vectors in a three-dimensional space. Fig-
ure 2 shows color-matching data of Fig. 1 (Ref. 7) in a
Cartesian coordinate system. The coordinates are rectangu-
lar; that is, they are mutually perpendicular. Quantities of
each of the primaries are represented by distances from the
origin 0. The location of a mixture of the three primaries is
represented by the point P. This location is calculated by
first calculating the vector V from ar, as
 in the P550 , P530
plane and then calculating the vector V between V and the
orthogonally located as,. Figure 3 shows the same color
mixture data plotted in a Cartesian coordinate system with
the units of the three primary vectors expressed in terms of
the normalization to white. The horseshoe-shaped curves
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depict the locus of spectral colors. The arrowhead, in the
plane of higher radiance, indicates white. As a result, if the
values of two of the three are known, the value of the third
can be determined.
p j(X) = jQt)/Ij(X) + p2(X) + TAM	 (2)
P2(X) = 2(X)/[Pt(X) + p2(X) + p3(X)]
	 (3)
170) = 0)00) + p2(X) + p3(X)]	 (4)
For the color-matching functions, p, (k), p 2(X), and p3(X),
the coefficients Pi P2, and p3 are called the chromaticity
coordinates (or trichromatic coefficients). Jfp 1 is plotted
against p2 on Cartesian axes, the values of the spectral
wavelength fall on the horse-shoe-shaped curve or spectrum
locus. Figure 4 shows the average data from Ref. 7 plotted
in this manner.
WDW Normalization. Different observers may show
different color-matching functions because of the spectral
absorption characteristics of theft photoreceptors (receptor
variation) or because of individual differences in the ab-
sorption characteristics of the lens and macular pigment of
the eye (pre-receptor variation). Reference 7 indicates a
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FIgure 4. The spectrum
locus in the chromaticity
diagram for primaries at
650,530, and 460 nm. Nor-
malization is to a white
with color temperature of
4800'K. (From Ref. 7)
method of normalization to separate inter-observer variabil-
ity based on receptor variation from variability based on
pre-receptor variation. In this method, known as WDW
(W.D. Wright) normalization, two wavelengths are chosen
for normalizing, one in the blue-green area and one in the
yellow area (Wright used 494 and 582.5 nm). The amount
of the P1 primary is set to be equal to the amount of the P2
primary at the first wavelength (e.g., 494 nm), and the
amounts of P2 and P3 are set to be equal to one another at
the second wavelength (e.g., 582.5 nm). Figure 5a shows
the trichromatic coefficient curves for 10 observers for these
two normalizing wavelengths; Fig. Sb shows the average
chromaticity coordinates for these observers. The ranges of
the coefficients for the 10 observers are constricted at the
normalization wavelengths and at the primaries, but spread
out at other wavelengths. In the chromaticity diagram, the
coefficients for white are now spread out for the different
observers. In comparison, the coefficients of Fig. 4 are all
normalized to the white, and allsubjects occupy the same
locus for "white."
—Adaptedfrom Ref. 3
Bolt, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
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Applications
Prediction of equivalent hues; specification of color
mixtures.
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Royal Society ofLondon, 230A,	 matching with an appendix by
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Kaufman, & J. P. Thomas (Eds.),
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New York: Wiley.
4. Schrödinger, E. (1970). Grun-
dlinien einer Theonie der Farben-
metrik im Tagessehen (Outline of a
Cross References
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1.705 Factors affecting color dis-
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6. Wright, W. D. (1929). A re-
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(a)
Wavelength (nanometers)
(b)
p1
FigureS. The WDW normalization of color mixture data.
(a) Superimposed trichromatic coefficient curves for 10 ob-
servers; N 1 and N2
 are wavelengths 582.5 and 494 run, re-
spectively. (b) Chromaticity diagram showing the spectrum
locus derived from the moan coefficient curves for the 10
observers. White chromaticity points of matches to a stan-
dard for 36 observers are shown as dots. The chromaticity
diagram is plotted in terms of the matching primaries 650,
530, and 460 nm with units based on matches of 582.5 and
494 run. The color temperature of the white stimulus was
4800° K. (From Ref. 7)
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1.703 Colorimetric Purity and Excitation Purity
1.7	 Color Vision
Figure 1. Representation
of excitation purity on the
1931 CUE (x, y)-chromaticity
diagram. Point 065 Is  refer-
ence white with chromatic-
ity coordinates (xw, Yw). The
excitation purity of a light S1
Is determined by drawing a
straight line from point D65
through the coordinates of
S1 , to the spectrum locus
(point )4. Excitation purity
Is the ratio of distance from
Si to Des and the distance
from Xd to Des (see Eq. 2a).
The dominant wavelength
of Si , is determined by the
chomaticity coordinates at
k.j(xb, ye)- A line drawn from
Dthrough the coordinates
of a second light, S2, falls
not on the spectrum locus
but on the line of purples
(point P). The excitation Pu-
rity of S2 is determined Just
as for light Si, from the co-
ordinates of P. The comple-
mentary wavelength of 52 is
- Xd, or ,\c; this wavelength
can be used to characterize
the light since its dominant
wavelength does not fall on
the spectrum locus. (From
Ref. 1)
Key Terms
Colorimetric purity; colorimetry; excitation purity;
saturation
General Description 	 metric purity. Colors showing a high degree of purity are
also saturated, i.e., they have little white or gray in them.
Colorimetric purity refers to the amount of chromatic light	 Saturation is commonly taken as the reciprocal of least col-
added to a field composed of a specific white light. Colon- 	 orimetric purity (i.e., the smallest amount of spectral light
metric purity discrimination thresholds can be defined for 	 that allows a mixture of spectral light and white light to be
conditions in which a spectral light is added to one-half of a	 distinguished from white); thus, as colorimetnic purity at
bipartite (split) field in which both sides are initially isomet-	 threshold decreases, saturation increases.
rically (i.e., identically) white; at some level of the spectral	 A related term, excitation purity, or lo,
 
refers to a ratio
component, the two halves are no longer perceived as iden- 	 of two lengths on a chromaticity diagram: specifically the
tical. Results of such manipulations may be expressed in 	 ratio of the difference in distance between the chromaticity
terms of colonimetric purity, Pt,, as defined in Eq. 1. 	 coordinates of a standard illuminant and a particular chro-
Pc = L/(L + L),)
	
	
(1) matic light to the distance from the chromaticity coordinates
of the standard illuminant through the comparison light to
where Lx is the luminance of the spectral color of wave- 	 the boundary of the chromaticity diagram (spectrum locus).
length K and L is the luminance of the achromatic, white 	 Colorimetric purity and excitation purity are calculated as in
component. Saturation is a perceptual correlate of colon-
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Eqs. 2 and 3. Equation 4 shows the relation between the
two.
P. = (x -	 - x)	 (2a)
Pe = (Y - Yw)I(Yi, - Yw)	 (2b)
PC = (yj,/y) [(x -	 - xw)	 (3)
PC = (Yi,'Y) Pe	 (4)
x and  are the chromaticity coordinates for the test light, x,
and Yw are the chromaticity coordinates for the white stan-
dard, and xb and Yb are the chromaticity coordinates at the
spectrum locus when a line is drawn from the locus of the
achromatic component through the chromaticity coordinates
of the test light to the spectrum locus. Usually Eqs. 2a and
2b produce the same result, but excitation purity should be
calculated using the equation producing the larger denomi-
nator. Both P<, and Pe assign colors on the spectrum locus
the maximum value of 1.0 (100% purity) and the reference
white the value of zero (0% purity).
Figure 1 shows how P, can be calculated for two colors,
Si and S2 , with respect to a particular standard white, in this
case, CIE standard illuminant D65 (daylight). Here, e
equals about 65% and 30% for S and S2 , respectively. The
line drawn through the coordinates of the standard white il-
luminant and the color S i , to the spectrum locus defines the
Constraints
• Experimental results for colorimetric purity discrimina-
tion are more ambiguous when purity is measured by adding
white light to spectral light than when purity is measured by
adding spectral light to white light.
Visual Acquisition of Information
	 1.0
dominant wavelength of S, given by Ac/tb, Yb) in Fig. 1.
Some lights, such as S2, do not have a dominant wavelength
that falls on the spectrum locus. In such cases, the comple-
mentary wavelength, - Ad or Xi,, is used to characterize the
light (two colors are complementary when their mixture in
the proper proportions yields white). Purity is determined
according to the lengths of lines to the nonspectral locus
(line of purples), shown at point P(xb, Yb) in Fig. 1.
Purity correlates loosely with the saturation of color
viewed under ordinary conditions. The correlation is not
unequivocal, however, for it is well established that not all
spectral colors appear equally saturated, although both P.
and P6 assign a value of 1.0 to all spectral colors. Thus,
there is good correlation between purity and saturation only
for colors of nearly equal luminance and of constant domi-
nant wavelength. Excitation purity and colorimetric purity
differ in that P for dominant wavelengths less than 460 nm
produces saturation scales that are less uniform than those
for Joe . Further, with Pt,, purity differences near the spec-
trum locus are almost imperceptible while small differences
near zero purity (point D65 in Fig. 1) are easily seen. In
practice, colors are now usually specified according to their
chromaticity coordinates rather than according to purity
measures.
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ration differences. Journal of the
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& Bodinter, D. M. (1976). Satura-
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the Optical Society ofAmerica, 66,
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3.MacAdam, U. L. (1942). Visual
sensitivities to color differences in
daylight. Journal of the Optical So-
ciety ofAmerica, 32,247-274.
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the Physical Society (London), 46,
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(1982). Color science: Concepts
and methods, quantitative data and
formulae (2nd ed.). New York:
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1.704 Chromaticity Discrimination
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Figural. Chromaticity discrimination represented in the
CIE 1931 chromaticity diagram. Wavelength discrimination
Is plotted along the spectrum locus; discrimination of coi-
orimetric purity, along the lines Intersecting the standard
white (W). Each line segment represents about three just-
noticeable-difference units in chromaticity for a 2-deg test
field for 4 observers. (From Handbook of perception and
human performance)
FIgure 2. Subjectively equal color steps plotted on the CUE
chromaticity diagram. The lines represent color differ-
ences about three times greater than the just-noticeable
difference for a 2-deg field. Thegraph shows discrimina-
tion along a large number of color axes. (From Ref. 6)
Key Terms
Chromaticity; color discrimination; colorimetric purity; co-
lorimetry; wavelength discrimination
General Description	 Each step represents a color difference about three times
greater than the just noticeable difference for a 2-deg targetAn observer will detect a difference between two test lights	 field. As can be seen from Figs. I and 2, the lengths of the
of equal size and brightness only if the spectral composi- 	 line segments representing equal discrimination steps are
tions of the two lights differ sufficiently. The smallest chro-	 different in different regions of the diagram. Thus distances
matic difference that can be detected has been researched	 on the chromaticity diagram are not proportional to
extensively and can be represented on a chromaticity dia-	 discriminability.
gram, as shown in Fig. 1 (Ref. 5). The data from Fig. 1 are 	 In Fig. 3, regions of subjectively equal color are shownbased on a task in which observers set two halves of a small	 by elliptical areas for a number of chromaticity points(2-deg visual angle) bipartite (split) field equal to a small, 	 (Ref. 4). Each ellipse is equal to ten standard deviation
constant difference in color (about 3 just-noticeable-differ- units, measured in a task in which the observer adjusted
ence steps); brightness was kept equal for the two halves, 	 one-half of a small bipartite field so that it matched the ap-
Discrimination steps for wavelength are plotted on the spec- pearance of the other half, and the difference between the
trum locus (outer contour); steps for discrimination of col-	 two settings was measured. The ellipses show consider-
orimetric purity, along the axes intersecting the standard 	 able variability within and across observers. An example
white (center of diagram). 	 of variability in the matches of one observer tested at
Figure 2 shows subjectively equal color steps along a 	 several times is shown in Fig. 4 (Ref. 7).
number of different axes in the chromaticity space (Ref. 6).
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Figure 3 Subjectively equal color spaces plotted on a CIE
chromaticity diagram. Ellipses represent 10 times the stan-
dard deviation of color matches measured for targets of
each indicated chromaticity. The major axes of the ellipses
generally correspond to axes of poor color discrimination
as depicted in Fig. 2. (From Ref. 4)
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Repeatability/Comparison with Other Studies
The general nature of the color-discrimination ellipses
in Fig. 3 has been confirmed by extensive experimental
evaluations (Refs. 2, 7). Reference 1 tested color
discrimination along several different axes in the CIE chro-
maticity space and found discrimination steps somewhat
larger than expected on the basis of the data of Ref. 4
(Fig. 3). However, Ref. 1 used a different experimental
technique in which the two halves of a bipartite field
were initially matched, then one half of the field began to
change in spectral composition after an unpredictable delay
and the observer had to signal when the change in
chromaticity could be identified.
Constraints
• The precision of an observer's chromaticity discrimina-
tion is affected by a number of different factors, including
changes over time for a given observer, different chromatic
responses across observers, and the wavelength of the lights
being employed.
• Many factors affect chromatic discrimination and should
be considered in applying these results under different
viewing conditions (CRef. 1.705).
Key References	 daylight. Journal of the Optical So-
ciety ofAmerica, 32, 247-274.
I. Boynton, R. M., & Kambe, N.
(1980). Chromatic difference steps
of moderate size measured along
theoretically critical axes. Color
Research and Applications, 8,
69-74.
2. Brown, W. R. 1., & MacAdam,
D. L. (1949). Visual sensitivities to
combined chromaticity and lumi-
nance differences. Journal of the
Optical Society ofAmerica, 39,
808-834.
3. Commission Internationale de
i'Eclairage (1932). CIE Proceed-
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Cambridge University Press.
4. MacAdam, D. L. (1942). Visual
sensitivities to color differences in
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93-112.
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ciety ofAmerica, 61, 1135-1152.
8. Wyszecki, 0., & Fielder, W. S.
(1982). Color science: Concepts
and methods, quantitative data and
formulae (2nd ed.). New York:
Wiley.
1.705 Factors affecting color dis-
crimination and color matching
Handbook ofperception and
human performance, Ch. 8,
Sect. 4.3
Figure 4. Portion of the CUE 1931 chromaticity diagram in-
dicating differences in subjectively equal color spaces for
a single observer under the same viewing conditions but
with observations made at different times for test colors
9(x, = 0.3310, y. = 0.2749), 11(0.2054,0.2544), 13(02545,
0.4518), and 15(0.3101, 0.3163). Test-retest differences
were somewhat greater for two other observers tested in
this study (Ref. 7) than for the observer for whom data are
shown here. (From Ref.?)
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1.705 Factors Affecting Color Discrimination and
Color Matching
Key Terms
Chromatic adaptation; color discrimination; color matching;
luminance; retinal location; stimulus duration; tritanomaly;
visual field location
General Description
Many factors affect color discrimination and color match-
ing. The factors include observer characteristics, the com-
position of the visual field, and conditions of viewing.
These considerations are summarized in the table.
Factor	 Comment
Chromatic adaptation	 Discrimination is influenced by the degree to which an observer is
exposed to lights of various chromaticities. For example, color
matching of two test lights is more sensitive when the surrounding
field is of similar chromaticity to the test lights, although only for small
test areas. The effect disappears for large (12 deg) test fields
If an adapting field is varied sinusoidally in a red-green direction, red-
green discrimination will be impaired when making a color match to a
white comparison field, while discrimination along the blue-yellow
axis for short wavelength lights will be unaffected; likewise, modula-
tion of an adapting light in a blue-yellow direction toward short wave-
lengths will affect discrimination along the blue-yellow axis, but not
the red-green axis. With simultaneous modulation along red-green
and yellow-blue, sensitivity is roughly uniform in elevation
For wavelengths >40 nm, discrimination deteriorates by a factor of
about 1.5 when equal amounts of white and spectral lights are pres-
ent, and by a factor of 3.5 with white outweighing the chromatic com-
ponent by a factor of 5. For shorter wavelengths (eg., 455 nm),
increasing the white component 1 t 1.5 times the chromatic element
has little effect on discrimination, while further increases in white ac-
tually lead to improved discrimination
The precision of color matches in the short wavelength region of the
spectrum is improved by desaturating fields with a green primary
Field size, location, and fixation	 Some small visual fields (12 min arc) seem to produce chromatic dis-
tasks crimination that does not differ dramatically from larger If deg) fields.
As the test light approximates a point source (1.5), however, discrim-
ination deteriorates throughout the entire visible spectrum, although
sensitivities to particular wavelengths do not change relative to
larger fields. It should be noted, though, that fixation tasks may pro-
duce different discrimination curves than scanning, the former being
the more difficult of the two and producing more variability among
observers. For example, steady fixation of small fields induces poor
discrimination when short wavelength lights are involved, both
foveally and extrafoveally
For larger fields (>10 deg), discrimination improves by a factor of
about two, although observers report an inhomogeneity in the color
field at the area of fixation, the so-called Maxwell spot. This inhomo-
geneity forms an ill-defined ellipse with alto 2 deg, horizontal major
axis. In trichromatic color matches, the observer needs to ignore this
spot. In tetrachromatic color matches, the spot is not apparent
Luminance	 In conditions of dark adaptation, observers show decreasing sen- 	 Ref. 6
sitivity to changes of test lights compared to a standard reference
light in color matching tasks. For lights of varying chromaticities (e.g.,
blue, green, white), as luminance decreases, an observers ability to
detect changes in the test light deteriorates, at first slowly and then
more rapidly. The critical point is —3.5 cd/m2, above which discrimi-
nation is fairly stable and below which it begins to fall off
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Factor
Luminance (cont.)
Retinal position
Spatial structure
Comment
With decreasing luminance, observers show symptoms of tritano-
pia, a pronounced weakness in discrimination along the blue-yellow
axis. This effect, tritanomaly, has been well documented
Color matches between two metamerlc fields hold over a wide
range of retinal illumination, from about 1 t 8000 trolands; chroma-
ticity discrimination is best at a similar range. Below 1 troland, how-
ever, the scotoplc (dark-adapted) system operates, intruding into
color matching and discrimination processes
With color-detective observers, an illuminance level of 50 trolands
produces rod interaction. In fact, with low retinal illuminance, even
normal observers can show tritanomaly, a pronounced weakness in
discrimination along the blue-yellow axis. With very high illuminance
levels, normal observers can show protanomaly, a weakness in dis-
crimination along the red-green axis
Refs.
CRefs. 1.702, 1.704
Refs. 2,4,9,13;
CRef.1 .726
With peripheral stimulation, observers require larger visual fields for 	 Refs. 1,4
the perception of color
Peripheral presentations appear desaturated compared to foveal 	 Ref. 8
presentations. Rod participation may also induce substantial hue
changes
As the two halves of a bipartite field are separated, luminance dis-	 Ref. 5
crimination deteriorates, although chromatic discrimination is either
unaffected (for red-green discrimination) or actually improved (for
blue-yellow discrimination)
Stimulus duration	 Increasing presentation times in a range from 0.02 sec to 5.0 sec at 	 Ref. 10
low illumination levels leg., 10.69 cd/m 2) produces increasingly
greater sensitivity to changes in wavelength of a test light compared
to a standard. The average standard deviation among observers in
one study (Ref. 10) dropped from over 0.8 nm to about 0.4 nm in a
decreasing monotonic function of exposure time. Subjective reports
of observers, however, indicated that long fixation times were diffi-
cult and unpleasant; these conditions would also be likely to induce
several fixations, making the effective exposure time shorter than
the actual time
For practical work in color discrimination, it has been suggested that
there are only significant changes in sensitivity for exposure times
greater than about 0.02 sec
Discrimination is adversely affected when two lights to be compared 	 Ref. 12
are presented successively rather than simultaneously. Spectral
chromatic discrimination begins to deteriorate with a stimulus onset
synchrony of about 60 msec and then worsens to asymptote at 5 sec
Key References	 to very bright lights. Journal of	 8. Moreland, J. D., & Cruz, A.	 (1955) with an appendix by W. S.Physiology (London), 122, 332.	 (1959). Colour perception with the 	 Stiles & I. M. Burch. OpticaActa,
I. Abramov, I., & Gordon, J.	 s. Boynton, R. M., Hayhoe, 	 peripheral retina. OpticaActa, 6,	 2, 168-181.(1977). Color vision in the periph- 	 M. M., &Mac1..1, D. l. A. 	 117-151.	 12. 1,ndall, E. P. T. (1933). Chro-
era] retina.!. Spectral Sensitivity. 	 (1977). The gap effect: Chromatic
	
9. Pokorny, J., & Smith, V. C.
	
maticity sensibility to wave-lengthJournal of the Optical Society of	 and achromatic visual discrimina- 	 (1981). A variant of red-green 	 difference as a function of purity.America, 67, 195-202.	 tion as affected by field separa-
	 color defect. Vision Research,	 Journal of the Optical Society of
2.Alpern, M. (1979). Lack of uni-
formity in colour matching. Jour-
nalof Physiology, 288, 85-109.
3.Bedford, R. E., &Wyszecki,
G. W. (1958). Wavelength discrim-
ination for point sources. Journal
oft/is Optical Society ofAmerica,
48, 129-135.
4.Brindley, 0.8. (1953). The ef-
fects of colour vision of adaptation
Cross References	 1.703 Calorimetric purity and exci-
tation purity;
1.702 Color mixture and color 	 1.704 Chromaticity discrimination;
"-atc'lJug, 1.726 Congenital color defects
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Key Terms
Brightness; chroma; color appearance; color description;
colorimetric purity; hue; lightness; luminance; saturation;
tint; wavelength
General Description	 colors are color stimuli devoid of hue, such as white, gray,
or black.
Color is the aspect of visual perception that allows an ob- 	 Brightness or lightness: brightness refers to the degree
server to distinguish between otherwise identical objects, 	 of stimulus intensity or the level of light an area appears to
surfaces, or areas on the basis of different spectral composi- emit, ranging from dazzling (very bright) to dim or very
tions of radiant energy (wavelengths and wave amplitudes) 	 dark (often used as descriptive adjectives for the hues).
emitted or reflected from them. Color appearance usually is Lightness usually refers to the reflectivity of a surface; that
described in terms of three basic color attributes: 	 is, the amount of light the object or surface appears to emit
Hue: the perceived color, which can be given a name 	 in comparison with that emitted by a surface perceived as
such as red, yellow, blue-green, or purple. The four unique	 "white." Thus, lightness can be considered relative bright-
hues are those which cannot be further described using hue	 ness. Lightness ranges from very light (white) to very dark
names other than their own: red, green, yellow, and blue. 	 (black).
Binary or non-unique hues can be described by combining 	 Chroma or saturation: the degree of color purity or rich-
other hue names, such as reddish-yellow (orange) or bluish- ness (apparent deviation from white). Chroma is the per-
red (violet). Chromatic colors possess hue; achromatic
I,
SC
aSC
aCS
UC
Achromatic
colors
Figure 1. Variation of light-
ness and chrome bra con-
stant-hue color. In this
black and white simulation,
the grid pattern Inside the
squares represents a given
chromatic color (e.g., blue).
The less detailed grid simu-
lates a color with low
chrome or saturation (such
as pale sky blue). The more
detailed grid represents the
same color hue, but with
high chrome or saturation
(such as rich royal blue).
The amount of achromatic
color (varying from black
through gray to white)
mixed with the hue deter-
mines the degree of light-
ness or brightness for a
given color chip (i.e., the
chip with the lowest bright-
ness and highest chrome
might be dark navy blue).
Chromatic colors
Increasing ChromalSaturatlon
1.7
	
Color Vision
1.706 Descriptive Attributes of Color Appearance
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ceived difference between a color with hue and an	 that it becomes less rich in appearance (as in a single row on
achromatic color of the same brightness or lightness (one in a Munsell chart).
the same row on a Munsell chart; CRef. 1.724). Chroma 	 Table I illustrates how radiometric, photometric, and
decreases as lightness or brightness decreases. Saturation is colorimetric attributes of light influence perception of
the same basic attribute, but is judged independently of the 	 brightness, hue and saturation, and lightness.
lightness or brightness of the two compared colors. Desatu-
ration is the addition of white pigment or light to a color so
Applications
Specification of desired color attributes for lights and lumi-
nous areas, painted surfaces, and various kinds of colored
displays, such as cathode ray tubes.
• Although the attributes given here are regarded as basic
and useful for discussing color appearance, they are not a
comprehensive descriptive set. For example, colorfulness is
sometimes used to describe the degree to which an area ap-
pears to exhibit more or less chromatic color (such as when
objects appear brighter and more colorful under high illumi-
nation) (Ref. 4).
• In the past, brightness sometimes was used as an equiva-
lent term for luminance. This usage is now considered in-
correct; the terms are not interchangeable— brightness is a
purely perceptual term, whereas luminance is radiance
weighted by a luminosity function (CRef. 1.104).
• The term lightness is sometimes reserved for describing
achromatic surfaces only.
• In addition to the three basic perceptual attributes of
color, colored objects can be specified by various physical
characteristics such as spectral distribution, spatial proper-
properties (stationary, moving, pulsing, flickering), etc.
• An observer's judgment of color appearance is seldom
precise; it can vary widely depending on viewing condi-
tions, the kind of stimuli presented, and cognitive factors
(attention, memory, motivation, emotion) (CRef. 1.707).
• Color vision is due to stimulation of the cone cells in the
eye, which are sensitive to radiant energy in the range of ap-
proximately 360 mn to 830 nm and at luminances above ap-
proximately 0.001 cd/m2.
• Color vision is most vivid for large stimulus fields and
moderate luminance levels; very low luminance results in
scotopic vision with no color perception; very high lumi-
nance results in perception of objects as white.
• As the area of retinal stimulation increases or moves to-
ward the periphery of the retina, observers report greater
yellow and blue perception, compared to red and green.
• Very small or dim objects may appear white, especially
in the 400 nm and 580 nm regions of the spectrum.
Key References	 2. Commission Internationale de 	 4. HuntR. W. G. (1978). Color	 6. Mansell, A. H. (1942). Book of
I'Eclairage (Cm) (1970). Interna-	 terminology. Color Research and	 color. Baltimore: Munsell Color
I. Buntham, R. W., Hanes, R. M., lionel lighting vocabulary (3rd	 Application, 3,79-87.	 Book Co.
&Bartelson,C. J. (1963). Color:	 ed.). Paris: CIE Central Bureau. 	 5. Judd, D. B. (1951). Basic come- 	 7. Wyszecki,CL,& Stiles, W. S.A guide to basic facts and con- 	 3. Evans, R. M. (1948). An intro-	 laces of the visual system. In S. S. 	 (1982). Color science (2nd ed.).cepts. New York: Wiley. 	 duction to color. New York: Wiley.	 Stevens (Ed.), Handbook of experi- New York: Wiley.
mental psychology. New York:
Wiley.
Cross References
Table 1. Correlation of perceived color with radiometric, photometric, and colon-
metric attributes of light. (From Ref. 5)
1.104 Measurement of radiant and
luminous energy;
1.707 Factors influencing color
appearance;
1.722 Color specification and the
CIE system of colorimetry;
1.724 Color-order systems: Mun-
sell system;
Handbook ofperception and
human performance, Ch. 9,
Sect. 1.0
R ad torn at nc
Spectral
radiance
Spectral
transmittance
Photometric and Colorimetnic
Luminance
Dominant wavelength and purity, or
chromaticity coordinates
Luminous transmittance
Dominant wavelength and purity, or
chromaticity coordinates
Perceptual
Brightness (dim to bright)
Hue and saturation, or red-green,
blue-yellow
Lightness (dark to clear)
Hue and saturation, or red-green,
blue-yellow
Spectral	 Luminous directional reflectance	 Lightness (black to white)
directional
reflectance	 Dominant wavelength and purity, or	 Hue and saturation, or red-green,
chromaticity coordinates,	 blue-yellow
or Munsell value	 Lightness (black to white)
Munsell blue	 Hueçred-green
Munsell chroma	 Saturationj tblue-1low
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Colored objects or areas illumi-
nated by lights of various
illuminances
Some viewing conditions lead to
perceived color changes, with
changes in illumination levels
Illumination
level
CRef.
1.709
Chromatic
purity
An achromatic component is
added to monochromatic light
Hue changes (Abney effect) Some purple-blue and yellow
lights are not affected
C Ref.
1.708
1.7	 Color Vision
1.707 Factors Influencing Color Appearance
Key Terms
Achromatic induction; age; border effects; brightness;
chroma; chromatic induction; color appearance; colorimet-
nc purity; contour effects; contrast; flicker; hue; lightness;
luminance; saturation; size; spectral radiance; stimulus
duration; texture; wavelength
General Description	 etc.), of the environment in which it is viewed (surround,
contrast, etc.), and of the observer (age, etc.). The table
The perception of color in or on an object, a surface, or an 	 lists some of these factors, describes their effects, and cites
area is affected by numerous factors. These include charac- 	 sources of more detailed information.
teristics of the target itself (spectral content, luminance,
Applications
Selection and specification of various parameters for desired
color attributes for lights and luminous areas, for painted
objects and surfaces, and for monochrome or multicolored
display formats.
Factor	 Conditions	 Effects
	 Constraints	 Refs
Target Characteristics
Spectral	 Luminous colored objects or
content	 areas emitting light of various
wavelengths
Colored objects or areas illumi-
nated by lights of various
wavelengths
Systematic variation in color ap-
pearance, depending on domi-
nant wavelength of object or area
Systematic variation in color ap-
pearance, depending on domi-
nant wavelengths of object and
illuminant; there is more variation
in hue than in saturation level
Background reflectance and	 CRef.
lightness levels significantly mnflu- 	 1.710
ence this effect
C Ref.
1.709Luminancelevel
Luminous chromatic area with in-
creasing or decreasing lumi-
nance level
Hue changes with luminance
level (Bezold-BrUcke effect) Effect does not occur for the fourunique hues (red, blue, green,
yellow), and is attenuated for
brief illumination times
Illumination
changes
Colored objects or scene ob-
served under changing light
conditions
A change in hue is recognized
and attributed to lighting condi-
tions; after about 5 mm, hue drifts
back to the original (color
constancy)
Process of drift back to the origi-
net hue perception is usually not
complete
Border
distinctness
CRef.
1.716Adjacent homogenous light anddark fields with a distinct border
A colored area with an indistinct("fuzzy") border, against a white
background
The appearance of light or dark
narrow bands on the fields, paral-
lel to and near the border (Mach
bands)
The area appears lighter, "sof-
ter," more translucent, and of
lower chroma than when the bar-
doris sharp and distinct
Pronounced effect for achromatic
fields, but not well documented
for chromatic fields
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EffectsFactor
Adjacent col-
ored or achro-
matic fields
Surface texture
Flicker
Size of
surround
Surround
contrast
Chromatic
induction
Achromatic
induction
Conditions
Two adjacent fields with different
chromaticity coordinates
Area or object with a glossy or
transparent surface
Colored objects presented
through different parts of the
pupil and imaged on the same
retinal area
Colored objects presented for
varying durations
Colored objects or areas illumi-
nated for a very brief time
Two similar fields with different
chromaticity coordinates, pre-
sented in rapid alternation
A center area which is sur-
rounded by a larger area with dif-
ferent color characteristics
Colored object is brighter than
the surrounding area
Two close or adjacent fields with
different chromatic properties,
under constant illumination
Two adjacent fields with different
chromatic properties, where one
increases in brightness while the
other remains constant
A distinct border is perceived be-
tween the fields, more distinct
with increasing luminance differ-
ence between the fields
The degree of glossiness is cor-
related with the regularity of light
reflection from surface; the de-
gree of transparency is corre-
lated with the regularity of light
transmission through the surface
Variation in sensitivity to color,
depending on path of light entry
into the eye (Stiles-Crawford
effect)
Hue changes with very brief ex-
posure relative to that perceived
with longer viewing times
Perception of color may not be
the same as for longer illumina-
tion times
At appropriate flicker rates,
colors fuse into a hue, saturation,
and brightness that is the addi-
tive mixture of the two
Hue, brightness, and saturation
of the center area may appear
different, with different surrounds
Under some conditions, object
color appears to have no gray
content and to be glowing (far-
benglut or fluorence effect)
The hue of one field (the test
field) appears to shift away from
that of the other (inducing field)
instantaneously; the effect is cor-
related with the closeness of the
fields
Instantaneous impression that
constant-brightness field has
grown less bright
Constraints
If edges show gradient (not a dis-
tinct border) the fields appear
lighter, softer,' with lower
chrome; effect varies with the
color locations in the visual
spectrum
This effect is most pronounced
with foveal stimulation
May be a special instance of in-
duction (see below)
May be a special instance of
induction
Modulation rates at which colors
fuse and at which flicker disap-
pears depend on luminance
level, area size, retinal location,
chromatic differences, and light
adaptation
Effect is not constant; it in-
creases as surround area in-
creases, especially for large
surrounds
With complex visual patterns,
sometimes the two hues appear
more similar rather than more dif-
ferent (color assimilation)
Although brightness of the con-
stant field decreases, lightness
may remain constant
Directionality
(angle of light
entry through
pupil)
Stimulus
duration
Environment Factors
Refs.
C Ref.
6.313
Ref. 3
Ref. 1
CRef.
Hand-
book
CRef.
1.717
Ref. 8
CRefs.
1.717,
1.718
C Ref.
1.711
CHefs.
1.717
1.713
CHefs.
1.712,
1.713
Observer Characteristics
Age
Visual defects
Humans with normal color vision,
in a color matching task
Humans with congenital or ac-
quired (illness-caused) color vi-
sion deficiencies, in a color
matching task
Ages 20-24 have best color dis-
crimination; irregular decline with
age
About 8% of males and 1% of fe-
males have color deficiencies;
red-green (deuteranopia, protan-
opia) is most common; yellow-
blue (tritanopia) is rare
Blue/yellow sensitivity often de-
creases with age, due to narrow-
ing of pupil and to changes
(yellowing) of the lens
Congenital and acquired defects
may have the same diagnostic
label, but may exhibit different
effects
Ref. 7
Ref. 7
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3. Judd, D. B. (1951). Basic corre-
lates of visual stimulus. In S. S.
Stevens (Ed.), Handbook of experi-
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Wiley.
5. Sweeney, E. I., Kinney,
J. A. S., & Ryan, A. (1960).
Seasonal changes in scotopic
sensitivity. Journal of the Opti-
cal Society ofAmerica, 50,
237-240.
7. Veriest, G. (1963). Further
studies on acquired deficiency of
color discrimination. Journal of the
Optical Society ofAmerica, 53,
185-195.
1.711 Fluorence ofcolorglow;
1,712 Brightness constancy;
1.713 Brightness induction;
1.715 Model of brightness contrast;
1.722 Color specification and CIE
system of colorimetry;
6.313 Perception of chromatic and
achromatic borders;
Handbook ofperception and
human performance, Ch. 9,
Sect. 2.
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Constraints	 or, with more complex patterns, a reduction of contrast
known as color assimilation (CRef. 1.717, 1.718).
• The appearance of a colored area is influenced by nearby 	 • For very indistinct borders between the target and its
areas. For example, two adjacent areas may interact to 	 background, prolonged, fixated viewing of the target may
produce apparent lightness changes (Mach bands) 	 cause the contrast between the target and the background to
(CRef. 1.716). TWo patches of light in a center-surround 	 decrease to zero, making the target disappear.
arrangement may exert reciprocal influences in the form	 • Color appearance is influenced by many other target
of enhanced contrast between the center and surround	 characteristics and by viewing conditions.
Key References	 the spectrum for eight Egyptian and 	 4. McCollough, C. (1965). Color	 6. van der Horst, O.J.C. (1969).
one British observer. Journal of the	 adaptation of edge detectors in the 	 Chromatic flicker. Journal of the
1. Crawford, B. H. (1972). The	 Optical Sociey ofAmerica, 42, 	 human visual system. Science,	 Optical Society ofAmerica. 59,
Stiles-Crawford effects and their 	 844-849.	 149,1115-1116.	 1482-1488.
significance in vision. In D. lame-
son & L. M. Hurvich (Eds.), Vi-
sual psychophysics. New York:
Springer-Verlag.
2. Ishak, I. G. H. (1952). Determi-
nation of the tristimulus values of
Cross References	 1.710 Hue and chroma: shifts	 1.716 Mach bands;	 6.318 Feature-selective adaptation
under daylight and incandescent 	 1.717 Simultaneous color contrast; 	 and masking;
1.706 Descriptive attributes of 	 light;	 1.718 Color assimilation:	 6.320 Contingent aftereffects;
color appearance;
1.108 Hue; effect of saturation
changes (Abney effect);
1.709 Hue: effect of luminance
level (Bezold-BrUcke effect);
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Notes
1.1	 Color Vision
1.708 Hue: Effect of Saturation Changes (Abney Effect)
Figural. CIE 1931 (x, y) chromaticity diagram, with solid lines representing color mix-
tures that have constant hue. Excitation purity Is maximal for colors whose coordinates lie
on the spectrum locus and falls to zero at point C. (From Handbook of perception and
human performance)
Key Terms
Abney effect; chroma; color appearance; color mixture;
excitation purity; hue; saturation; tint
General Description
	
	
color that is more yellowish, as well as less saturated (closer
to pink). When hue constancy is desired, the dominant
Changes in the saturation (or excitation purity) of a colored wavelength of the color mixture must be adjusted whenever
object, surface, or area are accompanied by changes in its 	 excitation purity level is changed. This effect is illustrated
hue (Abney effect). For example, adding white light to (de- 	 on the CIE 1931 (x, y) chromaticity diagram in Fig. 1.
saturating) a red light that is highly saturated produces a 	 Lines of constant hue are represented by curved lines
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radiating from the central achromatic (white) point,
C (x = .310, y = .316), which corresponds to CIE stan-
dard illuminant C. These are connected either with a loca-
tion on the purple line, such as P, or with a location of
monochromatic light on the spectrum locus, such as M.
If exact hue constancy is not required, the Abney effect
can be ignored. In this case, it is usually satisfactory to
merely hold dominant wavelength constant. The two
Selection and specification of desired hues at various satura-
tion levels (excitation purities) for colored lights, painted
surfaces, and colored display formats, either when hue con-
stancy is desired or when specific differences in hue must be
assured; use, interpretation, and updating of color-specifi-
dashed, straight lines in Fig. I are lines of constant domi-
nant wavelength.
The Abney effect does not occur for all dominant wave-
lengths. The perception of a bluish-purple of —562 nm and
a yellow of — 570 nor is not affected by changes in excita-
tion purity, as is shown by the two solid straight lines at
those wavelengths.
cation systems such as the CE chromaticity diagrams
(CRef. 1.722), Munsell system (CRef. 1.724), and OSA
system (CRef. 1.725); compensation for the effects of
ambient illumination striking the surface of self-luminous
displays.
Constraints	 • The shape of constant hue lines depends on the chroma-
ticity of the desaturating stimulus; daylight and tungsten
• Figure 1 should be regarded as an approximation because lighting give different results (Ref. 2, CRef. 1.710).
of its reliance on colorjudgments, lack of data for some
	
• An observer's judgment of color appearance is seldom
areas on the chromiticity diagram, and the extrapolation of
	 consistent; it can vary widely, depending on viewing condi-
curves to reach the spectrum locus; curves were selected
	 tions, the kind of stimuli presented, and cognitive factors
which best fit the data and, when in doubt, straightness
	 (attention, memory, motivation, emotion) (CRef. 1.707);
rather than curvature was preferred (Ref. 4).
	 background reflectance/luminance significantly influences
• Brightness as well as hue varies with changes in excita-
	 estimates of constant hue loci, as does the degree of ob-tion purity; hue can vary with changes in luminance
	 server adaptation to the surround (Ref. 4).(CRef. 1.709).
Key References	 *2. MacAdam, D. L. (1950). Loci	 nat of the Optical Society ofAmer-	 Journal oft/it Optical Society of
of constant hue and brightness de-	 ica, 41, 615-619.	 America, 33, 385-418.
1. Abney, W. de W. (1910). On	 termined with various surrounding 	
*4 Newhall, S. M., Nickerson, 	 5. Robertson, A. R. (1970). Athe change of hue of spectrum
	 colors. Journal of the Optical So-
	 D., & Judd, D. B. (1943). Final re-	 new determination of lines of con-
colors by dilution with white light.
	 ciety of America, 40, 589-595.	 pt of the O.S.A Subcommittee on
	 stant hue. In M. Richter (Ed.),Proceedings of the Royal Society of 3. MacAdam, D. L. (1951). Influ-	 the spacing of the Munsell colors. 	 Color 69. Gottingen: Muster-London, A83, 120-127.	 ence of visual adaptation on loci of 	 schmidt-Verlag.
constant hue and saturation. Jour-
Cross References	 1.709 Hue: effect of luminance 	 1.724 Color-order systems:
level (Bezold-BrUcke effect);
	 Munsell system;
1.703 Calorimetric purity and exci- 1.710 Hue and chroma: shifts
	 1.725 Color-order systems: Opticaltation purity;	
under daylight and incandescent 	 Society of America System;
1.706 Descriptive attributes of
	 light;	 Handbook ofperception andcolor appearance, 	 1.722 Color specification and the 	 human performance, Ch. 9,
1.707 Factors influencing color
	 CIE system of colorimetry;	 Sect. 2.1
appearance;
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1.709 Hue: Effect of Luminance Level (Bezold-BrUcke Effect)
Figural. Contours of constant hue (Study 1). All combina-
tions of luminance and wavelength lying along a given
contour have identical hue. There is no shift in hue with
luminance changes for three wavelengths: 572 nm (yellow),
503 nm (green), and 478 nm (blue). (From Ref. 5)
Key Terms
Bezold-BrUcke effect; color appearance; hue; luminance
General Description
The hue of a target depends upon both wavelength and lu-
minance. If the luminance of a target is varied, with wave-
length held constant, its perceived color (hue) changes (the
Bezold,Brücke effect). There are three wavelengths that
show no hue shift with changes in luminance; which precise
wavelengths these are varies according to whether the target
is presented as a steady-state light or as a brief flash. With
steady-state presentation, the invariant hues fall around
475, 507, and 570 nm; with flashes, the values are some-
what lower (bluer), approximately 470, 504, and 555 nm.
The Bezold-Brticke effect is attenuated when very brief
pulses of light are used rather than steady-state lights. The
greatest effect appears with long-wavelength targets as they
converge toward invariant yellow (572 nm); smaller hue
shifts are associated with short wavelengths as they con-
verge on invariant blue (478 nm).
Applications
Selection and specification of desired hues at various lumi-
nance levels for colored lights, painted surfaces, and col-
ored display formats, either when constancy of hue is
desired or when specific differences in hue are necessary
(as for color coding).
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Figure 2. Hue shift with change in luminance. The ordinate
shows the change in wavelength of a dim (6.6 cd/m2) target
required for it to match in hue a bright 120 cd/m 2 target of
the wavelength shown on the abscissa. Data are given for a
color-matching task with brief targets (Study 2), a color.
matching task with continuous (steady) targets (Study 2),
and a color-naming task with brief targets (Study 3); for
comparison, data from Ref. 5 (Purdy) are shown for a color-
matching task with continuous targets. (From Ref. 1)
'I
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Methods
Test Conditions
Study 1 (Ref. 5)
• Lights of 460-660 not
wavelengths
• Circular 3-deg target, divided in
half vertically
• Pairwise comparisons between
hues at the following luminance
levels: 280 and 35; 280 and 6.6;
35 and 6.6; 35 and l.2;6.6and
0.55 cd/rn2
Study 2 (Ref. 1)
• Lights of wavelength
440-660 nm in 10 n steps,
presented in random order;
observers dark-adapted for
5 mm
• Circular 3-deg target, divided
in half vertically, superimposed
upon fixation point; presented
in Maxwellian view; 120 cd/rn2
(1000 trolands) comparison field
Experimental Results
on left, 6.6 cd1m2 (100 trolands)
test field on right
• Head held immobile via bite
board
• Presentation time: either indefi-
nite (until match completed) or
300-msec flashes with 9 sec be-
tween flashes (number of flashes
unspecified—probably as many as
desired by observer)
Study 3 (Ref. 1)
• Same as Study 2, except single
uniform circular 3-deg target,
flashed for 300 msec; luminance
120 or 6.6 cd/rn2
• Presentation time: 300 msec with
12 rnsec between flashes
Experimental Procedure
Study 1
• Independent variable: wave-
length of comparison light
• Dependent variable: wavelength
of test light needed to match hue of
comparison light
• Observer's task: adjust mono-
chromatic test light to match mono-
chromatic comparison light, first
with test light of higher wavelength
than comparison light and then
with test light of lower wavelength
than comparison light
• I observer
Study 2
• Independent variable: wave-
length of comparison field (the
brighter light)
• Dependent variable: wavelength
of dimmer test field selected by ob-
server to match hue of comparison
field
• Observer's task: adjust wave-
length of continuously presented
test field by turning unmarked knob
until test target's hue matched that
of comparison light
• 3 male observers with normal
color vision
study 3
• Independent variables: wave-
length of target, target luminance
• Dependent variable: target hue,
measured by weighting for the
presence of one or two of the hues
(red, yellow, green, and blue) at
each wavelength (three points as-
signed to each trial, with all three
points going to one hue for re-
sponse involving only one color
name and with two points to domi-
nant hue, one to lesser hue for re-
sponses involving two color
names)
• Observer's task: name color of
target using only the hue names
red, yellow, green, or blue, or
some ordered pair of these names
(e.g., "blue-green" to denote a tar-
get appearing primarily blue with a
lesser amount of green
• Same observers as Study 2
Study 1
• The hue associated with a given wavelength of light
changes as luminance changes. The direction and magni-
tude of the change depends upon wavelength (Fig. 1).
• A long-wavelength test light (>574 nm) becomes more
red as luminance decreases. A dim tight will match the hue
of a bright light only if the wavelength of the dim light is
lower than that of the bright light.
• Between wavelengths of 574 and 507 nm, decreasing lu-
minance of test light causes hue to become more greenish;
the maximum hue shift in this region is at — 525 nm. Within
this region, an observer must increase the wavelength of a
dim light relative to that of a brighter light to achieve a hue
match.
• Short-wavelength light (i.e., 476-507 nm) becomes
greener with lower luminance; to match the hue of a dim
light to that of a bright light, the dim light must be lower
in wavelength.
• Below --476 nm, the hue shifts toward violet from blue
as luminance decreases; a dim test light must be of higher
wavelength to achieve the same hue as a bright light.
• Hue is independent of luminance at —572 nm (yellow),
503 nm (green), and 478 nm (blue).
Study 2
• With continuous display of target, results (given in
Fig. 2) are similar to those found in Study 1: hue shifts
as luminance changes except for targets of ---480, 508,
and 567 nm.
• For briefly presented targets, the hue shift caused by lu-
minance change is attenuated, reflecting a relative weaken-
ing of the perception of reds and greens compared to yellow
and blues. Also, both long and short wavelength lights tend
to be less reddish than with steady exposure conditions, and
the typical hue shift at —550 nm for steady-state targets is
missing (Fig. 2).
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Figure 3. Variability of color matching with continuous
(steady) and brief (flash) targets. Average of standard de-
viations (in nanometers) of three subjects for color-match-
ing data shown in Fig. 2 (Study 2) Is given as a function of
wavelength. (From Ref. 1)
Study 3
• When a color-naming procedure is used to measure hue
shift for brief targets, long wavelength lights appear more
yellow at high luminance than at low luminance, while
short wavelengths appear more red at low luminance than
at high.
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1.7	 Color
Variability
No information on variability was given for Study 1. For
Study 2, the mean standard deviation for all subjects across
wavelengths is 2.8 out for flashes and 2.2 nm for steady-
state presentations. The average of Standard deviations as a
function of wavelength is given in Fig. 3. For Study 3, all
split-half reliability correlation coefficients for even versus
odd trials associated with each invariant hue for each of the
observers exceed 0.90, with a mean correlation coefficient
of — 0.96. Color naming is slightly more reliable at lower
luminances than at higher luminances. Among the three test
conditions in Studies 2 and 3 (color naming, color matching
with flashed targets, color matching with continuous tar-
gets), discrepancies between color naming and flash match-
ing data are smaller than between any other pair of
conditions.
Constraints	 the reddish and greenish components of the target over
time. The reddish and greenish components also grow more
• In the region around 508 am, desaturation influences	 slowly with increasing luminance, so that with brief targets,
comparison of hues. 	 these two colors may not be perceived as strongly as with
• Small visual fields produce results at variance with find- 	 longer durations.
ings for larger fields. For non-monochromatic, two-compo-	 • Noticeable changes in hue can occur due to various in-
nent lights with large luminance differences between the 	 duction effects, such as occur with color assimilation
spectral components, the dimmer of the two components 	 (CRef. 1.718), color contrast (CRef. 1.717), or due to the
shows a dramatic hue shift. In such cases, the observers are 	 nature of the border separating the fields; this type of effect
not always able to compensate for the effects of widely dif- 	 has been shown to affect hue of adjacent color fields for
fering luminances in matching tasks. 	 long-duration exposures and may also occur even with brief
• Matching tasks with pulsed flashes may produce different exposures.
induction effects than tasks with steady-state targets, re- 	 • A number of other factors affect color appearance and
suIting in different hues with changes in presentation times.	 should be considered in applying these results under differ-
The Bezold-Brucke effect may be weakened for longer- 	 ent conditions (CRef. 1.707).
duration presentation because of a perceived diminution of
Key References	 3. Latimer, 3., Krantz, D. H., &	 Bezold-BrUcke hue shifts. Vision	 7. Van der wildt, 0.3., &
Cicerone, C. M. (1974), Oppo-	 Research, 17, 193-200.	 Bauman, M. A. (1968). The
* 1. Boynton, R. M., & Gordon, J.	 nent-process additivity. 1. Red/ 	 *5, Purdy, U. M. (193!). Spectral	 dependence of Bezold-Brucke
(1965). Bezold-Brucke hue shift	 green equilibria. Vision Research, 	 hue as a function of intensity	 hueshift on spatial intensity distri-
measured by color-naming tech-	 14, 1127-1140.	 American Journal of Psychology,	 bution. Vision Research, 8,
nique. Journal of the Optical So- 	 4 A. L., &Zacks, J. L. 	 43, 541-559.	 303313.
ciety ofAmerica, 55,78-86.	 (1977). The effects of psychophys- 	 *6, Purdy, U. M. (1937). The 	 8, walraven, P. L. (1961). On the
2. Caren, S., & Keith, B. (1970). 	 ical procedure and stimulus dun-	 Bezold-Brucke phenomenon and	 Bezold-BrUcke phenomenon. Jour-
Bezold-Brucke effect: Pigment or	 tion in the measurement of the	 contours for constant hue. Amen-	 nal of the Optical Society ofAmer-
neural locus. Journal of the Optical	 can Journal of Psychology, 49,	 ica, 51, 1113-1116.
Society ofAmenica, 60,559-562.	 313-315.
Cross References
1.707 Factors influencing color
appearance;
.708 Hue: effect of saturation
changes (Abney effect);
1.717 Simultaneous color contrast;
1.718 Color assimilation
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Notes
1.7	 Color Vision
1.710 Hue and Chroma: Shifts Under Daylight and
Incandescent Light
Figural. Changes In hue and chrome with changes in
state of chromatic adaptation. Lines of constant hue are
radii originating at the center and lines of constant chrome
are concentric circles; the greater the radius of the circle,
the higher the chrome. Shown In this diagram are the ob-
served shifts In color appearance of Munsell color samples
of medium Munsell value when the observer's state of
adaptation is changed from daylight (CIE source C; arrow
tails) to tungsten light (CIE source A; arrow heads). The
data shown are representative of those obtained in Ref. S.
(From Ref. 6)
Key Terms
Brightness; chroma; chromatic adaptation; chromaticity;
color appearance; colorimetric purity; hue; illumination
level; lightness; saturation; Von Kries coefficients
An object or area viewed under daylight will be perceived to
have different hue, lightness, and chrome than the same
object or area viewed under incandescent (tungsten fila-
ment) light. This is due both to colorimetric shift (changed
spectral distribution of the radiant flux leaving the object)
and to adaptive shift (chromatic adaptation) of the eye, or
the adjustment of the visual system to changes in the spec-
tral distribution (wavelength) of light. Resultant color shifts
have been mapped for daylight and some artificial illumina-
tion conditions.
Perceived differences in chromaticity of Munsell color
chips (CRef. 1.724) with medium chroma, when viewed
under CIE standard light sources C (average daylight) and A
(tungsten light) (CRef. 1.107) against a white background,
are illustrated in Fig. 1. Six well-practiced observers were
completely adapted to each kind of light, in turn, and re-
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Figure 2. Change in hue and chrome of I deg arc colored
test samples with illumination change from daylight (CIE
D; arrow tails) to tungsten light (CIE source A; arrow
heads) (data from Refs. 1, 3). Samples were surrounded by
a very high reflectance background field. (From Ref. 2)
ported perceived colors in terms of memorized descriptions
of hue and chroma. Each arrow starts at the perceived hue
and chroma in daylight, and ends at perceived values for the
same Munsell sample under tungsten light.
Figure 2 shows changes in hue and chroma for 24 circu-
lar test areas, each 1 deg arc of visual angle in diameter and
surrounded by a high-reflectance (1000 cdlm 2) field. The
colored test areas had luminance of 200 cd/m 2 . Seven ob-
servers were adapted for 20 min to a uniform daylight
source (CIE standard D65 with luminance of at least
200 cd/m2), then gave direct magnitude estimations of
hue and chroma for the test areas (presented for 2 sec at
10 sec intervals) illuminated by that source. The process
was repeated using illumination from a tungsten source
(CIE standard A). Each arrow starts at hue and chroma
judgments in daylight and ends at the judgments for the
same sample under incandescent illumination.
Boff, K. A., & Uncoin, J. E. Engineering Data Compendium: Human
Perception and Performance. MMAL, Wright-PattersonAFB, OH, 1988.
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The von Kries coefficient law, as modified by Bartleson
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test area seen under one lighting condition will change when
seen under another. The model assumes that the visual
mechanism contains three fundamental sensitivity processes
which remain invariant in relative spectral distribution.
Changes in spectral quality of illumination alter the funda-
mental sensitivities in inverse proportion to the strength of
their activation by the illuminant.
Applications
Predicting expected changes in the hue and chroma of an
area or object when it will be seen under various lighting
conditions (primarily those of daylight and of incandescent
lighting); selecting and specifying chromaticity coordinates
for samples that will elicit the same color appearances when
the observer is adapted to different conditions ("corre-
sponding colors"); evaluating the color-rendering proper-
ties of artificial lights; evaluating the color reproduction
characteristics of photographs viewed under varying
conditions.
Constraints
• An observer's judgment of perceived color can vary
widely depending on viewing conditions, the kind of stimuli
presented, and cognitive factors (attention, memory, moti-
vation, emotion) (CRef. 1.707); judgments based on short-
duration viewing of dim or intensely bright objects are espe-
cially variable.
• Research on chromatic adaptation has been done
systematically primarily for illuminant changes from day-
light to incandescent lighting.
• Predictions from the model for daylight adaptation are
relatively poor in the yellow region of color space.
• Judgments of the color of textured papers show much
more color constancy than do those of colored lights, be-
cause specular reflection cues about nature of the illumina-
tion enable the observer to discount the illuminant in
judging color.
• The degree of observer adaptation to background
luminance significantly affects chromatic judgments; adap-
tation is the result of a weighted mean of the luminance of
all objects in the field of view, but is largely determined by
the background.
(0)
•	 •	 D65 -Adaptation
—8----6-- A-Adaptation
Figure 3. Superimposed color-appearance diagrams for
D adaptation (solid dots) and for A adaptation (open trian-
gles), derived from data given in Fig. 2. A triangle in the A-
adaptation diagram indicates the color appearance of a test
stimulus viewed under D. adaptation that, underA adapta-
tion, would have the same color appearance as the corre-
sponding solid dot in the Do-adaptation diagram. (From
Ref. 2)
• Chromatic adaptation has been measured under a variety
of conditions and with many different techniques, including
color naming, magnitude estimation, binocular color
matching, and monocular color matching; resulting chro-
matic shifts differ at least in part due to the techniques and
conditions used.
(Y)
(B)
Key References	 dissertation, City University of 	 changes in adaptation. Color	 and industry (3rd ad.). New York:
London.	 Research and Application, 4,	 Wiley.
I. Bartleson, C. J. (1977). A re-	
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color appearance;	 Sect. 4.2
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1.7	 Color Vision
1.711 Fluorence or Color Glow
Key Terms
Brightness; color glow; Farbenglut; fluorence; fluorescence
General Description
The apparent brightness of a target is not totally dependent
on the absolute level of target illumination. A patch of light
ringed by a bright surround appears black under conditions
of low or no illumination, but gradually loses its darkness
and becomes chromatic with a noticeable gray content as il-
lumination increases. At some point, as illumination rises
further, the test patch loses its grayish cast and becomes a
pure hue. As illumination continues to increase, the patch
begins to be fluorent (i.e., to have a fluorescent appearance;
sometimes known as Farbenglut or "color glow"). Finally,
as the luminance of the patch increases still further, the
patch appears to be illuminant (a light source) (Fig. I). The
luminance required for the patch to appear fluorent varies
with the wavelength of the illuminating light: the luminance
necessary for fluorence decreases as wavelength increases
from 450 nm to --580 nm and then increases with longer
wavelengths (Fig. 2). The threshold for fluorence is very
dependent on the chromaticity of the surround (Fig. 3) but
relatively independent of the luminance of the surround.
Applications
Displays incorporating visual alerting mechanisms.
Methods	 mately 160to—I590cd/rn2(50-500 mL); color temperature
Test Conditions	 7000° K; surround also presented
at luminance of 
—318 ed/rn2 and
Study 1 (Ref. 2)
• 53.3 X 66.0 cm (21 X 26 in.)
white, gray, or black surround
viewed from 76.2 cm with normal
binocular vision; surround lumi-
nance of —318 cd/rn 2 (100 rnL)
• Test field at center of surround
was 2.2 )< 2.5-cm aperture filled
by colorimetric mixture; aperture
subtended 2 deg vertically
• Calorimetric test-field purity
could be varied from zero to maxi-
mum available; test-field lumi-
nance could be varied over a
100 to 1 range
• Dominant wavelength of test
field at maximum purity (produced
by Wratten filters) was 452.7,
491.9,524.1,583.6, or 605.5 nrn
Study 2 (Ref. 4)
• I deg central test field with a
10deg surround; chromaticity
varied for both test field and
surround
• For white background, surround
luminance varied from approxi-
Achromatic surround
cons 
t°fh 
luminance
l000cd • rn-2
Test field
variable luminance
constant chromaticity
700 nm)
Illuminant node
M (lest stimulus
matches surroundin lightness)
Farbenglut iffuorence)
G o (zero gray)
U-Go
03
Grayish red
W in<I:
n- Go
a-
<'-
Reddish black
Black
Figure 1. Pattern of changes in the appearance of a mono-
chromatic (reddish) test target of varying luminance sur-
rounded by an achromatic (white) field of constant
luminance (Study 1). G 0 is the threshold for fiuorence (fluo-
rescence). (From Handbook of perception and human
performance)
fluorence; (3) identify equal bright-
ness levels for test field compared
to different-colored surround; and
(4) mark luminance point for each
level of purity of test field at which
appearance changed from surface
mode to illuminant mode
• I observer with normal color vi-
sion; another observer with anoma-
lous color vision (deuteranomaly;
CRef. 1.726) also participated in
similar secondary experiment
color temperature of 3000° K
• Surrounds of 17 different colors
presented at —318 cd/rn'
luminance.
• 16 different colors of test field
used
Experimental Procedure
Study 1
• Within-subjects design
• Independent variables: Munsell
value (brightness) and colorirnetric
purity of the test field
• Dependent variable: luminance
levels associated with changes in
perceived quality of stimulus
(Fig. I)
• Observer's task: (1) adjust purity
of test field to match amount of
grayness in test field to that of
nearby comparison field with speci-
fied level of grayness; (2) adjust lu-
minance of test field until it was
perceived to be free of gray, but
was just below level required for
Study 2
• Independent variables: chroma-
ticity of test field, chromaticity of
surround, surround luminance,
color temperature
• Dependent variable: fluorence
threshold, Go, defined as log
(LgL7), where LS is the lumi-
nance of the surround and L<j- is
the luminance of the test field
at which fluorence first appears
• Observer's task: not described
• Number of observers not
reported
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	 563c
Dominant Wavelength (nanometers) 563c
Figure 2. Fiuorence threshold G0 as a function of dominant
wavelength of the test field for one observer (Study 2).
Color temperature of the surround was either 7000° K or
3000° K. (Wavelength followed by the letter '°c" denotes
complements of colors which lie along the line of purples.)
Note that Go must equal zero when the luminance of the test
field equals the luminance of the surround, since 0, Is mea-
sured as the log of the ratio of surround luminance to test
field luminance. (From Ref. 5)
Central Nominal Wavelength (nanometers)
Figure 3. Fiuorence threshold G. as a function of nominal
wavelength of the test field (central spot) for surrounds of
three different colors. (From Ref. 5)
Experimental Results	 7000° K to 30000 K does not change the shape of the func-
tion, but only shifts it slightly to the right in the yellow part
o For a target of given purity (saturation), as target lurni-	 of the spectrum. Thus any gray appearance of a color stimu-
nance increases relative to the luminance of its surround,	 lus will be similar in daylight and artificial light.
observers report seeing first a black target (at very low t& 	
• Fluorence threshold is independent of surround lumi-
get luminance), then a colored patch with decreasing gray- 	 nance within the test range (-160 - 1590 cd/rn2).
ness, followed by fluorence or color glow (fluorescence), 	
• For a constant surround luminance, fluorence threshold
and finally, when the luminance of the target exceeds that of changes as the chromaticity of the surround changes. As
the surround, illuminance (Fig. I) 	 shown in Fig. 3, the differences in the functions for differ-
0 The data for a deutcranomalous observer (able to distin-
	 ent-colored surrounds are fairly dramatic.
go 1L uIucn an jiiuw, (JUL conIUfl LCU 411U 1i1J OIC
similar to the data for an observer with normal color vision.
• The threshold for fluorence (G 0) generally decreases as
dominant wavelength increases up to — 580 nm; above
580 nm, fluorence threshold increases as wavelength
increases (Fig. 2).
• Changing the color temperature of the surround from
Constraints	 movement of the eyes. Flash exposure of the target may
produce a more controlled procedure for inducing
• Thresholds for changes in gray content, fluorescence ver- fluorence
sus illuminant mode, etc., can vary according to the observ- • Color appearance is influenced by many target character-
er's mode of fixation: constant viewing of test patch,
	 istics and viewing conditions (CRef. 1.707).
constant viewing to the side of the patch, or consistent
Key References	 *2. Evans, R. M. (1959). Fluor- 	 of colors, Ill. Chromatic sur-	 Journal of the Optical Society of
ence and gray content of surface
	
rounds and discussion. Journal	 America, 45,602-616.
I. Boynton, R. M. (1975). Color, 	 colors. Journal of the Optical So-
	
of the Optical Society ofAmerica,
	 6. Jameson, D., & Hurvich, L. M.hue and wavelength. In E. C. Car- 	 ciety ofAmerica, 49, 1049-1059.	 59, 628-634.	 (1955). Some quantitative aspectsterette, &M. P. Friedman (Eds.), 	 3. Evans, R. M. (1974). The per-	 5. Hurvich, L. M., &Jameson, D.	 of an opponent-colors theory: I.
Handbook ofperception: Vol. V. 	 ception of color. New York: Wiley. 	 (1955). Some quantitative aspects	 Chromatic responses and spectralSeeing (pp. 301-350). New York:
Academic Press.	 *4 Evans, R. M., & Swenholt, 	 of an opponent-colors theory: Ii. 	 saturation. Journal of the OpticalB. K. (1969). Chromatic strength 	 Brightness, saturation, and hue in 	 Society ofAmerica, 45,546552.
normal and dichromatic vision.
Cross References	 1.709 Hue: effect of luminance	 under daylight and incandescent 	 1.726 Congenital color defects;
level (Bezold-BrUke effect);
	
light;	 Handbook ofperception and1.707 Factors influencing color 	 1.710 Hue and chroma: shifts
	
1.717 Simultaneous color contrast;
	 human performance, Ch. 9,appearance; 	 Sect. 1.4
Variability
In Study 1, there were large individual differences in the lu-
minance values associated with the thresholds for each type
of effect, but the order of the various thresholds was the
same as shown in Fig. 1 for all observers. No information
on variability was given in Study 2.
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1.712 Brightness Constancy
Key Terms
Brightness; brightness constancy; Brunswik ratio; color
appearance; contrast; lightness; lightness constancy;
luminance
General Description
Under normal viewing conditions, the lightness of an ob-
ject or area (i.e., its relative whiteness, grayness, or black-
ness) remains fairly constant despite large changes in the
illumination that falls on the object and its background. For
example, a white square embedded in a black square will
appear white in both moonlight and sunlight, even though
the amount of light reflected from the surface of the white
square in moonlight is actually less than the amount of light
emitted from the surface of the black square in bright sun-
light. This effect is called lightness constancy.
Figure 2 shows equal brightness contours for a test field
surrounded by a background or inducing field in the config-
uration shown in Fig. 1. The figure shows the luminances of
the test field (LT) and the background field (L1) at which the
lightness of the test field matched that of a comparison field
of fixed lightness. When lightness constancy holds, the data
fall along a straight line with a slope of 1.0 (i.e., the lumi-
nances of test field and background field must be increased
equally to maintain constant test-field lightness; L-1L1 is
constant). As can be seen from the figure, lightness con-
stancy fails (L,7/L, varies) when the background is much
dimmer than the test field but holds at least approximately
with increased background luminance.
The Brunswik ratio has been used as an index of light-
ness constancy. It is defined as
,
, 
B
	 T
Dr T
where Br is the reflectance of a gray test stimulus receiving
an illumination of E, and therefore having luminance L; B'T
is the reflectance of another gray sample receiving an illu-
mination of E' E such that the luminance of the second
sample L' = L (i.e., the reflectances of the two samples are
different, but their luminances are the same because they
c)
Figural. Visual display for lightness constancy experi-
ment of Fig. 2. The test field T, Inducing field 11 surrounding
R, and the fixation point Fi were presented to the observ-
er's right eye only. The comparison field C and the fixation
point F2 were presented to the left eye only; in half the ses-
sions, an inducing field (12) surrounded the comparison
stimulus and in half the sessions the comparison had a
black surround (no inducing field). (From Ref. 3)
are viewed under different levels of illumination); B is the
reflectance of a comparison gray stimulus that matches the
test stimulus in lightness at illumination level E'.
The ratio his maximal (1.0) when the lightness of the
test field is constant, despite the change in illumination; that
is, under illumination E', the comparison must have the
same reflectance as the test stimulus to match it in lightness
= By'); b is minimal (0.0) when the reflectance of the
comparison field under illumination E' must be such as to
make the luminance of the comparison field match the lumi-
nance of the test field (Bc=B'T).
In other words, if the observer perceives that a differ-
ence in the luminances of test and comparison fields is due
to differences in illumination, the observer will judge two
targets as being the same if their reflectances are equal. Oth-
erwise, the observer will ignore the effect of illumination
changes and judge the targets as the same only if their lurni-
nances are equal. Inmost experimental situations, the ob-
server's perceptions fall between these two extremes.
F2 F100
Applications	 desired (such as in lighting, painting, or otherwise treating a
surface when lightness homogeneity is important), or when
Selection and specification of reflectance, luminance, and 	 specific differences in lightness are necessary (such as for
illumination levels for objects and areas and for their back-	 lightness coding in visual displays).
grounds or surrounds, either when lightness constancy is
Methods	 • Comparison field luminance held 	 • Observers dark-adapted for 	 nance of test or inducing field, In-
constant for each session, but in 	 20 nun	 minance of comparison field
Test Conditions	 different sessions luminance	 • Luminance measured with 	 • Dependent variable: luminance
ranged from 0.2 cd/m2 to 140 cd/	 MacBeth illuminometer, not cor- 	 of test field when perceived to
• Test configuration as shown in 	 m2 ( - 1.20 to 1.65 log mL); in half 	 rected for differences in response	 match lightness of comparison fieldFig. I; circular test and comparison 	 of sessions, comparison field had 	 of the two eyes	 • Observer's task: match lightnessfields, each 28 min visual angle;
test and inducing field presented to 	 black surround; in other half, com- 	 • Six experimental sessions per
	
of test and comparison fields by
parison surrounded by inducing 	 observer, eight matches per ob- 	 varying the luminance of the test
observer's right eye; comparison	 field of 35.7 cd/m2	server per inducing or test field In- 	 field (for comparison with no sur-field (with inducing field or black	
• Inducing field luminance varied 	 minance level	 round) or the inducing field sur-background) presented to left eye 	 in 9 or 10 progressively higher	 rounding the test field (for
• Central fixation point so fields 	 steps, from 0 (black) to 100 or 	 Experimental Procedure	 comparison with inducing field)
appeared side by side; artificial	 320 cd/m2 during each experi-	 • Method of adjustment	 • 2 practiced observerspupils of 2.75 mm, viewing dis-
tance of 2.53 m	 mental session	 • Independent variables: lumi-
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Experimental Results
• When the comparison field has a black surround, the test
field luminance needed to match the lightness of a fixed
comparison field is almost constant at low levels of induc-
tion field luminance.
• At higher levels of inducing field luminance and/or com-
parison fields with a surrounding inducing field, the test
field luminance needed to match a constant comparison field
increases with increasing levels of the inducing field.
• When the luminance of the inducing field is higher than
that of the test field, lightness remains approximately con-
stant when the ratio LT/L, remains constant (i.e., lightness
constancy holds).
Variability
No information on variability was given, but averaged val-
ues from the two observers appear reasonably consistent.
Several naive observers also were tested; results did not dif-
fer in any consistent way from those of the experienced
observers.
Constraints
• Lightness constancy is an approximate phenomenon; ac-
tual values vary from individual to individual.
• Numerous factors influence induction effects and can
yield unexpected or unpredictable results; e.g., lightness
constancy contours will not always hold if the test and com-
parison fields are widely separated, if test and comparison
are not observed simultaneously and for the same duration,
or if illumination is not uniform.
• Although the lightness of a field may remain fairly con-
stant when both its luminance and that of its surround are
increased, its brightness may change (Ref. 9).
• The Brunswik ratio is based on object reflectance and
holds best for achromatic objects. To apply it to color con-
stancy, three separate ratios are required, expressing differ-
ences in hue, chroma, and lightness (Ref. 7).
• Some researchers prefer the Thouless ratio (Ref. 8) over
Figure 2. Test field luminance (Lr) at which the test field
matched In lightness a comparison field of fixed luminance,
as a function of the luminance of the inducing field (Li).
Curves A, B, and C are for three levels of comparison field
presented on a black background; curves D, E, and F are for
three levels of comparison field presented against a back-
ground of 35.7 cd/rn 2. Data shown are for one observer.
Lightness constancy is represented by the segments of the
curves where points fall along a line with a slope of —1.0.
(From Ref. 3)
the Brunswik ratio; in this index Bc, BT, and BIT are re-
placed by their logarithms; other variants of the Brunswik
index involve luminance rather than the reflectance of the
fields.
Key References	 a function of inducing- and test- 	 ness and darkness. Boston: Allyn	 8. Thouless, R. H. (1931). Phe-
field luminance. Journal of Experi-	 and Bacon.	 nomenal regression to the real ob-
I. Beck, J. (1972). Surface color 	 mental Psychology, 50,89-96.	 6. Jameson, D., & 1-lurvich, L. M.
	
ject. British Journal of Psychology,
perception. Ithaca, NY: Cornell 	 4. Hochberg, J. (1971). Percep- 	 (1964). Theory of brightness and 	 21,339-359.University Press.	 tion. I. Color and shape. In J. W.	 color contrast in human vision. Vi-	 9. Wyszecki, C. (1986). Colorap-
2. Grahani,C.H., & Brawn, J. L.	 Kling&L. A. Riggs, (Eds.), 	 sion Research, 4, 135-154.	 pearance. In K. R. Buff, L. Kauf-
(1965). Color contrast and color 	 Woodworth and Schlosberg's €X	 7. Newhall, S. M., Burnham,	 man, & J. P. Thomas (Eds.),
appearance. In C. H. Graham	 perimental psychology (3rd od-)	 R. W., & Evans, It M. (1959).	 Handbook ofperception and(Ed.), Vision and visual percep-	 New York: Holt, Rinehart &	 Influence of shadow quality on	 human performance: Vol.!. Sen-don. New York: Wiley.	 Winston.	 color appearance. Journal of the	 soiy processes and perception.
*3 Heinemann, E. G. (1955). Si-	 5. Hurvich, L. M., & Jameson, D.	 Optical Society of America, 49	 New York: Wiley.
multaneous brightness induction as 	 (1966). The perception of bright-	 909-917.
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1.7	 Color Vision
1.713 Brightness Induction
Figura l. Example of lightness induction. All of the small squares have the same reflec-
tance, but appear to have different iightnesses because they lie on backgrounds of differ-
ent ref iectances. (From VsuaI perception by t N. Cornsweet, Copyright © 1970 by
Academic Press. Reproduced by permission of Harcourt Brace Jovanovich, Inc.)
Key Terms
Achromatic induction; brightness; brightness induction;
color appearance; lightness; lightness induction; luminance;
simultaneous brightness contrast; spatial contrast
General Description 	 old), the lightness of the test field increases. (Increases in
the luminance of the test field from zero to threshold will
An area or object of fixed luminance or reflectance ap- 	 obviously produce no induction because these changes will
pears to increase or decrease in lightness or brightness	 not be visible.) Eventually, though, this trend reverses and,
when the luminance or reflectance of the area surrounding it once the inducing field's luminance reaches approximately
is decreased or increased. This effect is called either light-	 half that of the test field, the test field regains its original
ness or brightness induction, depending on whether the tar- 	 lightness. As the luminance of the inducing field increases
get appears to reflect or emit light, respectively, 	 still further beyond this point, the lightness of the test field
An example of lightness induction is shown in Fig. I. 	 diminishes very rapidly and it soon appears black. Figure 2
The four small squares (test fields) have identical reflec- 	 is representative of data that have been collected for test
tances, yet their lightnesses appear different due to differ- 	 fields having luminances ranging from approximately
ences in the reflectances of the four backgrounds (inducing 	 0.1 to 113 cd/m2 . In cases such as those described above,
fields).	 where lightness induction causes the differences in the
Figure 2 shows the results of an experiment in which the lightnesses of the test and background fields to increase, the
luminance of the test field is held constant while the lumi- 	 effect is usually called lightness contrast. In other cases,
nance of the inducing field is gradually increased, and the 	 induction leads to a decrease in lightness differences. This
observer adjusts the luminance of a separate matching field 	 effect is called reverse contrast, assimilation, or equali-
so that its lightness matches that of the test field. As the lu- 	 zation.
minance of the inducing field is increased, starting from a 	 Lightness induction is influenced by a number of factors
very low level that appears black (i.e., luminance thresh- 	 as summarized in Table 1.
Applications
Selection and specification of reflectance, luminance, and
illumination levels for areas and objects and for their back-
grounds, when constancy of brightness or lightness is de-
sired (as in lighting, painting, or otherwise treating a
surface when brightness homogeneity may be important) or
when specific differences in brightness or lightness are nec-
essary (as for brightness coding in visual displays).
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IF'
Inducing held
of variable luminance
Test field of fixed luminance L,
Comparison field
of luminance Lc6
L1 rl/21T
rt;j
Inducing Field Luminance, L,
Figure 2. typical change in the lightness of a constant-luminance achromatic test field
(LT), resulting from Increasing luminance of an inducing field (Li). Observers viewed the
stimulus configuration shown on the right side of the figure, adjusting the luminance of a
comparison field (Lc) (viewed against a black background) until it appeared to match the
test field in lightness. The selection of luminance units for the figure is arbitrary (cdlm2,
mL, It., etc.); the induction effect is proportional. (From Handbook of perception and human
performance, based on data from Ref. 6)
Methods	 appeared side by side; 2.75 man ar- 	• Observers dark-adapted for	 varying the luminance of the corn-
tificial pupils, viewing distance of
	 20 min	 parison field, as inducing field In-
Test Conditions	 2.53 an	 minance increased
• Test field luminance held con-
	
Experimental Procedure
	 • Luminance measured with aTest configuration as shown in
Fig. 2; circular test and comparison	 stant for each session, but seven In- 	• Method of adjustment 	 Macbeth iilluminometer, not cor-
fields, each 28 min arc of visual	 minances ranging from 0.1 cd/m2	• Independent variables: lumi-	 rected for differences in responseto 113 cd/m2 ( - 1.45 to 1.55 logmL)	 nances of test and inducing fields
	
of the observer's two eyesin-angle; test field and background	
were tested in different sessions
	 • Deendent variable: luminance
	
• Seven experimental sessions perducing field presented to observer's 	 p
right eye; comparison field against 	 • Inducing field luminance varied 	 of comparison field when it 	 observer, 8 or 16 matches per ob-
black background presented to left 	 in 7 to 12 progressively higher	 matched test field in lightness 	 server per inducing field luminancesteps, from U (black) to about 	
• Observer's task: match lightness 	 • 2 practiced observersy
• Central fixation point so fields	 140 cd/m' during each experi-mental session
	
of test and comparison fields by
Experimental Results	 appears "blacker than black," and a match can only be ob-
tained I-nj nlx.rino the n,ntrhina fiit1 on a li,minn,ie
• The lightness of a test field is enhanced when it is sur-
rounded by an inducing field with comparatively low
luminance.
• After inducing field luminance rises to about one-half that
of the test field, the lightness of the test field drops rapidly.
• When the luminance of the inducing field exceeds test
field luminance by about 30%, the matching field can no
longer be adjusted to match the test field, even if the match-
ing field's luminance is set to zero. In this case, the test field
Constraints	 fields are separated in time, and which are usually discussed
under the topic of adaptation.
e This phenomenon is often called simultaneous brightness • No simple physiological model is adequate to explain allinduction because it involves test and inducing fields that
	 brightness induction phenomena; e.g., the effect that
are presented simultaneously. It must be distinguished from changes in light at the edges of a field have on brightness
induction effects that occur when the test and inducing
	 (Ref. 3) is imperfectly understood.
background.
Variability
No information on variability was given, but averaged val-
ues from the two observers appear reasonably consistent.
Several naive observers also were tested; results did not dif-
fer in any consistent way from those of the experienced
observers.
1.7	 Color Vision
Tablet. Factors influencing lightness and brightness induction.
Relative distance of two test
fields
Apparent illumination of
stimulus
Conditions
Test field not centrally located in
induction field
Inducing and test fields of varied
sizes
Increasing separation between
test and inducing fields, in the
same plane
Induction field not completely sur-
rounding test field
Two non-contiguous induction
fields influencing the same test
field
Test and induction fields observed
very briefly
Induction field light extinguished
while the test field light remains on
Two identical test fields perceived
to be against the same surround
but at different distances from
viewer
Gray rectangular background
containing black square and white
square in illuminated room; half of
field containing white square in
shadow, half of field containing
black square further illuminated
by beam of projected light; illumi-
nation sources and shadowing
device hidden from view
Effects	 References
Induction effects are weaker	 Ref. 7
Larger inducing fields result in faster perception of 	 Ref. 7
brightness changes
Induction rate and magnitude of effects diminish	 Ref. 7
with increasing separation; major changes occur
with small separations; further increases have little
effect
Induction effects are much weaker	 Ref. 7
Induction effects are weaker than for a single in- 	 Ref. 7
duction field of the same total area
Flashes of light as brief as 0.2 msec result in induc- 	 Ref. 7
tion effects
Apparent brightness of test field still is affected by	 Ref. 7
the luminance of the induction field before it was
extinguished
Estimates of test field lightness are less influenced 	 Refs. 3, 4
by the lightness of the surround than if the test
fields are perceived as being at the same distance
When observer is unaware of illumination on var- 	 Refs. 3,5
ious parts of display, display appears as two co-
planar adjacent black and white backgrounds,
containing gray squares of slightly unequal light-
ness; when an additional black stimulus is placed to
one side of the display so as to reveal to the ob-
server the special illumination conditions, the dis-
play is correctly perceived as a gray background
containing black and white squares
Factor
Test field location
Relative field sizes
Distance between fields
Inducing field configuration
Presentation duration
Presentation sequence
Key References
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Notes
Figural. The Benary effect. The gray triangle on the larger black triangle (b) appears lighter than the one next to the
black cross (c) despite the fact that the former is surrounded by less black than the latter. The drawing in (a) shows how
the central figure Is constructed from the cross. The "belongingness" of one gray triangle to the black triangle leads to
greater contrast than the more adjacency of the other gray triangle to the cross. (From Ref. 1)
Figure 2. The Koffka-Benussl ring. (a) Each half of the gray ring should undergo contrast with the differing background
reflectance values and thus appear different in lightness. That this does not occur suggests that the perceived unity of the
ring opposes contrast. When thin vertical lines are placed on top of the central region of the ring (b) or the two halves of
the ring are shifted (c), the contrast effect occurs. (From Ref. 6)
1.7	 Color Vision
1.714 Simultaneous Lightness Contrast: Effect of
Perceptual Organization
(a)	 (b)	 (c)
Key Terms
Lightness; lightness induction; perceptual organization;
simultaneous brightness contrast
General
The lightness of an object or surface (its whiteness, gray-
ness, or blackness) correlates primarily with its reflectance,
i.e., the amount of incident illumination reflected from its
surface. However, lightness is also influenced by the sur-
roundings in which the object is viewed. For example, a
gray square of given reflectance will appear lighter when it
is viewed against a black background than when it is viewed
This
lightness induction and is known as simultaneous lightness
contrast (CRef. 1.713).
The lightness of surfaces is also affected by the organi-
zation of the visual information. Surfaces which are per-
ceived to belong together exhibit more lightness contrast
than surfaces which are not perceived to belong together.
For example, in Figs. lb and ic, the gray triangles have
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Figure 3. Differential con-
trast of figure and ground.
Although the light gray re-
gions in both circles are
equal in area and lightness
value, those perceived as
figures (left) appear lighter
than the region seen as
ground (right). A similar ef-
fect occurs for the dark gray
regions; those appearing as
figures on the right appear
darker than the ground on
the left. (From Ref. 4)
equal reflectances and are bounded for equal extents by
black; however, the gray triangle next to the cross shows
less lightness contrast (appears darker) than the gray trian-
gle that is perceived as part of a larger black triangle.
Effects of lightness contrast extend throughout a surface
and are limited to the perceived surface (Fig. 2). The gray
ring is unaffected by conflicting contrast information until it
is broken into two half rings, each of which exhibits the ex-
pected lightness contrast effects (Ref. 5).
A surface perceived as figure contrasts with the back-
ground more than the background contrasts with the figure
(Fig. 3, Ref. 4). For two lighter gray surfaces of equal re-
flectance intermixed with darker gray surfaces, the lighter
gray figure appears lighter than the lighter gray background.
A surface does not exhibit lightness contrast with reti-
nally adjacent surfaces if the surface is not coplanar with the
background surface (i.e., if it is at a different distance than
the background) (Ref. 3). In general, spatial position is as
important in lightness contrast as are illumination and re-
flectance; this is consistent with the role played by the spa-
tial position of a light source in determining illumination in
real world scenes.
or
	
on
Selection and specification of reflectance, luminance, and
illumination levels for areas and objects and for their back-
grounds, when constancy of lightness is desired (as in light-
brightness homogeneity may be important) or when specific
differences in lightness are necessary (as for lightness cod-
ing in visual displays).
Key References	 3. Gilchrist. A. (1980). When does	 Sehens. Frankfurt, W. Germany:	 perception. In K. R. Buff, L. Kant-
perceived lightness depend on per-	 Waldemar Kramer.	 man, & J. P. Thomas (Ms.),
I. Benasy, W. (1924). Beobach- 	 ceived spatial arrangement? Per-	 5. Rock, I. (1983). The logic of	 Handbook ofperception andlung zu einem Experiment Uber	 ception & Psychophysics. 28,	 perception. Cambridge, MA: Mir	 human performance: Vol.!!. Cog-Helligkeitskontrast. Psycholo-	 527-538.	 press.	 nitive processes and performance.gische Forschung, 4, 131. 4. Metzger, W. (1953). Gesetze des	 6. Rock, 1. (1986). The description New York: Wiley.2. Comsweet, t N. (1970). Visual
perception. New York: Academic 	 and analysis of object and event
Press.
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1.715 Model of Brightness Contrast
Key Terms
Achromatic induction; brightness; brightness constancy;
brightness contrast; brightness induction; brightness match-
ing; color appearance; lightness; lightness constancy; light-
ness contrast; lightness induction; lightness matching;
luminance; spatial contrast
General Description
An area or object with fixed luminance or reflectance gen-
erally appears brighter or lighter against a dim or dark back-
ground than against a brighter or whiter background. For
example, a gray square of given reflectance will appear a
slightly darker gray when viewed against a white back-
ground than when viewed against a black background. This
effect is known as simultaneous brightness or lightness con-
trast and is an example of induction (CRef. 1.713). (The ef-
fect is most frequently discussed in terms of brightness
because the experimental stimuli usually appear self-
luminous.)
A quantitative model presented in Ref. 4 has been suc-
cessful in predicting the brightness of a test stimulus from
its luminance and the luminance of the area surrounding it.
According to this model:
R - c(S' - kSj')
1—k2	 (1)
Log Test Stimulus Luminance, 5,
Figure 1. Examples of the relationship between brightness
and luminance as predicted by the model. The five curves,
from top to bottom, represent five levels of background (in-
ducing field) luminance, ranging from black (curve whose
linear portion has slope n = 0.33) to very bright (curve for
which n = 0.43). The Induction factor, k, is assumed = 0.2
for these curves. Selection of luminance units is arbitrary
(cd/m2, ml., IL, etc.). (From Ref. 4)
where S1 is the luminance of the test stimulus (whose image
falls on the focal area of the retina), S is the luminance of
the surround or background of the test stimulus (known as
the inducing field), R1 is the resulting visual response to the
test stimulus (i.e., its brightness), n is an empirically deter-
mined exponent (for an achromatic stimulus on a black
background, n = 1/3), k is an empirically determined in-
duction-strength factor; (for small test stimuli subtending up
to 30 min arc of visual angle, k0. ito 0.2; for larger stim-
uli up to 12 deg, k0.4), and c is a constant scaling factor
of appropriate magnitude and dimension to account for the
measurement unit used to specify the stimulus. (At the
moment, there are no agreed upon units for brightness,
so the value of c is arbitrary and can, for simplicity, be
assumed = 1. The authors incorporated it into the model
only for the sake of completeness.)
For example, if an achromatic test stimulus has lumi-
nance of 10 luminance units, the background is black
= 0), the induction factor  is known to be 0. 2, and the
scaling constant c is taken to be 1, then stimulus brightness
is predicted to be
(l0)'Rf= - (0.2)2 =10. 35 = 2.24
Figure 1 illustrates typical curves generated by this model.
The top curve represents the test stimulus brightness-to-lu-
minance relationship for a black background. The remain-
ing four curves represent (from top to bottom) increasing
levels of background luminance. The brightness of the test
stimulus increases as its luminance increases and/or as the
luminance of the background decreases. The effect of the
background is proportionally greater at lower test stimulus
luminances.
The model rests on the following propositions and
assumptions:
1. Net visual response, R1, in the focal areaf (containing
the image of the test stimulus) is proportional to the lumi-
nance of the test area raised to a power n, plus an induced
response, I, in the same focal area, i.e;
R1 = cSj+11.	 (2)
2. Net visual response R in the surrounding areas (con-
taining the image of the background or surround of the test
stimulus) is proportional to the luminance of the back-
ground raised tothe same power n, plus an induced re-
sponse, Jin the background; i.e.,
Rs = cSj+15 .	 (3)
If the same test stimulus is imbedded in a background with
luminance of 200 units and n remains = 1/3, brightness
drops:
R = (l0)" - 0.2(200)1/3= 10
. 0 1 = 1.03I	 1_(0.2)2
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3. The induced responses If and I are assumed to be of
opposite sign to visual responses R5 and R1, but otherwise
proportional to them and thus
If  —kR5 and 1 
=	
(4)
Boll, K. A., & Lincoln, J. E. Engineering Data Compendium: Human
Perception and Performance. AAMAL, Wright-Patterson AFB, OH, 1988.
Combining the above equations yields
R1 = cS/—kR5 and R5 = cSj'—kJ?1
or the single expression in Eq. 1.
In a brightness matching experiment, a comparison fieldf with its own background s' produces visual response Rp.
It is placed near the test stimulusf and its background s
which produces the response Rf. A brightness match is ob-
tained when net visual responses for the test and comparison
Applications
Predicting whether two stimuli that differ in luminance and
lie on backgrounds that also differ in luminance will match
in brightness or lightness and, if they do not match, predict-
ing the size of the difference.
Empirical Validation
The model has been applied with reasonable success to data
from several experiments, including studies of brightness as
a function of background area and luminance (Refs. 1, 2),
brightness as a function of distance between test stimulus
and inducing area (Ref. 4), and brightness with non-foveal
viewing (Ref. 3).
Visual Acquisition of Information 	 1.0
stimuli are equal, that is, when R1= R1. For any such case,
the induction factor k may be determined empirically from
the equation
k = __Cn 	 (5)
which can be derived from Eqs. 2-4 and the assumption
R1=R1'.
Constraints	 stimulus size); k may be as high as 0.6 for presentations
• With multiple inducing fields, the total effect is pred	 5 deg from the fovea.ict-	
• This model has not been applied to stimulus configura-
able but more complicated than a simple average of the in-
	 tions that include special illumination conditions (shadow-duction effects for single inducing fields.	 ing and spotlighting) of which the observer is unaware
• Many factors influence induction effects and can yield
	 (e.g., Ref. 3), and may not be appropriate for those visual
unexpected or unpredictable results. 	 conditions.
• The induction factor constant k is affected by the location
of the test stimulus in the visual field (as well as by test
Key References	 simultaneous contrast as a function cation and integration of edges as 	 5. Leibowitz, H., Mote, F. A. • &
of inducing field area. Journal of
	 critical to the perception of reflec-	 Thurlow, W. It (1953). Simultane-
1. Diamond, A. L. (1953). Foveal	 Experimental Psychology, 50, 144- lance and illumination. Perception	 otis contrast as a function of wpm-
simultaneous brightness contrast as 	 152.	 & Psychophysics, 33,425-436.	 tion between test and inducing
a function of inducing- and test-	 3. Gilchrist, A. L., Delman, S., &	 *4 Jameson, D., & Hurvich, 	 fields. Journal of Experimentalfield luminances. Journal of Exper- Jacobsen, A. (1983). Theclassifi- 	 L. M. (1964). Theory of brightness Psychology, 46,453-456.itnental Psychology, 45, 305-314.	
and color contrast in human vision.
2. Diamond, A. L. (1955). Foveal	 Vision Research, 4, 135-154.
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1.7	 Color Vision
1.716 Mach Bands
(a)
Figural. In pattern (a) the luminance is constant in the
vertical direction and varies horizontally according to dia-
gram (b). A bright Mach band appears at a and a dark band
at p, so that the subjective brightness varies approximately
as shown in (c). (From Rot. 3)
Figure 2. Patterns used with rotating discs (a) or cylinders
(b) to produce Mach bands. The Mach bands are perceived
at points where the luminance curves bend [points ft' and -y'
of the disc diameter In (a) and points a' and P ' of the direc-
tion parallel to the axis of rotation of the cylinder in (b)].
(From Ref. 3)
Key Terms
Achromatic induction; border effects; color appearance;
Mach bands; simultaneous color contrast
General Description 	 dark band at 13' (in the brightness plot in Fig. 2b) seems to
be less dependent on the steepness of the gradient.
Mach bands are bright or dark bands that appear near a	 • Difference in brightness between the Mach bands and the
boundary between adjacent, illuminated light and dark re- 	 adjacent areas increases as the angular width of the area
gions in a visual field. Because the bright band is in the light from a to 0 decreases for patterns containing a linear gra-
region and the dark band is in the dark region (Fig. 1), the 	 dient (e.g., the pattern in Fig. 2b).
phenomenon functions as an edge enhancement. The effect • The threshold for perception of Mach bands depends on
occurs even though the physical distribution of light shows 	 exposure duration. The bands are seen with stimulus dura-
no changes in luminance that correspond to changes in per-	 lions as brief as 1-2 msec, provided the luminance gradient
ceived brightness, 	 is very steep. As exposure increases to --SO msec, the criti-
Figure 2 shows the distribution of luminance and the	 cal slope of the gradient decreases linearly.
perceived brightness for two patterns that generate Mach	 • The appearance of Mach bands is uncertain if the border
bands when they are rotated at an appropriate speed. The 	 between regions of high and low illumination is maximally
effect is influenced by several variables: 	 distinct, that is, if the a-0 slope approaches infinity; like-
* Width of the bright band decreases if either the highest 	 wise, as the steepness of the slope approaches zero, Mach
luminance or the steepness of the luminance gradient from	 bands disappear.
a to (3 (i.e., the slope from dark to light) increases. The
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• The critical slope of gradient pattern (i.e., the smallest
	 target decreases. Perception of the target is made more diffi-
slope, in, at which Mach bands can be seen) varies with the 	 cult with sharp gradients, high luminance contrast, and
local luminance level (luminance in the region of the edge).
	
longer exposure times (i.e., 10 msec).
(For a linear gradient, the slope in is defined as the lumi-	 Some researchers have examined whether Mach bands
nance difference between two points of the gradient divided are produced by a chromaticity gradient (e.g., red to green
by the angular separation of the points.) When L >3 cd/m2	with luminance held constant), but there have been few pos-
(50 trolands), m is proportional to L and their ratio is a con-	 itive results (see Repeatability section).
stant; for L <3 cd/rn2 , mIL increases as L decreases. At
mesopic (low) or scotopic (very low) luminance levels, 	 Repeatability/Comparison with Other Studies
Mach bands are not visible even with a very steep gradient.	 Mach bands for achromatic stimuli are very well docu-
Although the examples in Fig. 2 are for rotating stimuli, mented. There is controversy about the appearance of Mach
the phenomenon also occurs with a simple ramp gradient 	 bands for chromatic stimuli. Ref. 2 consistently found
(Fig. 1) and can interfere with perception (Ref. 3). If a tar-	 Mach bands for chromatic step gradients, but results were
get like a small spot or line appears near a region of abrupt
	
inconsistent for continuous gradients. Most previous work
change, the luminance threshold for its perception will in- 	 that failed to find Mach bands with chromatic stimuli used
crease; as the target is positioned away from the region of 	 continuous gradients.
change, the luminance level required for perception of the
Constraints	 • The position of the bands depends on level of illumina-
tion, and may also vary from observer to observer.
• There are large individual differences in the perception of • The level of light adaptation in the region of the retina
Mach bands.	 on which the luminance gradient falls as well as stimulus
• Results vary according to the experimental method used	 exposure duration affects threshold for appearance of Mach
to measure Mach bands.	 bands.
Key References	 our and equal luminance. Nature,	 chophysics. New York: Springer- 	 5. Van der Horst, G. J. C., & Bou-
203, 215-216.	 Verlag.	 man, M. A. (1967). On searching
1. Comsweet, T. N. (1970). visual *3 Fiorentini, A. (1972). Mach	 4. Ratliff, F. (1965). Mach bands:	 for "Mach band type" phenomenaperception. New York: Academic	 band phenomena. In D. Jameson & 	 Quantitative studies on neural net-
	
in color vision. Vision Research, 7,
Press.	 L. M. Hurvich (Eds.), Visual psy-
	 works in the retina. San Francisco:	 1027-1029.
2. Daw, N. W. (1964). Visual re-	 Holden-Day.
sponse to gradients of varying col-
Cross References
1.713 Brightness induction;
1.715 Model of brightness contrast;
1.717 Simultaneous color contrast
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1.717 Simultaneous Color Contrast
Inducing stimulus
I (
10*	 A
Test stimulus
Matching
stimulus
Figural. Example of a configuration commonly used to
study color contrast effects. The colors of both test stimu-
lus and Inducing field are fixed; the observer adjusts the
color of the matching stimulus (with a dark surround) until
it completely matches the test stimulus. (Note: a different
test configuration was used to obtain the data In Fig. 2; see
text.) (From Handbook of perception and human
performance)
Key Terms
Chromatic induction; color appearance; simultaneous color
contrast
General Description	 For example, a grey spot takes on a reddish hue when
placed on a green surround and a greenish hue when placed
The color of a target area depends partly on contrast effects 	 on a red surround. In a more complex configuration in
induced by the color of the surrounding area. In simple con- which colored test bars are altered with wider inducing bars
figurations with a small test area placed on a larger surround of a different color, the hue of the test bars is also shifted
(Fig. 1), the color of the target tends to be shifted away 	 away from the hue of the inducing bars (Fig. 2).
from the color of the inducing stimulus (the background).
Applications
Selection and specification of desired hues for colored
lights, painted surfaces, and colored display formats.
Methods	 welllan viewing system; achroma-	 and with red, yellow, green, blue,	 • Dependent variable: chromatic-
tizing lens in front of the test field; 	 and white inducing colors 	 ity coordinates of match to test field
Test Conditions	 test field presented to right eye and	 • Observer's task: adjust color of
• Two rectangular fields, a test	 matching field presented to left eye
	
Experimental Procedure	 variable field to match that of test
• Test field made of five thin	 • Method of adjustment	 fieldfield and a matching (variable)
field, each 1.5 )< 2.0 deg of visual	 stripes (6 mm wide) between wider 	 • Independent variables: presence	
• 2 observers, 1 knowledgeable
angle and separated by 0.5 deg,	 (18 mm) inducing stripes 	 versus absence of inducing field, 	
and practiced and I naive
• 15 test colors presented alone	 color of inducing field, color of testproduced by a two-channel Max- field
Experimental Results 	 models that assume induction effects at both receptor and
opponent-channel levels. Predictions from one of the
• For all test stimuli, color appearance of the test bars is	 models are shown on the right side of Fig. 2. Especially
shifted away from the color of the inducing field (left panel 	 noteworthy is the good agreement between the predictions
in Fig. 1).	 of the model and the observed data for the blue inducing
• Patterns of shift in Fig. 2 are not consistent with any one- 	 stimulus (second panel from bottom), which has a
process model (either a pure receptor model or a pure oppo- 	 strongly curved chromaticity-vector pattern.
nent-channel model). Data are fairly well fit by either of two
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Variability
Open circles in lower left corners of data plots in Fig. 1 are
two standard deviations in diameter, estimated from all
matches for a given inducing color. Data from observers are
very similar overall.
Repeatability/Comparison with Other Studies
General pattern of chromaticity shifts obtained with the
achromatizing lens agrees with prior studies. Without the
\J	
lens, axial chromatic aberration of the eye produces a dis-
tortion of matching judgments, especially for the blue in-
ducing field.
Constraints
• Magnitude and direction of chromaticity shifts are likely
to vary with display size and shape.
• Quantitative prediction of chromaticity shifts with com-
plex displays has not been achieved.
• Effects of chromatic abberation on color appearance are
not well understood.
• Color appearance is influenced by a number of target
characteristics and viewing conditions (CRef. 1.707).
Key References	 2. Hurvich, L. M. (1981). Color
vision. Sunderland, MA: Sinauer
1. Chevreul, M. E. (1967). The	 Associates.
principles of harmony and contrast *3 Ware, C., & Cowan, W. B.
of colors. New York: Van Nos- 	 (1982). Changes in perceived colortrand. (Originally published in 	 due to chromatic interactions. Vi-1839).	 sion Research, 22, 1352-1362.
Cross References
1.707 Factors influencing color
appearance;
1.713 Brightness induction;
1.718 Color assimilation;
Handbook ofperception and
human performance, Ch. 9,
Sects. 3.2, 3.3
FIgure 2. Chromatic induction. Observed and predicted
values showing that the chromaticity of a test stimulus is
shifted away from that of an inducing field. Results are
plotted in the CIE 1931 (x, y) chromaticity diagram as chro-
maticity-vector shifts. The tail of the vector is the match ob-
tained in the absence of the Inducing field, and the head of
the vector is the match obtained in the presence of the in-
ducing field. Diagrams, from top to bottom, show chromat-
icity shifts induced by red, yellow, green, blue, and white
Inducing fields for 15 test stimuli. Chromaticity of the in-
ducing field is indicated by the filled dot in each diagram.
Data from one observer are shown on the left the right side
shows predictions made by a color-vision model that in-
volves both receptor channels and opponent-color chan-
nels. (From Ref. 3)
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1.718 Color Assimilation
Figural. Configuration for demonstrating color assimila-
tion; the uniform grey background tends to take on the
color of the stripes that overlay It If the black and white
stripes are replaced by blue and yellow stripes, respec-
tively, the grey on the left would appear bluish and the grey
on the right would appear yellowish.
Key Terms
Bezold spreading effect; chromatic induction; color appear-
ance; color assimilation; color spreading
General Description	 clearly visible despite the apparent shift in background
color.
With certain complex visual stimuli, such as patterns of	 Descriptively, color assimilation represents a weighted
stripes on a background of uniform color, the color of the 	 averaging of the color of the background with that of the
background shifts toward the color of the stripes; this effect superimposed pattern. However, actual visual mechanisms
is known as color assimilation. Consider, for example, a 	 that produce the phenomenon are not yet known.
uniform gray rectangular background with thin blue stripes 	 There appears to be a continuum from color assimilation
on the left half and thin yellow stripes on the right half.	 (reduced color contrast) to regular color contrast (enhanced
Color assimilation leads to a bluish appearance for the gray	 color contrast), depending on such factors as the reflectance
in the left half and a yellowish appearance for the gray in the of the background, the size of pattern elements (e.g., the
right half (i.e., reduced contrast between the colors). The 	 thickness of stripes), and the separation between pattern
effects of color assimilation are therefore opposite to that of elements (e.g., distance between stripes). In general,
simultaneous color contrast (CRef 1.717), which would re-	 though, color assimilation occurs with relatively fine pattern
sult in a yellowish appearance in the gray on the left and a 	 elements enclosing small areas and is replaced by color con-
bluish appearance in the gray on the right (i.e. contrast en- 	 trast as the pattern elements become thicker and more
hancement). Color assimilation is also distinct from color 	 widely separated.
blending, because, unlike blending, color assimilation does
not involve any loss of spatial resolution. The pattern is
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Selection and specification of desired hues for colored
lights, painted surfaces, and colored display formats.
Constraints
• Color appearance is influenced by many factors, in-
cluding target characteristics and viewing conditions
(CRef. 1.707).
Key References
1. Burnham, R. W., Hanes, R. M.,
& Bartleson, C. J. (1963). Color:
A guide to basic facts and con-
cepts. New York: Wiley.
Cross References
1.707 Factors influencing color
appearance;
1.713 Brightness induction;
1.717 Simultaneous color contrast
2. Evans, It M. (1948). An intro-
duction to color. New York: Wiley.
3. Belson, H. (1963). Studies of
anomalous contrast and assimila-
tion. Journal of the Optical Society
ofAmerica, 53, 179-194.
4. Hurvich, L. M. (1981). Color
vision (pp. 175-176, plate 13-3).
Sunderland, MA: Sinauer
Associates.
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1.719 Phantom Colors
Figura l. A configuration that produces an illusory col-
ored triangle (Kanlzsa's triangle). For example, if the
shaded segments are colored red, the triangle will appear
pinkish. (From Handbook of perception and human
performance)
Key Terms
Benham's disk; color appearance; Fechner's colors; illusory
color; phantom color; subjective color
General Description
Phantom or illusory colors refer to the perception of one or
more hues in an area of a display that is actually achro-
matic (or contains only hues of a different chromaticity
than the hue seen). Unlike afterimages, which appear after
the observer's gaze is shifted or the display is removed,
phantom colors appear during fixation of the display. Two
general classes of phantom-color displays can be identified.
One class includes the perception of color in a figure with il-
lusory contours (Fig. 1) and can be thought of as a special
case of color assimilation (CRef. 1.718) in which assimila-
tion spreads within contours that are not physically present.
A second class includes the perception of color within cer-
tain black and white displays. The critical element for phan-
tom colors in the second case is the alternation of black and
white elements. The alternation can be produced by a slow
scan of a stationary display (Fig. 2) or by a stationary gaze
at moving or pulsing displays (Fig. 3). Figure 3 depicts
Benham's disc (Ref. 1), which produces desaturated hues
between the curved line segments when the disk is rotated at
5-15 Hz. Clockwise rotation produces red in the inner rings,
FIgure 2. A stationary grid display which induces pastel-
like phantom colors If the gaze is allowed to wander slowly
over the pattern. (From Ref. 3)
green in the middle rings, and blue in the outer rings; coun-
terclockwise rotation reverses this ordering.
Explanations for phantom colors have not been com-
pletely worked out. To account for the first class of phan-
tom-color effects requires an adequate explanation of
illusory contours, which are currently a source of contro-
versy (Ref. 2). It is widely believed that differences in the
temporal properties of excitation and inhibition among reti-
nal neurons are involved in the second type of phantom-
color effect (Ref. 4).
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FIgure 3. A depiction of Benham's disk. lithe pattern Is ro-
tated about the center at 5-15 Hz, dosaturated colors ap-
pear between the curved line segments. Clockwise rotation
Induces red in the inner segments, green in the middle seg-
ments, and blue in the outer segments; counterclockwise
rotation induces the reverse ordering of the colors. (From
Handbook of perception and human performance)
Applications
Pulsing monochromatic displays, such as video screens,
oscilloscopes, and radar screens, where phantom colors
may be produced.
Constraints
• The display characteristics that produce phantom colors
have not yet been specified precisely.
Key References	 3. Hurvicii, L. M. (1981). Color 	 Visual psychophysics. New York:
vision (pp. 175-176, plate 13 .3).	 Springer-Verlag.
I. Benham, C. E. (1894). Notes.	 Sunderland, MA: Srnauer	 5. Ware, C. (1980). Coloured iOu-Nature, 51, 113-114.	 Associates.	 sory triangles due to assimilation.
2. Frisby, J. P. (1980). Seeing: JIlu- 4. Jameson, D. L. (1972). Theoret-	 Perception, 9, 103-107.
sion, brain and mind. New York:	 ical issues of color vision. In D.
Oxford University Press.	 Jameson, & L. M. Hurvick (Eds.),
Cross References	 6.314 Subjective or illusory
contours;
1.717 Simultaneous color contrast;	 ftaitJ,t,00k ofperception
1.718 Color assimilation; 	 and human performance, Ch. 9,
Sect. 3.3, 4.3
C;
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1.7	 Color Vision
1.720 Brightness Scales
100	 101	 102	 103	 104 io
Luminance of Test Stimulus
(candelaslmeterl
Figural. Perceived brightness of a test target as a function of target luminance for two
surround luminance levels. Data were collected using a bisection task (circles) and a mag-
nitude estimation task (crosses). (From Handbook of perception and human performance
based on data from Ref. 3)
Key Terms
Brightness; brightness scale; color appearance; luminance;
Stevens' power law
General Description	 where B is the estimated brightness under a given luminance
level L and a given set of viewing conditions. The exponent
Brightness is a psychological property of a visual target it- N is a constant equal to —0.33 (Ref. 3 reports a value of
lated to the luminous intensity of the light emitted from that 0.31 ± 0.03 for a variety of observers and suprathreshold
target. The brightness of a target can range from very bright viewing conditions). The values of a and B0 are empirically
(dazzling or brilliant) to very dim or dark. (Brightness is to 	 determined and influenced by factors such as surround lu-
be distinguished from lightness, which is the extent to	 minance and stimulus size; they include an arbitrary sealing
which a surface appears to emit light in proportion to that 	 factor. The term 8o has been interpreted as a response cor-
emitted by a similarly illuminated surface which appears 	 rection that allows for neural induction when the test stimu-
white) (CRef. 1.706). Brightness is not a linear function of 	 lus is viewed against a background of nonzero luminance
luminance; rather, brightness is related to luminance by a 	 (Ref. 6).
power function. For a target with a dark surround, the	 Brightness depends primarily on the luminance of the
brightness of the target can be calculated as: 	 target, but is also influenced by the luminance of the target
B = aUV ;	 ( I) surround and, in some cases, the size of the target.
and for a bright surround,
(2)
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Methods
Test Conditions
• Bisection task: two reference
stimuli and one test target, each
2-deg diameter, with 5.7-deg sepa-
ration between them; homogeneous
180-deg surround of constant lumi-
nance equal to 0.0 or 300 cd/rn2;
luminances of reference stimuli
ranged from I) to 3 >< 104 cd/m2; all
stimuli presented continuously
until observer completed response
• Magnitude estimation task: same
as for bisection task except only
two stimuli (standard stimulus and
test target) presented
Experimental Procedure
• Independent variables: bright-
nesses of two reference stimuli
(bisection task), brightness of stan-
dard stimulus (magnitude estima-
tion task)
• Dependent variable: for bisection
task, luminance at which bright-
ness of test target appeared midway
between brightnesses of reference
stimuli; for magnitude estimation
task, judged relative brightness of
test target
• Observer's task: for bisection
task, adjust brightness of test target
until midway in brightness between
two reference stimuli; for magni-
tude estimation task, estimate
brightness ratio between test target
and standard stimulus
• Number of observers not
	 -
reported
Experimental Results	 minance of the target is lower than the luminance of the sur-
round (bottom curve of Fig. 1), This decrease is due to
• For a dark surround, target brightness increases as a
	 induction effects (CRef. 1.713).power function of target luminance and can be described by • The zero point ("black level," or brightness threshold)
Eq. 1 except near threshold, with N = 0.31 (upper solid 	 used as a natural origin for the brightness scale was deter-line in Fig. 1).	
mined empirically in a separate experiment. Brightness
• With a bright surround, results follow Eq. 2, i.e., Eq. 1	 threshold increases as the luminance of the target surround
with a constant term B subtracted (lower solid line in 	 increases; brightness threshold increases as target sizeFig. 1).	 decreases.
• There is a reliable linear relationship between brightness
	
• The size of the test target significantly affects the percep-
scales obtained by a bisection task and by a magnitude esti- 	 tion of brightness only for small targets that have low lumi-
mation task.	
nance levels.
• The brightness measure B decreases sharply when the In-
Variability
No information on variability was given.
Constraints	 • Brightness is influenced by the observer's state of light
adaptation, by the background against which the target is
• Observer attitude exerts negligible effects on the results 	
viewed, and possibly by the age of the observer.
obtained.
• The power law function with N = 0.31 does not hold for
targets with dose-to-threshold luminance.
Key References	 *3 Bodrnan, H. W., Hauber, P., & related to aging. Perception & Pry- 7. Stevens, J. C., & Stevens, S. S.
Marsden, A. M. (1980). A unified 	 chophysics, 7, 354-356.	 (1963). Brightness function: Ef-
I. Aiba, T. S., & Stevens, S. S.
	 relationship between brightness 	 5. Jameson, D. (1970). Brightness 	 fects of adaptation. Journal of the(1964). Relation of brightness and 	 and luminance. In Proceedings of	 scales and their interpretation. In
	
Optical Society ofAmerica, 53,
luminance under light- and dark-	 the 19th Session of the Commission 	 M. Richter (Ed.), Color 69. Got-	 375-385.
adaptation. Vision Research, 4,	 Internationale de l'Eclairage	 tingen: Musterschrnidt Verlag. 	 8. Stevens, S. S., & Diamond,391-401.	 (CIE), Tokyo, 1979. Tokyo: CIE.
6. Jameson, D., & Hurvich, L. M.
	
A. L. (1965). Effect of the glare
2. Bartelson, C. I., & Breneman,	 4. Eriksen, C. W., Hamlin, R. M., 	 (1964). Theory of brightness and
	
angle on the brightness function
E. J. (1967). Brightness reproduc-	 & Breitmeyer, R. G. (1970). Tem- 	 color contrast in human vision. Vi-	 fora small target. Vision Re-tion in the photographic process.
	 poral factors in visual perception as
	 sion Research, 4, 135-154.	 search, 5, 649-659.Photographic Science and Engi-
neering, 11,254-262.
Cross References
1.706 Descriptive attributes of
color appearance;
1.713 Brightness induction;
Handbook ofperception and
human performance, Ch. 9,
Sect. 6.3
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1.721 Lightness Scales
Key Terms
Achromatic lightness scale; color appearance; gray scale;
lightness; lightness scale; luminance; reflectance; uniform
lightness scale
General Description
Lightness is the degree to which an object or area appears
to emit light, judged in proportion with another, similarly
illuminated stimulus that appears white.
The physical correlate of the perceptual attribute of
lightness is the luminance factor of the object, which is the
object's luminance, divided by the luminance of the perfect
reflecting diffuser (i.e., a Lambertian surface) when identi-
cally illuminated. Thus, the luminance factor is essentially a
measure of the object's ability to reflect visible light.
Uniform lightness scales have been developed for a va-
riety of viewing conditions; most describe achromatic
stimuli only, and thus are called gray scales. One way to
produce a gray scale uses the method of bisection. The ob-
server is told to select a gray sample midway between white
and black. Then, two more grays are selected, one midway
between white and the middle gray and the other midway
between black and middle gray. This sequence of bisecting
steps is repeated until a designated number of gray steps is
reached (usually 10). Another method is called confusabil-
i1y scaling. The observer views black and selects a gray that
is lighter by ajust-noticable difference (JND). Then, an-
other gray that is one JND lighter than the first is selected.
This is repeated until white is reached. Either method yields
interval data, i.e., lightness steps that are equal, and the
steps are therefore often assigned incrementing scalar num-
bers (e.g., 0-10, where 0 = black), to indicate their light-
ness values (V).
Numerous models have been developed to describe ex-
perimentally determined relationships between lightness
scale value, V, and luminance factor, Y. Six are illustrated
here, and are derived from different viewing conditions. Al-
though the curves vary, the fundamental relationship re-
mains the same: lightness increases rapidly as luminance
factor increases at lower luminance factor levels, and the
Applications
Selection and specification of the allowable or required ratio
of symbol luminance to background luminance, in achro-
matic display formatting and lightness coding, where spe-
cific levels of lightness are required.
Empirical Validation
The various curves exhibit important differences (i.e., mid-
dle gray [V = 5] for model 1 is at Y = 22; for model 5 it is
at Y = 10). Differences are attributed to differences in the
viewing conditions to which each is intended to apply, espe-
cially the luminance factor of the background against which
the target sample is viewed. Under conditions similar to
those for which data were collected, the models can provide
useful indications of expected lightness values.
1 tt1rt
	
Is!:)	 I
j v=3 and 41
	
Is=5	 I
1	 I.6
20	 40	 60	 80	 100
Luminance Factor, V (percent)
Figural. Relationships between lightness-scale value V
and luminance factor Y, plotted In accordance with six
models (see Table 1). V = 0 corresponds to a good pigment
black (Y = 0); V = 10 corresponds to a good pigment while
(V = 100); V = 5lsa middle gray. (From Ref. 10)
rate of lightness increase tapers off as luminance factor in-
creases. Table 1 describes the six models and the conditions
under which each is appropriate.
Homochiomatic lightness scales are related to achro-
matic scales, but apply to chromatic (colored) test areas that
vary in lightness while hue and chroma remain constant.
The functional relationship between V and Y is the same
as for gray scales; typically a power function of the form
V = aI"— }' (where a, p, andY0 depend on viewing con-
ditions and individual differences and are empirically
determined). However, the coefficients may take on
different values.
'I
S
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Table 1. Selected Formulas for Calculating Lightness-Scale Values V from Luminance Factors Y.
	
Model	 Relationship between V and V 	 Conditions/Derivation	 Refs.
V= 10 V112
	
Used in connection with the original Munsell system. Applies best 	 Ref. 7
to observations with a white background
	
2	 V = (1.474Y - 0.00474Y2)"2	A modified version of model 1. Applies best to observations with a 	 Refs. 3,5
middle-gray background of luminance factor Vb = 19.1
	3	 10eV = 1.2219V - 0.23111 V 2 +	 Used in connection with the Munsell renotation system. Applies 	 Ref. 6
0.23951 V3	best to observations with a middle-gray background (Yb =20). De-
- 0.021 009V4 +	 fines Munsell value in the Munsell renotation system. The lumi-
0.0008404V 5	nance factor V is relative to magnesium oxide taken as 97.5%; this
gives a value of
V = 102.56O for V = 10
	
4	 V=116(Y/Vo)1'-16	 CIE (1975) lightness function	 Ref. I
L* (efi). The luminance factor V0 refers to the nominally white ob-ject-color stimulus; usually 'o = 100 (i.e. luminance factor of the
perfect reflecting diffuser)
	
5	 V = 0.25 + Slog V	 Defines the gray scale of Color Harmony Manual and is based on	 Refs. 2, 4, 10
Weber's law. Note that V = 0 corresponds to a good pigment black(V = 0.009); V = 10 corresponds to a good pigment white(V = 0.891). Applies best to observations with a gray background
whose luminance factor is close to that of the gray chips being
compared for their lightness difference
	
6	 V = 6.1723109 (40.7V + 1)	 Used in connection with the gray scale of the German DIN color 	 Ref. 8
chart and is based on a modified Delboeuff formula. Applies best to
observations with a gray background of luminance Yb =50%
Note: Models are illustrated in Fig. I. Each equation represents an empirically determined quantitative relationship between the lightness-scale value V and lumi-
nance factor'?, for gray paint chips observed under various viewing conditions (primarily different background luminance factors).
Constraints
• Perception of an area's lightness is strongly influenced by
the luminance factor of its background or surround. The
background produces induction effects and influences
adaptation of the eye, especially for small test areas
(CRefs. 1.713, 1.715).
• In applying a lightness scale, it is critical that the model
selected was developed for the conditions to which it will be
applied.	 -
• Judgments of test area lightness may vary with the num-
ber of different observations in a given test situation.
• The degree of observer adaptation to surround illumina-
tion affects judgments of lightness.
Key References	 3. Godlove, 1. H. (1933). Neutral	 6. Newhall, S. M., Nickerson, D.,	 S. Richter, M. (1953). Das System
value scales, II. A comparison of	 & Judd, D. B. (1943). Final report	 der DIN-Farbenkarte. Die Farbe,
1.Commission Internationale de	 results and equations describing 	 of the O.S.A. subcommittee on	 1, 85-93,
l'Eclairage (CIE). (1978). Recom- 	 value scales. Journal of the Optical 	 spacing of the Munsell colors.	 9. Wyszecki, G. (1986). Color ap-mendations on uniform co/or	 Society of America, 23,419.	 Journal of the Optical Society of	 pence In K. R. Boff, L. Kauf-spaces, color-differences et/tia- 	 4. Judd, D. B., & Wyszecki, G.	 America, 33, 385-418.	 man, & J. P. Thomas (Eds.),tions, psychometric color terms	 (1975). Color in business, science, 	 7. Priest, I. C., Gibson, K. S., & 	 Handbook ofperception and(Supplement No. 2 of CIE Publica- & industry (3rd ed.). New York:	 McNicholas, H. J. (1920). An ex-	 human pe,formance: Vol. 1. Sen-tion No. 15, E-1.3.1, 1971). Paris: 	 Wiley.CIE Central Bureau.	 amination of the Mansell color	 sory processes and perception.
5. Munsell, A. 8.0., Sloan, L. L., 	 system,!. Spectral and total refiec- 	 New York: Wiley.2.Foss, C. 8., Nickerson, D., & 	 & Goodbye, I. H. (1933). Neutral 	 tion and the Munsell scale of value 	 Wyski, C., & Stiles, W. S.10.Granville, W. C. (1944). Analysis 	 value scales, I. Munsell neutral 	 (U.S. National Bureau of Stan- 	 (1982). Color science (2nd ed.).of the Ostwald color system. Jour-	 value scale. Journal of the Optical	 duds Technical Paper 167). Wash- 	 New York: Wiley.nal of the Optical Society of Amer. 	 Society ofAmerica 23 394	 ington, DC: U.S. National Bureau,	 ,ica, 34, 36138!.	 of Standards.
Cross References	 1.713 Brightness induction;
1.706 Descriptive attributes of	 1.715 Model of brightness contrast;
color appearance; 	 1.720 Brightness scales
1.712 Brightness constancy;
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1.722 Color Specification and the CIE System of Colorimetry
Chromaticity; chromaticity coordinates; chromaticity dia-
gram; CE standard colorimetric observer; color matching
function; color specification; colorimetric purity; colorime-
try; complementary wavelength; dominant wavelength; ex-
citation purity; hue; purple line; saturation; spectral radiance
distribution; spectrum locus; trichromacy; tristimulus val-
ues; wavelength
General Description	 Similarly, the spectral transmittance distribution may be
preferable when dealing with an object that transmits light
Color Specification	 (e.g., a colored filter). The spectral transmittance distribu-
A basic problem in color research is how to precisely spec-	 tion is obtained by dividing the radiance transmitted by the
ify a given color. In casual conversation, a description such	 object by the radiance of the illuminant as a function of
as "pale greenish yellow" will usually suffice; however, 	 wavelength. One can then calculate the spectral radiance
such a description is dependent upon a person's color vision 	 distribution of any light transmitted by the object, given the
and color experience. Furthermore, humans are capable of 	 illuminant's spectral radiance distribution.
detecting extremely small color differences; several colon 	 The use of spectral distributions to specify color is pm-
that are perceptibility different may be described as "pale	 cise, but has two shortcomings. First, it can be difficult to
greenish yellow."	 visualize color based upon examination of a spectral distri-
In industrial and research applications, the ambiguities	 bution. Second, it is inefficient because it fails to take into
inherent in these verbal descriptions are unacceptable. 	 account that different spectral radiance distributions can
Color must be specified with a level of accuracy that is more produce identical colors.
commensurate with human discrimination capabilities. In 	 Colors that have different spectral radiance distribu-
industry, for example, materials are manufactured whose	 tions, but nonetheless match, are called metamers (or meta-
color must absolutely match a standard. In research set- 	 meric pairs). One way of explaining metamerism is to posit
tings, it can be necessary to analyze subjects' behavior as a	 that the human visual system contains only three basic types
function of stimulus color and to report those colors so that 	 of channels for distinguishing among lights of different
they are reproducible. Furthermore, in both of these appli-	 spectral distributions. Thus, if two spectral radiance distri-
cations, mathematical analysis of color vision and the color- butions produce the same channel activities, they will pro-
producing properties of materials can be useful. Verbal de- 	 duce the same color, even though the distributions may be
scriptions do not provide the required level of precision and 	 very different. The color-processing channels seem to re-
so alternative methods have been developed. 	 ceive signals from three basic types of color photoreceptors,
The older method of precise color specification is to ref-	 which are called cones. Each type of cone integrates radi-
erence a physical standard. However, physical standards 	 ance over a different range of the spectrum, corresponding
can be inconvenient because copies of the standards must be roughly with the long (red), medium (green), and short
in the user's possession. It can be difficult to produce copies 	 (blue) visible wavelengths. There is evidence that the chan-
that match exactly, and both they and the original standard 	 nels also receive signals from the photoreceptors that are
can become corrupted or lost. Also, specifying a color by	 responsible for night vision (the rods), whose spectral
referencing a physical standard provides no quantification 	 sensitivity differs from that of the cones. However, the
of color properties and, thus, provides no basis for their 	 channels do not seem to process the rod signals independ-
mathematical analysis. A consequence of particular impor-	 ently. On the other hand, rods are located outside the area
tance in industry is that there is no basis for calculating a	 of the retina that correspond to the center of the visual field
color's deviation from its standard. 	 (i.e., the fovea), whereas cones are concentrated in this
The most precise method of specifying color is to show 	 area. Therefore, the system as a whole behaves as though
the spectral radiance distribution of the light that produces 	 only three spectral sensitivities are involved, but these ap-
it. This is accomplished by measuring and plotting the radi- 	 parent sensitivities vary according to the size of the stimulus
ance of the light as a function of wavelength. (Because the and the location of its image on the retina. Small (e.g., sub-
human visual system, is relatively insensitive to wavelengths tending 2 degrees of visual angle or less), centrally fixated
shbrter than 360 nm or longer than 830 nm, it is sufficient to targets tend to stimulate only cones and, thus, the channel
measure radiance only within this range when one is con- 	 sensitivities are those of the cones. As target size increases
cerned with human vision.) If the color is produced by a re- 	 and/or its image moves away from the center of the visual
fleeting object, it may be preferable to determine its spectral field, the rod contribution increases and, thus, the channel
reflectance distribution, rather than the spectral radiance 	 sensitivities increasingly represent a combination of cone
distribution of the light reflecting from it. The spectral re-	 and rod sensitivities.
flectance distribution is obtained by dividing the reflected 	 The preceding description of color vision is very simpli-
radiance by the radiance of the illuminant as a function of 	 fled. No vision scientist would find it wholly satisfactory
wavelength. The advantage is that the spectral reflectance	 and even those who agree that it is basically accurate would
distribution is independent of the illuminant and permits the disagree regarding the nature of the channels and the extent
spectral radiance distribution of light reflected from the ob- 	 to which available evidence demonstrates their existence.
ject to be calculated for any illuminant whose spectral radi- 	 Nonetheless, it is consistent with most evidence and pro-
mice distribution is known.
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vides a necessary background for understanding the mate-
rial that follows.
Color Matching
It is possible to match any color using a mixture of no more
than three properly chosen colored lights. (This appears to
be a consequence of the fact that there are only three types
of color-processing channels.) For this reason, normal color
vision is said to be trichromatic. Persons whose color vision
is deficient can often match all colors using only two or,
rarely, one light. In general, the three colors of light that
permit the broadest range of colors to be matched are reds,
greens, and blues that are highly saturated (i.e., highly col-
orful and pure in appearance). This is why red, green, and
blue dots or stripes are used on television screens. How-
ever, while any color can be matched by a mixture of only
three properly chosen lights, no single set of three colored
lights can match all colors. This limitation is due primarily
to the overlap in the spectral sensitivities of the three cone
types.
In 1931, the Commission Internationale de l'Eclairage
(CIE, an international commission which has developed
standards for the measurement of light) introduced a numer-
ical method of color measurement and specification that
takes advantage of the trichromacy of color vision. The
method is based on the data from color-matching experi-
ments in which a single monochromatic light (light contain-
ing only one wavelength) is matched by mixtures of three
monochromatic lights. To understand these experiments, it
is helpful to pretend for a moment that all colors can be
matched by a mixture of red, green, and blue. Observers
view a display divided into two adjacent fields. One field
contains a monochromatic light of unit radiance and the
other field contains a mixture of monochromatic red, green,
and blue primaries. The observer then adjusts the mixture so
that it matches the single light.
Repeating this procedure for lights covering the visible
spectrum establishes the proportional amounts of red,
green, and blue primaries that are needed to match all wave-
lengths of unit radiance. If one assumes that the radiance of
a given wavelength has no effect on the requisite propor-
tions of the primaries, then the amounts of the three primar-
ies needed to match any wavelength can be calculated, even
if the radiance differs from that used in the experiment. Fur-
thermore, because non-monochromatic lights can be mod-
eled mathematically as mixtures of monochromatic lights,
one can also calculate the amounts of the red, green, and
blue primaries that are needed to match any color of light.
The numerical specification of these three amounts and the
wavelengths of the primaries will uniquely and precisely
identify any color.
In practice, of course, these experiments cannot be
performed because no single set of three primaries can be
mixed to match all wavelengths. Matches could always be
obtained if one of the primaries could be negative, i.e.,
could be subtracted from the other two, but this is physi-
cally impossible. However, equivalent results can be
obtained by adding, say, the red primary to the single
monochromatic light (instead of subtracting it from the blue
and green primaries) and letting the observer adjust both the
red primary and, in the other field, the mixture of green and
blue primaries. When this procedure is used, a match can
always be obtained between the two fields using only a sin-
gle set of three primaries. Because the visual system treats
400	 500	 600	 700nm
Wavelength A
Figural. 2(X), 9(X), 2(X) color-matching functions of the
CIE 1931 standard colorlmetric observer. The figure shows
the amounts of the three imaginary primaries (tristimulus
values) that match each spectral wavelength. (From Ref. 7)
color mixtures additively, the amount of red that must be
added to the monochromatic light to obtain a match will be
the same as the amount that would have to be subtracted
from the green plus blue field to obtain a match, if this were
possible.
This approach allows specification of all colors using
only three numbers that represent quantities of three given
primaries. These numbers are called tristimulus values. The
only complication is that one of the tristimulus values will
be negative for many wavelengths. One tristimulus value
will be negative from some non-monochromatic lights, as
well, their identities depending on the primaries selected.
CIE 1931 Standard Colorimetric Observer
The procedure described above forms the basis of the color-
matching experiments from which the CIE derived its stan-
dard system for color measurement and specification. Data
from many different observers were combined and the re-
sults considered to represent the color-matching behavior of
an average person having normal color vision. The use of
negative numbers poses complications, however, when cal-
culating tristimulus values. Also, it was deemed desirable to
arrange the system so that, when a color's tristimulus values
were calculated, one of the tristimulus values would equal
the color's luminance. This provides a computational con-
venience because it eliminates the need to calculate lumi-
nance separately. (These computational issues were more
important before the advent of digital computers.) There-
fore, the CIE transformed the results to express them in
terms of three imaginary primaries called X, Y, and Z,
which are defined in such a way that they can be mixed
(mathematically) in positive amounts to match all real
colors. In addition, the Y primary is defined so that it repre-
sents luminance only. Thus, the X and Z primaries have no
luminance and a color's Y tristimulus value equals its
luminance.
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1.7	 Color Vision
The CIE tabulated the X, Y, Z tristimulus values for
wavelengths having unit radiance and ranging from
380-780 nm in 5-nm increments. The resulting table defines
the CIE 1931 standard colormetric observer and the three
columns of numbers (one each for X, Y, and Z), con-
tained in it are known as the CIE .1931 1(X), 9(X), 2(X)
color-matching functions, which are plotted in Figure 1.
(The CE later expanded the table to cover the range from
360-830 nm in 1-nm increments.)
It is worthwhile to explain that the means which the CIE
used to force all luminance onto the Y primary was to make
the 9(X) color-matching function the same as the CIE 1924
photopic luminosity function (CRef. 1.110). The imaginary
nature of the primaries, X, Y, and Z should be emphasized.
No real lights can have zero luminance, as X and Z do, nor
can a real light have luminance alone, as Y does.
The CIE 1931 standard colorimetric observer represents
the behavior of an imaginary, idealized observer who has
normal color vision, performs the color-matching task with
perfect consistency, and does so in a way that is representa-
tive of the average person. Of course, no real person is per-
fectly consistent and there are differences in color vision
even among persons whose color vision is classified as
being normal. Therefore, no real person will match colors
in exactly the same way as the standard observer. However,
the standard observer provides a satisfactory approximation
in most cases.
The fact that three color-matching functions suffice to
describe color-matching behavior is a direct consequence of
the trichromacy of normal color vision. The CIE 1931 co-
lormatching functions are not, however, the same as the
spectral sensitivities of any real photoreceptors (although
the 2(X) color-matching function does seem to approximate
the spectral sensitivity of the short-wavelength cones). They
may be regarded as linear transformations of the spectral
sensitivities associated with the cones of the CE standard
colorimetric observer.
The calculation of CIE 1931 tristimulus values for a
given color consists of multiplying its spectral radiance dis-
tribution by each of the three color-matching functions 2(X),
9(X) and 2(X), integrating with respect to wavelength, and
multiplying by a scaling constant which converts the result-
ing three numbers from radiometric to photometric units.
(The constant is 683, which is the number of lumens in
one watt of monochromatic light having a wavelength of
555 nm.) As explained previously, the resulting 1'
tristimulus value is the color's photopic luminance.
If color is that of a reflecting object, its spectral reflec-
tance distribution can be used instead, in which case the tn-
stimulus values will describe its color when it is illuminated
by a source having equal radiance at all visible wave-
lengths. Alternatively, the spectral reflectance distribution
can first be multiplied by a light's spectral radiance distribu-
tion (e.g., one of the CIE standard illuminants), in which
case the tristimulus values will describe the object when il-
luminated by that light. In either instance, tristimulus values
for reflecting objects are usually normalized with respect to
the perfect reflecting diffuser (i.e., an imaginary standard
that diffuses light perfectly and has a reflectance of unity)
and, thus, the Y tristimulus value becomes the object's lumi-
nance factor. (A reflecting object's luminance factor is the
ratio of its luminance to that of a perfect reflecting diffuser
under identical illuminating and measuring conditions.) The
reason for this practice is that an object's luminance depends
upon its illuminance and, therefore, its luminance factor is
often of greater interest.
If the color is that of a transmitting object, options anal-
ogous to those for reflecting objects exist. In this case, how-
ever, normalization is made with respect to the perfect
transmitting diffuser (i.e., an imaginary standard that dif-
fuses light perfectly and has a transmittance of unity). The
normalized Y tristimulus value for a transmitting object is
still its luminance factor but, for a transmitting object, the
luminance factor is the ratio of the object's luminance to that
of the perfect transmitting diffuser under identical condi-
tions of illuminance and measurements.
The CIE 1931 color-matching functions enable colors to
be specified succinctly and precisely. Knowledge of a col-
or's tristimulus values enables another person to produce
color that will be judged by most people to match the origi-
nal color at least reasonably well. This can be accomplished
merely by ensuring that the second color has the same tn-
stimulus values, which is the same as ensuring that the
colors are metamers. It is not necessary that the spectral ra-
diance distributions be the same. In fact, the spectral radi-
ance distributions may be very different.
It is important to realize that, although the tristimulus
values define the mixture of three primaries that will match
a given color, they do not specify the resulting color percep-
tion. This is because color perception is subject to many in-
fluences besides the object's spectral radiance distribution
and, therefore, the same spectral radiance distribution can
produce different perceptions under different viewing con-
ditions (CRef. 1.707). One of the most familiar examples
occurs when the viewer adapts to a colored light before
viewing the object. For example, if the viewer stares at a
red surface and then views a surface that would normally
appear white, it will instead appear green. The CIE never
intended its colorimetric system to be used to define color
perceptions. It is only a method for specifying color by de-
fining how to reproduce it.
CIE 1931 Chromaticity Diagram
A highly useful diagram can be produced based upon pro-
portions among colors' tristimulus values. Let us define
-	 x	 -	 Y
x+Y+z '	 x+Y+z
and	 (1-3)
Z
x+Y+z
where X, Y, and Z are a color's tristimulus values and x, y,
and rare the associated proportions required to obtain a
color match. They represent chromaticity, i.e., the purely
chromatic aspects of color matching, independent of lumi-
nance. Note that they always sum to unity. Therefore, if the
values of x, y, and z for all possible colors are plotted in a
three-dimensional space having x, y, and z as its axes, the
result is a plane containing all chromaticities, both real and
imaginary. The values of x, y, and z for any given color
specify its location on the chromaticity plane and are, there-
fore, referred to as chromaticity coordinates.
It is useful to have a diagram that shows the domain of
real chromaticities and against which chromaticity coordi-
nates can be referred. A diagram of this type can be easily
derived by plotting the coordinates of the visible wave-
lengths. Because all chromaticities lie on a plane, this dia-
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Flgure2. TheCIEI93I
(x, y)-chromaticity diagram.
A.AXM Yb) is the dominant
wavelength of a color stimu-
lus S, with a chromaticity
point Si (x, Y) determined
with respect to CIE stan-
dard illuminant Des whose
chromaticity coordinates
are denoted byz,,, y,,,. X (or
- ,\d)
 
is the complementary
wavelength of a color stimu-
lus S2 with a chromaticity
point Sa (it, y) with respect
to Des. The Intersection
P(xj,, Yb) of the line running
through the chromaticity
points 0es (it1,, Yw) and
52(r,s') with the purple line
Is needed to calculate the
excitation purity of 52, as
explained In the text. (From
Ref. 7)
gram can be drawn in two dimensions, i.e., only two
coordinates are needed. For example, if the coordinates x
and  are plotted for the visible wavelengths and the end-
points (the points representing 360 and 830 nm) are joined
by a straight line, the diagram given in Figure 2 results.
This diagram shows the projection of the real portion of the
chromaticity plane onto the z = 0 plane.
The diagram in Fig. 2 is only of an infinite number of
projections that could be chosen. However, it is advanta-
geous to choose one standard projection for universal use
and reference. Figure 2 has special significance because it is
the standard projection that was chosen by the CIE. It is
called the CIE 1931 (x,y)-chromaticity diagram. The curved
line representing the visible wavelengths is called the spec-
trum locus and the straight line which closes the figure is
called the purple line. All visible wavelengths lie on the
spectrum locus, all pure purples (i.e., mixtures of 360 and
830 nm light) lie on the purple line, and all other real colors
lie in the figure's interior.
A color can be completely specified by either its tristim-
ulus values or its luminance and chromaticity coordinates.
When a color is specified in terms of chromaticity coordi-
nates, only two need to be indicated; the third is then com-
pletely defined (because x + y + z = 1). By convention,
x and  are used for this purpose. Therefore, a color can
be specified either in terms of X, Y, and Z or in terms of
x, y, and Y.
The CIE 1931 chromaticity diagram has several useful
properties. One is that all chromaticities that can be pro-
duced by mixing two primaries in positive amounts lie on a
straight line between the coordinates of those two primaries.
Similarly, all chromaticities that can be produced by mixing
three primaries (e.g., a color CRT's red, green, and blue
guns) lie on and within the triangle formed by the coordi-
nates of the primaries. This property generalizes to poly-
gons formed by any number of primaries and is shared by
all chromaticity diagrams.
The CIE 1931 chromaticity diagram can be used to de-
fine a quantity which correlates (imperfectly) with a color's
hue. This quantity is the color's dominant wavelength,
which is the wavelength that, when mixed with the correct
amount of white light, yields a chromaticity that matches
that of the color. To obtain a color's dominant wavelength,
one must first select a reference white. Ordinarily, one of
the CIE standard illuminants (illuminants C and I) 65 are
common choices) or the point of equal energy (i.e., the co-
ordinates of light having equal radiance at all visible wave-
lengths, which are x = 1/3, y = 1/3) is used for this
purpose. A line is then drawn from the coordinates of the
white through the coordinates of the color to the spectrum
locus. The wavelength at which the line intersects the spec-
trum locus is the color's dominant wavelength (See Fig. 2).
The dominant wavelength of a color whose chromaticity co-
ordinates match that of the reference white is, of course,
undefined.
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In some cases, the line produced by the procedure de-
scribed above will intersect the purple line instead of the
spectrum locus. This means that the color does not have a
dominant wavelength, i.e., it cannot be reproduced by mix-
ing monochromatic light with the reference white. The con-
vention in such cases is to denote the intersected location on
the purple line by the color's complementary wavelength
(i.e., the wavelength that, when mixed in proper proportion
with the color, matches the reference white), followed by
the letter c. (An alternative notation is to show the comple-
mentary wavelength as a negative number.) The comple-
mentary wavelength is determined by finding the point on
the spectrum locus which is intersected by a line passing
from the color in question through the reference white on
the spectrum locus (See Fig. 2). It is important to under-
stand, though, that the complementary wavelength denotes
a location on the purple line when it is followed by the letter
c or shown as a negative number, even though the wave-
length itself lies on the spectrum locus. Thus, for example,
the chromaticity coordinates associated with a wavelength
of 555 nm lie on the spectrum locus, but the coordinates as-
sociated with 555c will ordinarily lie on the purple line.
("Ordinarily" because the exact location depends on the
reference white. This underscores the fact that it is always
necessary to specify the reference white when specifying
either dominant or complementary wavelength. Otherwise,
the specification is ambiguous.)
The chromaticity diagram can also be used to define a
quantity which correlates (imperfectly) with a color's satu-
ration. This quantity is the color's excitation purity, which
is a proportion that indicates how close the color comes to
having the maximum saturation possible at that color's
dominant wavelength. Excitation purity is the ratio of two
distances on the chromaticity diagram. The numerator is the
distance from the color's coordinates to a reference white.
The denominator is the distance from the coordinates of the
color's dominant wavelength to the reference white. (For
colors that have no dominant wavelength, the denominator
is the distance from the reference white to the point on the
purple line that is intersected when computing wavelength;
See Fig. 2.) Thus, the excitation purity of all colors on the
spectrum locus and purple line is unity. The excitation pu-
rity of a color having the same chromaticity as the reference
white is zero. TWo equivalent equations for calculating ex-
citation purity (Ps) are
Pe = (x - x)/(xd - x) and	 (4)
= (y — yw)I(yd - Yw),	 (5)
where x and  are the chromaticity coordinates of the color
whose excitation purity is being calculated, x j and yd are the
coordinates of the color's dominant wavelength, and x,,, and
y are the coordinates of the reference white. If the color
has no dominant wavelength, Xd and yd and the coordinates
on the purple line which are intersected by a line drawn
from the reference white through the color to the purple
line.
Sometimes a different quantity is used as a psychophys-
ical correlate of saturation. This quantity is colorimetricpu-
rity, which indicates a color's deviation from a reference
white. Colorimetric purity is the ratio of two luminances.
The numerator is the luminance of the monochromatic light
which, when mixed with an appropriate amount of the ref-
erence white, matches the color in both chromaticity and lu-
minance. The denominator is the color's luminance. Thus,
colorimetric purity is unity for all colors on the spectrum
locus (because no white light is needed to obtain a match)
and is zero for the reference white (because no mono-
chromatic light is needed).
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Figure 4. C1E 1976 uniform
chromaticity scale diagram.
(From Ref. 7)
This definition breaks down for colors that have no
dominant wavelength, however, because they cannot be
produced by mixing monochromatic and white light. Two
conventions exist for handling such colors. The modern
convention, which is recommended by the CIE, defines the
numerator as the luminance of the color lying on the purple
line which, *hen mixed in an appropriate amount with the
reference white, matches the original color. (The color re-
ferred to in the numerator will be a mixture of monochro-
matic lights having wavelengths of 360 and 830 nm.) Thus
defined, the colorimetric purity of colors that have no domi-
nant wavelength ranges between zero and unity, just as is
the case for colors that have dominant wavelengths. The
older convention defines the numerator as the luminance of
the color's complementary wavelength which, when mixed
in an appropriate amount with the color, matches the refer-
ence white. Because this involves adding luminance to the
color being measured, though, the added luminance is
treated as a negative number in the question. (The reasoning
is that which is invoked for the color-matching experiment.)
Thus defined, colorimetric purity for colors that have no
dominant wavelength is always negative. Furthermore, very
large negative numbers can result for colors that have no
dominant wavelength and lie near the blue corner of the
chromaticity diagram, and there are discontinuities in the
values obtained as one moves on the diagram from colors
that have a dominant wavelength to those that do not.
Therefore, the modem convention is preferred, but it is
worthwhile to be aware that there are two.
Two (equivalent) equations which express the modem
definition of colorimetric purity (Pa) are
PC =	 and
	 (6)
Pc = (YdIY) Pe,	 (7)
where 1'd is the luminance of the wavelength which, when
mixed in the correct proportion with the reference white,
matches the color, Y is the color's luminance, and yd and 
are the y-chromaticity coordinates of the wavelength and
color, respectively. If the color has no dominant wave-
length, I'd is the luminance of the color on the purple line
which, when mixed in the correct proportion with the
reference white, matches the original color and Pd is the
y-chromaticity coordinate of the location on the purple
line which is intersected by a line drawn from the reference
white through the color to the purple line.
Equations 6 and 7 correspond with the older definition
of colorimetric purity for colors that have a dominant wave-
length. For colors that do not, however, the older equations
(all equivalent) are
Pc =—Yc/Y,	 (8)
Pe = (yJy) (x - x) I (x - x), and	 (9)
PC = (y,Iy)(Y - y)Uy - Yw),	 (10)
where x, y, x,,, y,,, and I' are defined as above, Y, is the lu-
minance of the complementary wavelength which must be
added to the color to match the reference white, and XC and
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Yc are the complementary wavelength's chromaticity
coordinates.
Some researchers prefer colorimetiic purity over excita-
tion purity because it tends to correlate better with satura-
tion. However, its calculation is more complex and neither
measure predicts saturation particularly well. Therefore, al-
though colorimetric purity is encountered occasionally
when reading literature dealing with color vision, excitation
purity is more common.
CIE 1960 UCS Diagram
Although the CIE 1931 chromaticity diagram is very useful,
distances among chromaticity coordinates do not corre-
spond in any consistent way with perceived differences. For
example, if color  has coordinates x = 0. 2, y = 0. 2, color
B has x = 0.3,y = 0.3, and color C has x = 0.4,y = 0.4,
the perceived difference between A and B will, in general,
be greater than that of B and C, even though the distances
involved are the same. Similarly, the distance correspond-
ing to the smallest chromatic difference that can be reliably
detected varies as a function of location on the diagram.
Another way of expressing these difficulties is to say that
the spacing of colors on the diagram is not perceptually
uniform.
The CIE 1931 chromaticity diagram's lack of perceptual
uniformity is not surprising because the CIE made no at-
tempt to incorporate this property. The diagram was meant
only to provide a convenient representation of color-match-
ing behavior, as embodied in the standard colorimetric ob-
server. More recently, however, the CIE has developed
transformations intended to yield improved perceptual uni-
formity. (For an explanation of these transformations, the
reader is referred to Refs. 1, 2, 3, 7. The first is the CIE
1960 uniform chromaticity-scale (UCS) diagram, the trans-
formation for which is
4x	 4X
=	 ,(l1,12)
	
2x+ 12y+3	 X+15Y+3Z
______ 	 -	 6YV =	 -	 , ( l3, 14)
	
—2x+ 12y+3	 X+15Y+3Z
where u and v are chromaticity coordinates on the trans-
formed diagram, which is shown in Fig. 3.
CIE 1976 UCS Diagram
The CIE 1960 UCS diagram is mainly of historical interest
now because it has been superseded by the CIE 1976 UCS
diagram. The 1976 USC transformation is
4x	 4X
U 
= — 2x+ 12y+3 = X+ 15Y+3Z	 16)
9y	 9Y
V 
= — 2x+ 12y+3 = X+ 15Y+ 3Z ,0 7 , 18)
where u' and v' are chromaticity coordinates on the 1976
UCS diagram, which is shown in Figure 4. Note that u' = ii
and y' = 1.5v.
CIE 1964 10-Degree Standard Colorimetric Observer
The CIE 1931 standard colorimetric observer is based upon
viewing conditions that involve relatively small targets
(2 deg of visual angle). Because color-matching behavior
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changes systematically (although by a small amount) as a
function of target size, questions arose concerning the range
of stimulus sizes over which the 1931 observer is valid.
(These changes result from rod contributions, as described
earlier.) The CIE eventually resolved this issue by recom-
mending that the 1931 observer be used for stimuli subtend-
ing 1-4 deg and by introducing a supplementary observer
for targets subtending 4-10 deg. This large-field observer is
known as the CIE 1964 10-deg standard colorimetric ob-
server, which is defined by the color matching functions
10(K), p10(X) and 1 1 0(X). It was derived by performing
color-matching experiments in which the stimulus subtends
10 deg. The associated chromaticity diagram is shown in
Fig. 5. It can be seen, by comparing Figs. 2 and 5, that the
1931 and 1964 observers are very similar.
Useful Colorimetric Relationships
When performing colorimetric calculations, it is often help-
ful to be aware of the following relationships, all of which
can be derived from Equations 1-3:
X = xY/y,	 (19)
Z = zY/y, and	 (20)
X+Y+Z=X/x=Y/y=Z/z.	 (21)
Some elaboration on color-mixture calculations may also be
instructive. If color A consists of a mixture of lights B andC,
then
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XA = XB + Xc,	 (22)
YA = YB+Yc,and	 (23)
ZA = ZR + Zc;	 (24)
where XA, YA, and ZA are color A's tristimulus values, etc.
In other words, the tristimulus values of any color mixture
are equal to the sums of its constituent colors' tristimulus
values.
A slightly more complicated example of color mixture,
which is relevant when working with color CRTs, is
Ix] rRI
ZR
YR 	XG/yG	 XB/YB] [YR0l
h
11 	 1 (25)
LzJ
	
/yR	 Ze/YG	 z81y8J	 Yn
where xR, Xe, YR, etc., are the chromaticity coordinates of
the CRT's red, green, and blue primaries, YR, Ya and YB
are the luminances to which the red, green, and blue pri-
maries (respectively) have been set, and X, Y, and Z are the
tristimulus values of the color which appears on the CRT
screen. Note that, if the 3 X 1 vector of luminances is de-
noted by L, the 3 X 3 matrix containing chromaticity coor-
dinates is denoted by C, and the 3 x 1 vector of tristimulus
values is denoted by T, Eq. 25 implies that
L = C'T.	 (26)
That is, the luminances which are needed from the red,
green, and blue CRT primaries to produce a desired color
can be calculated by multiplying the color's tristimulus val-
ues by the inverse of matrix C.
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1.7	 Color Vision
1.723 Color-Order Systems
Key Terms
Additive color mixture; color appearance; color-order
system; colorant mixture; subtractive color mixture
General Description	 wavelengths that are reflected). Spacings of color samples
in these systems are very different from those of the other
A color-order system is a rational plan of ordering and SP	 types in that the mixtures of pigments do not necessarily
ifying all object colors within a limited domain: a set of ma-	 result in colors perceived to have constant hue.
terial standards is selected and displayed to represent the	 These systems show what can be produced by mixtures
entire set of object colors being considered. There are three 	 of the base colorants. For example, the Nu-Hue system is
major types of cqlor-order systems, each based on a differ- 	 developed by combinations of six particular chromatic base
ent principle of organization: (1) the principle of additive 	 paints and one near-black and one white paint. For each of
mixture of color stimuli, (2) the principle of colorant mix- 	 the 1,000 colors produced, the weight and volume of each
turn, and (3) the principle of color appearance. Examples of base paint is specified and a match can be produced by
each type of system will be described,	 weighing out or measuring these amounts. In the Plochere
1. In color-order systems based on additive color mixture, system there are 26 basic hues. Each hue has five shades
color scales are generated by systematically varying the set- 	 produced by adding progressive amounts of base paints
tings of a tristimulus colorimeter or a (rotating color 	 to a near-black of the same hue. Seven tints for each of the
wheel sector disk). These devices can add chromatic or 	 156 colors (26 x 6) are produced by adding increasing
achromatic components in specified proportions to produce amounts of white paint.
color mixtures with desired properties. Chips can be painted 	 Color-order systems intermediate between the additive
to match the colors that are produced. Two examples are the color mixture types and subtractive colorant mixture types
Ostwald Color System and the Ridgway Color System. Os- 	 also exist. These are obtained by using a screen-plate pro-
twald used a double cone arrangement of colors in which 	 cess of printing and varying the screening systematically.
grays are distributed between black and white along an axis	 Examples are the Maerz and Paul Dictionary of Color, the
perpendicular to the hue circle. The various tints of each 	 villalobos Colour Atlas, and the Hickethier System. Using
hue from white to fully saturated are arranged along a line	 progressive amounts of coverage by the printing process
from the apex of the double cone down along the surface to	 (i.e., progressively denser screens), a series of colors from
the center rim; darker shades of the same tints are on cones 	 the white of the paper to the color of the ink, printed solid,
parallel to the outer surface with the darkest shade on the	 is produced. Such a series produces color mixtures by the
lower of the two cones. Ostwald spaced the "pure" hues 	 juxtaposition of small dots unresolvable by the eye. If rows
around the rim at angles in accordance with the magnitude	 of a series of a second colorant are printed on top of the se-
of their differences, distributed the grays on the axis in pro- 	 des of the first colorant, a two-dimensional array of the
portion to their refiectances, and distributed the tints in pro-	 mixtures of the two colorants with the white of the paper is
portion to color, white, and black content 	 produced.
(Ref. 2).	 3. The third type of color-order system is based on color
In the Ridgway system, 35 different dominant (or 	 appearance (color perception). In these systems, material
complementary) wavelengths are represented. Color sam- 	 standards (color samples) are selected to represent scales of
pIes are arranged on each page with light samples grading	 constant hue, constant saturation, and constant lightness,
down through eight steps to black at the bottom. Each col- 	 each one spaced uniformly in accordance with the percep-
umn shows seven chromatic colors of constant dominant 	 tual judgments of observers with normal color vision.
wavelength obtained by painting matches for three color 	 The two main examples are the Munsell Color System
wheel mixtures of a color with white and three mixtures of 	 (CRef. 1.724) and the Optical Society ofAmerica (OSA)
the same color with black. The seven colors are usually seen Color System (CRef. 1.725.)
as having about the same hue. 	 The Munsell system is organized into separate charts
2. In systems based on principles of colorant mixture, 	 representing subjective scales of constant hue, saturation,
colors are developed by mixing a limited number of pig-	 and lightness. Each color chip is identified by three symbols
ments or dyes in systematically varied proportions. Exam- 	 corresponding to each of these dimensions. In the OSA
pIes are the Plochere Color System and the Martin-Senour 	 system a regular rhombohedral lattice arrangement of color
Nu-Hue System. Colorant mixtures are subtractive (i.e., 	 samples is used to construct a system in which all the color
pigments reflect some wavelengths of light while absorbing	 samples are perceptually equidistant from a given color. A
or "subtracting out" others; the hue seen depends on the 	 three-dimensional scale is needed when the color differ-
ences being judged are a combination of differences in
lightness, hue, and saturation.
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Applications
Selection of colors and color schemes, color matching,
color printing and dyeing, color specification.
Key References
1. Judd, D. B.,&Wyszecki,G.
(1975). Color in business, science,
and industry (3rd ed.). New York:
Wiley.
2. MacAdam, D. L. (1981). Color
measurement: Theme and varia-
tions. New York: Springer Verlag.
Cross References
1.724 Color-order systems: Mun-
sell system;
1.725 Color-order systems: Optical
Society of America System
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1.724 Color-Order Systems: Munsell System
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Black	 MUNSELL CHflOMA
Figure 1. Organization of colors of constant Munseil hue
In the Munsell Book of Color. (From Ref. 1)
Key Terms
Color appearance; color-order system; Munsell chroma:
Munsell Color System; Munsell hue
General Description
Color appearance refers to that aspect of perception in
which an observer is able to assign perceptual attributes
such as hue, saturation, and brightness or lightness to a
given visual target. The subject's judgment of the perceived
color of a target results from the subjective impressions ex-
perienced when viewing the display. The Munsell Color
System is the outstanding example of a color-order system
(a rational method of ordering and specifying a set of object
colors) based on the principles of color appearance.
In the Munsell Color System, material standards (color
samples) are selected to represent subjective scales of con-
stant hue, saturation, and lightness. Each sample color is
spaced uniformly in accordance with the perceptions of an
observer with normal color vision and is intended to be
M.
Figure 2. Organization of colors of constant Munseil value
In the Munsell Book of Color. (From Ref. 1)
Cylinder of
constant chrome
V
Figure 3. Schematic diagram of the Munseli color solid.
(From Ref. I)
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viewed under standard viewing conditions. The system is 	 The organization of a Munsell constant-value chart,
embodied in the Mansell Book of Color, which is available	 which is built from the constant-hue charts, is illustrated in
through the Munsell Color Company and the Japan Color 	 Fig. 2. The 100-point Munsell hue scale and notation are
Research Institute. There are different editions of the book,
	
shown on the outer circle. Colors of constant hue are shown
each having different numbers of samples, different sample by the radial lines, with the center being gray (chroma /0).
sizes, and different sample finishes (glossy or matte). The	 The hue scale consists of 10 segments of 10 hues each,
books consist of colored paint chips inserted into slots that
	
ranging from red (5R) to yellow (5Y), green (5G), blue-
are arranged in charts of constant hue, constant value, 	 green (513G), blue (513), purple-blue (5PB), purple (5P),
and constant chroma. The complete collection contains	 red-purple (5RP), and back to red (5R). The chroma scale
1,225 different samples (paint chips). 	 is shown along the radial lines. It changes in increments of
Each chip is identified by three symbols: the first mdi- 	 two from gray (0) at the center to the highest possible value
cates Munsell hue, the second Mansell value (lightness),	 on the chart (/10) at the outer circumference. Concentric
and the third, Munsell chroma (saturation). For example, 	 circles are lines of constant Munsell chroma; radial lines are
the notation 2.5 YR 5110 indicates a Munsell hue of
	
lines of constant Munsell hue. The Munsell Book of Color
2.5 yellow-red, a Munsell value of 51 (which is equally	 shows only 40 out of the 100 Munsell hues (i.e., 2.5, 5,
separated from black and white), and a Munsell chroma of 	 7.5, 10) on the constant-value charts. This organization has
110(10 steps away from gray of the same Munsell value),	 one defect, as does any radially organized system: the sam-
The organization of a Munsell constant-hue chart is 	 pling of the color solid near the center is much denser than
shown in Fig. 1. Samples in this chart have the same hue 	 that of the high chroma colors represented toward the
but vary in Munsell value and Munsell chroma. For the 	 periphery.
value scale, black is denoted by 0/ and white by 10/ with	 The Munsell color solid, which is a cylindrical sche-
9 grays placed uniformly in between. Colors of constant 	 matic of the overall system, is shown in Fig. 3.
chroma are placed on the vertical lines parallel to the value
	
A cross-section of the cylinder appears as the constant-
scale, in increments of 2 from 0 (gray) to /10 (the maximum value radial organization shown in Fig. 2, (only four planes
shown on this chart). The natural limit up to which chips
	
of constant hue are shown, the 5R, IOPB, 513G, and 10Y
can be produced by mixtures of chromatic pigments with 	 radials). The length of the cylinder under each radial is the
black and white pigments is indicated in the figure by the 	 constant-hue chart (Fig. 1) for that radial (hue). The center
doffed line which is the boundary of the colorant-mixture 	 (vertical) axis of the cylinder is the Munsell value axis,
gamut. Different constant hue charts in the system have dif- which is the common axis for all planes of constant hues.
ferent gamuts. The size of the gamut and the shape of its
	
The radius of the cylinder is determined by the constant
boundary depend primarily upon the chromatic color used 	 chroma value (e.g., /10 for the cylinder in Fig. 3).
in the mixture, and is limited by available paints.
Applications
Selection of colors and color schemes, color matching, and
color specification.
Constraints
• The samples in the Mansell Book of Color are designed
for viewing under daylight (CIE standard illuminants C or
D65) and cannot be used as standards under other
illuminants.
Key References
I. Judd, D. B., & Wyszecki, G.
(1975). Color in business, science,
and industry (3rd ed.). New York:
Wiley.
Cross References
1.723 Color-order systems;
1.725 Color-order systems: Optical
Society of America System;
Handbook ofperception and
human performance, Ch. 9,
Sect. 7.1
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1.725 Color-Order Systems: Optical Society of America System
Figural. Cubo-octahedron used In OSA Color System.
The twelve corners (colors A-K) are equidistant from the
center (color 0). (From Handbook of perception and human
performance)
Figure 2. CIE 1964 (xlwylo) chromaticity diagram showing
the square lattice of chromaticity points (1, g) of the colors
of the OSA system for lightness level I. = 0. The chromatic-
lty point N is that of the nominal gray D65 in the system.
(From Ref. 10)
Key Terms
Color Appearance; color-order system; OSA color system
General Description
	
	
The system is available on color cards made with per-
manent glossy acrylic paints. There are 424 basic colors
The Optical Society of America (OSA) Color System is a 	 plus an addition 134 "half-step" intermediate samples in
three-dimensional color-order system based on the princi- 	 the near neutral region for a total of 558 colors. Each color
pies of color-appearance (i.e., observers' subjective judg-	 (except those at the extremes) appears in six entirely differ-
ments of perceived hue, saturation, and brightness or	 ent sets of equally spaced colors, with each set spanning the
lightness). The system was developed by the Committee 	 color solid. Two of the six sets show colors of equal light-
on Uniform Color Scales and is available from the Optical 	 ness; the other four span light-to-dark colors and include
Society of America (Washington, DC). The system is ad- 	 variations in hue and saturation that are unlike those of any
vantageous when the colors being judged differ on the 	 other color-order system (e.g., deep green to pastel green-
dimensions of lightness, hue, and chroma. 	 ish yellow to bright orange). It is possible to construct
The system uses a regular rhombohedral lattice arrange- 422 scales of different colors that are visually equidistant
ment in three dimensions (a cubo-octohedron) to achieve 	 from each other, with each scale composed of more than
uniform spacing of color samples that are perceptually 	 three colors. The paint chips are made to be viewed under
equidistant from a central color (Fig. 1). Each color is 	 daylight illumination (CIE standard dominant D) on a
surrounded by twelve equally distant neighbors. The 	 middle-gray (30%) reflectance) background. The colors
rhombohedral lattice, which provides the most closely 	 in the system are specified in terms of the CIE 1964
packed arrangement of colors, can be resolved into a series 	 (x10 ,
 Yio Y10) coordinates for a 10-deg standard observer.
of seven parallel plane lattices using equilateral triangles
and squares.
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[lie three coordinates of the final color space are L
(lightness),] (yellowness), and g (greenness). For planes of
constant lightness, the representative arrangement is a lat-
tice of squares. Lightness (L) ranges from —7 to + 5.
L = 0 indicates colors of medium lightness (the luminance
factor Y = 30 background was used in the original judg-
ments); negative values are darker, and positive values are
lighter. A portion of the Cffi 1964 (x 10 , y,0) chromaticity
diagram for  = 0 is shown in Fig. 2; Point N, wherej and
g are both zero, is  gray.
Positive values of j with zero values of g are yellow or
brownish colors; negative] values and zero g values are
blues; positive g values with zero] values are greens; nega-
tive g values with zero] values are reddish purples. Since
colors of constant L are of constant perceived lightness, the
luminance factor, Y, of such colors varies with chromatic-
Applications
Selection of colors and color schemes, color matching, and
color specification.
Constraints
• The color samples in the system are intended to be
viewed under daylight illumination (CIE standard illumi-
nant Liss) and against a gray background of 30% reflectance
and cannot be used as standards under other viewing
conditions.
decreasing with wstance Irom gray.
adopted the following formula:
L = (L' - 14.4V
where
= 5.9 [710113 - 2/3 + 0.042 (Yi o - 30)113].
P10 is obtained from:
P10 =	 102 43034Y10 4.276x10y10
—1.3744x 10
 - 2.5643 Y'o + 1.8103).
The calculated P10 is the luminance of the gray sample that
appears equally light as a given color sample. A perfect re-
flecting diffuser illuminated by the CIE standard D65 results
in Yjo = 100 (white).
Key References	 3. MacAdam, D. L. (1974). Uni- 	 6. Nickerson, D. (1975). Uniform	 *9 Wyszecki, G. (1986). Color
form color scales. Journal of the 	 color scales: Murisell conversion of appearance. In K. R. Boff, L.
I. Davidson, H. R. (1978). Prepa- 	 Optical Society ofAmerica, 64, 	 OSA committee selection. Journal 	 Kaufman, & J. P. Thomas (Eds.),
ration of the OSA Uniform Color	 1691-1702.	 of the Optical Society ofAmerica, 	 Handbook ofperception and
Scales Committee samples. Jour-	 MacAdam, D. L. (1978). Color-
	
65,205-207.	 human performance: Vol. 1. Sen-
nalof the Optical Society ofAmer. 	 imetric data for samples of OSA	 7. Nickerson, D. (1977, Winter).	 sory processes and perception.ica, 68,1141-1142.
	 uniform color scales. Journal of the 	 History of the OSA Committee on	 New York: Wiley.
2. Foss, C. E. (1978). Space lattice Optical Society ofAmerica, 68,
	 Uniform Color Scales, Optics 	 10. Wyszecki, 0., & Stiles, W. S.
used to sample the color space of
	 121-130.	 News, 3, 8-17.	 (1982). Color science (2nd ed.).
the Committee on Uniform Color
	 MacAdam, D. L. (1981). Color	 8. Nickerson, D. (1978). Mansell	 New York: Wiley.Scales of the Optical Society of 	
measurement: Theme and varia- 	 renotation of samples of OSA uni-America. Journal of the Optical 	 tions. New York: Springer Verlag. 	 form color scales. Journal of theSociety ofAmerica, 68,	 Optical Society ofAmerica, 68,1616-1619.	 1343-1347.
Cross References
1.723 Color-order systems:
1.724 Color-order systems: Mun-
sell system
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1.726 Congenital Color Defects
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Figural. Log relative spectral sensitivities of the visual photopigments assumed to be
active in normal trichromats and in anomalous trichromats and dichromate with red-green
deficiencies. The normal photopigment absorption spectra are designated as LWS, MWS,
and SWS, representing photopigments where maximal sensitivity occurs in the long-,
middle-, and short-wavelength regions of the spectrum. Protanopos lack the long.
wavelength system (LWS); protanomalous individuals are hypothesized to have the ab-
normal photo-pigment LWS instead of the normal long-wavelength pigment. Likewise,
deuteranomalous individuals display weakness in the medium-wavelength system (ab-
normal pigment M'WS), while deuteranopes lack the medium-wavelength system
altogether. (From J. Pokorny & V. C. Smith, New observations concerning red-green color
defects, Color Research and Application, 7. Copyright 1982 by John Wiley & Sons, inc.
Reprinted with permission)
Key Terms
Absorption defect; alteration defect; color blindness; color
defect; deutan; deuteranomaly; deuteranopia; dichromacy;
filtering defect; monochromacy; protan; protanomaly; pro-
tanopia; purity discrimination; reduction defect; trichro-
macy; thtan; tritanopia
General Description	 through adulthood unaware that they see colors differently
from the way other people do. It is not uncommon for such
Color-defective individuals show differences in color- 	 individuals to insist that they have no deficits, even after
matching and color-discrimination performance compared 	 tests indicate specific abnormalities.
to those with normal color vision. Two ways to classify so-	 The most common classification system for color deft-
called "color blindness" are according to the presumed vi- 	 cits is based on performance on color matching tasks
sual mechanism involved, and according to performance on (CRef. 1.704). Normal color vision is called trichromacy,
visual tests. In reality, the term "color blindness" is poor 	 because any color in the spectrum can be matched by a mix-
because even individuals with the most severe form of color ture of no more than three primary colors (CRef. 1.702).
deficit (monochromacy) can discriminate among some	 Color-deficient observers require only two primaries for
colors, although they do so differently from those with nor- 	 color matching (dichromacy) , or even just one primary
mal color vision and can be deceived in their perception of
colors. Further, many individuals with color deficits go
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(monochromacy) (i.e., any color can be matched by adjust-
ing only the luminance of one primary color—hue differ-
ences are not seen). Color defects are usually subdivided
into problems with red-green and violet-yellow
discriminations.
The classification system becomes complex because tn-
chromats and dichromats may share similar problems in
dealing with colors in various regions of the visible spec-
trum. That is, a trichromat may be deficient in the ability to
perceive long-wavelength lights, while a dichromat may be
unable to perceive red at all. Such a trichromat is referred to
as protanomalous; the dichromat is termed aprotanope.
Even though these observers fall into different categories,
their perceptual performances are similar enough that they
are collectively referred to as protons. Anomalous trichro-
mats and dichromats who are deficient in perceiving me-
dium-wavelength lights are called deuteranomalous
individuals and deuteranopes, respectively; they are collec-
tively identified as deutans. A third defect, the inability to
perceive short-wavelength lights, occurs only in dichno-
macy and is called tritanopia. Anomalous trichromats and
dichromats can be regarded as being able to see real colors,
even though the colors they perceive would be subjectively
different from those perceived by someone with normal
trichromacy.
Some individuals show total color blindness, achroma-
topsia, or monochromacy. Two colored targets will be seen
as identical by a monochromat if they show equal bright-
ness. Thus, even people who are the most "color blind" can
discriminate among some different colors on the basis of
their brightnesses, context, and expectations. The incidence
of the various color defects and the performance associated
with these defects appear in Table I.
Figure 1 shows the relative sensitivity of the various
cone types in normal trichromats, anomalous trichromats,
and dichromats to light of different wavelengths. Protan-
opes and protanomalous observers show similar contours,
as do both types of deutans. Normal trichromats and tnitans
show best wavelength discrimination at about 590 am,
while protans and deutans are best at 490 nm and 495 am,
respectively. Further, there are individual differences on
this measure. Likewise, worst colorimetric purity discrim-
ination is at 570 nm for normal trichromats and tritans, but
at 494 nm and 499 nm for deutans. These wavelengths are
the neutral points for dichromats, i.e., the wavelengths are
perceived as achromatic (without hue). The neutral point for
tritans is at 570 am. Normal trichromats see all such spec-
tral points as having chromaticity, although the 570 nm
point is the locus of worst purity discrimination for that
group.
Protans and deutans do differ considerably, however,
with respect to the wavelength seen as brightest with equal
retinal illuminance. Normal trichromats and tritans show
greatest luminous efficiency at about 555 nm, protans at
540 am, and deutans at 560 nm. It has also been suggested
that the luminous efficiency function of a protan, in addition
Applications
Any task which requires an observer to make responses
based on color distinctions will be affected by possible color
defects that may go unnoticed in routine activity.
to being shifted toward the short-wavelength end of the
spectrum, is also narrower, reflecting a markedly low effi-
ciency at long wavelengths.
When the color confusions of a dichromat are plotted on
a chromaticity diagram, the samples that are confused fall
on straight lines that .radiate from a single point, known as
the copunctal point. Specified in terms of the CIE 1931
chromaticity diagram, the (x,y)-chromaticity coordinates
for the copunctal point are (0.75, 0.24) for a protan, (1.40,
- 0.40) for a deutan, and (0.17,0.00) for a tritan. These
values vary considerably and will differ according to the in-
dividuals studied. The presence of these lines of confusion
illustrates that even though an individual is classified as
having, for example, "red-green color blindness," that per-
son may have difficulty discriminating colors other than the
two for which the defect is named.
When color defects are classified according to the mech-
anism of the deficiency, three types of color defect can be
identified: absorption (or filtering) defects, alteration de-
fects, and reduction defects. Absorption defects are color
defects caused by abnormal filtering of light by ocular struc-
tures. The receptors (rods and cones) of such individuals
are normal, and when the appropriate correction is made for
the abnormal filtering (WDW normalization: CRef. 1.702)
the color matches of these individuals agree with those of
normal tnichromats. Alteration defects occur when one or
more of the visual pigments of the cones differ from those
of normal trichromats; even with normalization, the color
matches of individuals with alteration defects do not match
those of normal trichromatic observers. Some color-defec-
tive observers accept all the color matches made by a color-
normal observer, but accept additional matches as well.
Such observers are said to suffer a reduction defect, which
occurs when one of the normal receptor mechanisms is non-
functional or when two receptor mechanisms are fused.
Congenital color defects are inherited. The most com-
mon are red-green defects. The recessive gene carrying
these defects is sex-linked; thus, many more men than
women suffer from such deficiencies. About 8-10% males
and <1% of females show red-green color defects. Violet-
yellow defects are much less common and do not appear to
be sex-linked; estimates of the incidence of violet-yellow
defects range from I in 1,000 to I in 65,000 of the
population.
Typically, defects are assessed in detail by means of an
anomaloscope, a viewing device which requires the ob-
server to adjust one half of a split field to match a standard
in the other half in a color matching task. Other screening
tests are also available for the detection of color defects.
They include relatively easy-to-use devices such as pseudo-
isochromatic plates (which consist of printed dots forming
different colored figure and ground configurations) and the
Farnsworth-Munsell 100-Hue Test (colored paper chips ar-
ranged in order of hue by the normal subject).
389
Color Discriminations
Possible
L-D,Y-B, R-G
L-D, V-B, weak R-G
L-D, V-B, weak R-G
L-D, V-B
L-D, V-B
L-D, R-G
L-D
Incidence in Population(percent)
Male	 Female
	4.9 	 0.38
	
1.0	 0.02
	
1.1	 0.01
	
0.002	 0.001
	
0.003	 0.002
agery interpretation equipment. 	 - -9. National Academy of Science-
National Research Council Com-
mittee on Vision (1981). Proce-
dures for testing color vision.
ciety of America, 71, 1327-1334.
13. Smith, V.C., &Pokomy, J.
(1977). Large-field trichromacy in
protanopes and deuteranopes.
17. Wyszecki, C., & Stiles, W. S.
(1982). Color Science: Concepts
and Methods. Quantitative Data
and Form ulae (2nd Ed.). New
York: Wiley.
1.7	 Color Vision
Table 1. Classes of congenital color defect, with performance characteristics and incidence In the
population. (From Ref. 7)
Preferred Designation
By Number of Components 	 By Type
Trichromatism (3) (normal or color 	 Normal
weak)	 Protanomaly
Deuteranomaly
Dichromatism (2) (partial color
blindness)
Monochromatism (1) (total color
blindness)
'L-D = Light-Dark
Y-B = Yellow-Blue
R-G = Red-Green
Protanopia
Deuteranopia
Tritanopia
Congenital total color
blindness
Constraints
• The color-matching performance of color-defective indi-
viduals depends on the size of the target field used in the
matching task. For example, dichromatic observers become
trichromatic when large field sizes are used (due to the con-
tribution of rods or anomalous cones); most tritanopes show
normal color matching for large fields.
• In addition to the absence of color vision, most mono-
chromats show other disturbances of visual function, such
as poor visual acuity and photophobia (intolerance of
bright light).
• Color-vision defects may also be acquired through injury
or disease.
Key References	 Graham (Ed.), Vision and visual 	 Washington, DC: National Mad- 	 Journal of the Optical Society ofperception. New York: Wiley.	 emy Press.	 America, 67, 213-220.
1.Boynton, R. M. (1979).	 6. Hurvich, L. M. (1972). Color	 10. Pokorny, J., & Smith, V. C. 	 14. van Heel, L., Went, L. M., &
Human color vision. New York:	 vision deficiencies. In D. Jameson 	 (1982). New observations concern- van Noreen, D. (1980). Frequency
Holt, Rinehart & Winston. 	 & L. M. Hurvich (Eds.), Hand-	 ing red-green color defects. Color 	 of tritan disturbances in a popula-
2. Breton, M. B., & Cowan, W. B. 	 book of sensory physiology: Vol. 	 Research and Applications, 7, 	 tion study. In G. Verriest (Ed.),
(1981). Deuteranomalous color 	 V1114. Visual psychophysics,	 159-164.	 Colour vision deficiencies V. Bris-
matching in the deuteranopic eye.	 (pp. 582-625) Berlin: Springer- 	 II. Pokorny, J., Smith, V. C., Ver-	 tol, England: HUger.
Journal of the Optical Society of 	 Verlag.	 tiest, C., & Pinckers, A. I. L. G. 	 15. Wright, W. D. (1946). Re-
America, 71,1220-1223. 7. Judd, D. B., & Wyszecki, G.	 (1979). Congenital and acquired	 searches on normal and defective
3. Farnsworth, D. (1947). The	 (1963). Color in business, science,	 color defects. New York: Grune &	 color vision. London: Henry
Farnsworth dichotomous test for	 and industry. New York: Wiley. 	 Stratton.	 Kimpton.
colorblindness. New York: Psy-	 8. Nagy, A. L. (1980). Large-field 	 12. Pokorny, 1., Smith, V. C., &	 16. Wright, W. D. (1952). The
chological Corporation. 	 substitution Rayleigh matches of 	 Went, L. N. (198!). Color match- 	 characteristics of trinopia. Journal
4. Farrell, R. 1., & Booth, J. M. 	 dichromats. Journal of the Optical 	 ing in autosomal dominant tritan 	 of the Optical Society of America,
(1984). Design handbookfor im- 	 Society ofAmerica, 70, 159-164. 	 defect. Journal of the Optical So- 	 42,509-520.
Seattle, WA: Boeing Aerospace
Co.
S. Hsia, Y., & Graham, C. H.(1965). Color blindness. In C. H.
Cross References
1.109 Photometric techniques for
measuring spectral sensitivity;
1.702 Color mixture and color
matching;
1.704 Chromaticity discrimination
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¼Section 1.8 Binocular Vision
1.8	 Binocular Vision
1.801 Advantage of Binocular over Monocular Vision
Key Terms
Binocular enhancement; binocular interaction; binocular
summation; binocular viewing; monocular viewing; neural
summation
General Description 	 neural summation. This refers to the actual convergence of
monocular neural pathways to produce a physiological
In addition to the fact that binocular vision affords us the	
"sum" (which here means greater than monocular activity
advantage of stereopsis, many visual tasks can be per- 	 but less than or equal to the arithmetic sum of monocular
formed better with two eyes than with one. Binocular view- 	 activities).
ing conditions produce superior: 	 When binocular performance is found to be better than
• Visual detection at threshold, including absolute light	 monocular, it is difficult to separate the relative contribu-
detection and contrast sensitivity 	 tions of probability summation and neural summation.
• Visual acuity, as assessed by Suellen letters, Landoll 	 Usually one adopts a particular model of probability sum-
rings, and the high spatial frequency range of the contrast 	 mation, attributes to it whatever its predictions can account
sensitivity function (CRef. 1.802) 	 for, and attributes the excess to neural summation. It is also
• Form recognition, especially in simple displays 	 possible to empirically estimate the effects of probability
• Reaction time to onset of light flashes and bar patterns 	 summation by measuring performance under conditions(sine-wave gratings).	 which simulate the independent decisions of the two eyes.
There are two possible sources of this binocular advan- 	 For example, Ref. 3 employed two methods to estimate
tage. The first, probability summation between the eyes, is 	 probability effects using a single eye: giving the eye two si-
due to each eye's independent chance of detecting a stimu- 	 multaneous chances to detect, but presenting the stimulus to
lus, which engenders better overall performance than if only widely separated retinal locations; and giving the eye two
a single eye is tested (CRef. 1.814). The concept of binocu-	 nonsirnultaneous chances to detect at the same retinal loca-
lar probability summation implies that independent detec- 	 tion. These provided an empirical probability summation
tion decisions can be made monocularly before the observer baseline. Binocular performance was even better than that
makes the overall decision response (CRef. Handbook).	 predicted by the empirical baseline, providing evidence for
The second possible source of binocular advantage is 	 neural summation.
Applications
Stereoscopic, autostereoscopic, and volumetric display
designs, especially those in which detection of a target is
critical.
Key References	 2. Blake, R., Sloane, M., & Fox, 	 3. Thom, F, & Boynton, R. M.R. (1981). Further developments in 	 (1974). Human binocular summa-
1. Blake, R., & Fox, R. (1973).	 binocular summation. Perception 	 tion at absolute threshold. Vision
The psychophysical inquiry into bi- & Psychophysics, 30, 266-276. 	 Research, 14,445-458.
nocujar summation. Perception &
Psychophysics, 14, 161-185.
Cross References	 1.814 Probability summation;
1.802 Monocular versus binocular
contrast sensitivity;
1.803 Binocular combination of
brightness and contrast;
Handbook ofperception and
human performance, Ch. 23,
Sect. 1.1
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1.8	 Binocular Vision
1.802 Monocular Versus Binocular Contrast Sensitivity
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1.5 I 	 • • •S
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Spatial Frequency (cyclnld.gre.)
Figural. (a) Ratio of binocular to mean monocular sensi-
tivity and (b) binocular versus monocular contrast sensitiv-
ity. Note logarithmic axis. (From Ref. 3)
Key Terms
Binocular summation; binocular viewing; contrast sensitiv-
ity; contrast summation; monocular viewing
General Description
Sensitivity to low luthinance contrast is greater under bi-
nocular than under monocular viewing conditions.
Applications
Stereoscopic or autostereoscopic display designs under low
luminance or low contrast viewing conditions.
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Methods
Test Conditions
• Sine-wave grating patterns
viewed on a CRT raster display; lu-
minance across screen varied sinu-
soidally for variable number of
cycles; constant avenge overall lu-
minance across screen of 80 cd/rn2
• Display adjustable independently
in contrast and spatial frequency
(number of cycles per degree of
visual angle)
• Grating filled rectangular area
subtending 2 x 1.3 deg sur-
rounded by 12-deg circular field;
viewed at 144.8 cm (57 in.)
• Eyes corrected to within
0.12 diopter with spectacle
lenses; 2.8-mm artificial pupils,
eyes treated with atropine to fix
accommodation
• Other eye viewed frosted glass
during monocular viewing
Experimental Procedure
• Method of adjustment
• Independent variable: luminance
contrast
• Dependent variable: contrast
sensitivity, or the reciprocal of
threshold contrast; contrast (modu-
lation contrast) is defined as
(max luminance - min lumi-
nance)/(max luminance + mm
luminance)
• Observer's task: set contrast so
pattern was just visible
• 'l\vo trials per data point
• 2 observers, practiced
Experimental Results	 Variability
• In every case, binocular contrast sensitivity is higher than
the monocular contrast sensitivity of either eye alone.
• Ratio of binocular to mean monocular sensitivity, shown
in Fig. la, is —Vifor all spatial frequencies.
• Extrapolating curves to highest visible spatial frequency
indicates a binocular improvement in grating acuity of
—40% (curves in Fig. lb fit by eye).
• 2 observers tested with natural pupils and normal accom-
modation gave similar results.
The mean ratio of binocular to monocular sensitivities was
1.42 for the three experiments with 2 observers. The stan-
dard error (SE) about that mean was 0.021. Individual SEs
for the same ratio ranged from 0.021 - 0.045.
Repeatability/Comparison with Other Studies
Ratio of binocular to monocular sensitivity of —Vis simi-
lar to most studies, despite differences in absolute sensitiv-
ity and method of measurement.
Constraints	 within ± 15 deg in orientation, and are moving in the same
direction.
• Binocular enhancement seems to exist only when the 	 • Many factors affect contrast sensitivity and must be con-
gratings in the two eyes are within 1/2 octave in spatial fre- 	 sidered in applying these results under different conditions
quency, are flickering at the same temporal frequency, are
	
(CRef. 1.628).
Key References	 2. Blake, R., & Levinson, E. 	 *3 Campbell, F. W., &(1977). spatial properties of binoc-	 Green, D.G. (1965). Monocular
I. Arditi, A., Anderson, P., &	 ular neurons in the human visual 	 versus binocular visual acuity.
Movshon, J. A. (1981). Monocular system. Experimental Brain Re-
	Nature, 208, 191-192.
and binocular detection of moving 	 search, 27, 221-232.
sinusoidal gratings. Vision Re-
search, 21,329-336.
Cross References	 1.803 Binocular combination ofbrightness and contrast;
1.628 Factors affecting contrast
sensitivity for spatial patterns;
1.801 Advantage of binocular over
monocular vision;
Handbook ofperception and
human performance, Ch. 23,
Sect, 1.2
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1.803 Binocular Combination of Brightness and Contrast
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Figural. Binocular equal brightness con-
tour. The figure shows, for a given right- or
left-eye luminance, the luminance required
In the other eye for the binocular combina-
tion to appear equal in brightness to a stan-
dard luminance 30 cd/rn 2. Dotted lines
demarcate the portion of the curve over
which binocular brightness averaging
holds. The nonlinear tails of the curve
show regions where brightness averaging
falls and binocular brightness Is deter-
mined primarily by the luminance of the
brighter eye. (From Ref. 5)
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Figure 2. Binocular equal contrast curves- Figure shows, forgiven right- or
left-eye contrast, the contrast required in the other eye for the combination
to appear equal in brightness to a standard of the indicated contrast. Left
panels show equal contrast functions for bar patterns of 1 cycle/deg; right
panels, for bar patterns of 8 cycles/deg (1 cycle = 2 times width of individual
bar). Negative diagonal line represents values for simple binocular averag-
ing of monocular contrasts; horizontal and vertical lines at 100% contrast
represent binocular contrast determined solely by the greater monocular
contrast. Measured binocular contrasts fall in between two theoretical
curves, indicating that some binocular averaging occurs, but higher weight
Is given to the greater of the monocular contrasts. (From Ref. 4)
Key Terms
Binocular averaging; binocular summation; brightness; con-
trast; Fechner's paradox
General Description	 however, binocular brightness depends more on the lumi-
nance of the brighter eye and may be greater than the aver-
In general, the brightness of a binocular visual scene is the 	 age of the two half-fields.
average of the brightness of the left eye's view and the	 Binocular contrast combination shows a different pat-
brightness of the right eye's view. Thus, when the lumi- 	 tern from binocular brightness combination. The apparent
nance in one eye is attenuated relative to the luminance in 	 contrast of a binocular pattern is greater than the average of
the other eye, the brightness of the visual scene may be	 the contrasts in the right and left eyes, but is less than the
greater with the dimmer eye closed than with both eyes	 contrast of the higher-contrast eye; that is, binocular con-
open, even though less total light reaches the visual system. 	 trast is determined more strongly, but not wholly, by the
This phenomenon is known as Fechner's paradox. When	 greater of the monocular contrasts.
the luminances of the two eyes' fields are very different,
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Methods
Test Conditions
Binocular brightness combi-
nation (Ref. 5)
• TWo circular targets 3 deg of
visual angle in diameter, viewed
against black background
• Luminance of standard target
30 cdim2 in both eyes; luminance
of test target fixed in one eye,
variable in other
• Standard target and test target
presented simultaneously
Binocular contrast combina-
tion (Ref. 4)
• Vertical sine wave grating pre-
sented via CRT; spatial frequency
I or 8 cycle/deg; constant mean lu-
minance 10 cd/m1 ; dark surround
• Contrast of standard but pattern
equal in both eyes; contrast levels
were .005, .01, .1, .3, .5 where
contrast = (max luminance - mm
luminance)/(max luminance + mm
luminance)
• Contrast of test bar pattern dif-
ferent in each eye; contrast vari-
able, but right/left contrast ratio
held constant at one of several
values
• Standard pattern and test pattern
viewed sequentially; 180 raw pre-
sentation per pattern, 600 msec be-
tween patterns; standard and test
patterns continued to alternate until
match made by observer
Experimental Procedure
Binocular brightness
combination
• Method of adjustment, under ob-
server's control
• Independent variable: luminance
of test target in fixed-luminance
eye
• Dependent variable: luminance
setting of test target in variable-
luminance eye needed to match
standard target
• Observer's task: adjust target
luminance in variable-luminance
eye until brightness of test target
matched brightness of standard
target
• Data shown for 1 observer
Binocular contrast
combination
• Method of adjustment, under
observer's control
• Independent variables: contrast
of standard pattern, left/right con-
trast ratio of test pattern, spatial
frequency
• Dependent variable: contrast of
test pattern needed to match con-
trast of standard
• Observer's task: adjust contrast
Of test pattern to match contrast of
standard
• Eight settings per point
• 6 observers; data are plotted for 2
observers at each spatial frequency
Experimental Results
	
	
• For contrast matching, perceived binocular contrast is de-
termined more strongly, but not wholly, by the greater of
• For brightness matching (Fig. 1), when the difference be- the two monocular contrasts (Fig. 2).
tween left and right eye luminances is not great, perceived 	
• Binocular contrast combination is similar for coarse
binocular brightness is the average of the monocular bright- (1 cycle/deg) and finer (8 cycles/deg) bar patterns.
nesses (matches ratt on straight irne with slope or - I,,.
• When the two eyes receive very different luminances, as
the luminance ratio between the eyes is increased beyond
some value (points of inflection on equal brightness contour
in Fig. 1), binocular brightness increases, so that the total of
the monocular luminances required to match the standard
target is smaller than elsewhere along the curve.
• When only one eye receives the test target and the other
views a dark background, the binocular percept is less
bright than if both eyes see the target, since the luminance
of the eye viewing the target must be made higher than the
luminance of the standard to match it in brightness.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Other investigators have found some binocular brightness
summation (binocular brightness is slightly greater than the
brighter monocular stimulus) when monocular brightness
differences are small (Refs. 2, 3). Results for binocular
contrast combination are consistent with those of other
studies.
Constraints	 binocular luminance matching function by departure of the
equal brightness contour from a slope of - 1 and in binocu-
• Many individuals show eye dominance effects in which 	 lar contrast functions by asymmetrical tilt of equal contrast
the inputs of the right and left eyes contribute unequally to	 curves with respect to the diagonal.
the binocular percept. Such eye dominance is evident in the
Key References	 2. Da Silva, H. R., & Bartley, S. H. 	 3. Engel, G. R. (1967). The visual	 suprathreshold contrast perception.(1930). Summation and subtraction	 process underlying binocular 	 Perception & Psychophysics,
I. Curtis, D. W., &Rule, S. J. 	 of brightness in binocular percep-	 brightness summation. Vision	 28,49-61.
(1980). Fechner's paradox reflects 	 tion. British Journal of Psycho!-	 Research, 7, 753-767.	 5 Levelt, W. J. M. (1968). On
a nonmonotone relation between	 ogy, 20,242-252.	 *4• Legge, G. E., & Rubin, G. S.	 binocular rivalry. The Hague:binocular brightness and lumi- 	 (1981). Binocular interactions in	 Mouton.
nance. Perception & Psycho-
physics, 27,263-266.
Cross References
1.801 Advantage of binocular over
monocular vision;
1.802 Monocular versus binocular
contrast sensitivity
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1.804 Binocular Suppression and Rivalry
Left eyes view	 Right eyes view
(a)
Stimuli
Figure 1. (a) Stereogram composed of orthogonally ori-
ented lines in the two half-fields, to determine binocular
suppression and rivalry; (b) Binocular appearance of (a)
when half-fields are >-1 deg. (From Handbook of percep-
lion and human performance)
Key Terms
Binocular rivalry; binocular suppression; image prevalence;
retinal rivalry; single vision
General Description	 Very different orientations of contours in the two half-
fields (i.e., to the two eyes) are not the only conditions
Binocular suppression is the decrease or loss of visibility of which produce suppression rivalry. Nearly any difference
a portion (or all of) one eye's view due to stimulation of the	 that might be produced by different objects imaged on cor-
same visual field location of the other eye. A simple demon- responding portions of the retinas will produce rivalry. Plac-
stration of such suppression can be had by viewing a stereo- ing a hand in front of one eye and viewing a distant object
gram which has grossly conflicting information in the two 	 illustrates suppression. Although one is aware of the hand,
half-fields, such as the one shown in Fig. la. In such situa- 	 one can also see through it to the environment beyond.
tions of conflict, the eyes usually engage in retinal rivalry, 	 Other conditions which produce suppression rivalry include
in which the suppressed (unseen) and dominant (visible) 	 differences in contour length, size, brightness, and hue.
half-fields alternate in 1-4 sec time periods. Suppression 	 Even targets of equal luminance, if made to appear very dif-
may also be piecemeal, and appear as in Fig. I b, where 	 ferent in intensity (lightness) or hue through simultaneous
each eye contributes dominant portions to the combined 	 contrast, may produce rivalry. When targets whose con-
percept. Part of the time, only one pattern will be seen; part 	 tours are identical but differ in other ways (such as hue), the
of the time only the other; and part of the time a mixture, as 	 binocular image takes on a lustrous appearance, dynami-
shown. This figure, however, illustrates only an instant of 	 cally changing the appearance of local regions of the target
the stereogram's appearance, since the dominance and 	 over time.
suppression of each portion are in a constant state of flux.
Piecemeal suppression tends to occur with patterns subtend-
ing more than - I deg arc of visual angle.
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Applications
Stereoscopic and autostereoscopic displays in which left
and right eyes, or portions thereof are stimulated with
grossly conflicting information.
• Suppression and rivalry may also occur with identical vi-
sual stimulation in both eyes, and hence be ubiquitous.
There is as yet no way to determine this, since there is no
Key References	 3. Thomas, F. Dommick, EL.,
& Luria, S. M. (1961). A study of
1. Kaufman, L. (1974). Sight and	 binocular color mixture. Vision Re-
mind. New York: Oxford Univer-	 search, 1, 108-120.
sity Press.	 4. Wallach, H., & Adams, P. A.
2. Levelt, W. J. M. (1968). On hi- 	 (1954). Binocular rivalry of achro-
nocidar rivalry. The Hague: 	 matic colors. American Journal of
Mouton.	 Psychology; 67, 513-516.
Cross References
1.805 Spatial extent of binocular
suppression;
1.806 Time course of binocular
suppression and rivalry;
1.807 Visual sensitivity and perfor-
mance during binocular suppres-
sion;
Handbook ofperception and
human performance, Ch. 23,
Sect. 2.
way to identify the eye of origin of the percept.
• Under highly specific conditions, such as long exposure
time, equal luminance, and uniform surround, lights of sim-
ilar wavelength may mix rather than rival (Ref. 3).
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1.805 Spatial Extent of Binocular Suppression
14
N
C
0
0
SN
S
E
C
0
N
N
SL
CL
CL
3
0
I	 ii
Left	 Right	 Left	 Right
eye	 eye	 eye	 eye
Combined	 Combined
view	 View
I	 . = Parallel lines vertIcal
8 H
I	 V	 = Parallel lines Ilorizonlal¶
Gap Size (degrees)
Figural. Target configurations presented stereoscopi-
caliy. Combined view Illustrates percept in the absence of
suppression; when suppression occurs, portion of single
line which falls between the two parallel lines Is not visible.
(From Ref. 1)
Figure 2. Spread of suppression for line patterns shown in
Figure 1. The graph shows the mean length of time within
30-sec trials that the portion of the cross bar failing be-
tween the two parallel lines was suppressed (not visible)
as a function of the distance between the parallel lines.
(From Ref. 1)
Key Terms
Binocular rivalry; binocular suppression; image prevalence;
retinal rivalry; single vision
General Description	 of suppression which define the smallest possible regions
which can be suppressed. The measured spread of suppres-
When the visual patterns presented to the left and right eyes	 sion is - I deg arc of visual angle and is greater in the hod-
are not identical, part or all of one eye's pattern may be sup- zontal than in the vertical dimension.
pressed, i.e., may drop from visibility (CRef. 1.804).
Monocular contours carry into the binocular view zones
Applications
Stereoscopic and autostereoscopic displays in which con-
tours of different orientation are presented to the two eyes.
Viewing a monocular display with one eye while simulta-
neously viewing the world with the other eye. Optically dis-
played visual field with spatially distributed distortion.
Test Conditions
• Targets were one single vertical
and two horizontal lines, or two
vertical and one horizontal line;
Fig. I shows configurations and
combined views assuming no
suppression
• Targets drawn with a hard pencil
on white cards viewed in a
stereoscope
• Separation between lines;
—0.125,0.25,0.5, l,2 and 4deg
of visual angle
Experimental Procedure
• Independent variable: angular
separation between lines of the
two-line half-fields (gap size); hori-
zontal or vertical parallel lines
• Dependent variable: mean (com-
plete) suppresion times per 30-sec
trial
• Observer's task: register left and
right half-fields binocularly and
press a button when single line
completely disappeared from re-
gion between two lines of other
half-field
• Four 30-sec trials per data point
• 10 naive observers
400	 Bull, K. R., & Uncoln, J. E. Engineering Date Compendium: Human
Perception and Pertormance. MMRL, Wright-Patterson AFB, OH, 1988.
Visual Acquisition of Information 	 1.0
Experimental Results
	
	
cal) is significantly greater than vertical suppression for all
but largest two gap sizes (p<0.025). Frequency of suppres-
• In line patterns such as those in Fig. 1, as the gap between sion (not shown) showed similar results.
parallel lines decreases, the duration of suppression of the
	
• Other experiments (Ref. I) indicate that the greater hori-
portion of the single line that falls within the gap increases	 zontal extent of suppression is due to greater instability of
monotonically.	 convergence eye movements than vertical eye movements.
• Suppression reaches a maximum of - 14 min arc, beyond
which further decreases in gap size do not result in greater
	
Variability
suppression time.	 One-tailed t-tests used to test significance; no specific infor-
• Suppression in a horizontal direction (parallel lines verti-
	 mation on variability given.
Constraints
• The spatial extent of suppression may vary with other pa-
rameters as well, such as contrast and spectral content of the
target.
• The spatial extent of suppression may also fluctuate over
time, to some degree, within rivalry phases.
Key References
*1. Kaufman, L., (1963). On the
spread of suppression and binocu-
lar rivalry. Vision Research, 3,
401-415.
2. Kaufman, L., (1974). Sight and
mind. New York: Oxford Univer-
sity Press.
Cross References
1.804 Binocular suppression and
rivalry;
1.806 Time course of binocular
suppression and rivalry;
1.807 Visual sensitivity and perfor-
mance during binocular
suppression;
Handbook ofperception and
human performance, Ch. 23,
Sect. 2.3
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Ref. 2
Ref. 2
Field Luminance
(both eyes)
Contrast
Field area
(both eyes)
Amount of "contour"
(one eye)
Field motion
(one eye)
Blur of pattern
(both eyes)
Target distance from
fixation (both eyes)
Ref. 2
+	 -	 Ref. 2,5,6
Ref. 2
+	 Ref. 1,2,6
+	 Ref.2
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1.806 Time Course of Binocular Suppression and Rivalry
Table 1. Variables Affecting Binocular Rivalry and Suppression.
Effect on	 Effect on
Effect on Al- Ion
Variable	 teration Rate	 Prevalence	 Duration	 References
Field Luminance	 +	 Ref. 2
(one eye)
Terms
Binocular rivalry; binocular suppression; image prevalence;
retinal rivalry; single vision
When visual patterns presented to the right and left eyes are
not identical, an observer may experience binocular rivalry
(CRef. 1.804), in which some or all of one eye's view is
suppressed and the visible half-field alternates from eye to
eye overtime. If the pattern to each eye is appropriately
structured (e.g., vertical lines in one eye, horizontal lines in
the other) the observer can identify which half-image is vis-
ible and can track shifts in the perceived image from eye to
eye. Three measures of interest are the alternation rate (the
rate at which the predominant view shifts from eye to eye),
image prevalence (the proportion of time a given eye's view
is predominant), and average duration of suppression (the
average time the other eye's view is visible). (Note that the
Applications
duration of suppression will vary with both image preva-
lence of the other eye and alternation rate.)
Table 1 lists variables known to affect these three as-
pects of binocular rivalry and suppression and indicates the
direction of the effect. A plus sign indicates that increasing
the variable increases the value of the indicated measure; a
minus sign indicates that increasing the variable decreases
the value of the measure. Note that each variable can be in-
creased in one or both eyes. For cases where the value of a
variable is changed in one eye only, the effect indicated is
for that eye. An empty cell indicates that the effect of the
variable on the given measure is not known. Reference 6
contains a review of virtually all studies of binocular rivalry
prior to 1965.
Stereoscopic and autostereoscopic displays in which the in-
formation simultaneously presented to the two eyes is not
identical.
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Constraints
• Duration of suppression may be affected by other vari-
ables not listed here.
• Studies showing that field luminance increases image
prevalence have confounded luminance with contrast; other
studies have found no effect of field luminance.
Key References	 ogy: Ifwnan Perception and Per- 	 5. Kakizaki, S. (1960). Binocularformance, 3,251-257.	 rivalry and stimulus intensity. Jap-
1. Alexander, L. T. (1951). The in-	 Breese, B. B. (1899). On inhibi- 	 anese Psychological Research, 2,
fluence of figure-ground relation- 	 lion Psychological Monographs,	 94-105.
ships in binocular rivalry. Journal	 3, (I, Whole No. II).	 6. Levelt, W. J. M. (1968). On bi-
ofExperimental Psychology, 41,
376-381.	 4. Fox, R., & Rasohe, F. (1969). 	 nocular rivalry. The Hague:
Binocular rivalry and reciprocal in-	 Mouton.
2. Blake, R. (1977). Threshold 	 hibition. Perception & Psycho-
conditions for binocular rivalry.	 physics, 5,215-217.
Journal of Experimental Psychol-
Cross References
1.804 Binocular suppression and
rivalry;
1.805 Spatial extent of binocular
suppression;
1.807 Visual sensitivity and per-
formance during binocular
suppression
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1.807 Visual Sensitivity and Performance During Binocular
Suppression
Tablet. Effect of Binocular Suppression on Visual Performance
Visual Task	 Sensitivity or Performance Change
Detection of test flashes 	 Threshold in suppressed condition higher by 0.5 log unit
References
Refs. 1,9,10
Ref. 2
Ref. 2
Ref. 11
Detection of contrast
	 Changes detected almost immediately in suppressed condition
decrements
Detection of contrast
	 Changes detected only after altered target returns to dominant
decrements	 phase
Introduction of contrast decrement reduces duration of suppression
phase
Detection of changes in spatial 	 Changes detected only after altered target returns to dominant	 Ref. 2
frequency	 phase
Introduction of spatial frequency changes reduces duration of	 Ref. 11
suppression phase
Detection of changes in	 Changes detected only after altered target returns to dominant	 Ref. 2
orientation	 phase
Introduction of change in orientation reduces duration of suppression 	 Ref. 11
phase
Reaction time to movement is significantly increased during suppres- Ref. 6
sion; the magnitude of the increase is inversely related to the
strength of the movement stimulus
Letter recognition is significantly lower (by 20%) for letters presented	 Refs. 5, 7
during suppression
Latency for detecting onset of
motion
Letter recognition
Key Terms
Binocular rivalry; binocular suppression; letter recognition;
motion detection; retinal rivalry; spatial frequency discrimi-
nation; spatial orientation discrimination; target detection
General Description 	 tivity to a target under monocular viewing, or when the eye
is in a dominant phase, with sensitivity when the same eye
When the visual stimuli to the right and left eyes are not 	 is in a suppression phase under binocular rivalry
identical, part or all of the image of one eye may be sup- 	 conditions.
pressed, that is, the visibility of one eye's image may be re- 	 Table 1 lists some of the visual tasks on which perfor-
duced (CRef. 1.804). Usually the dominant (unsuppressed) 	 mance or sensitivity decreases during suppression, de-
image alternates from eye to eye over time—a phenomenon scribes the observed differences between the suppressed and
known as binocular rivalry. Performance on many visual	 dominant or monocular conditions, and cites sources of ad-
tasks has been found to decline when the eye is in a state of 	 ditional information.
suppression. This decline is measured by comparing sensi-
Applications
Stereoscopic and autostereoscopic displays in which the in-
formation simultaneously presented to the two eyes is not
identical.
Constraints
• Suppression affects a retinal area as a whole, rather than
any specific set of target dimensions.
Boff, K. R., & Lincoln, J. E. Ennineedna Data Compendium: Human404	 PerceptionandPerformance. iAMRL, Wright-Patterson AFB, OH, 1988.
Visual Acquisition of Information	 1.0
Key References	 & Overton, R. (1980). What is	 Experimental Psychology, 78, 	 Wooten (Eds.), Visual psychophys-
suppressed during binocular ri-	 388-395.	 ics and physiology. A volume dedi-
I. Blake, R., &Camisa, J. C.
(1979). On the inhibitory nature of
binocular rivalry suppression.
Journal of Experimental Psychol-
ogy: Human Perception and Per-
formance, 5,315-323.
2. Blake, R., &Fox, R. (1974).
Binocular rivalry suppression: In-
sensitive to spatial frequency and
orientation change. Vision Re-
search, 14,687-692.
3. Blake, R., Westendorf, D. H.,
vatry 1 rercepuon, Y, hL34 I.
4. Breese, B. B. (1909). Binocular
rivalry. Psychological Review, 16,
410415.
5. Collyer, 0., & Bevan, W.
(1970). Objective measurement of
dominance control in binocular ri-
valry. Perception & Psychophys-
ics, 8,437-438.
6. Fox, R., &Check, It (1968).
Detection of motion during binocu-
lar rivalry suppression. Journal of
7. Fox, R., & Check, R. (1966).
Forced-choice recognition during
binocular rivalry suppression. Psy-
chonomic Science, 6,471472.
8. Makous, W., & Pubs, B.
(1981). Grating colors mix while
their contours rival. Visual Science
Supplement, 20,225.
9. Makous, W., & Sanders, K.
(1978). Suppressive interactions
between fused patterns. In J. C.
Arrnington, J. Krauskopf, & B. R.
cuscusvw'rwntgga. flOw iUit.
Academic Press.
10.Wales, R., & Fox, R. (1970).
Increment detection thresholds dur-
ing binocular rivalry suppression.
Perception & Psychophysics, 8,
9094.
II. Walker, P., & Powell, D. I.
(1979). The sensitivity of binocular
rivalry to changes in the nondomi-
nant stimulus. Vision Research,
/9,247-249.
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1.8	 Binocular Vision
Figure l. symmetric convergence.	 Figure 2. Asymmetric convergence. 	 FIgure 3. Convergence In diopters.
Key Terms
Binocular fixation; convergence; divergence; eye move-
ments; vergence eye movements
General Description
Vergence is the rotation of the eyes inward or outward so
that the lines of sight intersect at roughly the distance of the
object being viewed; this allows the separate retinal images
of the object to be seen as single or fused, and brings the
images of the object into the central foveas of each eye,
where acuity is greatest. Convergence is the movement of
the eyes to focus on a point nearer the observer; divergence
is movement to focus on a point further away.
Measurement of Convergence Angle
The convergence angle a is the angle formed between the
lines of sight when the two eyes are fixated on a point in
space (Fig. 1). The magnitude of a varies with fixation dis-
tance and interpupillary distance (IPD).
The value of a in angular units (degrees or radians) is
derivable from the geometry of target fixation by the eyes.
Convergence can also be measured in diopters, linear units
expressing the amount by which the eyes must rotate from
parallel to fixate a target at a given distance (Fig. 3).
Table 1 shows how to determine the value of a in angu-
lar units for both symmetric convergence (fixation on a point
directly ahead of observer) (Fig. 1) and asymmetric
convergence (fixation displaced to one side) (Fig. 2). When
a is small, and when the displacement of fixation from
straight ahead is not too great, the simplified calculation
formulas of Eqs. 3 and 4 in Table 1 provide reasonable ap-
proximations to a (the errors introduced by these simplifica-
Figure 4. Convergence angle as a function of fixation
distance.
tions are also given in the table). Convergence in diopters
(A) is given by Eq. 5 of Table I. Convergence in diopters
and angular convergence are related as arad = All 00.
Relation of Convergence Angle to Fixation Distance
Figure 4 shows how a varies with fixation distance for sym-
metric fixation. a decreases rapidly for distances - 1 m from
observer, but changes only slightly beyond 2 m.
Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
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Table 1. Calculation of convergence angle.
In Angular Units
Type of	 Simplified	 Errors of
Fixation	 Complete Calculation Formula 	 Approximation	 Approximation
<1% tore <10 deg
(i.e., D C 75 cm)
ON
Symmetric (Fig. 1)	 (1) tan adegl2 = i/2D	 (3) a, = LID
Asymmetric (Fig. 2)	 (2) area	 (2j/D) - 2j(3x2 + j2)/3D 3 +	 (4) a F d = 2j/D
2j(5x4 + 10x2j3 + j 4)/5D5 -
In Diopters (Fig. 3):	 (5) A = lID i, where i is in centimeters and 0 is in meters
% error =
(3x2 + j 2)/302 x 100
Key a	 convergence angle in degrees
	 i IPO	 x - magnitude of lateral displacement
convergence angle in radians 	 j = 112	 of fixation from straight ahead
= convergence in diopters 	 D = fixation distance	 Note I red m 57.3 dog
Applications	 Depth discrimination of targets varies with convergence
angle. Convergence angle provides some information aboutThe near point of convergence is —0.05 m (a = — M deg)	 absolute distance but is a relatively weak depth cue. For afor normal observers; objects closer than this distance ap-
	 given angular size of target at fixed distance, apparent sizepear blurred or double. For distances greater than a few me- decreases as convergence angle increases.
ters, the eyes are effectively parallel (a0 deg). Under
normal viewing conditions, the eyes do not diverge beyond
parallel.
Constraints	 from normal values; this should be considered in certain ap-
plications (CRef. 1.809).
• Under normal conditions, changes in convergence angle
	
• Definition of nonsymmetric convergence angle given
are linked to accommodative changes of the lens of the eye. 	 here assumes that center of rotation of the eyeball is coinci-Decoupling of accommodation and convergence may result dent with optic node of the eye. Since this is not strictlyin discomfort during prolonged viewing and, for extreme 	 true, certain small errors of estimation are introduced, al-
cases, in loss of single vision (double images, or diplopia).
	 though these are generally too small to be of practical con-
Consequently, designs which manipulate convergence angle sequence. Detailed analysis and a more precise formula can
may need to incorporate adjustments for focus of each eye
	 found in Ref. 2.(CRefs. 1.222; 1.231).	
• Change in convergence angle is accomplished through
• Resting convergence (convergence angle assumed by
	 eye movements. Convergence angle may be manipulated
eyes in absence of any stimulus for fixation) is --3 deg for
	
artificially by placing prismatic lenses in front of one or
normal observers. Some observers show marked deviation
	 both eyes.
Key References
I. Graham, C. H. (1965). Vision
and visual perception. New York:
Wiley.
Oxford University Press.
3. Hochberg, J. (1971). Perception
11. Space and movement. In J. W.
Kling&L. A. Riggs, (Eds.),
Woodworth and Schlosbergs ex-
perimental psychology (pp. 475.
482). New York: Holt, Rinehart &
Winston.
4. Scheie, H. G., & Albert, D. M.
(1977). Textbook of ophthalmology
(pp. 115-120). Philadelphia: W. B.
Sanders.
Cross References	 1.950 Factors affecting vergence
eye movements;
1.222 Visual accommodation; 	 1.952 Versence eye movements:
1.231 Relation between accommo-
	 eliciting target characteristics
dation and convergence;
1.809 Phoria;
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1.809 Phoria
-2 -1 0 +1 +2	 -2 -1 0 +1 +2
11111	 liii	 II	 111111	 lIlt	 iii	 iii
Left eye's view	 Right eye's Combined view
view
(a)
F+2
+1
0
--I
-2
Left eye's view	 Right eye's	 Combined view
view
(b)
Figural. Stereograms used in measurement of (a) lateral
and (b) vertical beterophorla. The combined views are for
observers with (a) 0,4 diopter esophoria and (b) 0.4 diopter
right hyperphorla.
Key Terms
Convergence; heterophoria; motor fusion; phoria; vergence
eye movements
General Description 	 for one or both eyes to turn in (esophoria) or turn out
(exophoria).
The proper alignment of the eyes in convergence to a fixa-	 orthophoria is the absence of heterophoria and is rarely
tion object is guaranteed by motor fusion, a mechanism 	 observed. Heterophoria may also be vertical. Right hyper-
which aligns spatial contours arising from the attended 	 phoria occurs if the right eye exhibits a latent tendency toplane of fixation on corresponding points of the two retinas deviate upward; if it tends to deviate downward it is rightby convergent and divergent eye movements. Phoria is the	 hypophoria. Phoria must be distinguished from tropia, the
vergence condition of the eyes when the stimulus to fusion	 vergence condition of the eyes when fusion contours areis removed, e.g., when contours in the eyes are dissimilar	 present.
and cannot be aligned. Such viewing conditions generally
reveal some amount of heterophoria, the latent tendency
Applications
Displays and viewing arrangements in which binocular
alignment is critical even in the presence of grossly dispar-
ate half-fields; large uncorrected phorias, especially vertical
phorias, can lead to visual problems and visual discomfort,
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- —Exophoria
- Orthophoria	 j
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II
Visual axis for
one eye
turns up
\	 Plane of
correct
focus
(a)	 (b)
FIgure 2. (a) Lateral phoria types: horizontal position of one or both eyes deviates when
viewing dissimilar patterns as In Fig. 1 a. (b) Vertical phorla: vertical position of one or both
eyes deviates when viewing dissimilar patterns as In Fig. lb. (From Ref. 2)
Methods	 grants such as those inFig. 1;
one half-field has a pointer, the
Testing Procedures	 other an index calibrated in
• To test for heterophoria, a stereo- prism diopter units.
scope or other suitable instrument 	 • The observer attempts to fuse the
with prisms is used to force verg- 	 half-fields binocularly and readsthe position of the pointer on theence to standard near-viewing index.(40-cm) or far-viewing (3-rn) dis-
tances. The observer views stereo-
Constraints
• Heterophoria by itself is not a visual problem, and its
clinical value is primarily in relation to other measures,
such as amplitudes of motor fusion.
• Fixation disparity is found in most heterophorics, in the
same direction as the phoria (Ref. 1).
Key References	 (Igery interpretation equipment.Seattle, WA: Boeing Aerospace.
1.Bishop, P. (1981). Binocularvi- 3. Ogle, K.N. (1950). Researches
sion. Ink. A. Moses (Ed.), Adler's in binocular vision. Philadelphia:
physiology of the eye. clinical ap-	 Saunders.
plication (pp. )7-649). St. Louis:
C. V. Mosby.	 4. Von Noorden, O.K. (1980). Di-
2.Farrell, R. J., & Booth, J. M.	 noth, vision and ocular motility.
(1984). Design handbookfor im- 	 St. Louis: C. V. Mosby.
Cross References
1.808 Convergence angle;
1.810 Incidence of lateral and ver-
tical phorias;
1.912 Fixation stability: magnitude
of horizontal drift
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1.810 Incidence of Lateral and Vertical Phorias
Target Distance (meters)
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one range
.__#f 
Exophoria
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Target Distance (diopters)
Figural. Lateral phorla in the normal population as a
function of fixation distance (Study 1). (From Ref. 2)
Key Terms
Convergence; heterophoria; motor fusion; phoria; vergence
eye movements
Under normal viewing conditions, when the eyes are con-
verged on a fixation target, motor fusion causes spatial
contours arising from the plane of fixation to align on
corresponding points of the two retinas. When the stimulus
to fusion is removed (i.e., the contours in the two eyes are
dissimilar and cannot be aligned), the eyes frequently show
a tendency to deviate from parallel, a condition known as
heterophoria. Heterophoria can be lateral (one or both eyes
turn inward [esophoriaj or outward [exophoria]) or vertical
Applications
Displays and viewing arrangements in which binocular
alignment is critical or situations which involve prolonged
convergence to near distances. Uncorrected vertical phorias
may lead to visual problems and visual discomfort.
Figure 2. incidence of vertical phoria in 1000 refraction
cases (Study 2). (From Ref. 2)
(one or both eyes deviate upward [hyperphoria] or down-
ward [hypophoria]). In the general population, the average
individual is slightly exophoric (eyes tend to turn out) at
near distances and approaches orthophoria (no tendency to
deviate) as distance increases (Fig. I). Over half of a large
sample of refraction patients (i.e., patients consulting an
eye specialist in connection with refractive problems such
as near-sightedness or far-sightedness) showed some degree
of hyperphoria (upward deviation) (Fig. 2).
Methods	 Study 2 (Ref. 3)
• Maddox rod test used to assessStudy 1 (Ref. 1)	 vertical phoria; 1000 refraction pa-
• Data from 7,516 observers in	 tients studied
IS separate studies using a variety
of methods
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Experimental Results
• Average lateral phoria increases as viewing distance
increases. At 1/3 m, the average person has - 1.2 deg
(2 prism diopters) of exophoria (convergence insuffici-
ency). At 10 m, the average person is orthophoric.
• 55% of refraction patients have demonstrable hyper-
phoria; 43.2% have vertical phorias of <1 prism diopter
Constraints
(0.57 deg), and less than 12% have >1 prism diopter of
vertical phoria.
• Twice as many cases show greater hyperphoria at near
distances than at far distances.
Variability
Bars in Fig. 1 indicate standard deviations about two data
points.
• The Maddox rod test is widely used but is a gross mea-
sure of phoria.
• Figure 2 shows the incidence of vertical phoria in 1000
refraction cases but does not necessarily describe the normal
population.
Key References	 2. Farrell, R. L, & Booth,!. M.	 *3 Oaks, L. W, & Oaks, L. E.
(1984). Design handbook for im-	 (1936). Some clinical observations
*1. Bureau of Visual Science. 	 agery interpretation equipment. 	 on vertical phorias in one thousand
(1950). American optical refrac-	 Seattle: Boeing Aerospace Co. 	 refraction patients. Eye. Ear, Nose
tion handbook (p. 105). American	 and ThroatMonthly, 15, 333-336.
Optical Co.
Cross References
1.809Phoria;
1.813 Alignment and adjustment
tolerances for binocular
instruments;
1.912 Fixation stability: magnitude
of horizontal drift
411
1.8	 Binocular Vision
1.811 Eye Signature: Discrimination of Which Eye Is Stimulated
£ = Observer 1
o = Observer 2
o = Observer 3
• = Observer 4
• 
Observer 5
S
	 90
ill
cc
0S
C-
tE
2
00
it
Spatial Frequency (cyclaldegre.)
Figural. Discrimination of which eye receives a bar pat-
tern when the other eye receives a blank field, as a function
of spatial frequency of the bar pattern (1 cycle = 2 x width
of individual bar). (From Ref. 1)
Key Terms
Eye signature; utrocular discrimination
General Description	 Performance falls to chance levels, however, for targets
with relatively narrow bars (high spatial frequency). For
Utrc'cular discrimination is the ability to distinguish which 	 coarse bar patterns, observers are also able to discriminate
eye receives a target image when one eye views the target	 which eye receives a pattern of higher contrast and whether
and the other eye sees a blank field. Most observers show	 the target is presented to one or to both eyes.
reliable utrocular discrimination for relatively coarse bar
patterns (sine-wave gratings of low spatial frequency).
Applications
Stereoscopic and autostereoscopic display designs.
Methods	 varied from 1-6 cycles/deg in 	 • Blocked counterbalanced condi- • Dependent variable: percent cor-I deg steps	 tions, with eye which received pat- rect identification of which eye
Test Conditions 	 • Mean luminance constant at	 tern randomly varied	 viewed pattern
• Two CRT monitors arranged as a 	 cd/in2 ; patterns amplitude- 	
• Observer's task: report which eye
mirror stereoscope with one eye	 modulated by Gaussian func-	
Experimental Procedure	 saw the bar pattern
tion with 1.5-deg space constant 	 • Two-alternative forced-choice	 • At least 100 trials per data point
viewing each screen; screen size 	 to remove abrupt lateral borders;	 discrimination	 • 5 observers with normal stereop-7 X 5 deg of visual angle; one	 0.10 maximum contrast at center	 • Independent variables: spatial 	 sis as assessed by modified
screen blank, one filled by vertical
bar pattern (sine-wave grating); 	 of patterned screen	 frequency of grating, which eye 	
Orthorater
bar width (spatial frequency)	 • Viewing distance 114 run 	 viewed bar pattern
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Experimental Results
	
criminate which eye receives the target of higher contrast
nrnviglpA that the difference in throat contrast is 6_9 Aar_
• Four out of five observers perform better than chance in
discriminating which of the two eyes views a bar pattern
when the bars are relatively coarse (spatial frequency of
1 cycle/deg); however, performance declines to chance
levels as bar width decreases (higher spatial frequencies).
• Follow-up experiments show good utrocular discrimina-
tion with more complex patterns if patterns contain signifi-
cant energy at low spatial frequencies.
• In a related study, with a stationary vertical bar pattern
presented to either one or both eyes, observers can discrimi-
nate monocular from binocular stimulation with an accuracy
of >85% when the bars are 1 cycle/deg; performance falls
to chance levels for 8 cycle/deg bars.
• In a second related study, when one eye is shown a coarse
(1 cycle/deg) bar pattern of higher contrast than an identical
bar pattern presented to the other eye, observers can dis-
bels. For contrast differences above this level, performance
improves as contrast difference increases.
Variability
Ninety-five percent confidence intervals, assuming
100 trials per point, are ± 0.098 for 50% correct identifi-
cation, ± 0.084 for 90%, and ± 0.058 for 75% correct
identification. There is large variability from individual
to individual as not all observers are capable of utrocular
discrimination.
Repeatability/Comparison with Other Studies
Earlier studies have disagreed as to whether utrocular dis-
crimination ever rises above chance performance, but none,
used bar patterns (see Ref. 3).
• Individuals who lack stereopsis perform this task well atConstraints	
all resolvable bar widths (Ref. 2).
• Utrocular discrimination seems to be unaffected by target • Utrocular discrimination seems to be unrelated to binocu-
distance from fixation, orientation of bar pattern, contrast of lar summation or interocular transfer.
bars, target duration, or practice with feedback.
*I.Blake, R., & Connack, R.
(1979). On utrocular discrimina-
tion. Perception & Psychophysics,
26,53-68.
2. ujaxe, K., & Cormack, K.
(1979). Psychophysical evidence
for a monocular visual cortex in
stereoblind humans. Science, 203,
274-275.
F. A. in
utrocular discrimination. Quar-
terly Journal ofExperimental
Psychology, 20, 200-203.
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1.812 Binocular Displays
Objective
	
	
Eyepiece
(ocular)
E3>"Ct0__	 Binocular Display with a
	
Binocular Display	 Biocular Objective
(a)	 (b)	 wLa
Binocular Display with Biocular
Eyepiece and Objective
(c)
Magnifying
lens
CRT
screen
Biocular Magnifier
(d)
Figural. Some examples of lens arrangements In binocular displays. (From Ref. 1)
Key Terms
Autostereoscope; binocular display; pseudoscopic display;
stereoscope; telestereoscope; volumetric display
Binocular displays are those for which an observer uses
both eyes. If the same two-dimensional image is viewed by
both eyes, the display is said to be binoptic (also called
monoscopic). If different images are presented to the two
eyes, the display is termed dichoptic; if these differences are
depth-producing, the display is stereoscopic as well. View-
ing the world with the unaided eyes is the simplest type of
binocular display, and it is, of course, stereoscopic. When
two eyes share a single optical element with a single axis of
symmetry, that element is said to be biocular. An example
of a biocular element is a single eyepiece of larger diameter
than the interpupillary distance, through which both eyes
gain access to the rest of the lens system. Several examples
of the use of binocular elements are shown in Fig. lb-d.
The use of lenses, prisms, mirrors, and other optical
hardware often makes binocular displays complicated, but
allows great flexibility in manipulating what the observer
perceives, especially with regard to depth relations in the
414
visual environment. For example, mirrors can be made to
amplify lateral retinal image disparity by effectively in-
creasing the horizontal separation of the eyes. Such telester-
eoscopic displays have the effect of increasing apparent
depth magnitude and improving linear (but not angular)
depth discrimination. Similarly, if the two eyes' images
(half-fields) are reversed, the normal stereoscopic depth re-
lations are reversed, that is, objects that are farther than the
fixation point in normal view appear nearer than the fixation
point in this pseudoscopic view.
Autostereoscopic displays are those in which the visible
pattern varies continuously with the viewing angle, and thus
the observer may move about and see the displayed objects
from different angles without destroying or diminishing the
stereoscopic percept. Holographic displays are autostereo-
scopic, and although they appear truly three-dimensional,
they are, in fact, reflected from a single flat plate. Volumet-
ric displays, in contrast, use images that are actually dis-
persed through three-dimensional display spaces.
Soft, K. A., & Lincoln, J. E. Engineering Data Compendium: Human
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Constraints	 convergence, and may produce discomfort unless these
variables are calibrated properly (CRef. 5.912).
• Binocular terminology is often confusing and inconsist- 	 • Apparent depth in binocular displays depends on many
ent in the literature,	 cues other than stereopsis.
• Binocular displays are capable of disturbing the normal
relations between retinal disparity, accommodation, and
Key References	 2. Okoshi, T. (1976). Three-dimen-
sional imaging techniques. New
*1 Farrell, R. L, & Booth, J. M. 	 York: Academic Press.
(1984). Design handbook for im-	 3. Valyus, N. A. (1966). Stereos-
agery interpretation equipment.	
copy. London: Focal Press.Seattle: Boeing Aerospace Co.
Cross References	 5.912 Tolerance for vertical
disparity;
1.813 Alignment and adjustment 	 5.914 Filler separation and free
tolerances for binocular 	
stereoscopic display methodsinstruments;
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1.813 Alignment and Adjustment Tolerances for
Binocular Instruments
Figural. Vertical and horizontal displacement produced by relative rotation (rotation difference). Target Is cross-hair re-
tide. Maximum vertical displacement (Il) is at loft and right field edges. Maximum horizontal displacement (H) is at top and
bottom field edges. There is no displacement at center. Displacement increases with distance from center.
Key Terms
Binocular display; binocular misalignment; double vision;
image alignment
General Description	 tal line through field centers at the field's edge. Maximum
horizontal misalinmenL it also at field's ed ge is on vet-A binocular instrument presents one image to the right eye
and another to the left eye, each generally representing the
same object or scene. With a well constructed and aligned
instrument, adjusted to the user's interpupillary distance
and focused for the user's eyes, only one object or scene is
perceived and viewing is comfortable. However, all binoc-
ular instruments have slight differences between the two
images in size (magnification difference), orientation (rota-
lion difference), or location (vertical or horizontal misalign-
ment). Small differences are unnoticeable; as differences of
any of these three types increase, no discomfort is noticed
initially, but extended use can cause severe headache. Very
large differences between left and right images can cause
eyestrain, possibly nausea, and headache. The scene or ob-
ject will occasionally split into two objects or misregistered
images and one image may be suppressed (not seen). When
image differences are too large, single vision is impossible;
double vision (diplopia) always occurs.
With optical axes misaligned, or with differences in
magnification or rotation, all corresponding points in the
two images are misaligned both vertically and horizontally.
With axis misalignment, the amount of misalignment is uni-
form over the field. With either rotation or magnification
differences, angular misalignment increases with angular
distance from the field center.
With a rotation difference, R, maximum vertical
misalignment, V, in the field of view (FOV) is on a horizon-
Boll, K. A., & Lincoln, J. E. Engineering Data Compendium: HumanPea'ceptlon and Perfarm once. MMRL, Wright-Patterson AFB, OH, 1988.
minutesfical line through field center. Maximum V in 	 of arc
for a rotation R in minutes with a total FOV of  deg is
V = It sin (1712). Maximum H is determined similarly.
With a magnification difference of d percent, the largest
V in the FOV is at the edge of the FOV on a vertical line
through field center. For a total FOV of  degrees, V in
minutes is  = 0.3Fd.
Tolerances for Image Differences
People differ greatly in tolerance to differences in the two
images of a binocular instrument. Also, the criterion for tol-
erance is a significant factor. Tolerance limits based on
comfort in use are much smaller (tighter, stricter) than toler-
ance limits for avoidance of double vision. In turn, these
differ from tolerance limits based on the minimization of
effect on stereoacuity. Tolerances and formulas for cal-
culating misalignment have been extensively reviewed
(Refs. 1, 5). The most valid research on comfort-in-use
tolerances for head-up displays (Refs. 3,4) recommends
not over 3.4 min arc of vertical image misalignment, not
over 8.6 min arc of convergent horizontal misalignment,
and not over 3.4 min are of divergent horizontal misalign-
ment. Similar values for convergent (8 min arc) and
divergent (--4.1 min arc) misalignment were obtained in
another study (Ref. 2). More horizontal misalignment than
vertical misalignment is tolerable.
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Loft eye's view	 Right eye's view	 Combined view
Figure 2. Vertical and horizontal misalignment produced by magnification difference. Targets are cross-hair reticles.
Magnification differences cause no misalignment at center but do cause vertical misalignments along the vertical axis
through center and horizontal misalignments along the horizontal axis through center. Displacement is maximum at the
edges of the field; vertical displacement is maximum at top and bottom, horizontal displacement is maximum at sides.
Applications
Tolerance specifications are required when designing, con-
structing, purchasing, or testing binocular instruments. Re-
pair and maintenance adjustment also require tolerance
values.
• For instruments that are focused so that the two images,
right and left, are closer than optical infinity, convergence
required of the observer's eyes should agree with the optical
distance of the images.
• The eyes of individuals with phorias (CRef. 1.809) have
a tendency to depart from parallelism of the visual axes for
distant objects. Device misalignment, when in a direction
opposite to the phoria, can cause problems for these indi-
viduals, even though the misalignment is within tolerance
limits for most people.
Key References	 ducing diplopia. Reported in	 Electro-optical system design 	 Sperry Rand Corp. (DTIC No.
Wayne L. Martin (Ed.), Optical	 conference, Anaheim, CA	 A0A174536)
1. Farrell, R. J., &Booth, J. M.	 and human performance evalua- 	 (pp. 399-406). Chicago, IL:	 5. Self, H. C. (1986). Optical to!-(1984). Design handbookfor im- 	 ion ofHtJD system design, 	 Industrial and Scientific Confer-
	 erances for alignment and image
agery interpretation equipment.	 (AFAMRL-TR-83-5019) Wright- 	 ence Management, Inc.	 differences for binocular helmet-(Boeing document No. D180-
	 Patterson Air Force Base, OH: Air
	 4. Gold, t, & Hyman, A. (1970). 	 mounted displays (AAMRL-TR-19063-1). Seattle, WA: Boeing	 Force Aerospace Medical Re- 	 Visual requirements for head-up 	 86-019). Wright-Patterson AFB,Aerospace Co.	 search Laboratory. 	 displays. (JANAIR Tech. Rep.
	 OH: Air Force Aerospace Medical
2. Genco, Louis V. (1983). Optical (DTIC No. ADAI4060I) 	 No.- 680712). Great Neck, NY:	 Research Laboratory. (DTIC No.
interactions of aircraft windscreens	 3. Gold, T. (1971). Visual dispar-	 ADA 1745362)
and HUDs (head-up displays) pro- 	 ity tolerances for head-up displays.
Cross References
1.809 Phoria;
5.907 Retinal image disparity due
to image magnification in one eye;
5.908 Retinal image disparity due
to image rotation in one eye
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1.814 Probability Summation
Key Terms
Binocular summation; probability summation; statistical in-
dependence; target detection
Probability summation refers to the inherent advantage that
a detection process has under conditions of multiple, statis-
tically independent detection opportunities, relative to a sin-
gle detection opportunity. For example, if an observer is
given two independent trials (opportunities) to detect a dim
light, the probability of detection will be greater than it
would be given a single trial, because detection can take
place on either trial. More subtle cases of probability sum-
mation in sensory systems are those in which it is reasona-
ble to suppose that different subsystems have independent
opportunities to simultaneously detect a stimulus. There has
been a large body of literature devoted, for example, to test-
ing the assumption that each of the two eyes has an inde-
pendent opportunity to detect a binocular stimulus, and this
example will serve to introduce basic probability summa-
tion concepts. In its earliest and simplest formulation
(Ref. 5), binocular performance is assumed to be deter-
mined by the logical OR of each eye's decision (either the
left [1] eye, or the right En eye, or both eyes, detect).
Equivalently,
	
= 1 - (I - PI) (I - Pr)	 (1)
that is, binocular probability (probability of detection using
both eyes) (Pb), is 1 (the certain event) minus the probabil-
ity that neither the left nor the right eye detected the stimu-
lus. Note that the probability summation advantage is
measurable only in situations such as near-threshold stimu-
lation levels where behavior on a particular trial is
uncertain.
There have been nearly as many different models of
probability summation as there have been sensory threshold
models, for all testable probability summation models re-
quire the adoption of an underlying threshold model. A re-
finement of the logic described by Eq. 1, for example,
was proposed by Eriksen (cited in Ref. 1) to account
appropriately for guessing behavior assuming a two-state,
high-threshold model. The model assumes that the observ-
er's detection behavior allows him or her to be in only one
of two states: a correct detection state or a guessing state.
When this refinement is applied to binocular probability
summation (Ref. I), the binocular probability of responding
correctly is given by
	
Pb = l GIG, +G!G,Ifl	 (2)
where n is the number of response alternatives, and G, and
G, are the proportions of guess trials estimated from mon-
ocular performance P, and P, (estimates are given by
[I - P,]/[l - 1/n] and [1 - P,J/[1 - 1/n] respectively).
Equation 2, the appropriate probability summation esti-
mator for the high-threshold, two-state model, predicts a
greater performance increment due to probability summa-
tion than any model based on multiple states. Therefore,
when testing for increased performance due to connectivity
between systems (such as the two eyes), it provides the
most conservative baseline against which to compare em-
pirically observed increments.
Most probability summation models predict perfor-
mance increments expressed as performance probabilities,
rather than as threshold enhancements. The Campbell and
Green (Ref. 2) model, however, based on the theory of sig-
nal detection, predicts a V2 binocular improvement in con-
trast sensitivity relative to (equal) monocular sensitivities.
Their model assumes that monocular responses have uncor-
related noise that is sampled, and that the sum of such sam-
ples is what comprises, or limits, the binocular response.
Watson et al. (Ref. 7) have developed a model of proba-
bility summation that assumes a mathematically similar but
more convenient psychometric function than the usual
normal integral. From that model, they also derive thresh-
old predictions. Applied to the binocular enhancement of
contrast, a model of that form would assume that monocular
performance probabilities are expressed as
P, = 1 - cxp [— (Ij/ctñ']
and,
= 1 — exp[—(1,/cti3l
where 11 and!, are monocular contrasts, al and ccr are con-
trast thresholds, and 0 is a parameter equal to the slope of
the psychometric functions at P = 0.50. For the case where
the monocular thresholds are equal, Ref. 7 proves the fol-
lowing relation, expressed in decibels:
dB(al) - dB(ctb) = 643
where Ct/, is the binocular contrast threshold. Notice that
when 13 = 1, binocular sensitivity should be 6 dB, or about
twice monocular sensitivity.
Applications of probability summation concepts
In sensory science, probability summation estimates have
been used in two ways: (a) as baselines against which to
measure neural connectivity, as in binocular summation, or
(b) as a means of demonstrating independence, or lack of
connectivity between structures. In demonstrating neural
interaction between the eyes in binocular summation exper-
iments, as an example of (a), one must show that perfor-
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mance probabilities or threshold sensitivities exceed those
predicted by mere probabilistic considerations (i.e., proba-
bility summation). This issue of neural summation in binoc-
ular summation has received a great deal of attention in
recent years (Ref. 1), and has often been ascribed a more
substantive role in mediating interaction between sensory
mechanisms than probability summation. However, proba-
bility summation, too, involves neural integration: but of
decisions output by each mechanism, rather than of signals
on which decisions are made.
Demonstrating binocular neural summation, that is,
convergence of monocular signals prior to detection deci-
sions, involves showing that binocular sensitivity not only
exceeds monocular sensitivity, but exceeds that predicted
by probability summation. Since, however, the appropriate
threshold and probability summation rules may be points of
contention, some investigators have circumvented these is-
sues by empirically estimating probability summation ef-
fects. TWo methods used are to measure simultaneous
detection of targets presented to very disparate locations in a
single eye (Ref. 6), and to measure detection of targets pre-
sented to the same eye under non-simultaneous conditions
(Refs. 4, 6). Both methods are intended to test performance
under conditions where the two "looks" at the stimulus can
be assumed to be independent (because of spatial or tem-
poral separation). Under both methods, binocular summa-
tion has been found to produce modest but clearly
demonstrable binocular neural summation (i.e., perfor-
mance increments larger than those due to probability sum-
mation as measured by these two methods; Ref. 1).
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A5 a means or aemonstraung inuepenclence or mecha-
nisms, probability summation plays a weaker role because
of methodological problems in affirming the null hypothesis
(a hypothesis of no interaction), but it has an important ex-
planatory role. For example, early multiple-channel models
of spatial analysis assumed that one channel (the one most
sensitive to the stimulus) always detects the stimulus. Prob-
ability summation between channels with independent vari-
ability (uncorrelated noise) was a refinement that helps to
explain a number of threshold summation experiments with
aperiodic (broadband) stimuli that would otherwise make
multiple channel models less tenable (Ref. 3). Probability
summation has also been used to explain the slightly higher
delectability of so-called counterphase sine-wave gratings,
which are composed of two gratings drifting in opposite di-
rections at equal speeds, compared with stationary single
gratings. Since the increment in delectability falls within the
range predicted by probability summation, counterphase
gratings are thought to be detected by independent chan-
nels, each maximally sensitive to one direction of image
motion.
The above are examples of probability summation logic
applied to a few specific problems. However, the ideas are
applicable whenever it is reasonable to suppose, or to test
the supposition, that two or more processes that make de-
tection decisions do so independently prior to combining
theft decisions.
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1.9	 Eye Movements
1.901 Anatomy and Mechanics of Eye Movements
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Figure 2- Extraocular muscles and eye in the standard an-
atomical position, as seen from above, showing insertion
and axis of superior rectus In relation to the anatomical
straight-ahead. (From Ref. 3)
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Figural. (a) Relative positions of the six extraocular mus-
cles and their insertions (sites of attachments) as seen
from above the eye; (b) relative positions of the extraocular
muscles and their insertions as seen from below. (From
Ref. 1)
Key Terms
Cycloduction; nystagmus; oblique muscles; physiological
nystagmus; rectus muscles; torsion
General Description
There are three sets of extraocular muscles that control the
movement and positioning of the eye. These muscle pairs
include the horizontal and vertical rectus muscles, the lat-
eral and medial rectus muscles, and the inferior and superior
oblique muscles. Their positions are illustrated schemati-
cally in Fig. la, b. The positions and axes of orientation for
some of the muscles are depicted in Figs. 2 and 3. The mus-
cles do not all contribute equally to each possible movement
of the eyes, but the relative contributions can be predicted
(CRef. 1.902). Each pair of muscles exerts effort in a dif-
ferent axis, so that the eye is capable of movement to an ex-
tremely large number of positions. Some of the movements
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Figure 3. Extraocular muscles and eye In the standard an-
atomical position, as seen from above, showing insertion
and axis of medial and lateral rectus muscles and of the su-
perior oblique muscle in relation to the anatomical straight-
ahead. (From Ref. 3)
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Muscle and Canal Planes
(a)
Head Yaws Right
(0)
Head Pitches Down
(b)
Head Rolls Right
(d)
Figure 4. (a) Schematic
diagram showing the semi-
circular canals of the Inner
ear and the eye muscles
that are activated by differ-
ent movements of the head
(i.e., yaw, pitch, and roll).
The canals and the muscles
Interact through shared
neural pathways so that
head movements and com-
pensatory eye movements
are related. (b, c, d) The ex-
traocuiar muscles and semi-
circular canals that are im-
plicated in particular head
movements. The arrows
near the axes show the
compensatory eye move-
ments. (LR, MR, SR, iR =
lateral, medial, superior, in-
ferior recti. io, so = infe-
rior, superior obliques.
RHO, LHC = right, left hori-
zontal canal. RAC, LAO =
right, left anterior canal.
IWO, LPO = right, left pos-
terior canal.) (From Ref. 2)
are involuntary and involve compensatory responses to
movements of the head or to stimulation of certain facial
nerves.
Vestibular reactions interact with the visual responses
through shared neural pathways between the extraocular
muscles and the six semicircular canals (CRef. 3.201); each
semicircular canal excites one ipsilateral muscle and one
contralateral muscle. The relations are given in Table 1. The
positions of the canals and of the muscles appear in Fig. 4a.
The head movements leading to the compensatory re-
sponses are illustrated in Fig. 4b, c, d. There is also a wide
variety of voluntary muscle movements that are under con-
trol of the observer; these movements can be classified on a
number of dimensions, including speed (CRef. 1.906), pur-
pose (CRef. 1.906), and direction (CRef. 1.902).
Tablet. Summary of pattern of excitation of extra-
ocular muscles by movements exciting the vestibu-
lar semicircular canals of the inner ear.
Canal	 Muscles Affected
Anterior Canal
	 ipsilateral superior rectus
Contralateral inferior oblique
Posterior Canal	 ipsilateral superior oblique
Contraiateral inferior rectus
Horizontal Canal	 ipsilaterai medial rectus
Contralaterai inferior rectus
Key References	 2. Hallett, R (1986). Bye move-	 and perception. New York: Wiley.
menu. In K. R. Boff, L. Kaufman,
	 3. Moses, R. A. (1981). Adler's1. Barlow, H. B., & Mellon, J. D.
	& J. P. Thomas (Eds.), Handbook	 physiology of the eye (7th ed.).(Eds.). (1982). The senses. New	 ofperception and human perfor-	 St. Louis: C. V. Mosby.York: Cambridge University Press.	 mance: Vol.!. Sensory processes
Cross References	 1.906 Classifications of eye
movements;
1.902 Muscular control of the eyes; 3.201 The vestibular system
1.905 Summary of eye movements
according to direction and axis of
rotation;
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1.902 Muscular Control of the Eyes
'I
140
! 120N100
Direction of Rotation, L, (degrees)
Figural. Index of contribution of Individual muscles to eye movements (lower portion)
and the relative amounts of energy expended in these movements (upper portion). L1 is
the direction of eye movement in the Listing coordinate system, where 0 deg is adduction,
90 deg elevation, 190 deg abduction, and 270 deg depression. The magnitude of rotation,
L2, is 30 deg. in the lower panel, the effective contribution is the estimated exertion of a
muscle (degree of contraction times muscle force), corrected for the movement of the
eye In a direction at an angle to the muscle's axis. In the upper panel, the total muscular
energy required for a given movement Is plotted relative to the minimal amount of effort
required for any eye positioning (with minimum = 100); the value of the curve on the y-axis
at any point Is the percentage of energy expenditure relative to the minimum. (MR, LR, SR,
iii = medial, lateral, superior, Inferior rectus muscles; 10,S0 = Inferior, superior oblique
muscles.) (From P. Seeder, The cooperation of extraocuiar muscles. Published with
permission from The American Journal of Ophthalmology, 51. Copyright 1961 by the
Ophthalmic Publishing Company)
Key Terms
Adduction, convergence; esophoria; exophoria; horizontal
rectus; inferior oblique; lateral and medial rectus muscles;
phoria; superior oblique; vertical rectus
General Description 	 the individual muscles have on the movements (Fig. 1).
These estimates are based on presumed energy expenditure
Movements of the eyes are effected by the three pairs of ex- computed by multiplying the calculated contraction by the
traocular muscles (horizontal and vertical recti, lateral and	 muscle's force (which is proportional to its cross-section).
medial recti, and inferior and superior obliques). Those 	 In actual viewing situations, such energy expenditures may
muscles do not participate equally in movement, however,	 induce heterophoric shifts, that is, differences between the
Estimates have been made (Ref. 1) of the relative effect that actual alignment of the eyes due to functioning of the extra-
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ocular muscles ana me normal otnocular eye positions ror a
given fixation. The possible inaccurate alignments include
exophoria, the tendency to converge the eyes in a position
beyond the target, and esophoria, the tendency to converge
in front of the target. These phorias are the tendency to turn
in or out even when not trying to fixate. The total energy ex-
penditure varies, with minima for elevation (eye movement
upward) and for abduction (movement sideways and out),
with a second, slightly higher minimum for depression.
Maximum energy expenditure is for adduction.
Prolonged viewing of a close object may induce inac-
curate estimates of the distance to a visual target, even when
the task is threading a needle under naturalistic conditions
(Ref. 2). The errors in distance estimates are a result of an
esophoric shift, a loss of fixation accuracy. However, these
errors can be minimized when targets are viewed in full-
field, normal lighting situations with the observer allowed
free head movement.
Methods	 • Bausch and Lomb Ortho-Rater	 • Phoria induced for Exp. 2 by ob- full-versus reduced-field viewing
used for phoria pretests and post-
	
server viewing small, circular, lu- 	 • Dependent variables: distance
Test Conditions 	 tests; observer indicated perceived	 minous disc subtending 2.6 deg of 	 from handwork to eyes (Exp. 1),
horizontal position of a vertical 	 visual angle and flanked by two	 degree of esophoric shift, estimatesFor distance perception test ob- 	 arrow	 vertical bars; viewing period of	 of distance to targetserver binocularly-viewed small
	
• Phoria induced for Exp. I by	 10 mm, with illumination at 	 • Observer's task: for distance, pc-(3 mm2), circular, luminous target	 three 5-mitt periods of close hand- 	 7.31 cd/m2 (2.31 if.)	 sition pointer at same distance as
with either reduced-field viewing at work (i.e., needle threading with
	 • Observer's head held in fixed po-
	 target using unseen hand; for0.10 cd/m2 (0.03) or field viewing	 left hand) in min 	 with	 sition via chin and forehead rest;	 phoria, report arrow position by te-at 20.58 cd/m2 (6.00 if.); observer 	 sixteen 34-W fluorescent lamps;	 disc at II can from observer in me-	 porting which dot appeared in linepositioned pointer at same distance	 handwork alternated with distance 	 dim plane at eye level 	 with vertical arrow,as target with unseen right hand; 	 perception test; monetary reward 	 • 10 undergraduates (Exp. I),free head movement by observer; 	 for each time needle was threaded	 Experimental Procedure	 16 undergraduates (Exp. 2)target at 30-36 cm from observer
(avenge = 33 cm)
	
• Independent variable: time spent
on phoria-inducing task (Exp. I),
Experimental Results
	
	
there is an average 2.3-cm overestimation with full-field
viewing.
• Full-field viewing led to significantly greater overestima-
tion of distances relative to reduced-field viewing.
Variability
The range of average distances at which observers held their
handwork was 14,7-33.8 cm; there was considerable
within-subject variability, with the smallest within-subject
range at 15.2-15.8 cm and the largest at 12.7-30.5 cm.
Three observers were dropped from Exp. I because of high
variability in their pretest pointing responses. Two observ-
ers dropped from Exp. 2 because of poor performance in the
distance perception pretest. t-tests were used to test
significance.
Constraints
• Wide individual differences make specific predictions
difficult.
Key References	 *2. Shebilske, W. L., Karmiohl,C.M.,& Proffitt, D.R.(1983).
I. Boeder, R (1961). The co-	 Journal of Experimental Psycho!-
operation of extraocular muscles.
	 ogy: Human Perception and Per-
American Journal of Ophthalmo!- formance, 9,270-277.
ogy, 51,469-481.
Cross References	 according to direction and axis of
rotation;
1.901 Anatomy and mechanics of	 1.906 Classification of eye
eye movements;	 movements
1.905 Summary of eye movements
Experiment 1
• With free-movement of head, observers choose viewing
distances (average = 21.3 cm) similar to distances previ-
ously found to produce esophoric shifts with fixed-head
conditions.
• Close handwork produces significant esophoric shift (av-
erage = 1.20 diopters).
• In reduced-field viewing, observers significantly overes-
timate distance to target by an average of 1.22 cm.
• Full-field viewing eliminates the esophoric shift.
Experiment 2
• With fixed-head viewing, there is a significant average
esophoric shift of 4.65 diopters and an average
overestimation of 6.34 cm in reduced viewing conditions;
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1.903 Coordinate Systems for Describing Eye Movements
Key Terms
Binocular eye movements; Fick coordinate system; Helm-
holtz coordinate system; horizontal eye movements; Listen-
ing coordinate system; torsion; vertical eye movement
General Description
The three coordinate systems used to describe the move-
ments of one eye specify three different and perpendicular
polar axes: in one system the polar axis is horizontal and
passes through the centers of both eyes, in the second it is
vertical, and in the third it is horizontal and perpendicular to
the other polar axes, coinciding with the line of sight in the
standard anatomical position. Each alternative confers dif-
ferent advantages.
The table and figures summarize the three coordinate
systems that specify eye movements: Helmholtz's system,
Fick's system, and Listing's system.
The eye does not use all three of its degrees of rotational
freedom. In the absence of head tilt, and with stationary vi-
sual surroundings, the degree of torsion measured relative
to any system of axes is determined by the degree of hori-
zontal and vertical rotation and is the same regardless of
how the eye arrives at the position. Consequently, eye posi-
tion needs only two, and not three, parameters to be filly
described.
Figural. The Helmholtz coordinate system. The polar axis
Is horizontal and the eye is imagined as being at the center
of the geodesic sphere. An arbitrary position of the line of
sight can be specified by ascending the equator by H i deg,
moving outwards H2 deg along a meridian, and then rolling
H3 deg around the line of sight. Lamberts zenithal equal
area projection. (From Ref. 3)
Advantages and
Disadvantages
The straight-ahead position is less precisely de-
fined vertically than horizontally. If some correction
has to be made on this account, only the elevation
components of the position have to be modified (by
simple addition)
It is also easier to determine binocular movements
with this system, because each eye fixating the
same object, by definition, has the same elevation
component. The angle of vergence is then given by
the difference between the H 2 angles of each eye
An error in the straight-ahead position will affect
both the apparent latitude and longitude of eye po-
sition by an amount that is a complex function of
both
Also, if binocular movements are considered, each
eye has different longitudinal and latitudinal com-
ponents, and the vergence angle is a complex
function of both
This system removes the asymmetry implicit in the
two other systems
L3 is usually zero in the absence of head tilt. This
system is inferior to Helmoltz's system, though, in
dealing with binocular movement
The system is mainly used when the interest is in
the visual, and not the oculomotor, system
System	 Description
Helmoltz system (Fig. 1) 	 The polar axis is horizontal and passes through
both eyes. The useful plane of regard is defined as
the plane that includes this axis and the lines of
sight of both eyes. The plane of the zero meridian
corresponds to the horizontal plane of regard, and
the other meridian circles correspond to various el-
ovations of the plane of regard
Fick system (Fig. 2) 	 The polar axis through the eye is vertical. The
planes of the meridians of longitude are useful ref-
erence planes
Listing system (Fig. 3) The polar axis is horizontal and coincides with the
line of sight when the eye Is in the primary anatomi-
cal position. The meridians specify the directions,
and the circles of latitude the eccentricities, of stim-
uli that may attract the eye
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Figure 2. The Pick coordi-
nate system. The polar axis
Is retinal. The point 0,0 Is
the straight-ahead or pri-
mary position of the line of
sight The static orientation
of the eye at another posi-
tion Is specified by moving
F1 dog horizontally along
the equator to the meridian,
ascending to the latitude F2,
and rolling around the line
of sight by F3 deg. Zenithal
equidistant projection.
(From Ref. 3)
Key References	 3. Hallett, P. E. (1986). Eye move-
ments. In K. R. Boll, L. Kaufman,
1.Carpenter, R. H. S. (1977).	 & J. P. Thomas (Eds.), Handbook
Movements of the eyes. London:
	 ofperception and human perfor.
Pion.	 mance: Vol. 1: Sensory processes
2. Fry, G. A. (1968). Nomograms 	 and perception. New York: Wiley.
for torsion and direction of regard.	 4. Helmholtz, H. (1926). Physio-
Archives of the American Academy logical optics (1. P. C. Southall,
of Optometry, 45,631-641. 	 Ed. and Trans.) New York: Dover.
(Original work published 1910)
90
FIgure 3. The Listing coordinate system. The polar axis is
horizontal and corresponds with the line of sight in the pri-
mary anatomical position. A new orientation of the eye Is
specified by moving L2
 deg along a chosen meridian L1
away from the pole (0.0) or primary axis. There Is usually no
rolling L3
 around the line of sight (Pick's Law). Zenithal
equidistant projection. (From Ref. 3)
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1.904 Methods of Measuring Eye Movements
Key Terms
Corneal reflection; electro-oculography; eye movement
measurement; Purkinje image; retinal image
General Description
	
	
source or part of the visual scene) with respect to the center
of the observer's pupil. A similar method tracks a retinal
Instruments that measure eye movements detect the angular image (e.g., a spot of light) with respect to some other
rotations of the eyes (i.e., changes in eye orientation) and	 prominent landmark on the retina (e.g., a pronounced
ignore eye movements resulting from head or body move- 	 blood vessel).
ment. The methods defined in this entry are commonly used • Double Purkinje image measurement: This method
to measure eye movements,	 requires tracking two of the four Purkinje images (reflec-
Detailed information about apparatus, methodology, ad- tions) that occur at various depths in the eye: the first Put-
vantages and disadvantages of each method, observer-re- 	 kinje image, which is the corneal reflection, and the fourth
lated factors, and tradeoffs are given in Ref. 5. The choice	 Purkinje image, which occurs at the interface of the lens
of an optimum method for any situation will depend on such with the vitreous humor. The relationship between the two
factors as the type of data needed, the necessity of knowing	 images is invariant during eye translation, but changes
the position of the observer's head, the type of observer 	 whenever the eye is rotated.(e.g., adults or children), and such tradeoffs as precision 	
• Electro-oculography (EOG): Skin electrodes located
versus observer comfort. There are also tradeoffs between 	 around the eye record the potential differences resulting
range and accuracy, between speed and signal noise, and 	 from the corneoretinal potential (which is an electrostaticbetween simplicity and complexity of output processing. 	 field). Measuring eye position with direct current is usually
• Contact lens method: The contact lens is a spherical sur- 	 called electro-oculography (FOG); measuring eye move-
face that is in tight contact with the cornea and the sclera; 	 ments, which is the best use of the method, uses alternating
when the eye moves, the lens should move with very little 	 current and is usually called electronystagmography (ENG).
slippage. An optical device, such as a mirror surface, or a 	 Potential differences resulting from muscle movement can
non-optical device, such as two wire coils, is attached to or 	 interfere with eye-movement measurements.
embedded in the lens and is used in sensing and recording 	
• LU?IbUS boundary or pupil tracking: Tracking the move-
eye movements. The contact lens method is one of the most merit of the limbus boundary, which is the boundary be-
precise forms of eye-movement measurement, but at a cost 	 tween the iris and the sclera, provides a measure of
in setup time, observer comfort, and hazard,	 horizontal movements. Tracking the pupil is suggested for
• Cornea! reflection: Light reflected from the cornea sur- 	 tracking horizontal or vertical eye movements. Tracking
face is imaged by a lens on some type of recording device	 may be done by scanning (e.g., using a television camera
or transducer (e.g., film or photocells). 	 with adequate sensitivity) or by differential reflection
• Distance from corneal reflection to pupil center or retinal (e.g., using two photocells).
image tracking: The reflection of a source of illumination
(e.g., single or one of multiple lights, or scene illumination)
is used to track corneal reflection (e.g., the image of a light
Key References	 (1973). An accurate eye tracker 	 noncontacting measurement using 	 mance: Vol. 1. Sensory processes
using first and fourth Purkinje 	 the corneal reflex. Vision Re-	 ant/perception. New York: Wiley
1. Collewijn, H., vander Mark, F., 	 image. Journal of the Optical So-	 search, 24, 167-174.	 5. Young, L. R., & Sheena, W. S.
& Jansen, T. C. (1975). Precise re- 	 ciety ofAmerica, 63,921-928.	 4. Hallett, P. E. (1986). Eye move- 	 (1975). Survey of eye movement
cording of human eye movement. 	 3. Eizenman, M., Frecker, R. C.,	 ments. In K. R. Boff, L. Kaufman, recording methods. Behavior Re-
Vision Research, 15,447-450. 	 & Hallett, P. K (1984). Precise 	 & J. P. Thomas (Eds.), Handbook	 search Methods and Instrumenta-
2. Cornsweet, N., & Crane, H. D. 	 ofperception and human perfor- 	 non, 7,397-429.
Cross References
1.903 Coordinate systems for de-
scribing eye movements;
1.905 Summary of eye movements
according to direction and axis of
rotation
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Notes
1.9	 Eye Movements1.905 Summary of Eye Movements According to Direction and
Axis of Rotation
Extorsion	 Intorsion	 Intorsion	 Extorsion
El
IV
Torsion in the tertiary
or oblique positions
of gaze
Intorsion	 Extorsion	 Extorsion	 lntorsion
LI
	 P1
Figural. The position of the eyes as they move in false torsion. (From Ref. 1)
Key Terms
Compensatory eye movements; convergence; involuntary
eye movements; pursuit eye movements; saccadic eye
movements; torsional eye movements; vergence eye move-
ments; visual fixation
General Description 	 (CRefs. 1.906, 7.504). Conjugate voluntary eye move-
ments (in which both eyes move in the same direction) are
Movement of the eye in the horizontal and vertical planes is used in pursuit of visually fixated objects in the transverse
effected by the mechanics of the eye's three complementary plane. Convergent and divergent eye movements are used to
muscle pairs (CRef. 1.901), with certain directions of 	 view objects moving toward or away from the observer.
movement traversed theoretically with less energy expendi-
ture than others (CRef. 1.902) and at varying speeds
References
I. Moses, R. A. (Ed.). (1981). Ad-
ler's physiology of the eye: Clinical
application (7th ed.). St. Louis:
C. V. Mosby.
Cross References	 1.906 Classification of eye
movements;
1.901 Anatomy and mechanics of
eye movements;
1.902 Muscular control of the eyes;
1.903 Coordinate systems for de-
scribing eye movements
Handbook ofperception and
hwnan performance. Ch. 10,
Sect. 1.1
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Table 1. Summary of eye movements according to direction and axis of rotation.
Horizontal rotation around vertical axis of Fick (CHef. 1.903), with anterior of eye rotating temporally(outward)
Horizontal rotation around vertical axis of Fick, with anterior of eye rotating nasally (inward)
Vertical rotation around horizontal axis of Helmholtz (CRef. 1.903) when anterior of eye moves up/down
Rotation of the eye around the foveal line of sight. True torsion is not usually voluntary. It occurs as a
compensatory movement to labrynthine and tonic neck reflex arcs but may be trained. It compensates for
small movements of the head to keep vertical meridians of the retina perpendicular to the horizon
Rotation of the vertical meridian of the eye relative to the vertical planes through the Fick meridians (i.e.,
vertical planes whose intersection passes through the center of the eye)
False torsion with right eye moving right and up or left and down and left eye moving left and up or right
and down
False torsion with right eye moving right and down or left and up and left eye moving left and down or
right and up
Sight movement of the eyeball in its socket which is not necessarily related to voluntary movements dur-
ing fixation
Movement of eyes in opposite directions. Vertical divergence refers to opposite vertical eye movements;
it is  rare condition
Movement from primary to secondary positions by abduction, adduction, elevation, or depression, there
being no change in the parallelism or convergence of the two eyes
Abduction
Adduction
Elevation/Depression
True Torsion
False Torsion
Extorsion
lntorsion
Translation
Vergence/Disjunotive
Movements
Version/Conjugate Movements
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1.906 Classification of Eye Movements
Key Terms
Abrupt eye movements; conjugate eye movements; corneal
reflection; disjunctive eye movements; pursuit eye move-
ments; saccadic eye movements
General Description 	 ments and some smooth movements proceed with the eyes
moving in the same direction (conjugate); in some smooth
An observer of a visual scene exhibits varied eye move-	 movements, the eyes move in opposite directions (disjunc-
ments according to the nature of the pattern being viewed. 	 tive). These categories can be further subdivided according
In general, these eye movements fall into arbitrary but con- 	 to speed of movement (Table 1). The movements can also
venient categories and subcategories. The first division is 	 be described in terms of the type of force.
between abrupt and smooth movements. All abrupt move-
Applications
Considerations of eye movements are important when an
observer is required to track moving objects visually, partic-
ularly when those objects may show either regular or irregu-
lar velocities or when they are visible constantly versus
intermittently.
Methods	 with or at different intervals with 	 2. Pulse patterns: brief temporal	 target exposed for only 10 msec of
respect to onset of second light	 gap between offset of first and 	 each 120 or 240 msec
Test Conditions	 • For movement conditions, small	 onset of second lights, and then
spot of light moved across cylindri- subsequent return to original posi- 	 Experimental Procedure
• Eye movements recorded	 cal screen with ISO-cm radius (as	 tion; time gap from 40-500 msec 	 • Independent variables: type ofvia cornea] reflection method 	 for step patterns) 	 3. Constant velocity movement: 	 target pattern, speed of movement(CRef. 1.904) in an otherwise	
• Observer's head stationary via a 	 horizontal movement with constant of stimulus across visual fielddarkened room	 bite board; observer unaware of ex- angular velocity 	 • Dependent variable: observer it-
• For step patterns and pulse pat-	 pected nature of apparent move- 	 4. Predictable movement horizon- 	 sponses to changes in location andtems, two small neon light sources	
ment and timing for stimuli 	 tal movement controlled by trigon-	 timing of displayed lightson a dark, homogeneous back- 	
• Six types of target patterns: 	 ometric sine function	 • Observer's task: fixate on lightsground presented at different post- 	 1. step patterns: offset of first light
	
S. Unpredictable movement: light
	 presented to visual fieldtions on an arc of 150-cm radius	 synchronous with onset of second 	 often changed velocity and/or re- 	 • 3 young adults with normalconcentric with observer's head;	 versed directions	 visionoffset of one light synchronous 	 6. Intermittent presentation: same
as constant velocity movement, but
Experimental Results	 • Unpredictable target movement: smooth tracking move-
ments and saccadic movements both occur; changes in
• Abrupt, saccadic movement always require (at least) 	 tracking speed occur at intervals >100 msec and are
150 msec to begin; eye movements persist for — 100 msec associated with small saccades. The lag between major
after cessation of movement or disappearance of light,	 changes in target velocity and changes in tracking velocity
• Step pattern results: response is always saccadic eye	 is — 150 msee.
movement, with one or more corrective saccades, if 	 • Predictable target movement: observers initially show re-
necessary.	 sponses similar to tracking of unpredictable movement, but
• Pulse patterns: two saccades always occur, even if the 	 after learning occurs, eye movements are similar to target
target has already returned to its original position before the	 movements. Sometimes changes in eye velocity may pre-
first saccadic movement has begun.	 cede changes in target velocity.
• Constant velocity target movement: with target velocities • Intermittent target presentation: observer's eye move-
of 25-30 deg/sec, an initial saccade brings about fixation on ments are similar to those for smooth movement of a contin-
the target and then smooth movements of target velocity are uously presented light, although saccadic corrections are
used to track the stimulus. Occasional small saccades are 	 used to reduce discrepancy between fixation and actual light
superimposed on the tracking movement of the eye. With 	 position; such discrepancies occur more frequently than
target velocities of >30 deg/sec, corrective saccades are 	 with continuously presented stimuli.
often needed to reduce the discrepancies between actual po-
sition of the light and the fixation point. 	 Variability
No information on variability was given.
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Table 1. Types of eye movements and associated stimuli. (From Ref. 1)
Prior drift. Psychological ('busy
work")
Type of Eye Movement
Smooth pursuit
Saccade
Vestibulo-ocular
Vergence
Drift
Microsaccade (flick)
Physiological nystagmus(tremor)
Constraints
Effect
	
Speed
Track slowly moving objects 	 Slow, usually only up to
40 deg/sec
Examine new targets, visual
search
Maintenance of fixation during
head or body movement
Maintain convergence of both
eyes on same fixated target
Maintain fixated detail close to
foveal center. Maintain stimulation
of photoreceptors and retinal
neurons.
Reposition the eye with respect to	 Very fast, like saccade, and
previous fixation
	 very small
Very fast and very small
Stimulus
Slowly moving object
Either peripherally detected mo-
tion or decision to change fixation
Head or body motion
Retinal disparity
Spontaneous
Very fast, up to I 000/deg/sec
As appropriate, may reach
500 deg/sec
Very slow, up to 10 deg/sec
Moderate, up to 4 min arc/sec
and very small
Irreducible muscle imbalance 	 Random
• This discussion does not make reference to any lower-
level reflexive eye movements (e.g., vestibulo-ocular
movements).
• This discussion does not include potential eye move-
ments for apparent motion (i.e., phi phenomenon).
Key References	 movement responses to a horizon-	 Optical Society ofAmerica, 47, 	 Collins, & J. l-lydè (Eds.),The con-tally moving visual stimulus. AMA	 967-974.	 iral of eye movements. New York:
1. Haber, R. N., & Hershenson, 	 Archives of Ophthalmology, 52,	 4. Westheimer, G. (1971). Discus- 	 Academic Press.M. (1980). The psychology of vi-	 932-941.	 sion of the control of eye move-	 5. Yarbus, A. L. (1967). Eye move-sue! perception. New York: Halt,	 Westheimer,G. (1957). Kine- 	 ments. In P. Bach-y-Rita, C. C.
	
ments and vision. (B. Haigh,Rinehart & Winston. 	 matics of the eye. Journal of the	 Trans., & L. A. Riggs, Ed.) New
*2. Westheimer, G. (1954). Eye 	 York: Plenum.
Cross References
1.901 Anatomy and mechanics of
eye movements;
1.904 Methods of measuring eye
movements
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1.907 Adaptability of Eye Movements
PRE-ADAPTATION	 POST-ADAPTATION
- = Real motion
Perceived motion
Figural. Perceived and actual motion before and after adaptation. Before adaptation to a
square that moves up as eyes move right motion and statlonarity are perceived accu-
rately. After adaptation, upward motion is seen as less than it is, statlonarity is perceived
as downward motion, and downward motion is enhanced. The middle position in pro- and
post-adaptation sides of figure represents stationarity.
Key Terms
Adaptability; saccadic eye movements; visual fixation;
visual position constancy
to	 sees
Normally, the retinal image of a stationary object moves to
the left as the eye moves to the right, and the object is per-
ceived as stationary. If the stimulus moves vertically as the
observer makes a lateral saccade (eyes jump from one posi-
After adaptation to this altered relationship between eye and
retinal image motion, position constancy is re-established
(the vertically moving object comes to be perceived as
stationary).
Applications
Environments where there is an altered relation between eye
and/or head motion and retinal displacement.
Methods	 observer's eye to left or right pm- 	 was recorded as first of these trials	 for 60-sec, and then repeated theduced a 1. 5-deg  upward or down- 	 and a descending series was begun; procedure for 30 such periods.
Test Conditions	 ward displacement of square;	 two ascending and two descending
experimenter could adjust the ver-	 series were conducted	 Experimental ProcedureUniformly-lit square subtending 	 tical motion of the square from its 	 • Post-exposure threshold deter- 	 • tip and down motion trials pm-visual angle of 0.5 deg, positioned 	 maximum calibrated value of	 mined similarly, but with only one 	 sented randomly, with no-motionto coincide with subjective straight 	 50% down to 0% in 23 uniform	 ascending and one descending	 trials intermixed (-1 per 10 trials)ahead, shown midway between two steps of 2.17% each,
	
series	 • Independent variable: up orbriefly flashed horizontal points	
• Pre-exposure threshold deter- 	 • Adaptation period (between	 down motion of the square depen-separated by 6 deg on a fast-phos- 	 mined by having observer saccade 	 threshold determinations); observer dent on, respectively, right or leftphor CRT	 between two briefly flashed points, 	 had to saccade to left and right of	 motion of the eyes
• Observer's head position secured 	 at first while square was stationary, 	 stimulus square in time with a	 • Dependent variable: differenceby rigid bite plate 	 and later as it was moved up and	 0.5-Hz sequence of audible clicks	 between the pre- and post-adapts-9 Eye movements monitored by a 	 down in successive increments of	 in absence of flashed points as 	 tion thresholdsPurkinje image eyetracker, whose	 2.17% of the horizontal saccadic 	 square was displaced vertically by	 • Observer's task: saccade to andoutput was adjusted so that each	 distance; when observer reported	 26.04% of horizontal distance of 	 from flashing squares, as directed3-deg horizontal excursion of	 vertical motion in correct direction 	 the saccade, for 90 sec, rested 	 • 8 observers with normal uncor-
on three successive trials, threshold 	 reeled vision
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Experimental Results
• If square moved up when observer looked right and down
when observer looked left during adaptation, then threshold
for perceiving upward motion significantly increases (mean
of 7.8%), and the threshold for perceiving downward mo-
tion significantly decreases (mean of 6.4%), while observer
saccades right; opposite is true when observer saccades left.
These results indicate that upward motion begins to be per-
ceived as stationary, or of lesser magnitude, and is therefore
harder to see, while the criterion for downward motion is
correspondingly recalibrated, resulting in its being seen
more easily when eyes move to the right.
Visual Acquisition of Information	 1.0
• When observer is required to move the eyes horizontally,
observer moves them obliquely, in comparison to pre-expo-
sure eye movements with same instructions.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
A similar modification of eye movements can result from
laterally changing the position of the target to which the
saccade is directed (Ref. 3). Head movements and altered
retinal image displacements have been similarly
recalibrated.
Constraints	 (i.e., could not saccade —6 deg between flashes, could not
hold eyes steady between flashes, or could not control im-
• It is not yet known if complete adaptation to an altered re- pulse to saccade to the square). Perhaps this task is too un-
lation between eye and/or head movement and altered
	 realistic to assess adaptability of eye movements.image movement can occur.
• A considerable number of subjects were eliminated dur-
ing trials because they could not adequately perform task
1. Hay, J. (1968). Visual adapta-
Lion to an altered correlation be-
tween eye movements and head
movements. Science, 160,
429430.
Cross References
1.904 Methods of measuring eye
movements;
1.908 Effect of fatigue on eye
movements
L. MUCK, St., relluridu, IS.,
Pleune, J. (1978). Adaptation to an
altered relation between retinal
image displacements and saccadic
eye movements. Vision Research,
18,1321-1327.
movements. Perception & Psycho-
physics, 2,359-361.
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1.908 Effect of Fatigue on Eye Movements
a
E
a
0
159
161
	 183
Time
Figural. Eye position (upper curves) and eye velocity (lower curves) as functions of time
for four saccades In temporal sequence. The first recorded saccade of the day, coded "1,"
Is normal. The 159th fell shod of Its final position and was completed by a glissade; sac-
cade "161" took eye only halfway to normal position but was normal in velocity. Two over-
lapping saccades are shown in "183." The calibrations represent 5 deg, 250 deg/sec, and
100 msec. (From Ref. 1)
Key Terms
Fatigue; glissades; saccadic eye movements; visual fixation
General Description
Visual fatigue in observers leads to anomalous patterns of
eye movement, resulting in overlapping saccades, post-
saccade glissades (slow drifting eye movements), and low-
velocity, long-duration saccades. Large-magnitude sac-
cades produce fatigue more quickly and completely than do
smaller saccades.
Applications
Tasks requiring a sensitive index of fatigue. Environments
where accurate fixation is required.
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Methods	 projector, reflected off mirrorgalva- Experimental Procedure	 • Dependent variables: eye move-
nometer, and presented on semicir-
Test Conditions	 cular screen 46 cm from observer; 	 • Independent variables: size,	
ment magnitude, velocity, pattern
• Targets for small saccades	 pieces of white tape were targets 	
number of saccades observer re-	 • Observer's task: saccade between
E25 deg) were 1-mm diameter	 for larger eye movements 	
quired to make	 targets 40 saccades/min (0.33 Hz)
(
spots of light produced by a slide	
• Number of observers not
• Observer's head steadied by head	 specified
rest and bite bar 
Experimental Results	 and double saccades. Still, the observer responds to instruc-
tions to be more accurate and, after 1200 saccades, can still
• When observer is fatigued, glissades (monocular) ap-
	 saccade accurately, although speed is reduced.f
pended to end of fast saccadic portion of eye movement	
• Large saccades are much more fatiguing: thirty 50-deg
occur more often, the number of overlapping saccades 	 saccades or eighty 30-deg saccades make an observer incap-(monocular) increases, as does the occurrence of low-	 able of normal saccades. Change from larger to smaller size
velocity, long-duration saccades, which often occur when	 of required saccades restores saccade accuracy temporarily,
the observer attempts to make a smaller saccade after being but this effect does not apply when changing from smaller
fatigued by making larger ones.	 to larger saccades.
• Fatigue decreases the percentage of saccades with dy-
namic overshoot, but increases the frequency of saccades 	 Variability
having an abnormally large amount of dynamic overshoot.
	 No information on variability was given.
• For a typical observer, after 500 saccades of 10-deg mag-
nitude, fixations become less accurate, with more corrective Repeatability/Comparison with Other Studies
Other studies (Refs. 3, 4, 5) have reported eye movements
comparable to those reported here (Ref. I).
Constraints
• Factors other than fatigue may increase the occurrence of
eye movements that are not in the normal range.
Key References	 2. Dell'Osso, L. F., Daroff, R. B., 	 tion time of the eye. Psychological	 clinical implications (pp. 515-518).
& Troost, B. T. (1973). Reply to	 Monographs, 47,268-293.	 Oxford: Pergamon Press.
1. Bahill, A. T.,&Stark, L.	 "A comment on the'glissade"' 	 4. Taumer, R. (1975). Three mac- 	 5. Weber, R. B., &Daroff, R. B.(1975). Overlapping saccades and	 (Letter to the editor). Vision Re-	 tion mechanisms of the saccadic	 (1972). Corrective movements fol-glissades are produced by fatigue in search, 13, 883-884.	 system in response to a double	 lowing refixation saccades: '1,ipethe saccadic eye movement system.
	 3.	 W. R. (1936). The mac- 	 jump. In G. Lennerstrand & P.
	 and control system analysis. VisionExperimental Neurology, 48,	 Bach-y-Rita (Eds.), Basic mecha-
	 Research, 12,467-475.95-106.	 nis,ns of ocular motility and their
Cross References
1.901 Anatomy and mechanics of
eye movements;
1.932 Factors influencing the la-
tency of saccades
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1.909 Maladaptive Eye Movements: Eliciting Conditions
Key Words
Latency; maladaptive eye movements; nystagmus; sac-
cadic eye movements; visual fixation
General Description	 amplitude, underestimating the movement by —10%, with
the head in a fixed position, still leaves the stimulus close
Under tranquil conditions, performance is not dangerously to the fovea. Other situations, however, do elicit inappro-
affected by underreaction in eye movements to task in-	 prate eye movements, as summarized in the table.
structions. Because most eye movements are <15 deg in
Constraints
• There may be other situations not listed.
• The inaccuracy of the primary saccade, when an observer
is instructed to look away from a target, is often corrected,
at least partially by a secondary saccade.
I. Carpenter, R. H. S. (1981). Oc-
ulomotor procrastination. In D. F.
Fisher, R. A. Monty, & J. W.
Senders (Eds.), Eye movements:
Cognition and visual perception
(pp. 237-246). Hillsdale NJ:
Erlbaum.
2. Haddad, G. M., Sc Winterson,
B. J. (1975). Effect of flicker on
Lennerstrand Sc P. Bach-y-Rita
(Eds.), Brain mechanisms of ocu-
lar motility and their clinical impli-
cations. Oxford, England:
Pergamon.
3. Hallett, P. E. (1978). Primary
and secondary saccades to goals
defined by instructions. Vision
Research, 18, 1279-1296.
(1980). The predictability of sac-
cadic latency in a novel voluntary
oculomotor task. Vision Research,
20, 329-339.
5. Mack, A.,Fendrlch,R.,&
Wong, E. (1982). Is perceived mo-
tion a stimulus for smooth pursuit?
Vision Research, 22,77-88.
6. Melvill Jones, G. (1965). Vesti-
bulo-ocular disorganization in the
icine, 36,976-983.
7. Steinman, R. M., &Cunitz, R. J.
(1968). Fixation of targets near
the absolute foveal threshold.
Vision Research, 8, 277-286.
8. Zeevi, Y. Y., Sc Peli, B. (1979).
Latency of peripheral saccades.
Journal of Optical Society ofAmer-
ica, 69, 1274-1279.
Cross References	 1.937 Voluntary control of sac-
cadic eye movements;
1.907 Adaptability of eye	 9.102 Simple reaction time to
movements;	 visual targets of different
1.915 Effects of target characteris-
tics on eye movements and
fixation;
Table 1. Situations that elicit apparently Inappropriate or inefficient eye movement&
Instructions to Observer	 Resulting Eye Movement 	 References
Track a small, bright spot against a dark background
	
Saccadic latencies are longer than the duration of
	
Ref. 1
the saccade.
luminances;
Handbook of perception and
human performance, Ch. 10,
Sect. 2.1
Fixate a stimulus whose luminance is below foveal 	 Smooth eye movements repeatedly bring targets to 	 Ref. 7
threshold	 the foveal region, where they can no longer be seen.
Fixate under flickering lighting	 Fixation stability disrupted. 	 Ref. 2
Follow movements of a target after being in a spin-	 Post-rotary nystagmus results, and can induce diz-	 Ref. 6
ning aircraft	 ziness and disorientation.
Look away from a target displacement by an equal 	 Angular errors of primary saccades are about twice	 Reis. 3, 4
and opposite amount	 that of saccades toward target; mean latency is twice CRef. 1.937
the normal mean latency minus 144 msec; perfor-
mance shows little or no improvement with practice.
Superpose a point that indicates an eye area other 	 Initial eye-movement latency is about twice that of 	 Ref. 8
than the fovea on a target	 foveating saccades but improves with practice to	 CRef. 1.937
about normal levels.
Shift eccentric fixation (i.e., fixating with eye area	 Observer must foveate stimulus before doing this. 	 Ref. 8
other than fovea) to follow a stepping target 	 CRef. 1.937
Pursue object moving behind a fixed slit	 Some smooth pursuit errors	 Ref. 5
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1.910 Control-Systems-Analysis Model of Visual and OculomotorFunctions in Retinal Image Stabilization
Optokinetic System
-I
I	 kE	 ___________
;Ds,_,
the optic
—1
Eyeball
and its
muscles
Vestibular nucleus
Figural. General model for the optokinetic system (OKS) and its connection with the vestibulo-ocular reflex (VOR); one
specific model of the OKS Is contained in the dotted square. The OKS (in conjunction with the VOR) attempts to keep eye
velocity in space (6) equal to the velocity of the visual world (W) regardless of head rotation; retinal slip velocity i is the
error signal. input is velocity of the visual world (W, which equals 0 for a stationary environment) and head velocity in
space (A); output Is eye velocity In space (6), which is the sum of 
for
 
velocity in the head (E) and head velocity in space
(H). As measures of head velocity, the output (He) of the OKS is the primary signal during constant-velocity head rotation
and the output (He) of the semicircular canal is the primary signal during transient activity. The nucleus reticularis tog-
menti pontis (n 
P) 
isa particular nucleus in the brain; F Is an internal efferonce copy (corollary discharge signal) of eye
Volocity E; Wh is the nervous system's estimated velocity of the world with respect to the The  A, is the visual system's
estimate of head velocity (which equals - Wn because the nervous system expects the visual world to be stationary—
under conditions where the visual world is nonstationary, such as laboratory situations involving a rotating drum, this can
result in an illusion of self-rotation known as circuiarvection after a period of time consistent with the washout dynamics
of the canal); H' is the output signal of the vestibular nucleus (H' equalsH + H and approximates H); G0* is the gain (nor-
mally about 3 to 5) and T^ken the time constant (normally about 15 to 20 sec) of the 6 t Roll, forward transfer function (the
subscript okan refers to optoklnetic after-nystagmus); k Is the OKS loop gain constant (normally about 0.6 to 01 T0 is
the optokinetic time constant and Tc is the semicircular-canal time constant; s is the Laplace transform complex fre-
quency; and S 1 Is  switch which closes the feedback path from G if the environment is in the light (position L) or opens it
In the dark (position 0). (Reproduced, with permission, from the Annualffevlew of Neurosclence, Vol. 4. © 1981 by Annual
Reviews Inc.)
Key Terms
Corollary discharge; eye-movement control; eye-head coor-
dination; nystagmatic gain; oculomotor control; optokinetic
nystagmus; retinal image stabilization; semi-circular canals;
vestibulo-ocular reflex
General Description	 (*) by minimizing retinal slip (i). The OKS includes a cot-
Robinson's control-systems-analysis model (Ref. 4) p
	
oHary-discharge positive-feedback path to augment the
dicts eye velocity required to stabilize the retinal image	
canal dynamics at low frequencies. A first-order lag (time
when it would be perturbed by head and environmental	 constant T0) 
removes high-frequency components from this
movements. This model is based on the widely accepted no- 5tg
tion that the optokinetic system (OKS) functions to supple- 	 The model relates retinal slip and head velocities to eyevelocity using the formulas:
ment the signal from the semicircular canals in the low-
frequency region where the canals are no longer effective. 	 kc/k = STc/($Tc + 1)
This system attempts to maintain angular eye velocity in for the semicircular canal transfer function, and
space (0) equal to the angular velocity of the visual world
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 •	 • - sT.,	 I
1;'=Hc+Hok_sTC+1H+sTo+lHy
to represent the nervous system's estimate of head velocity
obtained by combining canal response with optokinetic
feedback in the vestibular nucleus. For humans, T has a
nominal value of roughly 7 sec (although a fairly wide range
of values have been reported, as summarized by Ref. 5). In
order that the OKS dynamics complement the frequency
range of the canals, T0 is nearly equal to T. The symbols
are as defined in the caption of Fig. 1.
Applications
The model can be used as an aid to understand how the op-
tokinetic and vestibular systems interact, and to investigate
changes in parameters, such as nystagmatic gain. It can be
useful as a research tool for proposing various hypotheses of
oculomotor and visual function that can be tested
experimentally.
Empirical Validation
The model has been tested by comparing predicted values
with empirical measurements. The following eye movement
functions are accurately simulated in the linear range:
• The vestibulo-ocular reflex, which causes an eye rotation
in the opposite direction of a head rotation (Fig. 2);
• Pursuit eye movements;
• Optokinetic eye movements;
• Various normal combinations of the above; and
• Conflict combination of pursuit and optokinetic eye
movements (Fig. 3).
Constraints
• The model does not deal with nonlinearities (Ref. 2).
• Other factors such as fatigue, attention, and prior knowl-
edge of target location may produce results in the real ocu-
lomotor system that are not predictable by this model.
• The model does not allow for the role of intervestibular
interactions in the control of vestibular nystagmus (Ref. 1).
• The model describes what signal processing is being done
at a higher level of organization in which relatively simple
neural networks are represented by transfer functions. It
does not describe how this signal processing is done at the
neural level.
Key References	 delling. In Baker&A. Berthoz
(Ms.), Control of gaze by brain-
1. Galiana, H. L., & Outerbridge,	 stem neurons. Developments in
J. S. (1984). A bilateral model for
	 Neuroscience Vol. 1. Amsterdam:
central neural pathways in vesti-
	 Elsevier/North Holland Biomedical
bulo-ocular reflex. Journal of	 Press.
Neurophysiology, 51,210-241.	 4. Robinson, D. A. (1981). The
2. Henn, V., Cohen, B., &
	 use of control systems analysis in
Young, L. R. (1980). Visual-
	 the neurophysiology of eye move-
vestibular interactions in motion
	 ments. AnnualReview ofNeurosci.
perception and the generation of
	 ence, 4,463-503.
nystagmus. NeurosciencesRe.	 5. Zacharias, G. L. (1978). Motionsearch Program Bulletin, 18,	 cue models for pilot-vehicle analy-57$651.	
sis (AMRL-TR-78-2). Wright-
3. Robinson, D. A. (1977). Vesti-
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Cross References	 tics on eye movements and
fixation;
1.913 Visual fixation: relationship
	 1.916 Visual fixation on dimlybetween head and eye movements;	 illuminated targets
1.915 Effects of target characteris-
Figure 2. Model's simulation of vestlbuio-ocular response
(VOR) with a step rotation of head velocity (H) of 60 dog/sec
In the dark (i.e., 31
 in Fig. I is open); shows how the pres-
ence of the eye-velocity feedback loop (kE') greatly en-
hances the VaR response. The lowest curve is with the
semicircular-canal signal only; the middle curve shows the
effect of adding the optokinetic loop (within the 0K5
dashed outline in Fig. 1). The top curve shows the conse-
quence of deliberately mismatching the values of To (the
optokinetic time constant) and T (the semicircular-canal
time constant) so that the characteristic plateau (assumed
to be the usual biological response) is observed. The canal
response was set to mimic that of a monkey (T = 5.75) In
this case. (From Ref. 2)
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Figure 3. Model's simulation for observer's rotation (60
deg/sec) In the light with a stationary visual surround (top
curve) and with observer and visual world moving at same
velocity (bottom curve). H indicates head velocity in space;
E indicates eye velocity in the head; and Wlndicates the ve-
locity of the visual world (a stationary or rotating drum for
the top and bottom curves, respectively). (From Ref. 2)
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1.9	 Eye Movements
1.911 Visual Fixation Stability in the Dark
Key Terms
Drifts; eye movement control; fixation stability; monitoring;
visual fixation
General Description
When an observer fixates on a target, the drift of the eye
from the fixation point is small. When the target is removed
and the observer maintains fixation in darkness, fixation
error increases with time. Fixation stability decreases im-
mediately after the target is removed; an increased variabil-
ity level is maintained throughout the dark period. This
finding suggests a deterioration of spatial memory rather
than a loss of eye-movement control.
Applications
Controls, displays, and environments requiring steady fixa-
tion and memory for target locations.
Methods	 Experimental Procedure
• Independent variable: time inTest Conditions	 dark
Target disk of tungsten-white 	 • Dependent variables: distance
light (0.44 cd/rn2), 16 inks are of	 between mean eye position with
visual angle diameter, located 0.75 	 target visible and mean eye posi-
in from observer's right eye; left 	 tion in dark (error), standard devia-
eye covered; target placed straight 	 tion of eye position; both during
ahead of observer or 10 deg to right	 successive 7.6-sec periods of
or left of straight ahead position;	 darkness
observers instructed to keep eye 	 • Observer's task: maintain fixa-
in constant position 	 tion on spot at which target had
• Observer initiated each trial,	 appeared
which consisted of 10-sec fixation 	 • Four experimental sessions, with
of target followed by 38 sec of total	 total of 24 trials/target position
darkness	 • 2 observers, both experienced
• Eye movements recorded using	 with contact lenses and fixation of
contact lens optical lever technique 	 visible targets but not experienced
(Ref 4; Met. 1.904) 	 at trying to keep eye in place for
long periods in total darkness
Experimental Results
• Mean eye position in the dark is displaced 30-40 min are
from positions defined by visible targets.
• Fixation error increases throughout the dark period, but
the rate of increase is small (1-2 min arc/sec).
• Immediately after the target is extinguished, fixation sta-
bility decreases (variability increases); an increased level of
variability is maintained thereafter for >2 mm.
Variability
Results are comparable for each target position.
Repeatability/Comparison with Other Studies
Results are consistent with other studies (Refs. 1, 2, 3) re-
Constraints
• Data may not be valid for larger targets, longer periods of
darkness, or dim targets (Ref. 5).
Time In Dark (seconds)
Figural. Fixation stability for 2 observers, averaged over
three target positions. Left ordinate is the area which con-
thins 68% of eye positions during each 7.6-sec period. Right
ordinate Is an estimate of the corresponding standard de-
viation about the mean eye position in each 7.6-sec period.
"Pre" represents the period when the target was visible.
(From Ref. 4)
porting inability to maintain eye-position control during
short periods in the dark.
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1.9	 Eve Movements
1.912 Fixation Stability: Magnitude of Horizontal Drift
N
Exposure Time (seconds)
1W
Figural. (a) Percentage of eye movement records con-
taining excursions longer than values Indicated on curves
as a function of length of record. (b) Median extent of eye
movement as a function of length of record. (From Ref. 2)
Key Terms
Eye tremor; involuntary eye movements; ocular tremor; vi-
sual direction; visual fixation; visual localization
General Description 	 small, a sensitive measuring system is required. A state-of-
the-art contact lens system indicates that the eye does in-
Eye position is maintained by a dynamic balance of oppos- 	 des drift from the point of fixation and that these excur-
ing muscular systems; therefore, involuntary ocular tremor 	 sions increase in amplitude when the time frame for
occurs, limiting the ability of an observer to maintain a 	 measurement increases (Ref. 2).
steady gaze. Because excursions from fixation may be
Methods	 • Observer viewed a dark fixation 	 Experimental Procedure
point at the center of a bright field	
• Independent variable: length ofTest Conditions	 • Eye movements recorded for	 eye movement record
• Horizontal eye movements re- 	 0.005,0.01,0.02,0.03,0.04,0.05, 0.07, 0.09, 0.1,0.14,0.16, 	 • Dependent variable: excursion of
corded by means of contact lens	 0.2, 0.3, 0.4, 0.5, 0.7, 0.8, 0.9, or 	eye
upon which a small mirror was 	 1 sec
mounted; light reflected from mir- 	
• Head fixed by bite board
ror recorded on a moving film strip
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• Figure 1 a plots the percentage of eye movement records
that show an excursion from fixation exceeding given val-
ues. Excursions increase in amplitude with increased length
of eye movement record.
Constraints
• Data are available over a longer sampling time. For a
30-sec fixation period, 68% of the time the eye is within
3 min arc of the fixation point (Ref. 1).
Key References	 *2. Riggs, L. A., Armington, J. C.,
& Ratliff, F. (1954). Motions of the
1. Nachmias, J. (1959). Two- 	 retinal image during fixation. Jour-
dimensional motion of the retinal 	 nal oft/it Optical Society ofAmer.
image during monocular fixation. 	 ica, 44, 315-321.
Journal of the Optical Society of
America, 49,901-908.
• ngure ID plots me mecian extent or eye movement (In-
tersections of the dashed 50% line with each curve in Fig.
la) as a function of length of record. Median amplitude in-
creases linearly with log length of eye movement record.
Variability
No information on variability was given.
C' Cross References	 1.914 Monocular fixation on sta- 	 1.916 Visual fixation on dimly illu- 11.403 Target coding: effect on
tionary targets;	 minated targets;	 search time;
1.911 Visual fixation stability in	 1.915 Effects of target characteris- 	 7.313 Eye fixations and eye move-
	 Handbook ofperception andthe dark; tics on eye movements and	 ments during display monitoring; 	 human performance,
1.913 Visual fixation: relationship
	 fixation;	 Ch. 20, Sect. 3.4
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1.9	 Eye Movements
1.913 Visual Fixation: Relationship Between Head and
Eye Movements
Time (seconds)
(a)
LE-RE
Velocity (degreeslsecond)
(b)
Figural. (a) Representative horizontal eye and head movement records of one observer. H/10 represents head position
scaled down ten times, RE and LE are right and left eye positions, respectively (right movement upwards), and LE-RE
Is the difference in position of left and right eye vergence. Time-scale marks signify scale marks, I deg distances.
(b) Horizontal velocity histograms for one observer during head movement Histograms plot proportions of velocities
over 100-msec periods, head velocity in 4 deg/sec demarcations, and right eye, left eye, and vergence velocities In
1 deg/sec demarcations. Vergence velocities to the right of zero signify convergence, whereas vergence velocities to
the left of zero signify divergence. (From Ref. 2)
Key Terms
Binocular viewing; image velocity; monocular vision; verg-
ence eye movements; vestibulo-ocular reflex
When observers rotate their heads while fixating a distant
target with both eyes, eye movement compensation for head
rotation is neither very good nor the same in both eyes. Av-
erage retinal image speed within each eye is 0-5 deg of vi-
sual angle/see, and the speed of changes in retinal image
position between eyes is up to 3 deg/sec. Subjectively, vi-
sion remains clear.
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Applications
Tasks where fixation must be maintained during active
movement of observer.
Methods	 ference in eye position channels 	 • Task repeated while maintaining 	 of target (real or imaginary), type
and <6 min on head channel 	 fixation on an imaginary target in 	 of fixation (monocular or
Test Conditions	 • Observers maintained line of	 the dark to assess vestibulo-ocular	 binocular)
Eye, head, and visual field
	
sight monocularly or binocularly
	 response	 • Dependent variables: retinal
tions with respect to fixed-earth	 on a distant target (airport control 	 • Coil removed from forehead and 	 image motion in each eye, differ-tower 5000 m away) from a 15th
	
attached to mirror; with head still,
	 ence between retinal image motionframework recorded by rotating	 floor window while rotating head
	 observers maintained binocular line in each eye (position of left eye lessmagnetic field technique
• Sensor coils of fine wire embe d- back and forth at increasing fie-	 of sight on target through mirror	 position of right eye) orvergence
ded in annulus of silicone rubber 	 quencies of oscillation until highest	 that oscillated horizontally (binocu- 	 • Observer's task: maintain line of
were attached to each eye and	 possible frequency obtained (range 	 lar smooth pursuit)	 sight at instructed target
forehead	 of oscillations 0.25-5 Hz, and from	 • 4 experienced observers with
• Noise of recording technique, 	 30 deg to - IS mm)	 Experimental Procedure	 normal or corrected 20/20 distance
expressed as standard deviation,	 • Independent variables: head p0-	 vision
was 2 min on eye position and dif-
	
sition (still or active rotation), type
• Average retinal image speed is —4 deg/sec within each
eye during head rotation (compared with 20-40 mm/sec
when observer required to hold head still); these small mo-
tions are beneficial for the processing of visual information
because they prevent perceptual fading that results from a
stabilized image and yet are below the speed (-2 deg/sec)
at which retinal image motion has adverse effects on con-
trast sensitivity.
• Observers report phenomenally clear, fused, and stable
images.
• Two observers had much higher retinal image motion in
dark, i.e., during fixation of imaginary target; one observer
did not benefit much from visual target (about equal visual
Constraints
• Despite observer's reports of phenomenal clarity during
head rotation, psychophysical experiments have not been
performed to determine if there is a loss in acuity.
Key References	 Journal of the Optical Society of
America, 50, 572-578.
1. Krauskopf, I., Cornsweet,	
*2 Steinman, R. M., & Collewijn,T. N., & Riggs, L. A. (1960). An
	 H. (1980). Binocular retinal image
analysis of eye movements during
	 motion during active head rotation.
monocular and binocular fixation.
	 Vision Research, 20, 415429.
motion in both conditions); a fourth observer cot
better with one eye in light (real target) and with
in dark (imaginary target).
Variability
All observers showed comparable retinal image motion in
each eye and comparable vergence movements. However,
each observer's pattern of eye-movement compensation
varied.
Repeatability/Comparison with Other Studies
Other studies (e.g., Ref. 1) have shown that the two eyes
differ in saccade size, i.e., that vergence movements can be
of unequal amplitude, during fixation tasks.
Cross References	 1.916 Visual fixation on dimly illu- 7.511 Search time and eye fixa-
mmnated targets;	 tions: effects of symbol color, size
1.911 Visual fixation stability in
	 7.313 Eye fixations and eye move- 	 and shape;the (l&k	 menu during display monitoring; 	 Handbook ofperception and
1.914 Monocular fixation on 5W-	 human petformance, Ch. 10,
tionary targets;	 Sect. 3.1
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Eye Movements
1.914 Monocular Fixation on Stationary Targets
Key Terms
Eye drifts; microsaccades; microtremors; square wave jerks;
visual fixation
General Description
When an observer is asked to fixate a static point, several
residual unintentional eye movements may occur, including
microtremors, drifts, and saccades. The table summarizes
the characteristics of common residual eye movements.
Applications
Situations where it is necessary to know the eye movements
that may occur during a fixation task.
Constraints	 • During a short fixation period (400 msec), the retinal
image may show a standard deviation of only 0.25 min arc
• This information applies to conditions in which the ob- 	 of visual angle. That is, the displacement for 65% of the
server's head is stabilized by a dental bite plate. When the 	 time may be less than half a foveal cone's width. (Ref. 1)
head can move freely, the amplitude of eye movements dur-
ing fixation increases.
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1.913 Visual fixation: relationship
between head and eye movements;
1.916 Visual fixation on dimly illu-
minated targets
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Frequency References
Refs. 5, 6,1730-100 Hz
1-2/sec Refs. 3, 4,
10,19
Type of Eye
Movement
Microtremor
/	 Microsaccades
U
Amplitude
Average: 15 sec arc;
always <1 min are
Range: 2-28 min arc;
average: 5 min arc
Purpose
No visual relevance because
of high frequency relative to
usual visual integration times
May improve visibility, since
an image, stationary on the
retina, soon fades
Visual Acquisition of Information	 1.0
Table 1. Characteristics of residual eye movements during monocular flxation
Square wave jerks, i.e., 	 Range: 0.5-3 deg;
	 Maximum frequency in 	 Not known	 Refs. 2,8
horizontal conjugate see-
	 average: 1 deg
	 normal subject is %9/min
cades that take eye away
from fixation point and are
corrected by foveating
(center of fovea) saccade
200 russo later
Visually controlled drift, or
	 2.5 min	 4 min arc/sec	 Helps to maintain accurate	 Refs. 5, 16, 19
slow control	 fixation
Anticipatory smooth move-
ments (occur when observer
expects fixation point to
move)
No data	 2-30 min arc/sec; if sub-
ject does not know direc-
tion of target's motion,
speed is less; speed in-
creases as time-until-
target-movement-begins
decreases
May improve promptness of	 Refs. 11, 12,
pursuit, but no benefit for fix- 	 13
ation of stationary target
Drifting eye movements 	 No data	 <12 min arc/sec in direc- 	 Not known	 14, 15,
when the surround of the 	 tion of grating; can be	 16
fixation point is subjected	 significantly reduced by
to real or illusory movement	 using a larger fixation point
Variable eye movements 	 1-deg oscillations 	 0.5-1 Hz	 Without visual landmarks, no
	 Refs. 7, g, 18
which result from viewing	 feedback via change in retinal
image still perceived after
	 image position to inform sub-
actual image removed 	 ject that his eye has moved;(afterimage)	 highly variable eye movements
result, which can have no
bearing on fixation
Drift which shifts retinal
image into night-blind fovea,
then peripheralizing sac-
cade which restores visi-
bility; dim red or white
light as fixation target
42-64 min arc for drift vec- Target disappeared every
	 Drift is maladaptive;
tors; 34-39 min arc for
	 7.3 sec (Observer 1) or 14.1 restores visibility
saccade vectors	 sec (Observer 2)
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Eye Fixation
Very small effect on mean fix-
ation position, <3 or 4 mm
arc of visual angle
No data reported
References
Refs. 1,6
Ref. 5
1.9
	
Movements
1.915 Effects of Target Characteristics on Eye Movements
and Fixation
Key Terms
Maladaptive eye movements; pursuit eye movements; sac-
cadic eye movements; saccadic latency; visual fixation
General Description	 ficult to maintain eye position without a visual signal, and(3) if illumination is beneath the photopic level, so that a
Human performance is largely independent of stimulus or	 target cannot be seen on the fovea, voluntary control is
target variables. Luminance (within the range of photopic	 largely lost, and maladaptive eye movements result. The
illumination), size, and color have little effect on the effi- 	 table summarizes the effects of several target characteristics
ciency of eye movements. The oculomotor system is not 	 on saccades, smooth movements, and fixations.
completely indifferent to target characteristics: (I) smooth
pursuit without a moving target is very difficult, (2) it is dif-
Constraints	 • Testing for the effects of target characteristics on eye
movements is usually conducted with the head held immo-
• Some target characteristics for which there were no data 	 bile. Results might differ with a freely moving head or
reported may have effects on the characteristics of eye	 body.
movements or fixation.
Stimulus	 Smooth
Parameter	 Saccades	 Movements
Wavelength (color)
	
No effect on latency	 No effect on latency
Duration (target extin-	 Primary saccade that	 No data reported
guished 1-300 msec after 	 follows has normal ac-
beginning of saccade)	 curacy and latency
Smooth-pursuit velocity to
	
No
predictable ramp targets
is independent of target
contrast; eye velocity to
unpredictable targets in-
creases with increasing
target contrast over a nar-
row range (0.3 log units)
Contrast	 Saccadic latency
decreases dramatically as
contrast is increased
reported	 Ref. 4
smooth movement infor-
mation 05 log units above
scotopic level to 1.85 log
units above foveal threshold)
Saccadic latency
decreases with Increased
target luminance (no data
on extent of this
relationship)
Smooth pursuit character-
istics to predictable targets
largely uninfluenced by
target luminance, except
its phase shows greater
lag with scotopic targets
Maladaptive eye movements	 Refs. 7,5
occur to bring dim targets
back to foveal regions where
they cannot be seen; above
photopic levels, luminance
has small effect on fixation
characteristics
Shape	 No data reported 	 Some dissimilarity in shape Oculomotor system can main- Refs. 6,9
between configurations in
	
tain line of sight on any part
two eyes can still elicit 	 of the stimulus free from the
normal horizontal ver- 	 influence of stimulus shape
gence movements	 characteristics
Flicker	 No data reported 	 No data reported	 Stability of fixation is disrupted Ref. 3
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1.916 Visual Fixation on Dimly Illuminated Targets
(UP)
SUBJECT 2
Bright	 0.70 cd/rn2
Din	 0.32 cd/rn2
Very din 0.22 cd/n2
SUBJECT I
Bright	 0.38 cd/n1
—Dim	 0.13cd/rn2 I
	
I	 a
---Very dim 0.06 cd/rnJ
-
\0
A'	 I A - Disappearance II 0-Saccade onset I
offset
10 min are
I-	 I
Disappearance
	 + (RIGHT)
Figural. Disappearance cycles for 2 subjects during eccentric fixation of dim and very
dim targets (bright targets not plotted). The plot represents the observer's visual field; the
origin is the fixation locus for a bright stimulus. (From Ref. 4)
Key Terms
Drifts; saccadic drift; saccadic eye movements; visual
fixation
General
When a light is too dim to be seen clearly with the foveld re-
gion of the retina, it may be seen better by fixating the light
with a more eccentric (peripheral) retinal area. With dim
fixation points, regular eye movements are actually mala-
daptive, as they bring the light back to the fovea where it
will be seen less clearly. These maladaptive eye movements
do not occur with a red light of similar luminance.
Applications
Environments where dimly illuminated targets must be kept
in view.
Methods	 • Observers viewed 5.4 mm-arc of • Each low-luminance-target trial 	 ance, at onset of first saccade
"tungsten white" light produced	 lasted 45 see, preceded and fol-	 following target disappearance
Test Conditions	 by aperture in front of opal diffuser 	 lowed by a 10-see trial with bright 	 (following any unintentional move-
Eye position recorded by scleral 	 transillluminated by collimated light 	 target, order of trials with each 	 merit), and at end of target-finding
contact lens method (Ref. 3) in	 from a GE 1183 bulb operated at 	 low-luminance target alternated	 saccade
which a mirror is attached to a stalk 	 5.0 amperes	 • Qbserver's task: indicate by an
on a contact lens, permitting two- 	 • Neutral density filters inserted in 	
Experimental Procedure	 infrared strobe flash when target
dimensional recording of eye posi- 	 stimulus path to alter target lumi- 	 • Independent variables: target In-	 disappears; make a target-finding
tion uncontaminated by head trans-	 mince; 
min
	 except for light 	 minance, target color	 saccade
lations or torsions of eyeball 	 from fixation point 	 • Dependent variables: eye posi-	 • 2 experienced observers
	
Target luminances chosen sepa- 	 lion at moment of target disappear-
rately for each observer (see Fig.
for values)
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• For both observers, the mean disappearance position of
the dim target is < 10 min arc of visual angle away from the
bright locus (the preferred central foveal fixation locus de-
termined in previous tests).
• Cycles for dim target's disappearance are almost twice as
long as those for very dim target's disappearance (i.e., the
latter disappear more frequently), although for both targets
— 50% of saccades move eye toward disappearance
position.
• 76% of intersaccadic drifts with dim target, and 83% of
intersaccadic drifts with very dim target move eye toward
disappearance position.
• As target luminance is reduced, tendency to move eye to-
ward disappearance position, either by drift or by saccade,
increases; however, drifts play a major role in returning tar-
get to disappearance position.
Constraints
• Other variables, such as stimulus size or contrast, may
affect eccentric fixation.
• Only 2 observers were studied.
relatively more frequent and longer than the average sac-
cade in either direction.
• Observers can look away from a bright target and main-
tain eye position fairly well, i.e., without making reflexive
eye movements to bring target toward bright locus.
• Using red lights matched in brightness to the dim and
very dim white lights, the target disappearance positions are
scattered over a large region within fovea and near its pe-
riphery; there is no tendency to bring the target back to the
portion of the central fovea preferred when bright red light
is fixated; decreases in red target's visibility cause an in-
crease in the variability of eye movements.
Variability
The pattern of results was consistent for the 2 subjects.
Repeatability/Comparison with Other Studies
An early study (Ref. 2), reported also in Ref. 4, yielded
similar results.
Key References	 ments: Cognition and visual per-	 flit Psychologie Physiologische	 the Optical Society ofAmerica, 55,
ception(pp. 227-235). Hillsdale,
	 Sinnesorgan., 36,181-189.
	 1158-1165.
I. Ditchbum, R. W. (1981). Small
	 NJ: Erlbaum.	 3	 R. M. (1965). Effect
	
*4 Steinman, R. M., & Cunitz,involuntary eye movements: 	 2. Simon, R. (1904). ()her fixation	 of target size, luminance, and color R. J. (1968). Fixation of targetsSolved and unsolved problems. In
	 in Dammemngssehen. Zeitschrft	 on monocular fixation. Journal of
	
near the absolute foveal threshold.D. F. Fisher, R. A. Monty, &
J. W. Senders (Eds.), Eye move- Vision Research, 8,277-286.
Cross References	 1.936 Timing and accuracy of sac-	 7.313 Eye fixations and eye move-
cades to briefly lit targets;
	 ments during display monitoring;
1.934 Elicitation of saccades: ef-
	 1.937 Voluntary control of sac-
	 Handbook ofperception andfecEs of target size and proximity to cadic eye movements;
	 hwnan performance, Ch. 10,fovea;	
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1.9	 Eye Movements
1.917 Factors Affecting the Vestibulo-Ocular Reflex
-
4•
I
0 0 cob
Frequency Iberia)
0
o See walls'
• -imagine walls'
A- 'Control'
• -'Imagine chair'
0 -'See chair'
1.0	 HI
Figural. Gain (the ratio of
slow-phase eye velocity to
head velocity) as a function
of the frequency of the sinu-
soidal motion of the sub-
ject's body (which was
rotated by turning the sub-
ject's chair)- "See" condi-
tions used target lights;
control (mental arithmetic
task)and imagine" condi-
tions were done in the dark.
"Chair" conditions used
real or imaged light at-
tached to subject's chair. HF
Indicates a single, transient,
high-velocity, rotation.
(From Ref. 1)
0.3- I	 •
• t.0.2
0.1
00 0 8 S0000
0.0	 I
0.0	 0.2	 0.4
Key Terms
Compensatory eye movements; electro-oculography; eye-
head coordination; head rotation; instructions; retinal image
stabilization; vertigo; vestibulo-ocular reflex; visual fixation
General Description	 since eye movement would perfectly compensate for head
movement; a gain of 0.0 suggests an absence of compensa-
In the vestibulo-ocular reflex (VOR), head rotation in one 	 tion, with the eyes maintaining a fixed position relative to
direction is countered by eye movements in the opposite di- the head. The VOR is often measured using electro-oculo-
rection. The VOR serves to stabilize visual images on the 	 graphic techniques to record eye position (CRef. 1.904).
retina during rotations of the head or body so that objects in	 The table summarizes the effects of several factors on the
the visual field remain clear. The ratio of peak compensa- 	 VOR.
tory eye velocity to head rotation velocity is called the gain
of the VOR. A gain of 1.0 suggests a stable retinal image
Effect on VOR
With attention to visual task precluded by rotation in dark while per-
forming mental arithmetic, gain ranges from 0.65-0.83 (for 0.3-0.8
Hz), and is 0.97 for high-frequency (HF on Fig. 1) transient
movements
Gain is —1.0 when observer fixates on stationary target (a light) and
falls only slightly when imagining a stationary target
Gain with fixation on visible moving target (a light) attached to ob-
server's rotating chair is lower than with imaginary moving target
(-0.1 versus —0.4)
Compensation is poorer at high angular head velocities (> 350
deg/sec)
Gain increases with increasing amplitude of head rotation; small
head movements are compensated relatively poorly in the dark
At low frequencies (<3 Hz), compensation is better if motion is
predictable
Factor
Task
Rotational velocity
Extent of head movement
Type of motion
References
Ref. 1
Ref. 3
Ref. 4
Ref. 2
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Constraints
• Interactions among the various factors may affect the
VOR, but such interactions have not been studied. The re-
suits may be valid only for the VOR in darkness.
1. Barr, C. C., Schultheis, L. W.,
& Robinson, D.A. (1976). Volun-
tary, Ron-visual control of the
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Figure 2. Eye velocity as a
function of head velocity for
(a) in the dark and (b) with
fixation light. Eye velocity
perfectly compensates for
head movement when the
two velocities are equal (a
gain of 1.0). "Passive" Indi-
cates whole body rotation,
and "active" indicates
head movements only.
(From Ref. 3)
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1.9	 Eve Movements
1.918 Factors Influencing Visual Suppression of
Vestibular Nystagmus
Key Terms
Helmet-mounted displays; intermittent illumination; optoki-
netic nystgmus; pursuit eye movements; target acquisition;
vestibular function; vestibular nystagmus; visual fixation;
visually coupled systems
General Description 	 however, vestibular nystagmus is in conflict with optoki-
netic nystagmus and with visual-pursuit eye movements
When the observer or the visual scene is rotated, stability of normally produced to maintain a stable target image on the
the retinal image is maintained by a compensatory combina- fovea. When this occurs, visual suppression of some or all
tion of vestibular and optokinetic nystagmus and voluntary 	
of the vestibular nystagmus resolves the conflict. The table
visual pursuit. The vestibular nystagmus occurs around an	 lists some of the factors that influence the degree of
axis parallel to the axis of head rotation, and in a normal vi-	 suppression of vestibular nystagmus, indicates the effect
sual environment the vestibular nystagmus is congruent in
magnitude and direction with optokinetic nystagmus in- of the factor, and cites sources of additional information.
duced by the moving image of the stationary scene. When
the observer fixates on a target that rotates with the head,
Applications
Visual fixation of a helmet display that rotates with the
head, or of cockpit displays than rotate with the body, may
be degraded if visual suppression of vestibular nystagmus
is reduced or absent.
Constraints
• Interactions may occur between the factors affecting the
visual suppression of vestibular nystagmus.
Key References	 3. Burnes, G.R., Benson, A.J.,& 	 6. Benson, A. J., & Guedry, F. E. 	 9. Jell, R.M.,Guedry,P.E.,&
Prior, A. R. J. (1978). Visual- 	 (1971). Comparison of tracking- 	 Hixson, W. C. (1982). The vesti-
I. Barnes, G. R. (1982). Effects of	 vestibular interaction in the control	 task performance and nystagmus	 bulo-ocularreflex in man during
retinal location and strobe rate of 	 of eye movement. Aviation Space	 during sinusoidal oscillation in yaw voluntary head oscillation under
head-fixed visual targets on	 and Environmental Medicine, 49,	 and pitch. Aerospace Medicine,	 three visual conditions. Aviation,
suppression of vestibular nystag- 	 557-564.	 42, 593.601.	 Space and Environmental Medi-
mus. In A. Roucoux	 4. Barnes, G. ft., & Edge, A.logical and pathological aspects of (1983). The effects of strobe rate
eye movements. The Hague, Neth-	 of head-fixed visual targets on
erlands: W. S. Junk,	 suppression of vestibular nystag-
2. Barnes, G. ft., Benson, A. L, &
Prior, A. R. J. (1974). Visual
suppression of inappropriate eye
movements induced by vestibular
stimulation. In H. 0.1. M. Kuy-
pets (Ed.), Workshop meeting of
European Brain and Behavior So-
ciety, Pavia: Vestibular functions
and behavior. Amsterdam:
Elsevier,
mus. Experimental Brain Re- -
search, 50, 228-236.
5. Benson, A. J., & Barnes, G.
R. (1978). Vision during angular
oscillation: The dynamic interac-
tion of visual and vestibular mecha-
nisms. Aviation, Space and
Environmental Medicine, 49,
340-345.
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Effect on Visual Suppression
of Vestibular Nystagmus
At law frequencies (0.5 Hz) in the yaw plane, the suppression of
vestibular nystagmus is nearly complete. At higher frequencies(2 Hz) there is almost no suppression
Suppression of vestibular nystagmus in the pitch plane is less in the
pitch forward direction than in either the pitch-backward direction or
the yaw plane of oscillation
Presentation of the target image in the periphery rather than the
fovea of the retina lessens the suppression of vestibular nystagmus
Intermittent illumination of the visual target decreases the degree of
suppression of vestibular nystagmus when compared to the degree
of suppression during continuous illumination
The duration of the postrotary nystagmus with visual fixation is lim-
ited by the time constant of the primary vestibular input (7-8 sec in
humans)
In the dark there is no suppression at any frequency
Factor
Frequency of sinusoidal (rota-
tional) oscillation of head
Plane and direction of head
oscillation
Foveal versus peripheral pre-
sentation of the target image
Intermittent versus continuous
illumination
Time constant of primary vesti-
bular input
Peripheral background
movement
Voluntary head oscillations in
the yaw plane
References
Refs. 2, 5;
CRefs. 1.921, 1.926, 1.928
Ref. 3;
CHefs. 1-959, 5.803
Ref. 1
Refs. 1, 4
Refs. 7,10,11
Visual suppression of nystagmus is more effective when the relative
	 Ref. 9
movement of the peripheral background is appropriate to the vesti-
bular stimulus than when it is inappropriate
When the observer tries to match frequencies 0.5 Hz, visual
	 Ref. 8;
suppression is evident, and there is a loss of suppression at frequen-
	 CHef. 1.917
cies _-1.0 Hz
Cross References
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1.920 Visual suppression of vesti-
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1.919 Visual Suppression of Vestibular Nystagmus:
Effect of Direction of Head Inclination
0	 60	 90	 120
	
60	 90	 120
(a)	 (b)
Peak Magnitude of Angular Velocity of Rotation (degreeslsecond)
Figural. Nystagmus as a function of peak magnitude of angular velocity of sinusoidal rotation during angular motion of
the observer In terms of (a) magnitude of mean slow-phase eye velocity and (b) mean peak frequency. CWand CCW Indi-
cate forward and backward directions, respectively, for pitch (head Inclination) and clockwise and counterclockwise, re-
spectively, for yaw (head rotation). (From Ref. I)
Eye-head coordination; head rotation; nystagmus; retinal
image stabilization; vestibular nystagmus; vestibulo-ocular
reflex
General Description	 dining the head backward or rotating the head (clockwise or
counterclockwise yaw). Incomplete suppression of nystag-
Vestibular nystaginus produced during rotation about a 	 mus can produce impairment of vision that reduces perfor-
vertical axis through the head by inclining the head forward 	 mance on visual tasks.(forward or clockwise pitch) is less effectively suppressed
by visual stimulation than nystagmus produced by either in-
Applications
When visual performance is degraded by vestibular reflexes
brought about by rotations in different planes, the pilot of an
aerospace vehicle may experience difficulties in reading
displays.
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Methods	 Experimental Procedure
.l.....k:.. 
-ccviuiin--.--	 -	 - ci ,.U t . 5LLcUtIA_ulul ap..&c re ordTest Conditions 	 of eye movements during compen-
• Observer and instrument display	 satory tracking task
rotated 90 deg about axis through 	 • Independent variables: magni-
head; sinusoidal rotations of
	 tijde of peak angular velocity of ro-
0.04 Hz about either yaw or pitch
	 tation, orientation of axis rotation,
axes of head; rotation axes always
	 direction of angular rotation
Earth vertical, so that in some 	 • Dependent variables: error in
orientations observer lying on
	 tracking task performance (aver-
side; peak angular velocity magni- 	 aged over 5 cycles), nystagmus
tudes of ± 60, ± 90, or
	 slow-phase velocity (averaged over
± 120 deg/sec	 5 cycles), nystagmus frequency
• Stimulus for tracking task was	 (measured over a 3-sec interval at
vertical needle of cross-pointer of
	 peak magnitude of eye velocity)
instrument landing system (ILS);
	 • Observer's task: maintain needle
luminance 0.34 cd/in2; needle in its 	 of cross-pointer in null position by
null position was always parallel to
	 moving joystick
rotation axes; quasi-random signal
	 • 6 young male observers who did
deflected needle	 not suffer from motion sickness
• Eye movements recorded both
during tracking task and in
darkness
Experimental Results
• Vertical nystagmus has a greater amplitude and frequency
during forward tilt than during either backward tilt (pitch-
ing) or rotation (yawing) in either direction (p = 0.01)
(Fig. 1).
• The ratios of vestibular nystagmus in pitch-forward to
pitch-backward direction are 13.8, 7.6, and 5.6 at peak
angular velocity magnitudes of 60, 90, and 120 deg/sec,
respectively.
• When the observer is rotated sinusoidally with visual
input from a tracking task, slow-phase velocity and peak
frequency of nystagmus increase with peak angular velocity
of rotation.
• There is a strong positive correlation between error score
on the tracking task and magnitude of peak angular velocity
of rotation. Error scores for pitch-forward rotation were sig-
• A number of other factors (such as voluntary head oscil-
lation, background illumination, target illumination, etc.)
are also known to influence visual suppression of vestibular
nystagmus and should be taken into account when apply-
100
0	 60 90 120
Peak Magnitude of Angular
Velocity of Rotation (degreeslsecond)
Figure 2. Tracking-task error as a function of peak magni-
tude of angular velocity of rotation for different axes and di-
rections of rotation. CW and COW as for Fig. 1. (From Ref. 1)
nificantly greater (p = 0.01) than scores for other rotations
and directions (Fig. 2).
Variability
Analysis of variance of mean eye-velocity scores was used
to test significance.
ing these results under different conditions (Ref. 2;
CRef. 1.920).
• Results may vary for non-Earth vertical orientations for
other magnitudes of angular velocity of rotation, and for
other oscillation frequencies.
Key References	 2. Jell, R. M., Ouedxy, F. E., & 	 3. Marano, V. Cohen, B.,
Carroll, H. (1982). The vestibule-
	 Raphen, T., de Jong, V., & Henn,
*1. Benson, A. J., & Guedry, F. E. ocular reflex in man during volun-
	 V. (1979). Asymmetric velocity(1971). Comparison of tracking-	 tary head oscillation under three vi-
	 storage for upward and downward
task performance and nystagmus
	 sual conditions. Aviation, Space,
	 nystagmus. Brain Research, 176,during sinusoidal oscillation in yaw and Environmental Medicine, 53,
	 159-164.
and pitch. Aerospace Medicine,
	 541-548.
42, 593-601.
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lateral head tilt:
1.917 Factors affecting the vesti-
halo-ocular reflex;
1.920 Visual suppression of vesti-
bular nystagmus: effect of fixation;
1.960 Factors affecting coordina-
tion of head rotation and eye
movements;
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1.920 Visual Suppression of Vestibular Plystagmus:Effect of Fixation
0.1 hertz
100[^ _^^Eyes closed
Eyes open
Head velocity magnitude
0.5 hertz	 1.2 hertz	 2.0 hertz
- 11\rVA\Ar/V4VVW
4"W
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Figural. Eye movement with head oscillation about the yaw-axis (sinusoidal head rotation) with the eyes closed or with
the eyes open while attempting to read a head-fixed display. Magnitude of head velocity is shown for comparison. (From
Rel. l)
Key Terms
Digital displays; electro-oculography; eye-head coordina-
tion; head rotation; helmet-mounted displays; nystagmus;
retinal image stabilization; vestibular nystagmus; vestibulo-
ocular reflex; visual fixation; visual-vestibular interaction
General Description 	 at a frequency of 2 Hz, its amplitude is almost as great as
with eyes closed. Incomplete suppression of nystagmusVestibular nystagmus produced by sinusoidal head rota-	 leads to impairment of vision and reduced performance
tion about a vertical axis is suppressed by visual fixation on	 on visual tasks such as reading digital displays.
an object rotating with the head up to a frequency of 1.0 Hz.
Beyond 1.0 Hz, the amplitude of nystagmus increases until,
Applications
Reading helmet-mounted digital displays is impaired at high
frequencies of head rotation.
Procedure
Test Conditions
• Observer rotated about earth-
vertical yaw-axis of body; head im-
mobilized with respect to body;
sinusoidal rotations with random-
ized frequencies of 0.2-2 Hz; peak
• Row of three randomized digits
flanked by checker board-pattern
visual display; luminance 85 cd/rn2
for digits and 0.7 cd1rn2 for back-
ground; each digit subtended
12x7 min arc of visual angle at
the eye
• Electro-oculographic recording
while reading numerical display
• Independent variable: frequency
of angular oscillation
• Dependent variables: lateral eye
movements, number of digits read,
number of reading errors made
• 20 measurements of magnitude
of slow-phase velocity were made
10 consecutive cycles at the two
peaks of stimulation
• Observer's task: close eyes for
30-60 sec and perform simple arith-
metic; open eyes and read digits
quickly and accurately
• 5 male and 3 female observers
with normal eyesight and no known
neuro-otological defects
Experimental Results	 • Concomitantly, an observer experiences little difficulty
reading the display at frequencies of 0.1 and 0.2 Hz; as the
• When the observer is rotated sinusoidally while attempt-	 frequency of oscillation increases, there is a progressive de-
ing to read, slow-phase nystagmus first occurs at rotational 	 terioration, and at the higher frequencies there is a marked
frequencies >1 Hz (p = 0.01).	 decrement in reading performance.
• The slow-phase velocity of vestibular nystagmus in-
creases rapidly until it is only 20% less at 2 Hz than that
obtained with the eyes closed.
• The suppression of the vestibular nystagmus, as a ratio of
the magnitudes of the slow-phase velocity in the "eyes
open" and "eyes closed" conditions, is fairly adequate at
frequencies up to 1.0 Hz, but at higher frequencies suppres-
sion rapidly declines in effectiveness.
Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
PerceptionandPen'ormnnce. MMRL, Wright-PattersonAFB, OH, 1988.
Variability
Standard deviations are shown in Fig. 2.
Repeatability/Comparison with Other Studies
Results are similar to those reported by other studies.
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Constraints
• Relative movement between head and display was
<1 min arc of visual angle at frequencies of <8 Hz.
• Results may vary for pitch and roll axes of rotation, for
non-vertical axes of rotation, or for peak angular velocities
different from those employed here.
• A number of other factors (such as peripheral background
movement, voluntary head oscillation, etc.) are also known
to influence visual suppression of vestibular nystagmus, and
should be taken into account when applying these results
under different conditions (Refs. 2,3,4,5; CRef. 1.918).
Key References	 tions: The directional component of
visual background movement.
*1. Barnes, C. R., Benson, A. 3.,
& Prior, A. R. J. (1978). Visual-
vestibular interaction in the control
of eye movement. Aviation, Space,
and Environmental Medicine, 49,
557-564.
2. Gauthier, C. M., Piron, 3.-P.,
Roll, J.-R, Marchetti, E., & Mar-
tin, B. (1984). High-frequency
vestibulo-ocular reflex activation
through forced head rotation in
man. Aviation. Space, and Envi-
ronmental Medicine, 55, I-i.
3. Guedry, F. E., Lentz, J. M.,
Jell, R. M., & Norman, J. W.
(1981). Visual-vestibular interac-
Cross References	 1.960 Factors affecting coordina-
tion of head rotation and eye
1.918 Factors influencing visual
suppression of vestibular
nystagmus;
1.919 Visual suppression of vesti-
bularnystagmus: effect of direction
of head inclination;
/
Aviation, Space, and Environmen-
tal Medicine, 52, 304-309.
4. Jell, R. M., Cued,,j, F. &
Hixson, W. C. (1982). The vesti-
bulo-oculnr reflex in man during
voluntary head oscillation under
these visual conditions. Aviation,
Space, and Environmental Medi-
cine, 53, 541-548.
5. Wells, M. I., &Griffin, M. J.
(1984). Benefits of helmet-
mounted display image stabiliza-
tion under whole-body vibration.
Aviation, Space, and Environmen-
tal Medicine,!, 13-18.
movements;	 -
10.409 Factors affecting human
performance during vibration;
10.420 Perception of information
on helmet-mounted displays during
vibration
Figure 2. (a) Comparison of the amplitude ratio of slow-
phase-nystagmus eye velocity to head velocity during sinu-
soidal rotation of the head for eyes closed and for eyes
open while reading a display rotating with the head.
(b) Reading performance in terms of the number of digits
correctly read in a 30-sec interval as a function of rotation
frequency. (From Ref. 1)
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1.921 Vestibulo-Ocular Nystagmus During and After Aircraft Spin
Key Terms
Aircraft spin; compensatory eye movements; eye-head co-
ordination; head roll; nystagmus; oculogyral illusion; opto-
kinetic nystagmus; retinal image stabilization; semicircular
canals; spatial disorientation; vertigo; visual fixation; vi-
sual-vestibular interaction
Figure 1. Vestibulo-ocular
nystagmus during aircraft
spin. Records show yaw,
roil, and pitch of eyes rela-
tive to head for I observer.
Spinning aircraft recovers
at time indicated by arrow
(From Ref. 3.)
General Description	 pitch and yaw are probably counteracted by an opposite op-
tokinetic after-nystagmus (CRef. 1.917). Roll after-nystag-
When an airplane spins, the pilot is subjected to violent 	 mus is not counteracted and is substantial, and may lead the
pitch, roll, and yaw movements. When the plane recovers, 	 pilot to enter a new spin.
the inertia of the semicircular canals stimulates reverse nys-
tagmus (CRefs. 1.909, 1.917). The reverse nystagmus for
The limited capacity for visual-following in the plane of the
roll may make recovering from an aerodynamic spin diffi-
cult. Multiple turn spins lasting longer than 5-10 sec are in-
advisable in the early stages of training, and even experi-
enced pilots should approach multiple-turn spinning in
stages. Director-type indication of procedures for recovery
from a spin should be installed. Effects attributable to rota-
tional stimulation in the roll plane can be minimized by
keeping the head and eyes directed toward the horizon at
all times during a spin.
Methods	 • One record obtained while sub-	 to 150 deg/sec and then oscillated Experimental Procedureject flying the aircraft	 violently, with angular accelera-	
• Independent variable: time from
Test Conditions 	 • Observer wore helmet containing tions reaching —200 deg/sec 	 of spin, observer looked
eye-movement recording system;	 • Eye movements recorded for left through windscreen or at panel
• Observer exposed to two eight-	 helmet fixed to skull by dental bite-	 eye; observer viewed through right • Dependent variables: roll, pitch,turn erect spins, one to the left and 	 plate; nasal oxygen mask used at	 eye	 and yaw components of eye move-one to the right, in jet trainer air-	 high altitude	 • Eye movements recorded using 	 ments relative to the skullcraft; dining one spin, observer 	
• Yaw component of aircraft =go- 	 cine-oculographic technique 	
• Observer's task: look outsidelooked through forward wind- 	 larvelocity rose gradually to	 (16 mm motion pictures of the	 through forward windscreen or atscreen, and during the other at the	 deglsec, then fell to zero; 	 eyes) (CRef. 1.904)	 instrument panel, as instructed,instrument panel	 average angular pitch velocity —0; 	 during spin
roll angular velocity rose rapidly 	
• 5 pilots and I non-pilot as
observers
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Figure 2. Vestibulo-ocular
eye movements in aerody-
namic spin. Pilot looking
through windscreen during
eight-turn spin; aircraft re-
covers at 27 sec. Plot shows
slow-phase eye velocity
from photographic mea-
surement of roll, pitch, and
yaw components referred
to skull. Continuous lines
show smooth eye angular
velocity required to coun-
teract aircraft angular rota-
tion; points are observed
compensatory eye move-
ments. Yaw: Intermediate
level of stress (-70 deg/
sec) is well compensated
until —20 sec, at which point
vestibular signal wanes due
to mechanical properties of
canal (elastic restoration of
cupuia). Pitch: mild stress
and good compensation
along pitch axis in this ex-
ample. Roll: severe stress
of 100-150 deg/sec along
roll axis with compensation
deteriorating with time.
(From Ref. 3.)
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Experimental Results
	 movements. At the time of recovery of the aircraft, eye an-
- Da	 ..,.-.tA 4... A;.L-..	 gular velocity in the roll plane reverses.£ i1unuance was	 )!Wit 1ICLtCU I) UIICk4IUII UI observer
view.
e Approximately correct compensatory angular eye-move-
ment velocity in the yaw plane is maintained until 
— 20 sec
after spin entry. This is followed by intermittent failure to
follow, although as rotation slows, good following is re-
stored. On recovery, only slight reverse nystagmus appears
in the yaw plane, presumably because of compensatory op-
tokinetic after-nystagmus.
• Visual-following in the pitch plane is good throughout.
• The greatest discrepancy between actual and required eye
angular velocity for retinal image stabilization occurs in the
roll plane. Initially, the roll component of compensatory eye
angular velocity closely matches the required value for
image stabilization, but thereafter there is a progressively
larger discrepancy. The pilot may risk losing control during
aircraft recovery because of severe post-rotatory rolling
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
During rolling manuevers that induce strong vestibular
inputs, pilots tend to perceive a bending of the artificial
horizon on the instrument panel (an oculogyral illusion)
(Ref. 4). Another oculogyral illusion, illusory visual move-
ment in the direction of body rotation, can be induced by
rotating observers about the midbody axis (Ref. 5). When
observers are asked to estimate the headcentric velocity of
an object that is fixed with respect to the head, illusionary
movement increases during acceleration and subsides
within —40 sec after the observer reaches a steady velocity.
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1. Lentz, 3. M., & Guedry, F. E.
(1982). Apparent instrument hod-
zoo deflection during and immedi-
ately following rolling manuevers.
Aviation, Space & Environmental
Medicine, 53, 549.553
2. MelvilI Jones, G. (1963). Ocular
nystagmus recorded simulta-
neously in three orthogonal planes.
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Constraints
• Data may be valid only for violent oscillations in the roll
plane.
• Data may not be valid for larger or shorter duration air-
craft spins and may not be valid for inverted spins.
• Data may not be valid for yaw and pitch angular veloci-
ties greater than those in this research.
'a. MeiVIii Jones, U. iIYOJJ. yes-	 usc scIlJscflcuLas aIJa' ...uI.spasc-a
tibulo-ocular disorganization in the in roll, pitch and yaw. Aerospace
aerodynamic spin. Aerospace Med- Medicine, 35,984-989.
icine, 36, 966983.	 5. Parsons, R. D. (1970). Magni-
4. Melvill Jones, G., Barry, W., &	 tude estimates of the oculogyral
Kawalski, N. (1964). Dynamics of illusion during and following angu-
lar acceleration. Journal of Experi-
mental Psychology, 84, 230-238.
FM
Cross References	 1.917 Factors affecting the vesti- 	 5.503 Factors affecting illusory 	 5.707 Postural stability: effects ofbulo-ocular reflex;	 self-motion;	 illusory self-motion;
1.904 Methods of measuring eye	 1.925 Optokinetic nystagmus: ef-	 5.607 Factors affecting target 	 5.802 Illusory spatial
movements;	 fed of instructions;	 localization;	 displacements;
1.909 Maladaptive eye move-
ments; eliciting conditions;
1.930 Vestibular nystagmus: effect 	 5.706 Postural stability: effects of	 Handbook ofperception and
of angular acceleration and	 retinal image motion; 	 human performance, Ch. 10,
deceleration;	 Sec. 3.5
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1.922 Vestibulo-Ocular Nystagmus: Interaction of Quick Phase
Nystagmus and Saccades with Eye/Head Wacking
INTERACTION WITH
QUICK PHASES OF
NY ST A G M US
Vèatibuiar sinusoidal rotation
I-100 -/see
E	 -	 •- 100/aec
o	 (a)
Z
E
o	 i
Median ± 95%
C0
C
aVestibular post-rotation
U0
(b)
-100
L25 nec
(d)
Velocity of Smooth Component —
Figural. interaction of quick phases and voluntary saccades with smooth eye move-
ments (study 1). Ordinates represent change in median saccade velocity in the dark;
abscissas represent velocity of slow phase or smooth movement; both in deg/sec The
positive quadrant is for quick phases in the same direction as the smooth movement and
negative quadrant is for opposite directions. The diagonal corresponds to an addition of
smooth velocity and quick phase velocity. (a and b) When quick phases show a negative
offset, they are uniformly slower than control saccades A slope of zero indicates that
there is no summation of velocities- (a) Quick phases of vestibular nystagmus during sinu-
soidal rotation in the dark. (b) Quick phases during post-rotational (reversed) vestibular
nystagmus in the dark. (c and d) Voluntary saccades show two effects: the positive offset
suggests that saccadic velocities are uniformly increased by smooth movement, and sac-
cadic velocity is increased or decreased, depending on the direction of the smooth move-
ment, by about 70% of smooth velocity. (c) Saccades to acoustic signals during on bloc
rotation in the dark. (d) Saccades to small red light stepping within a range of 45 deg in
1 1-deg steps during rotations of 125 deg/sec (dashed line) or 15 deg/sec (solid line). Data in
each panel are medians and 95% limits are based on 4-13 observers per panel. (From
R. Jürgens, W. Becker, & P. Rleger, Different effects involved in the interaction of saccades
and the vestlbulo-ocular reflex, Annals of the New York Academy of Science, 1981,374.
Reprinted with permission.)
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FIgure 2. Vestibulo-ocular nystagmus at high head velocities (Study 2). Head and body
rotated passively on bloc to right in darkness. Upper and tower records are continuous.
(From Ref. 2)
Key Terms
Electro-oculography; eye-head coordination; head rotation;
involuntary eye movements; nystagmus; quick phase nys-
tagmus; saccadic eye movements; slow phase nystagmus;
target acquisition; vestibular nystagmus; vestibulo-ocular
reflex; visual fixation
General Description	 rotation velocity is <120 deg/sec, the quick-phase move-
ments are 60 deg/sec slower than voluntary saccades of theVestibular nystagmus is eye movement resulting from dis-
	 same amplitude; quick-phase velocity is independent of
turbance of the vestibular system and may be categorized as slow-phase velocity. For head rotation velocities >200 dew
slow phase (the vestibulo-ocular response) or quick phase
	 sec, the quick-phase slows as head velocity increases until(quick, involuntary movements that counteract the slow-
	 the quick-phase velocity is slower than slow-phase velocity;phase movements). The quick-phase movements of nystag- also, the quick-phase duration is prolonged.
mus are in the same direction as head rotation. When head
Applications
Situations in which a rotating observer is required to vi-
sually fixate targets.
Methods	 • Horizontal eye movements be-	 extinguished and observer asked to . Dependent variables: eye posi-
tween two stationary targets or two
	 fixate remembered target location
	 tion and velocity
Test Conditions	 rotating targets recorded electro- 	 while continuing to make eye	 • Observer's task: fixate on target
Study 1 (Ref. 1) oculographically	 movements of varying peak veloci- • 10 healthy observersties; target then re-lit and same
Observer, with head stabilized, 	 Study .2 (Ref. 2)	 events repeated except that observ-
	
Study 2
seated in chair that rotated sinu- 	 • Dark-adapted observer rotated en	 er's head not moved passively (with • Independent variables: (a) type
soidally at 1.0 Hz and 120 deg/sec
	
bloc in Bárány chair accelerated to
	 body stationary) at similar veloci-
	
of rotation (active or passive head
peak velocity	 head velocities near 500 deg/sec	 ties; finally, observer rotated en	 only; en bloc); (b) rotation velocity
• 1\vo horizontal bars, one rotating • Observer wore head-movement 	 bloc in darkness and asked to look
	
• Dependent variables: duration
with observer and one at a fixed lo- 	 monitor	 into environment during rotation
	
and speed of quick and slow phases
cation; each bar had five targets
	
• Observer fixated stationary target
	 of nystagmus
[red light-emitting diodes	 (red LED) located —80 cm away,	 Experimental Procedure
	 • Observer's task: fixate on re-
(LEDs)] separated by 11.4 deg of
	
then made head movements cover-
	 membered target location or look
visual angle
	
ing '-100-500 deg/sec, target then
	
Study 1	 into environment
• Targets turned 
	 random on id	 • Independent variable: type of	 • 3 observers, aged 27-54
sequence	 target (stationary or rotating)
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flex at high velocities of head
rotation. Brain Research, 22,
159-165.
(1978). A hypothetical
of saccadic oscillations.
Neurology, 5,405-414.
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Experimental Results
• Goal-directed saccades during passive en bloc rotation
are as accurate as normal saccades with the head still
(Fig. id).
• For head velocity of 120 deg/sec, the quick phase of nys-
tagmus is —60 deg/sec slower than voluntary saccades of
similar amplitude.
• For head velocity of 120 deg/sec, quick-phase velocity is
independent of low-phase velocity.
• For head velocity >200 deg/sec, the quick-phase slows
as head velocity increases above 200 deg/sec, eventually
becoming slower than slow-phase velocity, although its du-
ration is prolonged.
• No differences are seen between active or passive rota-
tions or between head and body rotations.
• Similar results are found for both illuminated and remem-
bered targets.
• For peak head velocities <350 deg/sec, gain eye move-
ments (peak eye velocity/peak head velocity) is — I when
observer fixates on a real or imagined object.
• Maximum slow-phase velocity of the vestibulo-ocular re-
flex is —500 deg/sec, and both results hold for active and
passive head rotation (Ref. 2).
Variability
For Study 1, variability data are as shown in Fig. 1. In
Study 2, eye velocity data become more variable at higher
rotation velocities.
Repeatability/Comparison with Other Studies
Data are compatible with recent models of saccade
generation.
WAConstraints
• Data may not be valid for more complex rotational move-
ments.
• Data may vary depending on physiological characteristics
of observer.
Key References	 cades and the vestibulo-oculflex. Annals of the New York
* 1. Jurgens, R., Becker, W., &	 Academy of Sciences, 374,
Rieger. P. (1981). Different effects	 744-754.
involved in the interaction of sac-
Cross References	 1.919 Visual suppression of vesti- 	 1.960 Factors affecting coordina-
bular nystagmus: effect of direction	 tion of head rotation and eye
1.917 Factors affecting the vesti-	 of head inclination; 	 movements;
bulo-ocular reflex;
1.918 Factors influencing visual
suppression of vestibular
nystagmus;
1.920 Visual suppression of vesti- 	 Handbook ofperception and
bular nystagmus: effect of fixation; 	 human performance, Ch. 10,
Sect. 3.2
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1.923 Factors Influencing Duration of Postrotary Nystagmus
Key Terms
Cupulometry; head rotation; oculomotor disturbances; post-
rotary nystagmus; spatial orientation; turning illusions; ver-
tigo; vestibular illusions; vestibulo-ocular interaction; visual
fixation
General Description 	 propriate compensation produces oculomotor disturbances
and turning illusions. The table lists some of the factors that
When an observer's head is rotated at a constant velocity for 	 influence the duration of postrotary nystagmus, indicates
longer than —20 sec, postrotary nystagmus occurs on ces-	 the direction and magnitude of the effect, and cites sources
sation of the rotation. This postrotary nystagmus results in 	 of additional information.
inappropriate vestibulo-ocular compensation. Such map-
Constraints
• Interaction may occur between factors that influence the
duration of postrotary nystagmus.
Factors	 Direction and Magnitude of the Effect
Rotational axes of head Mean time constants of the decay of the angular velocity in the slow
phase of nystagmus following head rotations in the yaw, pitch, and
roll planes are 15.6 (± 1.2), 6.6 (±0.7). and 4.0 (±0.4), respectively.
Differences between the means for yaw and roll, yaw and pitch, and
roll and pitch are all statistically significant. Mean time constants ob-
tained from subjective cupulometry following rotations in yaw, pitch,
and roll planes are 10.2 (±1.8),6.3 (±0.7), and 6.1 (±1.2), respec-
tively. Differences between means for yaw and roll and for yaw and
pitch are statistically significant (p <0.00 1); means for roll and pitch
are not significantly different. All values are in seconds; parentheses
contain twice the standard error. No reports related to sense of rota-
tion were found
References
Refs. 1,4
CHefs. 1.909,1.921
Strength of stimulus
Fixation of a target in the
environment
Attention
Practice
Head tilt
Using the method of subjective cupulometry, duration of postrotary 	 Ref. 4
nystagmus varies directly with the logarithm of magnitude of angular	 CHefs. 1.960,3.210,
head velocity (in the range from 5-60 deg/sec). No corresponding in- 	 5.503, 5.505
formation is available using oculography
Duration of postrotary nystagmus is decreased from —30 to —S sac 	 Refs. 5,7
when the observer fixates a stationary target.	 CHef. 1.913
Increased mental alertness increases the duration of nystagmus 	 Refs. 2,7
C Ref. 1.929
Subjective measurements of duration do not change with practice, 	 Ref. 3
even though nystagmus intensity is reduced
The duration and gain of postrotary nystagmus is reduced if the ob- 	 Ref. 6
server tilts the head to the side after rotation of the body
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Key References	 Vestibular system Part 2. Psycho- 	 eral interpretations (pp. 369-389).	 6. Schrader, V., Koenig, E., &
physics, applied aspects and gen-	 Berlin: Springer-Verlag. 	 Dichgans, J. (1985). The effect of
I. Buttner, U., & Waespe, W.	 eral interpretations (pp. 361-368).	 *4 Melvill Jones, 0., Barry, w.,	 head tilt or horizontal postrotary(198l). Vestibular nerve activity in
	 Berlin: Springer-Verlag.	 & Kowalsky, N. (1964). Dynamics	 nystagmus land Hand the Purkinje
the alert monkey during vestibular	 3. Collins, W. B. (1974). Habitua- 	 of the semi-circular canals corn-
	
effect. ArmOtolaryngologica,
and optokinetic nystagmus. Experi-	 tion of vestibular responses with
	 pared in yaw, pitch and roll. Aero-	 100,98-105.
mental Brain Research, 41,
	 and without visual stimulation. In.
	 space Medicine, 35, 984-989.	 *7 Sokolovski, A. (1966). The in-310315.	 H. H. Kornhuber(Ed.), Handbook	 s. omitz, E. M., Brown, M. s.,	 fluence of mental activity and vi-2. Collins, W. E. (1974). Arousal
	 of sensory physiology: Vol. 1/112. 	 Mason, A., & Putnam, N. H.
	
sual fixation upon caloric-induced
and vestibular habituation. In	 Vestibular system Part 2. Psycho-	 (1974). The effect of visual input
	
nystagmus in normal subjects. Arta
H. H. Komhuber (Ed.), Handbook	 physics, applied aspects and gen-
	 on post-rotary nystagmus in normal Otolaryngologica, 61,209-220.
of sensory physiology: Vol. V112. 	 children. Acta Otolaryngologica,
77,418425.
Cross References	 1.929 Vestibular nystagmus: effect
of attention;
1.909 Maladaptive eye move-
ments: eliciting conditions;
1.913 Visual fixation: relationship
between head and eye movements;
1.921 Vestibulo-ocular nystagmus
during and after aircraft spin;
1.960 Factors affecting coordina-
tion of head rotation and eye
movements;
3.210 Vestibular illusions;
5.503 Factors affecting illusory
self-motion
5.505 Oculogravic illusion
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1.924 Optokinetic Nystagmus and Circularvection (Illusory Self-Motion)
90	
• = Optokinetic nystagrii]
0 = Optokinetic after-
nystagmus
60
30
30	 60	 90
Drum Velocity (degreesisecond)
Key Terms
Circularvection; moving surround; nystagmus; optokinetic
nystagmus; pursuit eye movements; self-rotation; vertigo;
visual fixation
Figural. Slow-phase ve-
locity of optokinetic nystag-
mus (s) and optoklnetic
after-nystagmus (0) plotted
against drum velocity for I
observer. Note that the gain
of optokinetic nystagmus is
close to 1, while that of op-
tokinotic after-nystagmus is
much less. (From B. Cohen,
V. Henn, tRaphan,&D
Dennett, Velocity storage,
nystagmus, and visual-yes-
tlbular Interactions in hu-
mans, Annals of the New
York Academy of Sciences,
1981, 374. 	 with
permission.)
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General Description 	 phase of optokinetic nystagmus. Shortly after the onset of
exposure to the moving surround, circularvection (a sensa-
When an observer is exposed to a moving surround, the 	 tion of self-rotation) is produced.
eyes move reflexively so as to stabilize the image on the ret- 	 On turning off the light after maintained exposure to a
ma by interspersed saccadic return movements of the eyes;	 moving surround there is a pronounced persistence of nys-
such a to-and-fro eye movement is termed optokinetic fl3TS	 tagmus, termed optokinetic after-nystagmus, which acts in
tagmus. When suddenly exposed to a moving surround, the the same direction as the preceding optokinetic nystagmus,
velocity of the pursuit movement (i.e., the slow phase) of 	 and which declines in velocity. Such a decline may repre-
nystagmus rises rapidly to match that of the moving sur- 	 sent the discharge of activity related to slow-phase velocity
round. The time required for this matching process may be 	 stored during maintained exposure to the moving surround.
the time taken to store the velocity signal driving the slow
Applications
Relative movement of the visual environment with respect
to the observer, such as that which occurs during aircraft
spin, can produce inappropriate eye movements and
vertigo.
Methods	 • Drum related about its axis at Experimental Procedure	 stimulus velocity), degree of circu-30, 60, or 90 deg/sec
Test Conditions	 • Observer's head was earth- 	 • Independent variables: drum ye-	
larvection, duration of optokinetic
Observer seated centrally inside 	 vertical	
locity, duration of exposure to
	
after-nystagmus
earth-vertical rotating drum with 	 l
• Eye movements recorded by	 drum rotating at 60 deg/sec 	
• Observer's task: move handle
internal alternating black-and-	 eeet	 eulo	 hic recording	 hat each full revolution of shaftro-cgrapg in	
• Dependent variables: peak angu- 	 fixed to shaft of potentiometer so
white vertical stripes, 	
nystagmus	 (slow phase velocity divided by
each sub-	 light for optokinetic nystagmus	
lar velocity of the slow phase of
tending 73 deg arc of visual angle	 and in dark for optokinetic after- 	
nystagmus, gain of nystagmus 	 represented 360 deg of circularvec-
at rotation axis
	
tion ("rotation sensation")
• 5 observers, ages 13-48
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Figure 2. Velocity of opto-
kinetic after-nystagmus In
the dark plotted as a func-
tion of duration of exposure
to Illuminated rotating sur-
round for 2 observers (sand
0). (From B. Cohen, V. Henn,
T Raphan, & D. Dennett, Ve-
locity storage, nystagmus,
and visual-vestibular Inter-
actions In humans, Annals
of the New York Academy of
Sciences, 1981,374. Re-
printed with permission.)
0
0
Experimental Results
	 • No circularvection is experienced along with optokinetic
after-nystagmus.S Onset of visual surround rotation produces horizontal op- • Increasing the duration of exposure to the rotating sur-
tokinetic nystagmus in which eye velocity rises rapidly to
	
round produces an increasing duration of optokinetic after-maximum in first nystagmic beat.
	
nystagmus, reaching a maximum at 
— 30-40 sec of expo-9 Gain of optokinetic nystagmus is close to 1 for drum rota- sure; time constant of rise in optokinetic after-nystagmus istions <60-90 deg/sec (Fig. 1).
	
--20 sec; time constant of decay in optokinetic after-nystag-Circularvection (illusionary sense of self rotation) occurs
	
mus in the dark is --25 sec (Fig. 2).
within 5-6 sec after onset of drum rotation, and persists for
duration of rotation.	 Variability
• Immediately after cessation of long-term exposure to ro-
	
• No information on variability was given.
tating surround, low-amplitude optokinetic after-nystagmus
begins and lasts for 45-50 sec; eye velocity magnitude is
maximally 15-20 deg/sec.
Constraints	 • Optokinetic nystagmus and optokinetic after-nystagmus
can interact with vestibular nystagmus (Refs. 1, 2).
• The results, particularly the recruitment time of optoki-
	
• Other factors may also modify the recruitment time of
netic nystagmus, differ considerably from those of monkeys optokinetic nystagmus and the time constants of the rise and(Ref. 3).	 decay of optokinetic after-nystagmus, and should be taken
• Results may vary for head orientations or drum velocities into account when applying these results under different
different from those used in this study.
	
conditions.
*1. Cohen, B., Henn, V., Raphan,
T., & Dennett, D. (1981). Velocity
storage, nystagmus, and visual-
vestibular interactions in humans.
Annals of the New York Academy of
Sciences, 374,421-433.
2.Koenig, E., & Dichgans, I.(1981). Aftereffects of vestibular
and optokinetic stimulation and
their interaction. Annals of the New
York Academy of Sciences, 374,
434-445.
3.Raphan, T., Cohen, B., & Mat-
silo, V. (1977). Velocity-storage
mechanism responsible for optoki-
netic nystagmus (01(N), optoki-
netic after-nystagmus (OKAN) and
vestibular nystagmus. In R. Baker,
& A. Berthoz (Eds.), Control of
gaze by brain stem neurons. Am-
sterdam: Elsevier/North-Holland
Biomedical Press.
Cross References	 1.919 Visual suppression of vesti- 	 3.210 Vestibular illusions;
bular nystagmus: effect of direction
	 5.706 Postural stability: effects of1.917 Factors affecting the vesti- 	 of head inclination; 	 retinal image motion;bulo-ocular reflex; 	 1.921 Vestibulo-ocular nystagmus
	 5.707 Postural stability: effects of1.918 Factors influencing visual
	 during and after aircraft spin;
	 illusory self-motionsuppression of vestibular
nystagmus;
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1.9	 Eye Movements
1.925 Optokinetic Nystagmus: Effect of Instructions
UUU
Figural. Optokinetic nystagmus. Frequency of the
nystagmus (as fast phases/sec); mean amplitude of smooth
movement between fast saccades; and velocity of smooth
movement as a function of drum angular velocity. Means
based on –20(14-33) observers. Compared with "look"
nystagmus, "stare" nystagmus Is of small amplitude, low
velocity, and more frequently interrupted by fast saccades.
(From Ref. 1)
Key Terms
Field of view; instructions; optokinetic nystagmus; target
acquisition; tracking eye movements; training, visual-vesti-
bular interaction
General Description 	 is 70% of the stripe velocity, compared to 90% of the stripe
velocity for the look instructions. The frequency of counter-
Observers are instructed to "look" at one stripe in a large- 	 rotating saccadic eye movements is close to the number of
striped rotating drum or to "stare" straight ahead. When in-
structed to stare, observers' smooth movement eye velocity 	 passing stripes.
Bon, K. A., & Lincoln, J. E. Engineering Data Compendium: Human
Perception and Performance. Afl1RL, Wright-PattersonArB, OH, 1988.
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Visual Acquisition of Information	 1.0
Applications
Displays and environments requiring visual tracking of
moving targets or maintenance of visual fixation in the pres-
ence of moving targets.
Methods	 • Observers' eyes at center of cyl- 	 Experimental Procedure	 • Observer's task: follow the
hider, with head fixation achieved
Test Conditions	 with chin rest 	 • Independent variables: velocity	
movement of a particular stripe
•	
(look test) or gaze straight ahead
Observers seated at center of cyl- 	 • Inside wall ofcylinderconsisted	
of drum rotation, instructions (stare
inder 1.27 m	 Observers instructed not to turn(50 in.) diameter 	 of 12, white, equally spaced, 1-deg 	
straight ahead or to look at a partic- 	 (s	 test)
.27 high; bottom of cylinder 	 vertical stripes on black background	 Dependent
stripe)	 •
0.61 m from floor; observers <,
	
• Diffuse illumination through 	 •	  variables: frequency,	
heads while drum rotated
• 33 observers, mostly students
lated from experimenter and re-
	
white Incite top	 amplitude, velocity of optokinetic 
cording apparatus	 • Optokinetic nystagmus measured nystagmusby electronystagmographic methods
but changes little with
• When observers are asked to follow stripes (look test),
the nystagmus is of a larger amplitude than when they stare
straight ahead.
• In the look condition, the amplitude of the nystagmus re-
mains relatively constant regardless of stimulus velocity,
while in the stare condition the amplitude of the nystagmus
increases with increasing stimulus velocity.
• In the look condition, the frequency of the nystagmus in-
creases linearly with stimulus velocity, while in the stare
condition the frequency nearly doubles when stimulus ye-
Constraints
• Data may be valid only for uniformly separated 1 -deg
stripes.
• Data may not be valid for stimulus velocities
<10 or >60 deg/sec or if free head movements are
permitted.
further increases in stimulus
Variability
Bars in Fig. 1 represent standard deviations.
Repeatability/Comparison with Other Studies
Data are consistent with hypothesis (Ref. 2) that there are
two kinds of optokinetic nystagmus. With stare instruc-
tions, reduction of stimulus area increases apparent speed of
low target velocities and provides edges, modifying the op-
tokinetic nystagmus (Ref. 3).
Key References	 2. Rademaker, G. G. J., & Ter	 3. Schor, C., & Narayan, V.
Braak, I. W. G. (1948). On the 	 (1981). The influence of field size
1. Honrubia, V., Downey, W. L.,
	 central mechanisms of some optic	 upon the spatial frequency response
Mitchell, D. P., Ward, B. A., &
	 reactions. Brain, 71, 48.
	 of optokinetic nystagmus. Vision
Ward, P. H. (1968). Experimental 	 Research, 21,985-994.
studies on optokinetic nystagmus.
II. Normal humans. Acta Otolaryn-
gologica, 65,441-448.
Cross References	 1.922 Vestibular-ocular nystag- 	 1.923 Factors influencing duration
mus: interaction of quick phase	 of postrotaiy nystagmus;
1.919 Visual suppression of vesti- 	 nystagmus and saccades with eye/	 Handbook ofperception andbular nystagmus: effect of direction head tracking;
	 hw,wn performance, Ch. 10,
of head inclination;	 Sect. 3.3
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1.9	 Eye Movements
1.926 Factors Affecting Gain of Vestibulo-Ocular Reflex
Key Terms
Compensatory eye movements; eye-head coordination; in-
voluntary eye movements; nystagmus; optokinetic reflex;
vestibular nystagmus; vestibulo-ocular reflex; visual fixa-
tion; visual stability
General Description 	 changes so that it again matches the velocity of scene mo-
tion and thus the retinal image is stabilized. The table listsThe gain of the vestibulo-ocular reflex (VOR) adapts when some of the factors that influence VOR gain, indicates the
an observer is continuously exposed to a motion of the vi-	 effect of the factor, and cites sources of additional
sual scene that is mismatched to the motion of the head	 information.(vestibular input); the velocity of the pursuit phase of VOR
Constraints
• Interactions may occur between factors influencing mag-
nitude and sign of gain of vestibular nystägmus.
• The gain of VOR can be modified by a long period of
mental effort during rotation in the dark (Ref. 6).
Direction and Magnitude of Effect on Gain of Vestibule-
Factors	 Ocular Reflex	 References
Distance of object with retinal 	 Head rotation translates to the eyes as well as rotates them. Such 	 CReL 1.928
image to be stabilized for head 	 translations must also be corrected for by a change in the gain of
rotations compensatory eye movements, if retinal image stabilization is to be
achieved. For distant objects, the effect of the translation is small so
that the required gain remains close to 1
Convergence produces an equal and opposite change of angle for
the two eyes. Such equal and opposite changes are likely to cancel
in their effects on vestibulo-ocular reflex (VOR) gain
Non-alertness produces a decline of gain in the dark; alertness 	 Ref. 5
maintains a gain oil or even greater in the dark 	 CRef. 1.929
Repeated exposure to a moving whole visual scene of vertical	 Refs. 8, 9, 10
stripes, when the head is fixed, results in a reduction of gain as mea-
sured by rotation in the dark
Oscillations while observer is exposed to optical magnification re-
quiring a 36% change in gain produces complete adaptive change
after 4-20 mm
Alertness of observer
Optokinetic nystagmus
Active rotational oscillations of
the head
Axis of rotation
Ref. 2
Ref. 1, 7For the yaw- and pitch-planes, changes in gain are specific to the
plane within which the visual information is distorted Pm
Optical distortion of visual scene Twofold optical magnification produces a 70% increase of gain after 	 Refs. 3,4
4 days	 CRef. 1.927
Optical lateral reversal of the visual scene produces a reduction of
gain to 0 after 1 week, followed by a reversal of sign, and an increase
in gain towards 1 after 2 weeks
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Key References
1. Berthoz, A., Mclviii Jones, 0.,
& Begue, A. B. (1981). Differen-
tial visual adaption of vertical
canal-dependent vestibule-ocular
reflexes. ExperimentaiBrain Re-
search, 44, 19-26.
2. CoHewijn, H., Martins, A. I., &
Steinman, R. M. (1983). Compen-
satory eye movements during ac-
tive and passive head movements:
Fast adaptation to changes in visual
magnification. Journal of Physiol-
ogy, 340, 259-286.
3. Gauthier, G. M., & Robinson,
D. A. (1975). Adaptation of the
human vestibular-ocular reflex to
magnifying lenses. Brain Re-
search, 92, 331-335.
4. Gonshor, A., & Melvill Jones,
C. (1976). Extreme vestibulo-
ocular adaptation induced by pro-
longed optical reversal of vision.
Journal ofPhysiology, 256,
381414.
5. Johnson, D. D., &Torok, N.
(1970). Habituation of nystagmus
and sensations of motion after rota-
tion. Acta Otolaryngologica, 69,
206-221.
6. Mclviii Jones, 0., Berthoz, A.,
& Segal, B. (1984). Adaptive mod-
ification of the vestibulo-ocular it-
flex by mental effort in darkness.
Experimental Brain Research, 56,
149-153.
7. Melvill Jones, G., &Gonshor,
A. (1982). Oculomotor response to
rapid head oscillation (0.5-50 Hz)
after prolonged adaptation to visual
reversal. Experimental Brain Re-
search, 45,45-58.
8. Optican, L. M., & Miles, E A.
(1985). Visually induced adaptive
changes in primate saccadic ocu-
lomoto control signals. Journal of
Neurophysiology, 54, 940-958.
9. Pfaltz, C. R., & Ohtsuka, Y.
(1975). The influence of optoki-
netic training upon vestibular habit-
uation. Acta Otolaryngologica, 79,
253-258.
10. Young, L. R., & Henn, V. S.
(1948). Selective habituation
of vestibular nystagmus by
visual stimulation. Acta Otolaryn-
gologica, 77, 159-166.
Cross References	 1.927 Vestibulo-ocular reflex in the 	 1.929 Vestibular nystagmus: effect
presence of visual distortion;	 of attention;
1.917 Factors affecting the vesti- 	 1.928 Gain of vestibular nystag-
	 3.210 Vestibular illusionsbulo-ocular reflex;	 mus: effect of object distance;
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Figure 1. Three-dimen-
sional representation of the
Interaction of gain, phase,
and time for one observer
before, during, and after vi-
sual field reversal (Study 1).
Symbols indicate the values
obtained for a test run in the
dark before (half-filled cir-
cles), during (filled circles),
and after (open circles) the
period of maintained vision
reversal. (From Ref. 4)
5 10 15 20 25 30 35 40 45 50
Time (days)
rotations in head sagittal plane; 	 Study 1head sagittal plane at earth hori- 	
• Eleeoculophic recordingzontal
Study 2 (Ref. 3)
• Observer exposed to 2.1 x mag-
nified environment using magnify-
ing lenses for 5 full days
• Observer rotated in the horizon-
tal plane approximately sinusoi-
daIly at a frequency of —0.25 Hz
and an amplitude of 20 deg
• Electro-oculographic recording
while observer dark adapted
• Independent variable: exposure
to magnified environment
• Dependent variables: peak mag-
nitude of eye angular velocity, yes-
tibulo-ocular gain
• Observer's task: perform mental
arithmetic while in the dark, fixate
a real or imaginary target that is
either earth-or head-fixed
• I male observer
while observer dark adapted
• Independent variable: duration of
exposure to horizontally reversed
visual environment
• Dependent variables: peak mag-
nitude of eye horizontal angular ve-
locity, phase, vestibulo-ocular gain
• Observer's task: maintain arousal
by performing mental arithmetic
1.9	 Eye Movements
1.927 Vestibulo-Ocular Reflex in the Presence of Visual Distortion
IMNUe. 'a•
•	
'L'S	 aa
S
& &k
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Key Terms
Compensatory eye movements; disorientation; electro-
oculography; eye-head coordination; head rotation; percep-
tual adaptation; simulation; vertigo; vestibulo-ocular reflex;
visual distortion; visual fixation; visual-vestibular interaction
General Description 	 of the gain of the vestibulo-ocular reflex. (Gain is defined as
the ratio of the peak magnitudes of the eye and head angular
The vestibulo-ocular reflex undergoes recalibration when 	 velocities.) While recalibration is taking place, visual insta-
the world is viewed through reversing magnifying or mini- 	 bility is experienced when the head is moved. Further, after
fying lenses that produce a mismatch between the visual and recalibration has taken place and the optical characteristics
vestibular inputs. This visually driven recalibration takes	 are changed back to normal, there is again a period of visual
the form of an adjustment and perhaps even a change in sign instability when the head is moved.
Applications
Operational or simulated environments where use of prisms
or lenses in viewing displays or the environment can pro-
duce impairment of vision, as well as headache and nausea.
Methods	 lar velocity amplitude ± 60 dew 	 • Observer attempted (olive a nor- 	 I female and 3 male observers,
sec; horizontal canals at earth 	 mal life during time of adjustment 	 who were free of vestibular and oc-
Test Conditions	 horizontal
	 Stud 2
ulomotor disorders
Observer rotated as above, but 	 Experimental Procedure
Study 1 (Ref. 4)
• Observer exposed to a visual en-
vironment that was horizontally re-
versed by Dove prisms; awake
exposure 2,6,7, and 27 days; con-
tinuity of exposure was rigorously
maintained
• Observer rotated in plane of
horizontal semicircular canals;
head immobilized with respect to
the body; 20 sinusoidal rotations
with frequency of 0.167 Hz; angu-
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Experimental Results
Study 1
• Vestibulo-ocular gain is reduced during the first 2 days of
vision-reversal to -60%; after a week it is reduced to -25%
of the normal value.
• Phase of the vestibulo-ocular reflex lags relative to nor-
mal perfect compensatory eye movement by --130 deg by
the beginning of Week 3, with a corresponding restoration
of the gain from 25-50% of its normal (absolute) value.
• On re-exposure to normal visual environment, gain it-
turns to normal values along a time course similar to that of
the original attenuation.
• No changes in gain and phase are observed when ob-
server is oscillating in the sagittal plane.
Study 2
• Gain increases from 0.61 ± 0.07 standard deviation (SD)
to 1.08 ± 0.14 SD after 5 days of adaptation when measure-
ments are made with observer performing mental arithmetic
in the dark.
• Gain increases from 1.0-2.0 when fixating on a visible
target attached to a stationary wall; gain increases from
0.81 ±0.12 SD to 1.24±0.15 SD when fixating in the
darkness on an imaginary target on wall.
• Gain remains at 0 when observer is fixating on a visible
Visual Acquisition of Information	 1.0
target attached to chair rotating with observer; gain in-
creases from 0.18-0.45 when fixating in the darkness on an
imaginary target on rotating chair.
• Immediately after removal of the lenses, 30-50% over-
compensation of eye movements occurs on attempting to
fixate an invisible target when observer is rotated in the
dark; fixation occurs when the target reappears, but the tar-
get appears to have moved in the direction of chair rotation
during the dark.
• When observer is rotated in the light, target is fixated
with no over-compensation, but the target appears to move
with the rotating chair.
Variability
In Study 1, the standard error of the mean gain ranged from
0.005-0.031 (average 0.011) for measurements made while
prisms were worn and from 0.004-0.016 (average 0.008)
for measurements made afer prisms were removed; for
phase, standard errors of the mean ranged from 0.98-11.77
(average 4.50) during prism wearing and from 0.87-7.88
(average 1.84) after prism removal. (Each mean was based
on 7-23 measurements.) Standard deviations for vestibulo-
ocular gain measured in Study 2 are indicated in the section
above.
Constraints
• Warning: In an aerospace environment, these experi-
ments are dangerous both during the experiment itself and
afterwards.
• Results may vary for exposure to vertical reversal of vi-
sion, or for frequencies and amplitudes of the test oscilla-
tions different from those employed here (Ref. 7).
• Other factors may also modify gain and phase of the yes-
tibulo-ocular reflex (Refs. 5,6; CRefs. 1.917, 1.926).
• In Study 2, masking goggles restricted the visual field.
• Adaptation to magnification can occur much more rapidly
than reported here if the magnification is smaller (Ref. 2).
Key References	 G. (1976). Extreme vestibulo-
ocular adaptation induced by pro-
I. Cannon, S. C., Leigh, R. I.,
	
longed optical reversal of vision.
Zee, D. S., & Abel, L. A. (1985).	 Journal of Physiology, 256, 381-
The effect of the rotational magnifi- 414.
cation of corrective spectacles on
	 5. Hay,!. C., & Goldsmith, W. M.
the quantitative evaluation of the
	 (1973). Space-time adaptation of
VOR. Acta Otolaryngologica, 100, visual position constancy. Journal81-88.	 of Experimental Psychology. 99,
2. Collewijn, H., Martins, A. I., & 	 1-9.
Steinman, R. M. (1983). Compen-	 6. lager, I., & Henn, V. (1981).
satory eye movements during ac-
	 Vestibular habituation in man and
tive and passive head movements: 	 monkey during sinusoidal rotation.
Fast adaptation to changes in visual Annals of the New York Academy of
magnification. Journal ofPhysiol.
	 Sciences, 374, 330-339.
ogy. 340, 259-286.
7. Melvill Jones, 0., & Gonshor,
*3 Gauthier, G. M., & Robinson,	 A. (1982). Oculomotor re-
D. A. (1975). Adaptation of the
	 sponses to rapid head oscillation
human vestibular-ocular reflex to
	 (0.5-5.0 Hz) after prolonged àdap-
magnifying lenses. Brain Re-
	 tation to vision-reversal. Experi-
search, 92, 331-335.
	 mental Brain Research 45,45-58.
*4 Gonshor, A., & Melvill Jones,
2.00= Without
LII
	
magnifying lensesI!jii ll = After wearing
lenses for 5 daysj
C
1.00
Cross References	 1.926 Factors affecting gain of
vestibulo-ocular reflex;
1.907 Adaptability of eye	 3.209 Long-term adaptability of
movements;	 the vestibular system;
1.909 Maladaptive eye move-	 3.210 Vestibular illusions;
ments: eliciting conditions; 	
5.1102 Visual effects of various1.917 Factors affecting the vesti- 	 optical devices;bulo-ocular reflex;
	
5.1114 Perceptual effects of inver-1.918 Factors influencing visual	 sion and left-right reversal of the
suppression of vestibular	 visual field
nystagmus;
Task 1 Task 2	 Task 3 Task 4
Figure 2. Gain of vestibulo-ocular nystagmus after ob-
server wore magnifying lenses for 5 days (study 2); values
obtained without lenses are shown for comparison. Task 1:
observer performed mental arithmetic In the dart Task 2:
earth-fixed target visible and fixated; Task 3; imaginary
earth-fixed target fixated In dark; Task 4: Imaginary head-
fixed target fixated in dark. (Data from Ref. 3)
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1.9	 Eye Movements
1.928 Gain of Vestibular Nystagmus: Effect of Object Distance
Key Terms
Compensatory eye movements; convergence; head rotation;
helmet-mounted displays; optolcinetic nystagmus; retinal
image stability; vestibular gain; vestibular nystagmus; vi-
sual fixation; visual position constancy
General Description 	 where U is the head rotation, d is the distance of the nodal
point of the eye from the axis of head rotation, and D is oh-
The gain of vestibular nystagmus produced by head rota- 	 ject distance. The second term of this expression, which
tion is defined as the ratio of the compensatory angular ye- 	 gives the angular compensation for eye translation, is negli-locity of the eyes during the slow phase to the angular 	 gible for distant objects and approaches the value of 0 for
velocity of the head (with sign reversed). If eye and head 	 near objects. Consequently, compensatory eye rotation (and
rotations were about the same axis, then with a gain of 1 the therefore the velocity of eye movements required to stabi-
slow phase of vestibular nystagmus would compensate ex- 	 lize the retinal image of near objects) will be approximately
actly for head rotation and so stabilize the retinal image. 	 double that required for far objects. This means that the gain
However, because the eyes and head rotate about separate 	 of vestibular nystagmus varies with object distance, from a
parallel axes, rotation of the head produces both a transla- 	 value of 2 for near objects to 1 for far objects.
tion and a rotation of the eyes. If the retinal image is to be	 Adjustment of the gain of vestibular nystagmus with ob-
stabilized, the additional effect of the translation of the eye 	 ject distance may be related to the convergent state of the
must be taken into account by a change in the slow phase	 eyes (Refs. 1, 2).
and hence in the gain of vestibular nystagmus.
An expression for rotation that compensates for the ef-
fect of both eye rotation and translation is
0+arctan dsin0
Applications
Alternation between viewing the distant environment and
nearby displays under conditions of head rotation requires
changes in the value of the gain of vestibular nystagmus for
successful retinal image stabilization.
Constraints
• Gain of vestibular nystagmus must be measured in the
dark to avoid confounding vestibular nystagmus with opto-
kinetic nystagmus.
Key References	 2. Post, It B., & Leibowitz, H. W.(1982). The effect of convergence
I. Hay, J. C., & Sawyer, S. 	 on the vestibulo-ocular reflex and
(1969). Position constancy and bi-	 implications for perceived move-
nocular convergence. Perception & ment. Vision Research, 22,
Psychophysics, 5,310-312.	 461465.
Cross References	 1.917 Factors affecting the vesti- 	 1.927 Vestibulo-ocular reflex in the
bulo-ocular reflex;	 presence of visual distortion;
1.907 Adaptability of eye move- 	 1.926 Factors affecting gain of yes-	 1.929 Vestibular nystaginus: effect of
ments;	 tibulo-ocular reflex;	 attention
1.915 Effects of target characteris-
tics on eye movements and fixation;
480
	
	
Boff, K. H., & Uncoin, J. E. Engineering Data Compendium: Human
PerceptionandPen'ormance. AAMRL Wright-PattersonAFB, OH, 198a
Visual Acquisition of Intonnation
	 1.0
Notes
1.9
	
Movements
1.929 Vestibular Nystagmus: Effect of Attention
Table 1. Median values of several Indices of warmth-induced nystagmus. (From Ref. 3)
Duration	 Maximum	 Velocity	 Total	 Maximum	 Ratio	 Total	 Mean
Test	 of	 Velocity	 I min	 Number	 Number	 Beats	 Amplitude	 Amplitude
Condition	 Nystagmus Slow Phase (deglsec)	 Beats	 Beats	 Duration	 (10 see)	 (10 sec)
134	 22.1	 15.9	 77	 12	 0.52	 46	 3.2
0	 0	 0	 0	 0	 0	 0	 0
165	 27.7	 20.9	 101	 15	 0.65	 93	 6.0
Test Condition I: no fixation (eyes closed) and no assigned mental task; Test Condition Ii: target fixation and assigned mental task; Test Condition lii:
no fixation (eyes closed) but assigned mental task.
Key Terms
Attention; degraded eye movement; nystagmus; spatial ori-
entation; vertigo; vestibular nystagmus; vestibulo-ocular re-
flex; visual fixation
General Description
The level of attention of an observer influences the strength
of vestibular nystagmus. States of relaxed attention (reverie)
weaken the nystagmus, whereas a more vigorous nystagmus
is produced when the observer is alert and performing some
demanding mental activity.
Applications
Low levels of attention can produce degraded eye move-
ments that result in impairment of vision.
Methods	 • Mental-activity task of serial-7	 Experimental Procedure	 • Observer's task: close eyes or
subtraction
• Electro-oculographic recording 	 fixate on target; perform mental
Test Conditions	 • Eyes closed and no assigned 
• Observer's left ear (external au-	 mental task (Condition 1), target 	
of warmth-induced nystagmus	 arithmetic or relax
ditory meatus) irrigated with water	 fixation and assigned mental task 	
• Independent variables: presence	 • 3 female and 3 mate observers
	
of assigned mental-task, 	 clinically free of ear pathology,
at 44°C for 40 sec; observer supine 	 (Condition II), and eyes closed 
and
	
or ab ence 
in dark with head slightly flexed 	 assigned mental task (Condition 	
presence or absence of visual fixa- 	 with no history of vertigo or head
tioll	 injury, and had not taken drugs or
• illuminated fixation target I cm 	 • Dependent variables: indices of	 alcohol during the previous 3 days
in diameter and 140 cm from ob-	 warmth-induced nystagmus (see
server's eyes	 Table I)
• Median values for all the indices of nystagmus in Table 1
are greatest for the test with attention produced by perform-
ing mental arithmetic with eyes closed.
• Median values for indices of nystagmus are least (zero)
for the test with attention produced by performing mental
arithmetic during visual fixation of a target.
Variability
There is some intro-observer variability that could be some-
presence of mental activity. Physiological differences, as
well as different effects of mental tasks, can be used to ex-
plain inter-subject variability.
Repeatability/Comparison with Other Studies
Other studies reporting similar results are listed in Ref. 3.
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Constraints
• Results may vary for head positions or conditions of
mental stimulation that differ from those used in this study.
• Other factors may also modify the indices of nystagmus,
and should be taken into account when applying these re-
sults under different conditions (Ref. 2).
• The gain of vestibular nystagmus may be increased if
the subject imagines a stationary visual object and de-
creased if the subject imagines an object moving with the
head (Ref. 1).
Key References	 2. Collins, W. E. (1974). Arousal 	 *3 Sokolovski, A. (1966). The in-
and vestibular 	 In	 fluence of mental activity and vi-
i. Baloh, R. W., Lyerly, K. & Yee, H. H. Kombuber (Ed.), Handbook	 sual fixation upon caloric-induced
R. D. (1986). Voluntary control of	 of sensory physiology. Vol. V112. 	 nystagmus in normal subjects. Acta
human vestibulo-ocular reflex.	 New York: Springer, 	 Otolaryngologica, 61,209-220.
Acta Otolaryngologica, 97, 1-6.	 -
Cross References	 bular nystagmus: effect of direction 1.927 Vestibulo-ocular	 1.928 Gain of vestibular nystag-
of head inclination; 	 reflex in the presence of visual	 mus: effect of object dis-
1.917 Factors affecting the vesti- 	 1.926 Factors affecting gain of yes- 	 distortion;	 tance
bulo-ocular reflex;	 tibulo-ocular reflex;
1.919 Visual suppression of vesti-
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1.9	 Eye Movements
1.930 Vestibular Nystagmus: Effect of Angular Acceleration
and Deceleration
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Figure 1. Nystagmus produced by exposure of one sub-
ject to strong angular deceleration lasting 10 sec (begin-
ning at time zero) from a constant rotational velocity of
270 deg/sec. (From Ref. 3)
Figure 2. Nystagmus produced by exposure of one sub.
ject (same as In Fig. 1) to a velocity ramp generated by ac-
celeration of 45 deg/sec 2 lasting 120 sec; angular velocity
passed from maximum in one direction at 0.0 sec to maxi-
mum In opposite direction at 120 sec (marked by arrow).
(From Ref. 3)
Key Terms
Angular acceleration; angular deceleration; electro-oculog-
raphy; nystagmus; vestibular illusions; vestibular nystag-
mus; visual fixation; visual-vestibular interaction
General Description 	 tagmus that is in the opposite direction and that lasts from
20-30 sec (Fig. 1). The cessation of this postrotary nystag-
Angular (rotary) acceleration of the body produces a niis-	 mus reveals a weaker secondary or post-postrotary nystag-
tagmus that is in phase with the perrotary response. Large- 	 mus (shown with negative velocity in Fig. 1).
magnitude angular deceleration or cessation of constant ac-
celeration produces a period of anti-phase postrotary nys-
Applications
Prolonged and/or large angular acceleration or deceleration
in the aerospace environment may produce illusions of ro-
tary movements, biased impressions of attitude (the
"leans"), and impairment of visual fixation.
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Test Conditions
• Observer exposed to step change
from an angular velocity of
270 deg/sec maintained for 3 mm
to  deg/sec within 10 we
• Observer exposed to an angular
acceleration of 4.5 deg/sec' lasting
120 sec; head fixed to rotating chali
by dental bite; after constant rota-
tion for 3 mm, chair driven to fol-
low required acceleration down a
velocity ramp through zero angular
velocity to a constant angular ve-
locity in the reverse direction
o Observers dark-adapted in red
light for a minimum of 50 min be-
Visual
test; tests run i
darkness
Experimental Procedure
• Blectro-oculographic (EOG) re-
cording with observer's eyes closed
• Independent variable: elapsed
time after change in angular
velocity
of Information	 1.0
of angular eye velocity during slow
phase of nystagmus
• Observer's task: maintain arousal
by performing mental arithmetic
for monetary reward
• 3 normal males and 5 normal fe-
males (ages 18-39), with an un-
known amount of practice
Experimental Results	 of declining nystagmus under constant acceleration (adapta-
tion)and secondary nystagmus is 82 sec.
• Strong deceleration of short duration (a step change in
angular velocity) yields initial anti-phase postrotary nystag-
mus that stops in '-30 sec. There follows an in-phase sec-
ondary nystagmus with a slow phase that increases in
angular velocity and then declines toward zero for '--100 sec
(Fig. 1).
• Anti-phase nystagmus occurs with onset of a velocity
ramp (Fig. 2). The slow-phase velocity initially increases,
reaches a maximum at — 50 see, and then decreases. The
nystagmus then reverses direction with velocity reaching a
maximum at '-150 sec after ramp onset.
• Mean canal cupular restoration time constant underlying
the time course of nystagmus at onset and cessation of an-
gular acceleration is 21 sec.
• Mean adaptive time constant underlying the time course
Constraints	 • Results may vary for exposure to angular accelerations
different from those employed here (Ref. 1).
• Exposure to rotational velocities and/or large-magnitude 	
• Other factors may modify the time constant values and
accelerations is dangerous. 	 should be considered when applying these results under dif-
• Adaptation to constant acceleration is never complete.
	 ferent conditions.
Key References	 2. Fluur, E., & Mendel, L. (1966). 	 *3 Malcolm, R., & Melvill Jones,
Relation between strength of stimu-	 G. (1970). A quantitative study of
1. Brown, J. H., & Wolfe, I. W. 	 Isis and duration of latency time in 	 vestibular adaptation in humans.
(1969). Adaptation to prolonged	 vestibular rotatory nystagmus. Ada	 Ada Owlaryngologica, 70,
constant acceleration. Acm Ow/ar-	 Otolaryngologica, 61,463-474.	 126-135.
yngologica, 67, 389-398.
Cross References	 1.926 Factors affecting gain of yes-
tibulo-ocular reflex;
1.921 Vestibulo-ocular nystagmus
during and after aircraft spin;
1.923 Factors influencing duration
of postrotary nystagmus;
Variability
• Standard deviation of canal cupular restoration time con-
stant was 59 sec and standard error was 1.5 sec.
• Standard deviation of adaptation time constant was
25-8 sec and standard error was 6.5 sec.
Repeatability/Comparison with Other Studies
Latency of vestibular nystagmus (when eye movement is
first visible) is a function of the rate of acceleration (e.g.,
0.5 sec for 8 deg/sec, but several seconds for 1 deg/sec),
and variability decreases as rate of acceleration increases
(Ref. 2).
3.202 Dynamics of the otolith
organs
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1.9	 Eye Movements
1.931 Duration and Amplitude of Saccades in the Absence of
Targets
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500-1
	
Well-illuminated
400-
2001 Figure l. (a) Saccadic dii-
ration and (b) maximum ve-
locity of eye movements
between well-Illuminated
fixation points and eye
movements In the dark for a
representative observer.
Each point is the mean of at
least 10 values; the bars
represent the standard de-
viation of the mean. (From
Ref. 1)
Separation of Targets
(degrees of visual angle)
Key Terms
Dark saccades; horizontal eye movements; saccadic eye
movements; target acquisition
General Description 	 ever, the slowing is greater for the second half of the move-
ment than for the first half.
The saccade is a rapid and abrupt jump made by the eye as	 Saccades in well-illuminated but uniform visual fields
it moves from one fixation point to another. The most corn-	 devoid of fixation points are similar to those in darkness
mon form of eye movement, saccades are primarily used to 	 (sec Fig. 2e and d), suggesting that saccadic slowing can
search and explore the visual field, such as reading or exam- be prevented by one or two simple fixation points; an other-
ining a visual scene. Generally, the saccade is regarded as a 	 wise patterned visual field and total illumination play no
ballistic eye movement whose trajectory cannot be altered 	 role.
once begun. The mean duration for a saccade of a given 	 Eye movements under closed eyelids show variable tra-
magnitude is very predictable, and saccadic movements ex- jectories, but the movement durations are longer and the ye-
hibit remarkably reproducible trajectories (Ref. 1). How- 	 locities lower than those of dark eye movements (Fig. 2).
ever, the execution of normal saccadic eye movements 	 Saccades previously practiced with visible targets sepa-
depends on the presence of clearly visible fixation points, 	 rated by <50 deg gradually become larger when the targets
The following characteristic features distinguish eye move- 	 are extinguished; when the visible targets are separated by
ments and gaze fixation in the dark from those observed	 >60 deg, the dark saccades become smaller.
when targets are visible.	 At the end of each saccade the eyes drift toward the pri-
For a pair of targets separated by 10-60 deg of visual 	 mary position, with a velocity proportional to the eccentric-
angle, when horizontal saccades are made between remem- 	 ity of gaze: 3 min arc/sec per deg of eccentricity (Fig. 3).
bered target positions (targets extinguished at least 	 Consecutive saccades can be executed with reasonable
1 sec before), saccade duration is longer and maximum	 accuracy based on remembered target locations. The sac-
velocity of eye movements lower than for similar-sized sac- 	 cade to target 1 extinguished all targets in 50% of trials. The
cades between always-visible points (see Fig. 1).	 mean error in fixation of target 3 was only 10% greater than
Dark saccades are slowed down from their inception, 	 the mean error for target 2 (Ref. 3).
Figure 2a and e shows that dark saccades have a notice-
ably smaller initial slope than visible target saccades. How-
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Visual Acquisition of Information 	 1.0
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Figure 2. A comparison of saccadic trajectories obtained
with and without visual fixation points: (a) normal saccade
In a well-Illuminated room; (b) saccade between two dim
fixation points in an otherwise dark room; (c) saccade in
complete darkness; (d) saccade in a homogeneous, well-
illuminated visual field; (e) eye movement with closed eyes.
In all cases, 40-deg eye movements typical of each condi-
tion were selected. (From Ref. 1)
Constraints
• Results are of unknown validity for longer intervals fol-
lowing target offset, for eye movements in other than a
horizontal plane, and for more complex visual fields, or in
the presence of vestibular input.
(a) 
10 sec
(b)
Cc)
Figure 3. Search saccades, smooth drift, and counter sac-
cades in the dark. After the observer practiced 16 saccades
between two dimly lit fixation points, the points were extin-
guished, and the observer attempted to reproduce the
movements in darkness. Electro-oculogram tracing: (a) eye
movements and fixation during the learning period; (b, c)
large search saccades, followed by drift towards center
and small counter saccades that oppose the drift. Point K
marks the observer having sensed one of the larger sac-
cades that counter drift. Such experiments demonstrate
that observers prefer to make fairly large search saccades
of approximately constant amplitude, though amplitude Is
erratic if the initial fixation points are close, e.g., 5 deg
apart. (From Ref. 2)
*1. Becker, W., & Fuchs, A. F.
(1969). Further properties of the
human saccadic system: Eye move-
ments and correction saccades with
and without visual fixation points.
Vision Research, 9, 1247-1258.
(1973). Accuracy of saccadic eye
movements and maintenance of ec-
centric eye positions in the dark.
Vision Research, 13,1021-1034.
3. L'..urIIuua, WI. fl, restIJger, b.
& Sherry, J. (1977). The accuracy
of two-dimensional saccades in the
absence of continuing retinal stim-
ulation. Vision Research, 17,
1231-1232.
Cross References	 cadic eye movements: effect of
visual task;
1.904 Methods of measuring eye
movements;
1.932 Factors influencing the la-
tency ofsaccades;
1.935 Patterns and errors in sac-
1.937 Voluntary control of sac-
cadic eye movements;
7.313 Eye fixations and eye move-
ments during display monitoring;
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1.932 Factors Influencing the Latency of Saccades
Key Terms
Amblyopia; luminance; pursuit eye movements; saccadic
eye movements
General Description 	 The length of the delay between the change of position of an
object and the start of corrective or compensatory saccadic
Saccades are short-duration, high-velocity eye movements	 eye movements to maintain fixation on the object is known
made by the observer, for example, to maintain fixation on 	 as response latency (or simply latency). Latency is influ-
an object that abruptly shifts position, to track a moving ob- enced by many factors, some of which are summarized in
ject that suddenly accelerates or changes direction, or to	 the accompanying table. These include differences between
shift visual fixation from one object to another. Since re-	 individuals, as well as observation conditions and target
sponse to a change of object position or the appearance of a	 characteristics.
new object of interest in the visual field requires activity of
sensors, nerves and eye muscles, it cannot be instantaneous.
Applications
Any task that requires rapid fixation or refixation will be af-
fected by the viewing conditions and the observer's degree
of arousal and proficiency in the situation.
Key References
I. Bartz, A. B. (1962). Eye-move-
ment latency, duration, and re-
sponse time as a function of an-
gular displacement. Journal of
Experimental Psychology, 64,
318-324.
2. Ciuffreda, K. 3., Kenyon, R. V.,
& Stark, L. (1978). Increased sac-
cadic latencies in amblyopic eyes.
Investigative Ophthalmology and
Visual Science, 17,697-702.
3. Doma, H. (1980). An investiga-
tion of the effects of different stim-
uli brightness on the human sacca-
dic oculomolor system. Master's
thesis, University of Toronto.
4. FIRS, K M., & Posner, M. I.
(1967). Human performance. Bel-
mont, CA: Brooks Cole.
5. Hallett, P. E., & Adams, B. D.
(1980). The predictability of sac-
cadic latency in a novel voluntary
oculomotor task. Vision Research,
20, 329-339.
6. Heywood, S., &Churcher, I.
(1980). Structure of the visual
array and saccadic latency: Impli-
cations for oculomotor control.
Quarterly Journal of Experimen-
tal Psychology, 32, 335-341.
7. Kinsbourne, M. (1972). Eye
and head turning indicates cerebral
lateralization. Science, 176,
539-541.
& Maflsflem, K. J. W. IJYI3). La-
tency functions in human vision.
Vision Research, 13, 2219-2234.
9. Robinson, C. H. (1979). Dy-
namics of the eye and head during
movement between displays: A
qualitative and quantitative guide
for designers. Human Factors, 21,
343-353.
10. Robinson, G. H., Kolb, B. W.,
& Ringenback, J. P. (1976). Dy-
namics of the eye and head during
an element of visual search. Ergo-
nomics, 19, 691-709.
II. Saslow, M. C. (1967). Latency
for saccadic eye movement. Jour-
nal of the Optical Society ofAmer-
ica, 57, 1030-1033.
Young, L. (1962). Predictive con-
trol of eye tracking movements.
IEEE Transactions on Human Fac-
tors in Electronics. HFE-3, 52-57.
13. Steinbach, M. J. (1969). Eye
tracking of self-moved targets: The
role of efference. Journal of Exper-
imental Psychology, 82, 366-376.
14. Wheeless, L. L., Jr., Cohen,
0. H., & Boynton, R. M. (1967).
Luminance as a parameter of the
eye-movement control system.
Journal of the Optical Society of
America, 57, 394400.
Cross References	 7.501 Factors affecting visual
search with monochrome displays;
1.906 Classifications of eye move-	 7.504 Role of saccadic eye move-
ments;	 menu in search;
1.934 Elicitation of saccades: ef-
fects of target size and proximity
to fovea;
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Visual Acquisition of Information	 1.0
Description
Upward motions of the eyes start sooner than downward motions.
Oblique movements start later than up or down motions
There are notable differences, including amount of practice (which
decreases latency), handedness, state of alertness (e.g., alcohol in-
creases latency to respond, even in small quantities)
Factor
Direction of target motion
Individual differences
References
Refs. 1,6,11
Refs. 6,10
Handedness	 Right-handed individuals show shorter latencies for rightward than 	 Ref. 4
for leftward saccades. In addition, righthanders consistently orient to
the right after verbal questions, while looking up after numerical
questions and up and to the left after spatial questions. Lefthanders,
as a group, showed more variability in direction of looking
Luminance	 Time to respond varies as an Inverse power function of flash	 Refs. 7,14
intensity for short flashes; varies directly with luminance for longer
flashes, i.e., >10 msec. The effect is independent of retinal locus,
spectral composition, and flash duration beyond 10 msec. In some
tasks, contrast between target and background influences saccade
latency
Predictability	 When an observer controls target motion, target pursuit is quick and 	 Refs. 1, 12,13
accurate; when the target position is correlated with an observer's
arm movement, but the arm is passively moved, the tracking is still
accurate. When target location is imperfectly associated with arm
movement, monitoring is very poorly performed, with little actual
tracking
With intermittent target presentation, prior knowledge of likely target
position may induce appropriate, anticipatory saccades; without prior
knowledge, saccades increase in number, and latency increases.
Further, if a target disappears during an initial saccade, the eye
moves to the intended position of the now-invisible target, if target
loss occurs late in the course of the first saccade
When a fixated target moves slightly (5 min visual angle); micro-
saccades sometimes occur
When a target moves, eye response latency may increase within-
creased separation between eye fixation and target (Ref.1). For very
large angular separations (40-100 deg), the latencies of the multiple
saccades required may not differ, although the total time to refixate
may increase (Ref.8)
In general, left and right directed eye movements are initiated with
equal latency, although righthanders have shorter latencies for right-
ward saccades. Uncertainty as to left or right location of target does
not influence saccadic latency
Generally, the number of different targets exerts no effect on sac-
cade initiation
Target locus
Target set size
Refs. 1,10,11
Refs. 6,11
Visual defects	 Observers with amblyopla have longer latencies for the amblyopic 	 Ref. 2
eye to initiate saccades, even after treatment
Visual warning	 In general, saccades begin —200 msec after target movement or ap-
	
Ref. 4
pearance, decreasing by -5 msec with advance warning of task
onset
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1.933 Saccadic Velocity: Effect of Saccade Distance
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Figural. Peak velocities of saccades plotted as a function of saccade length. Filled cir-
cles indicate voluntary saccades and open circles Indicate small corrective saccades
(which typically follow the former). (From A.T. BahIli & L. Stark, The trajectories of sac-
cadic eye movements. Copyright © 1979 by Scientific American, Inc. All rights reserved.)
Key Terms
Microsaccades; saccadic eye movements; saccadic velocity;
visual direction
General Description
Peak velocity of a saccadic eye movement increases as the
length of the saccade increases for both normal voluntary
saccades (Ref. 1) and the small corrective saccades which
generally follow them, and for involuntary microsaccades
(Ref. 2).
Test Conditions
• Various targets used; details
unknown
Procedure
• Various tasks were used, spe-
cifics not given
• Velocities and lengths of volun-
tary and involuntary eye move-
ments monitored using hmbus
reflection technique (CRef. 1.904)
at a rate of 100 samples per sec
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• The peak velocity of saccades is a nonlinear, increasing
function of the length of those saccades.
• Small, corrective saccades are made after normal volun-
tary saccades, which typically overshoot their target. These
small corrective saccades (Fig. 1, open circles) fit on the
main sequence with voluntary saccades (filled circles).
Variability
No information on variability was given.
• Data from fatigued observers were rejected (CRef.
1.908).
• Drift and noise at the end of the eye movements were
ignored.
• Only horizontal eye movements were recorded.
• The actual speed at which observers can traverse a certain
Key References	 2. Zuber, B. L., Stark, L., &
Cook, G. (1965). Microsaccades
I. Bahill, A. T, & Stark, L.	 and the velocity-amplitude rela-
(1979). The trajectories of saccadic tionship for saccadic eye move-
eye movements. Scientj/icAmeri-	 ments. Science, 150, 1459-1460.
can, 240, 108-117.
Cross References
1.904 Methods of measuring eye
movements;
1.908 Effect of fatigue on eye
movements;
1.931 Duration and amplitude of
saccades in the absence of targets
Visual Acquisition of Information	 1.0
Repeatability/Comparison with Other Studies
An earlier study (Ref. 2) found the same nonlinear relation-
ship between saccade length and peak saccade velocity for
involuntary saccades during fixation as did Ref. 1 for volun-
tary saccades to visible targets. Ref. 2 also showed that mi-
crosaccades made during fixations to maintain steady
fixation also fall on the main sequence with voluntary
saccades.
cities. Velocity changes during a saccade, so peak velocity
is not representative, and observers can also make multiple
saccades to traverse some distance.
• In darkness, saccades may be slower than in light.
• Saccades to remembered targets may be slower than to
visible targets.
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1.9	 Eye Movements
1.934 Elicitation of Saccades: Effects of Target Size and
Proximity to Fovea
4 degrees
8 degrees
C
16 degrees)
L TL T TA A BA B BL
Direction In Visual Field
Figural. salience of stimulus as a function of proximity to
fovea. The value of salience plotted is the rate at the bal-
ance point obtained from the PEST procedure. Visual field
directions are: L, left; R, right; B, bottom (down); T, top (up).
Each point shows the median result (across 5 subjects for
4 and 6 deg; across 3 subjects for the remainder) of trials
at a particular target eccentricity and field direction. (From
Ref. 2)
Key Terms
Attention; retinal location; saccadic eye movements; visual
fixation
General Description 	 to the one closer to the fixation point. To some extent, size
can overcome the proximity factor. Contour and movement
The determinants of the direction of saccades is controver-	 (at least within the parameters tested) are relatively less ef-
sial. If two stimuli appear on either side of a fixation point	 fective than proximity as determiners of saccade direction.
in an otherwise dark field, a subject is most likely to saccade
Applications
Tasks where it is important for visual attention to be di-
rected to a specific location.
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Visual Acquisition of Information	 1.0
Methods	 • After a 300-msec delay, two in- 	 tance between target and fixation) 	 measured as the median value of
dicators (encircled digits) appeared	 balanced across subjects; two ran-	 the eight balance points (points at
Test Conditions	 for 100 msec at the prior location of	 domly-selected digits appear- 	 which size ratio of targets lead to
• Fixation point appeared for 	 the square target	 ing on each trial 	 equivalent likelihood of saccadic
800 msec, followed by a 100-msec	 • Stimuli displayed on oscillo- 	 • Independent variables: dis- 	 direction
appearance of two square targets, 	 scope screen at end of dark-painted 	 tance between fixation and target,	 • Subject's task: fixate the center
one 8-deg of visual angle from the	 viewing tube; subject's head immo- 	 target size (largest size was	 point until onset of display, then
fixation point and the other at 	 bilized by viewing mask and chin	 10 x 10 square matrix of points	 read off a digit; subject would
varied distances from fixation 	 rest	 whose side length was 54 mm arc) 	 only be able to read the digit at the
• Dependent variables: direction 	 target position to which she had(4, 6, 8, 12, or 16 deg); targets	 Experimental Procedure
	 of saccade; salience of stimuli,	 saccaded.
appeared on either side of the fixa-
tion point (left, right, up, down,	 • Sequential testing algorithm	 • 6 first-year female undergraduate
or oblique)	 (PEST) (Ref. 1), order of presents-	 subjects with 20-20 vision
tion of different conditions (dis-
Experimental Results
• Measure of salience used shows a change of almost 2 log
units for a factor of two changes in distance between target
and fixation; that is, the closer the stimuli are to the fixation
point, the more likely they are to attract a saccade.
• There are directional biases for saccades, in this case, to
the right and upper directions; the bias is most likely due to
the non-visual environment or intrinsic factors.
• Similar experimental paradigms show that neither appar-
ent motion in the variable stimulus, nor the addition of con-
tour to it, is as strong as the effect of distance between point
Constraints
• Only a limited number of the possible stimulus parame-
ters that may affect salience have been explored. If targets
had been larger in comparison to size of total visual field,
the results may have been different.
of fixation and target in determining the direction of the
saccade.
Variability
Considerable individual differences were reported, but the
trend of the results was consistent across subjects.
Repeatability/Comparison with Other Studies
This study confirms results first reported by Lvy-Schoen
(Refs. 4, 5)
Key References	 movements in human observers. 	 sual perception (pp. 171-179).	 stimuli according to their relativePerception, 9, 7-21.	 Hillsdale, NJ: Erlbaum.	 eccentricity.) L'Année Psycholo-
1. Findlay, J. M. (1978). Estimates 3. Findlay, J. M. (1981). Local and
	 4. Lévy-Schoen, A. (1969). Deter-	 giQ, 69, 373-392.
on probability functions: A more 	 global influences on saccadic eye
	
mination et latence de In response	 5. Ldvy-Schoen, A. (1974). Le
virulent PEST. Perception & Psy-	 movements. In D. P. Fisher, R. A.	 oculomotrice a deux stimuls simul-	 champs d'activité du regard: Don-
chophysics, 23, 181-185.	 Monty, & J. W. Senders (Eds.), 	 time on successif selon leur excen- 	 ndes experimentalles (The field of
*2. Findlay, J. M. (1980). The vi- 	 Eye movements: Cognition and vi-	 tricite relative (Determination and	 observed activity: Experimental
sual stimulus for saccadic eye	 latency of the oculomotor response	 data). L'Année Psychologique, 74,
for a simultaneous of successive	 43-66.
Cross References	 1.948 Involuntary anticipatory eye	 7.511 Search time and eye fixa-	 11.407 Visual warning signals: ef-
movements;	 tions: effects on symbol color, size, feet of shape;
1.915 Effects of target characteris- 	 7.406 Characteristics of the signal 	 and shape;	 11.409 Visual warning signals: ef-
tics on eye movements and	 that affect vigilance, monitoring, 	 11.406 Visual warning signals: ef-	 fect of size and locationfixation;	 and search;	 fects of background color and
luminance;
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1.935 Patterns and Errors in Saccadic Eye Movements: Effect of
Visual Task
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Figural. Results from single observer with normal and anti tasks randomly presented,
and with the target blanked 50% of the time. In upper panels, latencies of primary saccades
are plotted relative to onset of the target (at 0 sec). For secondary saccades, the heavy
lines indicate trials during which the target was constantly present; light lines Indicate
blanked trials. Blanking tended to eliminate most secondary saccades on normal trials, but
not on anti trials. PS = proportion of primaries followed by a secondary;pQ = proportion of
quick primaries (<250 msec latency). Middle and lower panels plot degree of angular error
on lit and on blanked trials. Terminal errors at the ends of the trials are represented with
heavy lines; the mean values are indicated by the larger arrows. Terminal errors are in-
creased by blanking in the normal task, but not in the anti location fixation task. Errors at
the ends of primary saccades are shown with thin lines and are diagonally shaded, with the
mean indicated by the small arrows; unshaded regions are errors which elicit secondaries.
pH = proportion of end primary or terminal eye positions that hit the goal zone. End pri-
mary errors are equivalent for lit and for blanked trials. (From Ref. 2)
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Figure 2. the relationship between the amplitude of the primary saccade and its duration varies by observer. (a) For this
observer, anti primaries are slightly longer than normal primaries, —2 msec, and show anomalous velocity profiles. Filled
circles represent normal trials; open circles represent anti location fixation trials. (b) For this observer anti primaries show
similar velocities and durations as normal primaries. (C) The primary saccades for this observer show a consistent rela-
tionship, best described by a power equation. (From Ref. 2)
Key Terms
Corrective saccades; saccadic eye movements; saccadic la-
tency; visual fixation; visual search
General Description	 are faster and more accurate initiating saccades. On the
other hand, if the fixation point is displaced and they have
When attempting to fixate on a visual target that appears on 	 been told to foveate a spot equidistant from but opposite in
a visual field during a free search task (CRef. 7.504), an ob- direction to the initial fixation point, primary saccades occur
server is likely to saccade more than once before finally	 later and errors are larger, although, after corrective sec-being able to foveate. These saccades are characterized by
	 ondary saccades, fixation and look away tasks show more
short latency and high velocity, if the observer is alert and	
nearly equal mean errors. Finally, with a fixation task, sec-
not fatigued. The nature of the eye movements and errors is ondary saccades are nearly always eliminated if the spot to
partially predictable from the nature of the task, although 	 be fixated disappears before the primary saccade ends; withfew tasks have been studied (Ref. 2), and there are con- 	 a look away task, the secondary saccades are impervious to
siderable individual differences. If instructed to fixate on a 	 the blanking of the stimulus.
spot that might appear in any of several positions, observers
Applications
A task which requires the observer to direct fixation at some
specified position in empty space will likely involve a la-
tency longer than normal and with greater error for the pri-
mary saccade. A short-latency secondary saccade will
reduce the mean error, but there will be more error variabil-
ity than in conventional refixation tasks.
Methods
Test Conditions
• Eye movement measured by
monitoring horizontal eye move-
ments through non-contacting near-
infrared technique that detects the
edges of the pupil
Target subtending S min of vi-
sual angle at 100 times foveat
threshold; monocular viewing at
72.5 cm; peak-to-peak electrical
noise in eye movement monitor
of 6 mm; latencies measured to
I msec-accuracy; technique sensi-
tive only to horizontal movement
and impervious to vertical move-
mentor to changes in pupil size;
monocular, left-eye viewing with
dark adaptation
• Presentation of target accom-
panied by tone until initiation of
primary saccade; further saccades
accompanied by tone pip audible
to observer
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Experimental Procedure	 versus instruction to look in dim- 	 • Observer's task: observer-initi- 	 observer received visual feedback
tion opposite to target (antifixation	 ated trial consisted of three phases: 	 as to accuracy of fixation; I ob-
• Mixed presentation of tasks, nor- 	 task) by equal distance, presence 	 I. Fixation phase, in which oh- 	 server (Ref. 2) not given feedback
mal fixation versus "anti" fixation versus absence of target following	 server oriented to visual field	 • Approximately 3000 trials for(Ref. 3); separate trial blocks for 	 initiation of primary saccade	 2. Task phase, in which observer 	 each observer
different tasks (Ref. 2)	
• Dependent variables: latency of 	 fixation is normal or anti (Ref. 3) 	 • 7 adult observers with normal vi-
* Independent variables: angular	 saccades, number of saccades, final 	 and task is executed	 sion in viewing eye (3 in Ref. 2; 4
displacement of target from initial 	 angular fixation error 	 3. Reinforcement task, in which 	 in Ref. 3)fixation point, normal fixation task
Results
• Regardless of feedback condition or type of task (normal
or anti), observers generally show large initial or primary
saccades that tend to undershoot the actual goal, with subse-
quent smaller corrective saccades (Fig. 1). The latencies for
the Normal responses are usually positively skewed; those
for anti response less so. With larger initial errors, second-
ary saccades are more likely.
• The relationship between angular size of saccade and its
duration is predictable and can be described by either a lin-
ear or nonlinear relationship, depending on the observer
(Fig. 2).
• The latencies for anti tasks are larger than those for nor-
mal tasks by 40-120 msec, depending on the individual.
With respect to angular errors in achieving foveation or
anti-fixation, the anti task produced larger errors at the end
of the primary saccade, although the secondary saccades
generally reduce these errors. Further, the sizes and veloci-
ties of the anti task primary saccades are variable across
observers.
• There seemed to be no systematic speed-accuracy trade-
Constraints
• Few instructions have been tested and the field of view
was dark and devoid of structure.
• Even though primary saccades tend to undershoot their
goals, there is overshoot on some trials for all observers,
especially for the closer targets.
off with respect to latency of the primary saccade and
the degree of angular error associated with that saccade.
• Corrective saccades seem to fall into three categories:
1. Short latency, large corrections, if angular errors are
substantial; retinal feedback is not necessary.
2. Medium-sized corrections for medium errors; the sec-
ondary saccades are facilitated by retinal feedback after
medium saccadic latency, but without such feedback,
may be delayed.
3. Small corrections that are wholly dependent on retinal
feedback.
• Blanking of a visual field after primary saccades have
begun affects secondary saccades for normal foveation
tasks, but not for the anti task.
• Practice does not reduce overall latency or errors, al-
though some observers fail to accomplish the anti task
until they have had some tens of practiced trials.
Variability
Terminal errors are symmetrical about zero, with about 90%
of final fixations within I deg of the goal in the normal task
and 30-40% in the anti task (pH in Fig. 1).
Key References	 back. Vision Research, 16,	 (1980). The predictability of sac- 	 correcting mechanisms in large
425-427.	 cadic latency in a novel voluntary 	 saccades. Vision Research, 18,
I. Becker, W. (1976). Do correc-	 *2. Hallett, P. E. (1978). Primary	 oculomotor task. Vision Research, 	 557-560.
tion saccades depend exclusively	 and secondary saccades to goals 	 20,329-339.	 5. Robinson, D. A. (1973). Models
on retinal feedback? A note on the 	 defined by instructions. Vision Re-	 4. Prablanc, C., Masse, D., & 	 of the saccadic eye control system.
possible role of nonretinal feed-	 search, 18, 1279-1296.	 Echallier, J. F. (1978). Error-	 Kybernetic, 14,71-83.
*3 Hallett, P. E., & Adams, B. D.
Cross References	 1.934 Elicitation of saccades: ef- 	 7.503 Effect of head and eye move-
fects of target size and proximity 	 ment on target acquisition;
1.906 Classification of eye 	 to fovea;	 7.504 Role of saccadic eye move-
movements;	 7.502 visual search rates with eye	 ments in search;
1.931 Duration and amplitude of	 movements;	 7.505 Eye movements during vi-
saccades in the absence of targets;	 sual search and pattern perception
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1.936 Timing and Accuracy of Saccades to Briefly Lit Targets
A = 300 nisec
(a)	 —,----------t......J
A = 100 msec
(b
150	 350 msec
f
11.5 deg
A 5omsec
(d)—.----------t! SO
= 5 msec
Figural. Examples of saccadic responses to briefly lit targets. Target position Is indi-
cated by the dotted lines; eye position, by the solid lines. A step in target position elicits
saccade 5o• Saccade S0 triggers a second target step to a randomly chosen position. After
a randomly chosen cue period A, the target is blanked for 250-350 msec (represented by
break in dotted line) before being re-illuminated (for A = 5 msec, A is represented by a tri-
angle). (a) Saccade Si can be followed by a corrective saccade toward the unfit target, pro-
vided that the target is not blanked out before the start of S. (b) There is the tendency for
cues (steps) in the direction of the triggering saccade 5o ("uncrossed cues") to be missed
on occasion. (c,d) Short cue periods (A = 1-50 msec), which are "intrasaccadic," typically
elicit S saccades toward the position of the unlit target, allowance being made for the size
and direction of the triggering saccade 5o (From Ref. 2, after Ref. 4)
Key Terms
Corrective saccades; dim targets; monitoring; saccadic eye
movements; target acquisition; visual fixation; visual search
General Description 	 target). The nature of the error depends on a number of fac-
tors, including task (CRefs. 1.931, 1.935) and target (CRef.
When a visual target moves abruptly away from an observ- 	 1.915). When a target is presented only briefly, the observer
er's point of fixation, that individual can, with reasonable	 can still generate corrective secondary saccades, even when
accuracy, bring the target into foveal view with one saccade the target disappears during the course of the primary sac-
and will subsequently fine tune the fixation with a corrective cade. This and related findings suggest that observers can
saccade. The error associated with the first (primary) sac-	 process visual data during saccadic eye movements • at least
cade is typically an undershoot (i.e., the angular amplitude 	 when the scene is dark except for the target.
of the saccade falls short of the angular displacement of the
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Figure 2. Amplitude of S 1 saccade (in dog of visual angle)
versus amount of error prior to the S saccade. Error Is cal-
culated as the discrepancy (in deg) between eye position
and the actual target location before saccade S i . The dura-
tion of the cue is 1 —5(s), 50(A), 100 (.) and 300 msec (i).
One subject's data points are displaced laterally by
15.3 dog. R is the origin for (0) data based on retinal posi-
tion. Many of the closely-positioned points actually overlap,
but are Illustrated here with a slight scatter. (From Ref. 4)
Figure 3. Latencies for Si saccades when the duration (D) of the target Is 1-50 msec. For
such durations, the Initial So saccade Is not completed before blanking, but Si saccades
still occur. The shaded areas show latencies of saccades that occur after target reappears.
For crossed cues (a), the delayed saccades are in a long latency tall. For uncrossed cues
(b), there seem to be two populations, one showing the effects of missed cues, the other
the result of normal variability in response. p = mean latency and or = standard deviation
for saccades occurring before target reappearance; n = number of trials. (From Ref. 4)
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Tasks requiring an observer to monitor the location of a tar-
get that appears briefly, disappears, and reappears in a dif-
ferent location.
Methods	 • Target subtended 8 min of arc	 gered the second target step when	 target, amplitude and direction of
and was 72.5 can from observer's	 eye velocity exceeded 37 deg/sec;	 target movement
Test Conditions	 eye; target illumination at 2 log 	 target step was within 11.5 deg,	 • Dependent variables: saccadic
units above dark-adapted foveal 	 left or right, from the instrument 	 accuracy, saccadic latency
• Observer viewed oscilloscope	 threshold	 axis, in multiples of 3.8 deg; after 	 • Observer's task: fixate on target
screen (very-fast-decay P15 blue- 	
• Target motion controlled by	 exposure for 1-300 msec, the tar-	 at initial location, refixate target atgreen phosphor) with left eye; right 	 PDP8 computer, with clock trig- 	 get was blanked for 250-350 msec 	 randomly selected horizontal step
eye occluded; observer's head held	 gered by eye movements; first	 before being relit and eventually 	 from initial point (saccade So), and
stationary via bite board; eye move- movement occurred after a random
	
returned to the instrument axis.	 at third point which required addi-
ments recorded by monitoring 	 delay and target returned to origin 	 See Fig. 1.	 tional saccade, Si
edges of the pupil with near-in- 	 after series of horizontal steps	 • 2 observers with normal vision,frared light	
• First target step to 3.8 deg left or 	 Experimental Procedure	 trained in related visual search
• Observer completely dark- 	 right elicited saccade So which trig- 	 • Independent variables: exposure tasks, but not to current experimen-adapted before experiment	 time to target, blanking time for 	 tal conditions
Experimental Results	 • With uncrossed cues in which the observer's eyes travel
in the same direction for the two saccades, delayed or
• Size of saccade SI is approximate to physical position of	 missed Si saccades are presumably due to uncertainty as to
A target (Fig. I) and is unrelated to duration of target pre-	 the location of the target (Figs. lb, 3b).
sentation (Fig. 2).	 • If S, ends before the target reappears corrective saccades
• Latency of triggering saccade So is normal and it tends to 	 to S  may be delayed (Fig. id). The occurrence of a correc-
undershoot the target; corrective saccades are absent until 	 five saccade in the dark is critically dependent on the tar-
after the next saccade, S1. 	 get's being available at least during the early stages of S.
• With blanking of target during So, the subsequent S i sac- • When the target is blanked out immediately when so be-
cade still occurs, even though the target is invisible at the 	 gins, there is usually no S 1 , although in 17 of 66 trials, after
beginning of S t (Fig. 1 d). The degree of undershoot of S  is the target reappeared, there was a second saccade that was
unrelated to duration of target exposure.	 always in the same direction as 5o which is inappropriate
• Delayed S I saccades occur in some circumstances	 for crossed cue trials.
(Fig. lb).
• With crossed cues which require the observer to move the
eyes in one direction (e.g., right) in So and then in the other
direction (left) in Si (Fig. lc, d), late Sj saccades are almost
entirely associated with short presentation times of the tar-
get (intrasaccadic cues) (Fig. 3a).
Constraints
• There are sizeable individual differences in latency to
initiate saccades.
• Similar behavior may occur in other viewing conditions
(Refs. 1, 2).
Key References	 2. Hallett, P. (1976). Saccades 	 ments to flashed targets. Vision Re- 5. Levy-Schoen, A., & Blanc-to flashes. In It A. Monty & J. W. 	 search. 16, 107-114.	 Garin, J. (1974). On oculomotor
1. Gresty, M., & Leech, 3. (1976). 	 Senders (Eds.), Eye movements	 *4 Hallet, P. E., & Lightstone,	 programming and perception.
The assessment of position of sta- 	 and psyc hological processes. Hills-	 A. D. (1976). Saccadic eye 	 Brain Research, 71,443-450.
tionary targets perceived during 	 dale, NJ: Erlbaum.	 movements towards stimuli 	 6. Lightstone, A. D. (1973). Visual
saccadic eye movements. Pflugers 	 3. Hallett, P. E., & Lightstone,	 triggered by prior saccades. Vi-	 stimulifor sacco4ic and smooth
Archives, 366, 83-88.	 A. D. (1976). Saccadic eye move-	 sion Research, 16, 99-106.	 pursuit eye movements. Doctoral
dissertation, University of Toronto.
Cross References	 1.931 Duration and amplitude of 	 7.501 Factors affecting visual 	 7.504 Role of saccadic eye move-
saccades in the absence of targets; 	 search with monochrome displays; 	 ments in search;
1.915 Effects of target characteris-	 1.935 Patterns and errors in sac- 	 7.502 Visual search rates with eye 	 7.505 Eye movements during vi-tics on eye movements and fixa-	 cadic eye movements: effect of 	 movements;	 sual search and pattern perception
tion;	 visual task;
5®	 Soft, K. A., & Uncoin, J. E. 
Engineering Data Compendium: Human
Perception and Performance. AAMRL, Wright-PattersonAFB, OH, 1988.
Variability
Variability of the degree of saccadic eye movement is
not sensitive to the amount of time the target is present;
the standard error of the mean for the 2 observers is
20% and 14%.
Notes
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Figure 1. Mean latencies
of opposite-direction pri-
mary saccades (observer
Instructed to move eyes in
opposite direction from tar-
get) as a function of laten-
cies of same-direction
primary saccades (observer
Instructed to move eyes in
same direction). (From
Ref. 2)
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Figure 2. Standard deviations for data in Fig. 1. The slope
of the regression line is VI. Only the variance ratio for ob-
server is significantly different. (From Roll. 2)
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Key Terms
Retinal feedback; saccadic eye movements; saccadic la-
tency; visual fixation
General Description
Observers have a high degree of voluntary control of sac-
cadic eye movements, a fact evidenced by the observers'
ability to change the sign (equal magnitude and opposite,
direction of target movement), gain (magnitude one-half
of target movement), or offset (magnitude a fixed amount
greater than target movement) of the first (primary) saccadic
response to a target movement. A secondary saccade usu-
ally decreases the error (discrepancy in fixation) from the
primary saccade, but the secondary saccade movement is
not based on retinal feedback. However, performance for an
opposite-movement task is relatively poor (low accuracy
and long latency) even after hundreds of trials with high
amounts of feedback. Thus saccadic eye movements are
primarily designed to locate the target image on the foveal
area of the eye.
Methods
Test Conditions
• Horizontal eye movements mon-
itored by tracking pupil edges;
dark-adapted observer
• Target was oscilloscope spot
subtending 8 min of visual angle
and illuminated at 100-times foveal
threshold
• Observer triggered trial when
ation. After delay, target made a
horizontal step within ± 11.5 or
± 15.3 deg from straight ahead;
target sometimes blanked at start of
primary saccade
• Auditory tone presented simulta-
neously with target movement ter-
minated by primary saccade; tone
pip triggered by each saccade
• At beginning of each trial, ob-
server instructed to move eyes in
same airecuon normai CASK) or op-
posite direction (anti task) as target
movement
• Observer instructed to snake eye
movement one-half as large as tar-
get movement, or increase move-
ment to go to next farther possible
location, or to same location on op-
posite side of center
Experimental Procedure
• Independent variable: type of eye
movements saIne or opposite a'-
rection as target)
• Dependent variables: angular
error of observer's fixation, latency
of saccade, amount of improve-
ment with practice
• Observer's task: make appropri-
ate eye movement in response to
target movement
• 5 observers; figures also include
data for 3 observers in nearly iden-
tical experiments of Ref. I
Experimental Results 	 by type of movement (opposite or same direction).
• Observers can voluntarily control their saccadic eye
movements to some degree, but saccades away from the tar-
get take longer to begin and undershoot their goals. Perfor-
mance does not improve with practice.
• There is a mean error of terminal eye position of 0-1 deg
for opposite-direction trials, whereas the secondary sac-
cades decrease the errors in same-direction (i.e., track the
target) trials by a factor of 2 over opposite-direction error.
• A very similar experiment in Ref. 2 indicates mean oppo-
site-direction primary latency (Op) in rnsec is related to
mean same-direction primary latency (Sp) by
Op=2Sp-144.
The standard deviations are related by
(r(Op) \/i(Sp)
These formulas hold for both mixed trials and trials blocked
Variability
There are large between-subject differences, particularly in
amplitude and latency of the opposite-direction primary
saccade. However, both the mean and standard deviation
of the latency of the opposite-direction primary saccades
of any observer can be predicted from the latencies for
the same-direction primary saccades of the same observer
(Ref. 2).
Repeatability/Comparison with Other Studies
Reference 3 reports that, when an observer must execute a
saccade to superposition a visual target and a point that indi-
cates the position of an eye area other than the fovea, the in-
itial latency is about twice that of a foveating saccade, but,
unlike the task discussed above, latency improves with
practice and asymptotes near the regular saccadic latency.
• Light sources are the only type of stimuli presented.
Key References	 2. Hallett, P. B., & Adams, B. D.	 3. Zeevi, Y. Y., & Peli, B. (1979).(1980). The predictability of sac- 	 Latency of peripheral saccades.
1. Hallett, P. E. (1978). Primary	 cadic latency in a novel voluntary 	 Journal of Optical Society ofAmer-
and secondary saccades to goals 	 oculomotor task. Vision Research, 	ica, 69, 1274-1279.
defined by instructions. Vision Re- 	20, 329-339.
search, 18, 1279-1296.
Cross References	 1.934 Elicitation of saccades; ef-	 7.313 Eye fixations and eye move-fects of target size and proximity	 ments during display monitoring;
1.906 Classifications of eye	 to fovea;	 7.503 Effect of head and eye move-
movements; ment on target acquisition
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1.938 Model of Pursuit Eye Movements
Retinal stimulus - I (Retinal veloclty.retlnal position)
Figural. Model of system controlling pursuit eye movements. (From Handbook of per-
ception and human performance)
Key Terms
Cancellation theory; pursuit eye movements; target motion;
vestibulo-ocular interaction; visual direction; visual fixa-
tion; visual localization
General Description
	
	
The model posits two channels, one of retinal informa-
tion (RI) and one of extraretinal eye position information
Figure 1 represents a model of the generation of pursuit 	 (EEPI), both involved in the Cancellation Theory (for visual
(slow) eye movement. Eye movement, the model's output, 	 localization in the presence of eye movements). This theory
follows a motor command and the intention to fixate, both 	 explains perceptual stability of visual direction in the pres-
of which are controlled by the model's main driver, per- 	 ence of eye movements by positing a neural mechanism that
ceived stimulus motions. Perceived motion is determined	 subtracts the magnitude of the registered eye movement
by multiple sources, including the vestibular system, in- 	 (EEPI) from the retinal image shift produced by the eye
duced motion due to the configuration on the retina, retinal 	 movement. Inflow theory states that EEPI is derived from
image motion, and inflow and outflow information about 	 retrobulbar receptors; outflow theory indicates that EEPI
the eye's position.	 is derived from a signal generated by the observer's motor
Evidence that both induced movement and conflgural 	 command to turn the eye. The model suggests that the EEPI
variables which affect perceived motion influence pursuit 	 generated by an eye movement affects perceived motion via
movements includes the following: 	 positive feedback to the cancellation mechanism. The
• Observers can track the bottom corner of a diamond-	 system's open-loop gain (eye movement/retinal motion) is
shaped image even though the corner is continuously oc- 	 large and closed-loop gain = (open-loop gain)/(I - [open-
cluded and its motion inferred (Ref. 2). 	 loop gain] x [EEPIJeye movement]). There is evidence that
• Pursuit movements follow perceptual distortions intro- 	 non-visual information affects perceived motion and pursuit
duced by anorthoscopic presentation (CRef 6.305, Ref.2). 	 movements:
• Pursuit movements follow the imagined center of a rotat- 	 • Observers can track the movement of one of their hands
ing wheel when the retinal stimulus is a point of light mov- 	 in total darkness (Ref. 1).
ing in a cycloid fashion (CRef. 5.301, Ref.2). 	
• pursuit movements occur when one attempts to maintain
• Observers can track a stimulus produced by a dynamic 	 fixation on a foveal afterimage which appears to move due
random dot stereogram (Ref. 2).	 to vestibularly induced nystagmus (Ref. 3).
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Constraints
• The model does not consider many of the complexities of
eye movement dynamics and their relations to the vestibu-
lar-ocular linkage.
U
Key References
1. Steinbach, M. (1969). Eye
tracking of self-moved targets: The
role of efference. Journal of Exper-
imental Psychology, 82, 366-376.
the perceptual rather than the reti-	 Perceived visual motion as effec-
nal stimulus. Vision Research, 16,	 Live stimulus to pursuit eye move-
1371-1376.	 ment system. Science, 190,
906-908.
Cross References	 1.905 Summary of eye movements	 5.202 Image/retina and eye/head 	 5.606 Target localization accuracy:
according to direction and axis of
	 systems of motion perception; 	 effect of gaze eccentricity;
1.901 Anatomy and mechanics of
	 rotation;	 5.301 Induced motion: determi- 	 6.305 Anorthoscopic perception;
eye movements;	 1.939 Factors affecting smooth
	 nants of objective-relative motion;	 Handbook ofperception and1.903 Coordinate systems for de-
	 pursuit eye movements; 	 5.604 Target localization during
	 human performance, Ch. 20,
scribing eye movements;	 pursuit eye movements; 	 Sect. 6.3
U
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Key Terms
Attention; expectation; gain; perifovea; phase lag; photopic
vision; primary line of sight; retinal location; saccadic eye
movements; smooth pursuit eye movements; target acquisi-
tion; tracking eye movements
General Description
The table outlines factors which affect smooth pursuit eye
movements. Characteristics of the observer (expectation,
training, attention) and of the target (salience, velocity, per-
ceived movement, wavelength, location, luminance, pre-
dictability) are included.
K	 References	 5. Kowler, E., & Steinman, R.	 9. Rashbass, C. (1961). The rela-	 role of efference. Journal of Exper-ey	 	 (1979). The effect of expectations 	 tionship between saccadic and	 imental Psychology. 82, 366-376.
I. Dallos, P. J., & Jones, R. W. 	 on slow oculomotor control. I.	 smooth tracking eye movements.	 14. Steinbach, M. J. (1976). Pur-
(1963). Learning behavior oithe	 Periodic target steps. Vision Re-	 Journal of Physiology, 159,	 suing the perceptual rather than the
eye fixation control system. IEEE	 search, 19,619-632.	 326-338.	 visual stimulus. Vision Research,
transactions on automatic control, 	 6. Mack, A., Fendrich, R., &
AC-8, 218-227.	 Pleune, J. (1979). Smooth pursuit
2. Fender, D. H., &Nye, P. W.
(1961). An investigation of the
mechanisms of eye movement
control. Kybernetic, 1,81-88.
3. Goodwin, A. W., & Fender,
D. H. (1973). The interaction
between horizontal and vertical
eye-rotations in tracking tasks.
Vision Research, 13,1701-1712.
4. Haegerstrom-Portnoy, 0., &
Brown, B. (1979). Contrast effects
on smooth-pursuit eye movement
velocity. Vision Research, 19,
169-174.
Cross References	 1.941 Gain of tracking eye move- 	 1.943 Visual tracking of random	 1.947 Visual tracking: effects of
ments: effects of target luminance 	 one-dimensional motion;	 perceived versus real target motion;
1.915 Effects of target characteris-
tics on eye movements and
fixation;
1.940 Gain and phase of smooth
pursuit eye movements: effect of
target motion;
eye movements: Is perceived mo-
tion necessary? Science, 203,
1361-1363.
7. Michael, J. A., & Melvill Jones,
G. (1961). Dependence of visual
tracking capability upon stimulus
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and visual field location;	 1.944 Visual tracking of complex	 1.948 Involuntary anticipatory eye
1.942 Latency and velocity of
smooth pursuit eye movements:
effect of target velocity;
sinusoidal motion; -	 movements;
1.945 Accuracy of tracking eye
movements: effect of target
velocity;
9.501 Tactile and visual tracking:
effects of error feedback;
9.530 Characteristics of display
formatting that influence tracking
1.9	 Movements
1.939 Factors Affecting Smooth Pursuit Eye Movements
References
Refs 1, 5,11;
CRefs 1.948
Factor	 Effect
Attention and Expectation	 In non-stressful situations, observers can generally track a moving
target without difficulty. When the task becomes subjectively difficult
(e.g., some external threat, unpredictable signals, target moving with
high angular velocity, etc.), saccades and head movements are likely
to occur frequently. Predictable targets are easy to track, although
the observer's attention might waver if the task is very simple. Ran-
dom targets produce poorer tracking, but may evoke more observer
interest if target motion is expected; anticipatory eye movements
occur and may be in the direction of expected motion. The nature of
the background can modulate the effect, but it cannot be suppressed
and occurs without regard to movement characteristics or the experi-
ence of the observer at the task. Anticipatory movements begin
about 350 msec before target motion, even when the observer can-
not predict with certainty the direction of target motion
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Factor	 Effect	 References
Ref. 13Attention and Expectation 	 If a target is presented stroboscopically (i.e., intermittently), an ob-
(cont.)	 server may have difficulty visually pursuing it, even when the task
could be done easily under conditions of continuous presentation.
Performance is improved in the stroboscopic condition if the observ-
er's hand motion is correlated with the motion of the target, (active
motion being somewhat better than passive as judged by the less
frequent interruption of smooth pursuit by saccades).
Salience	 Eye movements are highly efficient, regardless of target characteris-
tics such as luminance, size and color. If the target is presented with
illumination too low for foveal (i.e., photopic) detection, voluntary
control of eye movements diminishes and a more impaired eye mo-
tion results (see also Luminance of Target)
With a clearly visible target, smooth pursuit velocity to predictable
ramp target is almost independent of target/background contrast.
Also, eye velocity to unpredictable targets increases with increasing
target contrast
Ref. 4;
CHef. 1.915
Location of Target	 Observers have little difficulty tracking targets that are 5-7 deg below Ref. 15;
the primary line of sight and will, with practice, begin to show predic- 	 CRef. 1.941
tive tracking, i.e., appropriate anticipatory eye movements. With
smooth pursuit of foveal targets, observers show a slightly greater
gain (ratio of eye response to target movement) than with perifoveal
(5-7 deg eccentric) tracking
Luminance of Target	 For clearly visible targets, target luminance has little effect on the re- 	 Ref. 17;
ationship between eye movement and actual target displacement,
	 CRef. 1.941
although with low luminance levels, the lag between target and eye
movement increases somewhat
Perception of Movement	 An observer will be able to track adequately a target being displaced
	 Refs. 6,14;
across the retina, even if the perception of motion is illusory. Track- 	 CRefs. 1.940, 1.943, 1.944,
ing is optimal for low velocities (e.g., 3 min arc/sec even though the
	 1.942, 1.945
stimulus is not perceived as moving) (Ref. 6). A purely perceptual
motion is tracked to a limited extent (Ref. 14)
Task	 When asked to move their eyes at a rate slower than the actual tar-
	 Refs. 6, 7, 8, 9,12,15,16;
get motion, observers can orient their movements in general accord	 CRef.1 .947
with the instructions, but they cannot reproduce the actual tracking
speed requested. In general, they show smooth eye movements with
instructions to go slower than the target but use saccades to track
faster than target velocity
Ref. 8;
CRef. 1.948
Predictability Most of these cases involve predictable motions and it is to be ex-
pected that tracking will be relatively insensitive to the nature of the
stimulus and task, because the subject is actually responding to an
internal model (CRef. 1.948). With unpredictable targets, tracking is
generally not accurate (Ref. 8)
With sinusoid-based target motion, as the amplitude of target move-
ment increases, the gain (ratio of eye movement to target move-
ment) decreases. When movement is the sum of several sine waves,
the gain is much less than for pure sinusoidal motions. Likewise, as
predictability decreases, phase lag (time between target and eye
movement) increases. Finally, analysis of tracking movements sug-
gests a theoretical minimum time delay of 65 msec
Velocity of Target 	 Initiation of smooth pursuit movement (latency) is not a function of
target velocity and has an average value of 128 msec when velocity
is 5'20 deg/sec (Ref. 9). With slower angular velocity, there is initial
smooth pursuit with a relatively late corrective saccade (e.g., at
282 msec with 5 deg velocity), then more smooth movement; with
faster targets, the saccades appear earlier (e.g., 224 msec for
20 deg/sec velocity) and may be repeated because of the observer's
inability to keep up with such movement
Ref. 10;
CRef. 1.942
Wavelength	 The wavelength of a target light (470-630nm) appears to have no ef-
	 Ref. 3
fect on smooth pursuit tasks
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1.09	 Eye Movements
1.940 Gain and Phase of Smooth Pursuit Eye Movements:
Effect of Target Motion
(a)
Figural. (a) Gain and (b) phase of the oculomotor system
for photopic stimuli derived by various authors. Ai and A2:
single sinusoids of 1.1 and 3.4 deg amplitude, respectively
(Ref. 2). B; single sinusoids of 4-10 deg amplitude (Ref. 4).
C: sums of 4-9 sinusoids (Ref. 4). D: single sinusoids
(Ref. I). E: band-limited Gaussian random motion (Ref. 1).
(From Ref. 3)
Key Terms
Pursuit eye movements; smooth pursuit eye movements;
tracking eye movements
It has been incorrectly assumed that an observer who is
tracking a sinusoidually moving target fixates directly
on the target and matches target velocity. However, at
<1.5 Hz, the gain (eye movement divided by target motion)
of the tracking eye movement is <1 and the phase is slightly
advanced. Performance begins to deteriorate at - 1-1.5 Hz
and tracking ceases at 2.5-3.0 Hz. Even highly practiced
subjects tracking slow targets have difficulty accurately
matching the velocity of the target.
As the dynamic range and spectral content of the stimu-
lus motion are increased (i.e., from lower to higher am-
plitudes for pure sinusoidal motion, to summing several
sinusoidal inputs, and then to Gaussian random motion),
gain decreases and phase lag increases.
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Visual Acquisition of Information	 1.0
Displays and environments requiring visual tracking of
moving targets.
Methods	 • Observer's head held stationary	 6.0-cm projected vertical slit that 	 Experimental Procedure
by chin and head rests in a dark	 was clearly visible in darkened	
• Independent variables: target os-Test Conditions	 room	 room; random-step or square-wave cillation frequency, waveform of
Study I (Ref. 1)	 Study 2 (Ref. 2) input or sum of several sine Waves	 target motion (Ref. I and Ref. 4)
• Amplitude of target motion not	
and amplitude (Ref. 2)
• Observer fixated on a small,	 • 5-mm arc of visual angle square 	 given	
• Dependent variables: gain andbright spot on oscilloscope screen;
	
light oscillating horizontally with 	
• Viewing distance of 185 cm	 phase of tracking eye movementstarget movements were unsignalled sinusoidal motion 	 • Tho target motion waveform 	
• Observer's task: visually trackand were sinusoidal, square-wave, 	 • Amplitude of target displace- 	 conditions: predictable and
	 getor Gaussian random input (half-
	
ment was 1. 1, 2.0, or 3.4 deg	 unpredictable	
• 6 young adults with good visualpower point = 1.25 Hz) patterns 	 • Monocular viewing through left 	 • Observer wore goggles contain-
	
acuity (Ref. 1), 2 observers (Ref. 2)
• Amplitude of target motion not 	 eye; horizontal eye movements	 ing perip heral light sources and 	
and a few trained observers plus 20given	 tracked via mirror attached to a 	 photocells to measure eye move- 	
observers on additional related ex-
• Binocular viewing, but only
	
contact lens	 ment	 periments (Ref. 4)horizontal movements of right eye
	 Study 3 (Ref. 4)	 • Binocular viewing, but only
monitored via light reflection from horizontal movements of left eye
the iris-scleral border 	 • Target was "fairly bright" 0.5x 	 monitored
Experimental Results
	
mechanisms. For unpredictable stimuli, gain may increase
for the higher frequencies, presumably in an attempt to
• As the dynamic range and spectral content of the stimulus minimize the faster shifts in retinal image motion that are
motion are increased	
ii
(i.e., from lower to higher amplitudes	 most deleterious for clear vision (Ref. 3).
,.-.	 :....:a_.i
'us pure nfliunuluai mot on, to bUiiiii11 acvclaI ailivauivai
inputs, and then to Gaussian random motion), gain de-
creases and phase lag increases.
• Tracking performance completely deteriorates at
-2.5-3 Hz.
• If described as a low-pass network, the oculomotor sys-
tem has a corner frequency of —1.5 Hz. However, an as-
sumption of linearity is incorrect. For predictable stimuli,
phase lags are generally smaller than predicted from the am-
plitude or gain using the minimum phase condition of servo-
Constraints
• Data may be valid only for the range of target frequencies
and amplitudes studied or for tracking horizontally moving
targets.
• Data may be valid under conditions allowing free head
movement.
Variability
Reference 1 notes that the results are similar for other nor-
mal, young-adult observers. For Ref. 2, the gain for one ob-
server was --3 dB higher than for the other observer with
input amplitude of 3.4 deg.
Repeatability/Comparison with Other Studies
Reported results are from several studies.
Key References	 *2. Fender, D. H., &Nye, P. W.	 3. St-Cyr, 0.1., & Fender, U. H. 	 *4 Stark, L. Vossius, 0., &
(1961). An investigation of the 	 (1969). Nonlinearity of the human
	 Young, L. R. (1962). Predictive
*1. Dallos, P. i., & Jones, R. W.	 mechanisms of eye movement con-
	 oculomotor system: Gain. Vision	 control of eye tracking movements.(1963). Learning behavior of the 	 trol. Kybernetik, 1, 81-88.	 Research, 9, 1235-1246.	 I.R.E. Transaction on Human
eye fixation control system. IEEE	 Factors Engineering, HFE-3,
Transactions on Automatic Con-
	 52-57.
trot, AC-B, 218-227.
Cross References	 9.528 Pursuit versus compensatory
displays;
1.904 Methods of measuring eye	 Handbook ofperception and
movements;	 human performance, Ch. 10,
9.501 Tactile and visual tracking:	 Sect. 3.3
Effects of error feedback;
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1.941 Gain of Tracking Eye Movements: Effects of Target
Luminance and Visual Field Location
C
2	 0.0
US LUMINANCE
• = Low
£ High
I.
01-
! 25
50
.5
75
2 100
125
2 150
L	 175-
0.1
(a) (b)	 (c)
Frequency (hertz)
Figural. Tracking of predictable sinusoidal motion at high and low stimulus luminance.
Phase lag is positive. Task: (a) smooth foveat pursuit without saccades, (b) smooth foveal
pursuit with saccades, (c) smooth perifoveal pursuit. (From Ref. 1)
Key Terms
Pursuit eye movements; retinal location; smooth pursuit eye
movements; target acquisition; tracking eye movements; vi-
sual fixation	 -.
General Description
The gain of tracking eye movements is not influenced by
target luminance, although the phase lag increases as target
luminance decreases. Free saccadic eye movements have
little effect on visual tracking. Tracking of targets below the
line of sight is easily accomplished without practice.
Applications
Displays and environments that require visual tracking of
targets with different luminances and at different visual field
locations.
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1.940; Gain and phase of smooth
pursuit eye movements: effect of
target motion;
1.942 Latency and velocity of
smooth pursuit eye movements:
effect of target velocity;
5.604 Target localization during
pursuit eye movements;
5.605 Target localization during
pursuit eye movements: effect of
intensity of a brief target;
9.528 Pursuit versus compensatory
displays;
Handbook ofperception and
human performance, Ch. 10,
Sect. 3.3
Test Conditions.
• After fixation on red point of
light, point target presented via os-
cilloscope located 1.3 m from sub-
ject's right eye (left eye covered) to
dark-adapted subject
• Target moved sinusoidally, with
am-
plitude of 2.18 deg
• For perifoveal targets (5-7 deg
below line of sight), target lumi-
nance was either high in photopic
range (1.85 log units above abso-
lute foveal threshold), appearing
as focused green point, or low in
scotopic range (0.5 log units above
absolute scotopic threshold), ap-
pearing as an achromatic blurred
mass surrounded by "rayons"
Visual
• For reveal (line 01 sigflt) targets,
luminance was 0.5 or 1.5 log units
above absolute foveal threshold
• For foveal target, subject en-
couraged to smoothly pursue target
(CRef. 1.940) or to use saccades as
frequently as possible to keep line
of sight on target
• Eye movements recorded by in-
frared contact lens optical lever
using infrared
of Information	 1.0
• Independent variables: target lu-
minance, frequency of target mo-
tion, visual field location of target,
type of eye movement (vertical or
horizontal)
• Dependent variables: gain and
phase of eye movements
• Subject's task: initiate horizontal
target movements for 20 sec when
ready
• 2 experienced observers
Experimental Results	 targets, i.e., smooth-pursuit movements lead the target at
015 Hz under high luminance for one subject and at
• Observers performed well on target tracking for targets 	 0.5 Hz under both luminance conditions for the other
5-7 deg below line of sight.	 subject.
• Effect of target luminance on gain of smooth-pursuit 	
• Freely permitting the use of saccades has little effect on
movements is small and differs for each observer, suggest- 	 gain or phase of pursuit eye movements.
ing that reducing target luminance does not systematically	
• The above results are consistent with the notion that the
reduce gain,	 observer is responding to an internal model of the stimulus
• Overall smooth-pursuit gain is slightly higher for foveal 	 motion that is not luminance-dependent.
target than for perifoveal target.
• Smooth-pursuit movements for low-luminance targets 	 Variability
slightly lag smooth-pursuit movements for high-luminance 	 Systematic changes in performance were not observed
targets.	 within or between sessions.
• Both observers show "predictive tracking" of perifoveal
Constraints	 nance levels, and levels different from those of the present
study may produce different effects on tracking.
• Results may be specific to retinal areas containing cones 	
• Results may not be valid for targets with unpredictable or
and may not apply to targets falling on a higher proportion	 nonsinusoidal motion.
of peripheral retinal areas without cones.
• Results may not be valid for more widely separated lumi-
Key References
1. Winterson, B. J. & Steinman,
R. M. (1978). The effect of lumi-
nance on human smooth pursuit
of perifoveal and foveal targets.
Vision Research, 18,1165-1172.
Cross References	 fects of target size and proximity 	 1.944 Visual tracking of complex	 9.501 Tactile and visual tracking:
to fovea;	 sinusoidal motion;	 effects of error feedback;
1.904 Methods of measuring eye
movements;
1.915 Effects of target characteris-
tics on eye movements and
fixation;
1.934 Elicitation of saccades: ef-
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1.942 Latency and Velocity of Smooth Pursuit Eye Movements:
Effect of Target Velocity
Cl
Time (milliseconds)
Figural. Eye movement responses to ramp target mo-
tions of different angular velocities. Broken lines Indicate
target motion; solid lines represent eye movements. (From
Ref. 4)
Key Terms
Pursuit eye movements; saccadic eye movements; smooth
pursuit eye movements; tracking eye movements
General Description 	 of the first corrective saccade, pursuit movement is about
6 deg/sec. The saccade becomes larger in amplitude and ap-
When a previously stationary target begins to move hori- 	 pears earlier as target velocity increases. After the first cor-
zontally at a constant velocity (ramp target movement), pur- rective saccade, position error is reduced and pursuit move-
suit eye movements lag - 130 msec behind target. This 	 ment velocity is greater than target velocity. Pursuit velocity
initiation latency is unrelated to target velocity in the range	 then slackens until the target catches up with eye position.
of 5-20 deg/sec. This movement also does little to reduce
position error (target's distance from fovea). By the time
Applications
Displays or environments where the eye must track moving
targets.
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Visual Acquisition of Information	 -1.0
Methods
Test Conditions
• Black target dots or lines,
4-30 min are of visual angle, on
luminous background, or vice
versa, rear-projected on translucent
screen 0.6 m from observer, who
viewed target binocularly
• Unpredictable horizontal target
motion beginning at constant ve-
locity of 5-20 deg/sec
• Eye movements tracked by
scleral contact lens (CRef. 1.904)
Procedure
• Independent variable: target
velocity
• Dependent variable: time course
of eye movement (deg/sec)
• Observer's task: track horizontal
movement of target
• 3 adult male observers
Experimental Results 	 • The 20 deg/sec target movement elicits a second saccade
—
70 msec (range 50-90 msec) after the first.
Variability
Three additional, but less common, eye movement patterns
were observed, showing variability in amount of velocity
overshoot, occurrence of saccadic component, and amount
of abrupt smooth-velocity change accompanying the sac-
cade. No other information on variability was reported.
Repeatability/Comparison with Other Studies
While the latency between an abrupt target movement and
the subsequent saccade does vary, the angular velocity of
the saccadic movement is remarkably stereotyped (Ref. 3).
The 70-msec separation of the two saccades for the
20-deg/sec target is one of a number of exceptions to the
well-established intersaccadic refractory period of
--200 msec.
Constraints
• Data may be valid only for unpredictable patterns of tar-
get motion, may not be valid for visual fields containing
distracting visual components, or may not be valid for ac-
celerating or decelerating target movement.
• Smooth-pursuit movements are easily affected by certain
drugs, e.g., barbiturates (Ref. 2), fatigue, and predictability
(Ref. 1).
Key References	 and perception. New York: Wiley.	 3. Robinson, D. A. (1964). The 	 suit eye movement. Journal of
2. Rashbass, C. (1961). The rela-	 mechanics of human saccadic eye	 Physiology, 180, 569-591.
1. Hallett, P. E. (1986). Eye move-	 tionship between saccadic and 	 movement. Journal of Physiology,	 5. Westheimer, G. (1954). Eye
ments. In K. Boff, L. Kaufman, & 	 smooth tracking eye movements. 	 174,245-264.	 movement responses to a horizon-
J. P. Thomas (Eds.), Handbook of	 Journal of Physiology, 159, 326-	 *4 Robinson, D. A. (1965). The 	 tally moving visual stimulus. AMAperception and human perfor- 	 338.	 mechanics of human smooth put-	 Archives of Ophthalmology. 52,
mance: Vol.!. Sensory processes	 932-943.
Cross References	 1.940 Gain and phase of smooth	 7.313 Eye fixations and eye move-
pursuit eye movements: effect of	 ments during display monitoring;
1.904 Methods of measuring eye 	 target motion;	 7.318 Markov model for eye transi-
movements;	 1.945 Accuracy of tracking eye	 tions during display monitoring
.939 Factors affecting smooth 	 movements: effect of target
pursuit eye movements; 	 velocity;
• For ramp target velocities of 5, 10, 15, and 20 deg/sec,
the mean latencies for initiation of smooth-pursuit move-
ments are 132, 125, 113, and 142 msec, respectively, sug-
gesting that latency is not a function of target amplitude.
• The saccade appears earlier (at 282, 237, 221, and
224 msec, respectively) with increased target velocity,
apparently approaching 200 msec as a lower limit.
• The saccade becomes larger in amplitude (0.74, 1.24,
2.0, and 1.92 deg, respectively) as target velocity increases.
However, the correction is never adequate but is appropriate
to the target location on retina - 100 msec earlier.
• The abrupt change in smooth-pursuit velocity which ac-
companies the saccade becomes far greater at high target
velocities.
• Smooth-pursuit velocity overshoot is pronounced at
5 deg/sec but has disappeared at 15 deg/sec; at 20 deg/sec,
the eye is approaching maximum velocity (Ref. 5).
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1.943 Visual Tracking of Random One-Dimensional Motion
—25-
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I
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Figural. Mean phase shift as a function of center fre-
quency of the stimuli. The six curves represent the re-
sponses to signals of six levels of stimulus predictability
(six bandwidths in Hz) employed. Minus sign indicates a
phase lag. (From Ref. 2)
Key Terms
Smooth pursuit eye movements; target motion; tracking eye
movements
General Description
Fixation on a moving visual target is maintained more accu-
rately if the target moves predictably than if it moves unpre-
dictably. For predictably oscillating targets, phase lag of the
tracking response is relatively constant at 15-25 deg up to
0.7-1.0 Hz. The cutoff occurs at lower frequencies for more
random target movement.
Methods	 noise; bandwidth of 0.0, 0.05, 	 • 24 stimuli presented randomly in Experimental Procedure0. 10, 0.20, 0.50, and 1.00 Hz	 single 2.5-hr session; each stimulus • Independent variables: predicta-
Test Conditions	 (high to tow predictability) cen- 	 presented for 2-3 min with 2-min	 bility of target movement, center
tered about 0.3, 0.7, 1.0, and	 rest periods	 frequency of target movement• Horizontally moving target pro- 	 1.5 Hz	 • Observer's head held level and at • Dependent variable: phase rela-duced by magnified oscilloscope 	
• Mean root mean square angular 	 fixed distance from screen by bite 	 tionship between target and eyetrace back-projected on frosted	 amplitude was 6.29 ± 1.00 deg 	 board; reduced ambient lighting in	 movement responsesglass screen	 for unpredictable stimuli and 10.0	 quiet, electrically shielded mom	
• Observer's task: track horizontal• Movement of graded predictabil- 	 ± 0.4 deg for predictable stimuli 	 • Eye movements recorded using	 movement of targetity generated from narrow, variable	 electro-oculographic technique 	
• 10 observersbandwidths of random Gaussian	 (CRef. 1.904)
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Experimental Results
• With 0.3-Hz target movement, phase lag does not vary
significantly with predictability, suggesting the great ease of
visual tracking at low movement frequencies.
• At 0.7 and 1.0 Hz, phase lag increases progressively as
predictability decreases (p <0.001).
• At 1.5 Hz, phase lag also increases progressively as pre-
dictability decreases for the most unpredictable targets
(0.10-1.0 Hz bandwidths) (p <0.001).
• The relatively high lag at 1.5 Hz with the zero bandwidth
stimulus may be due to high angular target movement ve-
locities, while the large lag associated with the 0.05-Hz
bandwidth may represent chance variation.
Constraints
• Data may be valid only for target movement amplitudes
in the range of 6.20 ± 1.00 to 10.0 ± 0.4 deg.
• Data may not be valid for visual fields containing dis-
tracting visual components.
• Data may not be valid for accelerating or decelerating tar-
get motion if free head movement is allowed.
Visual Acquisition of Information	 1.0
Variability
Phase lag variability across observers was fairly large.
Friedman two-way analysis of variance by ranks was used
to determine whether the six means at any one frequency
were actually drawn from separate populations, and a non-
parametric analysis of trends was used to examine the signif-
icance of the serial order of the points at any frequency.
Repeatability/Comparison with Other Studies
Despite the novel method of generating unpredictable stim-
ulus movement and larger movement amplitudes than in
previous studies, the results are generally consistent with
those of other studies (Refs. 1, 3) except for the predictable
movement at 1.5 Hz. This discrepancy may be due to
greater amplitude of movement in this study.
Key References	 2. Michael, IA., & Melvill 	 3. Stark, L., Vossius, 0., &
Jones, G. (1966). Dependence of 	 Young, L. (1962). Predictive con-
1. Dallas, P.1., & Jones, R.W. 	 visual tracking capability upon	 trol of eye tracking movements.
(1963). Learning behaviour of the 	 stimulus predictability. Vision Re-	 I.R.E. Transactions on Human
eye fixation control system. IEEE	 search, 6,707-716.	 Factors in Electronics, HFE-3,
Transactions on Automatic Con-
	 52-57.
trot, AC-8, 218-227.
Cross References	 5.604 Target localization during
pursuit eye movements;
1.904 Methods of measuring eye	 9.528 Pursuit versus compensatory
movements;	 displays;
1.941 Gain of tracking eye move-
ments: effects of target luminance	 Handbook ofperception andhumanand visual field location;	 performance, Ch. 10,Sect. 3.3
1.944 Visual tracking of complex
sinusoidal motion;
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1.944 Visual lacking of Complex Sinusoidal Motion
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Figural. Gain of left eye movements as a function of fre-
quency for 2 observers. Lines join the four frequencies
which are members of one band. (From Ref. 3)
Key Terms
Smooth pursuit eye movements; tracking eye movements
General Description	 rises for higher frequencies. The analysis implies a tneoreti
cal minimum delay of eye movements in tracking of —65
When the eye tracks a spot of light whose motion is a mix- 	 msec, corresponding to the minimum transit time between
ture of sinusoids close in frequency, gain of eye movements photoreceptors and motor neurons plus a variable delay re-
falls for frequencies >0.3-0.5 Hz. However, within each 	 flecting the complexity of the motion.
narrow frequency band, the contrary applies; amplitude
EVA
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Visual Acouisition of Information	 1.0
Applications
Displays or environments in which the eye must track tar-
gets with complex motion. The increasing gain for higher
frequencies within each band suggests an active attempt
to minimize the faster shifts of the retinal image that are
more deleterious for clear vision, while slower drifts are
tolerated.
Methods • Dot set in motion with driving 	 Experimental Procedurefunction equal to sum of eight non-	
• Independent variable: frequencyTest Conditions	 integrally related sinusoids 	 band comprising target waveform
• 32 frequencies, 0.1-3.0 Hz, di-	
• Dependent variable: gain of vi-
sual tracking
• Target dot 2 mm are of visual	 vided into narrow bands of fourangle in diameter presented via Os- 	 vertical and four horizontal fre-
cilloscope 2.63 m in front of ob-	 quencies each	 • Observer's task: track target
closelyserver; dot moved for 116 sec as	
• Vertical and horizontal move-
observer viewed it binocularly 	 ments of both eyes tracked by	 • 2 observers
scleral contact lenses (CRef.
1.904)
Experimental Results	 levels, power appearing in the retinal component of eye
movement at frequencies that only occur in the horizontal
• Despite subjective randomness of target motion, eye ,
	 component of stimulus motion, and vice versa.
movements consist or only those frequencies present in me
stimulus.
• The average gain of eye movements relative to target
motion decreases as the average frequency of the band
increases.
• Within a given frequency band, gain increases with in-
creasing frequency.
• Tracking movements show a minimum delay of 65 msec,
where delay is calculated as the time shift that minimizes
the root mean square difference between stimulus and eye
motion, plus a variable delay reflecting the complexity of
motion (CRef. Handbook).
• Results are qualitatively the same for both observers and
for both vertical and horizontal eye movements.
• There can be slight cross talk at the muscular or neural
Constraints
• The specific results obtained may be valid only for foveal
tracking tasks.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Eye movement gains found here are lower than those previ-
ously reported; however, the literature shows a trend toward
lower gain as the complexity of target motion increases
from single sinusoids (Refs. 1,2,4) to band-limited white
noise (Ref. 1). Previous studies used horizontal tracking
motions only; the addition of vertical motions may increase
the complexity of the task imposed on the oculomotor
system.
Key References	 2. Fender, Ii H., & Nye, P. W.	 *3 St-Cyr, G.J., & Fender,	 4. Stark, L., Vossius, 0., &(1961). An investigation of the	 D. H. (1969). Nonlinearities of the 	 Young, L. R. (1962).
1. Dallos, P.3., & Jones, LW.	 mechanisms of eye movement con-
	 human oculomotor system: Gain. 	 Predictive control of eye tracking
(1963). Learning behaviour of the 	 trol. Kybernetik, 1,81-88. 	 Vision Research, 9, 1235-1246.	 movements. IEEE Transactions on
eye fixation control system. IEEE	 Human Factors Engineering,
Transactions on Automatic Con-	 HFE-3, 52-57.
trot, AC-8, 218-227.
1.904 Methods of measuring eye
movements;
1.940 Gain and phase of smooth
pursuit eye movements: effect of
target motion;
1.94i ua'n or tracKing eye move-
ments: effects of target luminance
and visual field location;
1.943 Visual tracking of random
one-dimensional motion;
y.z varying parameters or me
crossover model;
9.530 Characteristics of display
formatting that influence tracking;
Handbook ofperception and
human performance, Ch. 10,
Sect. 3
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1.9	 Eye Movements
1.945 Accuracy of Tracking Eye Movements: Effect
of Target Velocity
Figural. Horizontal eye movement recordings of 2 observers tracking a target moving at
172 min are of visual angle/sec. The record for each observer shows six consecutive trials
run under the following sequence of instructions: first match target velocity, then pursue
at 1/4,1/2,314,1, and 2 times target velocity, then again attempt to match. Arrows mark time
of appearance of moving target. (From Ref. 3)
Key Terms
Pursuit eye movements; smooth pursuit eye movements;
target acquisition; visual fixation
General Description
Observers can easily track target motion at reduced eye ve-
locities when asked to track at 114, 1/2, or 3/4 target veloc-
ity, although actual tracking velocities sometimes depart
from those specified. However, when tracking at full target
velocity, they cannot accurately match or smoothly exceed
target velocity of 0.5-11 .00 deg/sec.
Test Conditions
• Moving target, a sharply focused
green point 1.00 log unit above ab-
solute foveal threshold, located
1.0 m from right eye (left eye
covered)
• Between trials, observer taxated
stationary red point at right side of
oscilloscope screen
• Observer initiated trials, bring-
ing target into view at position de-
fined by red internist point; target
immediately moved left, traveling
through angle of 6.0 deg are of vi-
sual angle at velocity of 34, 69,
172, 344, or 687 min arc/see; target
then disappeared
• target
room
Experimental Procedure
• Eye movements recorded using
contact-lens optical lever technique
(CRef. 1.904)
• Independent variables: target ve-
locity, desired velocity of pursuit
• Dependent variable: smooth pur-
suit velocity, defined as mean of in-
tersaccadic pursuit velocities, each
weighted according to its duration
• Observer's task: visually track
target atl/4, 1/2,314, 1or2 times
target velocity
• TWo sessions of 60 trials/target
velocity; only eye movements in
second session recorded
• 2 highly experienced observers
l-i
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Experimental Results	 • Neither observer matched eye to target velocity when
asked to do so. avera&ina onl y —80-90% of target velocity.
• Observers exercised voluntary control of smooth-pursuit
velocity. Neither observer successfully produced required
fraction of target velocity, but both succeeded in altering
smooth-pursuit velocity as instructed.
• Voluntary control of smooth pursuit velocity was possible
only when observers tried to pursue more slowly than target
moved. When asked to go twice as fast as target, observers
did go faster but always made saccades.
Constraints
• Data may be valid only for highly experienced observers
or for horizontally moving targets.
• Data may not be valid for targets moving <34 or
>687 min arc/sec or for targets moving through an
angle >6.0 deg arc.
• Data may not apply to unpredictable target onset time or
movement.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Reference I reports failure to match constant velocity target
motion for unpredictable targets. Others (Refs. 2, 4) report
accurate matching with unpredictable targets moving at ve-
locities used in present study.
Key References	 2. Rasbbass, C. (1961). The rela-	 *3 Steinman, RM., Skavenski,	 4. Westheimer, G. (1954). Eye
tionship between saccadic and	 A. A., & Sansbury, R. V. (1969).	 movement responses to a horizon-
1. Puckett, J. W., & Steinman,	 smooth tracking eye movements.	 Voluntary control of smooth pur- 	 tally moving visual stimulus. AMA
R.M. (1969). Tracking eye move- 	 Journal of Physiology, 159,	 suit velocity. Vision Research, 9,	 Archives of Ophthalmology, 52,
ments with and without saccadic	 326-338.	 1167-1171.	 932-941.
corrections. Vision Research, 9,
695-703.
Cross References	 1.940 Gain and phase of smooth	 1.943 Visual tracking of random	 9.528 Pursuit versus compensatorypursuit eye movements: effect of 	 one-dimensional motion; 	 displays;
1.904 Methods of measuring eye 	 target motion;	 5.604 Target localization during 	 Handbook ofperception and
movements;	 1.942 Latency and velocity of	 pursuit eye movements;	 human performance, Ch. 10,
1.939 Factors affecting smooth 	 smooth pursuit eye movements:	 Sect. 3.3
pursuit eye movements;	 effect of target velocity;
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Figure 1. Frequency distribution illustrating the tendency
for the observer's eye movements to lag slightly behind the
hand movements used to control target position. Average
lag is 30 msec and varies considerably across individuals.
(From Ref. 1)
1.9	 Eye Movements
1.946 Accuracy of Tracking Eye Movements: Effects
of Target Motion
Key Terms
Active control; corrective saccades; end-primary error; pas-
sive control; saccadic eye movements; smooth pursuit eye
movements; target acquisition; tracking eye movements;
visual fixation
General Description
Observers can visually track moving targets accurately with
smooth pursuit eye movements, can monitor the extent of
their errors and can correct those errors with secondary
saccades. The quality of smooth pursuit tracking by eye
improves if the observer actively controls the target's
movement. Passive movement of the arm controlling
target motion leads to less accurate visual tracking than
active movement, but more accurate tracking than when
target movement is independent of arm movement.
Applications
Responses to visual tasks will be more accurate when the
operator has control of or can successfully predict the loca-
tions of a visual target; under these conditions, tracking is
smoother and requires fewer corrective saccades.
Methods	 Experimental Procedure
Test Conditions
Studies 1, 2 (Ref. 1)
• Binocular viewing of target (spot
of light) at 30.5 cm from observer's
right cornea; eye movement re-
corded by measuring infrared light
reflected from iris-sclera junction
of right eye; arm movement re-
corded; head held steady via bite
board.
• Target moved 3-4 times per Sec
Study 3 (Ref. 1)
• Same as for Studies I and 2, ex-
cept stroboscopic (intermittent)
presentation of target for 10 msec
every 200 msec
Study 1
• Independent variable: active ver-
sus passive movement of am to
control position of target, versus
target position controlled indepen-
dently of observer's arm movement
• Dependent variable: relationship
between eye and hand movements
in active, passive, and independent
movement conditions
• Observer's task: to move ann,
placed on flat lever pivoting near
elbow, such that location of hand
provided information about target
location and motion (active condi-
tion); to rest hand on lever, moved
by experimenter such that am po-
sition signalled location of target
without active movement by ob-
server (passive condition)
• 8 observers: 6 adult males and
2 adult females with no apparent
visual abnormalities
Study 2
• Same as for Study I, except for
change in instnimentation, with ob-
server's arm movement signalling
motion, but not exact location, of
target
• 4 adult male observers
Study 3
• Same as for Study 1, except that
for one condition, observer had no
contact with apparatus and moni-
tored target without concurrent
movement of am and hand
• 5 adult male observers WA
Experimental Results	 lated to target movement; further, tracking only occurs at
low rates of target movement.
• In all conditions involving continuously present target 	
• With intermittent presentation of the target, observers re-
and observer controlled target movement, eye and hand 	 port the perception of a smoothly moving target in active
movements are most closely linked, with small latency dif- 	 and passive modes; when the target moves independently of
ferences between movement of hand and eye, and an aver- 	 the observer, the spot is seen as flashing on and off with no
age of 14.4 saccades in 10 sec of tracking. 	 apparent motion, only a change of location.
• In passive conditions and with continuously present tar-
get, the mean number of saccades increases to 24.6 in any
10-sec tracking period; a lag between hand motion and sub-
sequent eye movements appears (Fig. 1).
• When observer has no control over target movement,
tracking is minimal (Fig. 2) and eye movements are not re-
Bolt, K. R., & Lincoln, J. F. Engineering Data Compendium: Human
Perception and Performance. AAMRL, Wright-Patterson AFB, OH, 1988.
Variability
The standard deviation of the difference between number of
saccades for active versus passive conditions is 7.43 (Study
2). The standard deviation of the difference between num-
ber of saccades for active versus passive conditions is 3.43
(Study 3).
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Visual
	
of Information	 1.0
.-i sec-t
ACTIVE
Hand
Eye	
-s
PASSIVE
Hand
Eye
Figure 2. Relationship be-
tween hand movement that
controls the visual target
and subsequent tracking
motions of the eye for active
and passive conditions and
when the target moves in-
dependently of the observer
(target only condition). in
the latter condition, track-
ing is very poor. For these
data, the observer saw the
target 10 msec out of 200
msec (5% of the time). The
data for active and passive
movements of the observ-
er's arm resemble closely
the data for continuous pre-
sentation of the target.
Obvious saccades are
marked with the letters.
(From Ref. 1)
TARGET ONLY
Target
Eye
Time (seconds)
Constraints
• Number of saccadic movements may differ by a factor of
two (active conditions) or three (passive conditions) from
one individual to another.
• When target is on appreciably more than 5% of the time,
target motion, not just position change, may be seen when
target motion is independent of arm motion.
Key References	 2. Steinbach, M. J. & Held, R.(1968). Eye tracking of observer-
* 1. Steinbach, M. J. (1969). Eye
	 generated target movements.
tracking of self-moved targets: The	 Science, 161, 187-188.
role of efference. Journal of Exper-
imental Psychology, 82, 366-376.
Cross References	 1.940 Gain and phase of smooth 	 1.944 Visual tracking of complex 	 9.528 Pursuit versus compensatory
pursuit eye movements: effect of	 sinusoidal motion;	 displays;
1.910 Control-systems-analysis 	 target motion;	 5.604 Target localization during	 Handbook ofperception andmodel of visual and oculomotor	 1.942 Latency and velocity of	 pursuit eye movements; 	 huinanperforinance, Ch. 10,functions in retinal image	 smooth pursuit eye movements:	 9.501 Tactile and visual tracking: 	 Sect. 3.6stabilization;	 effect of target velocity;	 effects of error feedback;
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Key Terms
Eye movements; pursuit eye movements; smooth pursuit
eye movements; target motion; tracking eye movements;
visual fixation
General Description 	 conflict, horizontal pursuit is controlled primarily by retinal
movement if the horizontal components of target movement
Movement of a target image across the retina (i.e., retinal 	 and perceived movement are in the same direction. If oppo-
movement) is an adequate stimulus for pursuit eye move- 	 site, the path of the eye movement is influenced by the per-
ments. Perceived target movement is not necessary for initi- ceived target path.
ation of pursuit. When retinal and perceived movements
Methods
Experimental methods are summarized in Table 1.
Experimental Results
Experimental results are summarized in Table 1.
1.9	 Eye Movements
1.947 Visual Tracking: Effects of Perceived Versus Real
Target Motion
Figure 1. Eye motion and
psychophysical report as a
function of target velocity.
Eye motions are plotted
against the left ordinate as a
percentage of total target
displacement, and psycho-
physical reports are plotted
against the right ordinate.
(From Ref. 2)
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1. Holtzman, J. D., Sedgwick,
H. A.,& Festinger, L. (1978).
Interaction of perceptually
Cross References
1.904 Methods of measuring eye
movements;
1.941 Gain of tracking eye move-
ments: effects of target luminance
and visual field location;
5.604 Target localization during
pursuit eye movements
efferent commands for
	
Pleune, J. (1979). Smooth pursuit
smooth pursuit eye movements, 	 eye movements: Is perceived mo-
Vision Research, 18,1545-1555.
	
tion necessary? Science, 203,
1361-1363.
Table 1. Experimental methods and results.
Study	 Methods
Fig. 1 (Ref. 2) 	 Point of light moved horizontally for 2 sec at 3,6,9, 12 or
15 min arc/sec; observer instructed to fixate target and fol-
low with eyes; horizontal eye movements measured by
double-Purkinje image eye tracker (CRef. 1.904); ob-
server reported direction of target movement
Pursuit motion of eyes is not dependent upon perception
of motion
Results
Accuracy of motion detection increases as target velocity
increases; 75% criterion threshold falls just above
9 mm/sec
The following response of the eye is near optimum at high
level for all other velocities
Table 2 (Ref. 2)	 Target (light spot) motion of 3 mm/sec made perceptible by Pursuit behavior of the eye is somewhat better when tar-
presenting within a surrounding stationary frame of four
	 get motion is perceived than when the target is visible but
points marking corners of 0.5 x 3 deg rectangle 	 its motion is not perceived
Target stationary; frame moved horizontally at 3 mm/sec
	 There is only a slight tendency for eye to drift when target
for 2 sec, inducing an apparent opposite motion of station-
	 is stationary but perceived to be in motion (attributable to
sty target	 1 of 3 observers)
Fig. 2 (Ref. 1)	 Observer tracked spot that moved horizontally in simple
harmonic motion; path of second spot moved at angle to
first; at signal, observer saccaded to and began to track
second spot, which, at the completion of the saccade, was
stabilized foveally; this manipulation created a condition of
perfect tracking. With left eye occluded, position of right
eye measured by double-Purkinje image eye tracker(CRef. 1.904). Perceived path pf target is approximated by
orientation of its path of motion relative to the horizontally
moving spots
Target appears to continue in motion when stabilized on
the fovea
Eye movements are characterized by decelerating smooth
pursuit along a straight path; a turn (-'-1 deg) at about the
time the target would have turned; and acceleration of
smooth pursuit after the turn
When horizontal motion component of second spot is in
the same direction as first spot, tracking continues along
what would have been the physical (actual path of the sec-
ond spot and even reverses appropriately)
When the horizontal component of the second spot is op-
posite that of the first, tracking eventually follows the esti-
mated perceived path of the second spot
Table 2. Mean direction of appropriate eye motions and psychophysical reports. (From Ref. 2)
Psychological
Reports
Condition	 Total Eye Movement	 Slow Drift	 Correct (%)	 Confidence Rating
+5.06	 +5.17	 52	 2.125
+ 4.64	 +4.55	 99	 1.08
-.8	 - .76	 99	 1.17
In condition 1, the target is moving at 3 min/sec; in Condition 2, it is moving at the same velocity but is surrounded byaframe to make motion detectable; in con-dition 3, apparent target motion is induced in a stationary target. A "+" mark indicates eye motions in the same direction as target motion, and a"—" mark indi-
cates eye motion opposite target motion. The motion data are in minutes of arc; a + 6 would indicate perfect following in Conditions 1 and 2, while a 0 would
represent perfect following in conditions. In the psychophysical report data, the percentages of accurate reports are given for Conditions I and 2, and the per-
centage of induced reports is given for condition 3. Mean confidence ratings are on a scale of I (certainty) to 3 (guess).
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Estimated perceived path.—	 -
of the target spot
scat path of the
target spot
MA
Estimated perceived path
of the target spot
(b)
Figure 2. Switch of smooth
pursuit from one smoothly
moving target to another,
showing the path of the eye
as the second target is sta-
bilized on the fovea after
the saccade. The oblique
lines show the physical and
estimated perceived paths
of the second target, and
they are positioned so that
their midpoints coincide
with the beginning of the
eye's path. (a) Horizontal
component of second target
Is In same direction as first
target. flecking continues
along what would have been
the physical path of second
target and even reverses
appropriately. (b) Horizontal
component of target is
opposite to first target.
Tracking eventually follows
the estimated perceived
path of the second target.
(From Ref. 1)
- Physical path of the
target spot
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1.9	 Eye Movements
1.948 Involuntary Anticipatory Eye Movements
Figure 1. Horizontal antici-
patory smooth eye move-
ments (lower traces in each
graph) with periodic target
steps (top traces In each
graph) for 2 experienced
observers. Upward dis-
placements of the tracers
correlate with movement to
the right. (From Ref. 1)
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Key Terms
Anticipatory eye movements; target motion
General Description 	 cannot be suppressed or produced under conditions of no
target motion. The effect is robust: it occurs at varying tar-
When observers expect a target to move, their eyes begin to get frequencies, backgrounds, and step sizes. It also occurs
move smoothly away from a stationary point before the t	 with experienced and inexperienced observers.
get actually moves. This response is involuntary, i.e., it
Methods	 frequencies (0.25, 0.375, or 	 • Vertical and horizontal eye 	 latency, and velocity of eye move-0.50 Hz), i.e., point stepped every 	 movements recorded by a contact 	 ments
Test Conditions	 2, 1.33 or 1 see; point moved either	 lens optical lever: avenge eye	 • Observer's task: make saccades
Stimuli generated in complete	 right or left, point's intensity was	 position computed for successive 	 to track each target step, waiting
darkness on display monitor (P.4 	 1 log unit above threshold	 50-msec intervals	 until target stepped before making
phosphor) located 1.31 m directly	 • Only right eye viewed display; 	 saccade
in front of observer's eye 	 left eye was closed and covered;	 Experimental Procedure	 • Observers instructed to try to use
• Stimulus was a small point that	 head was stabilized by biteboard 	 • Repeated measures design	 a single saccade; informed of target
stepped back and forth through 	 • Beginning 100 msec after ob- 	 • Independent variables: direction 	 direction
90 min are of visual angle along the 	 server pressed button, trials lasted 	 and frequency of target motion	 • 2 experienced and 3 naive
horizontal meridian, at one of three	 25 sec	 • Dependent variables: direction,	 ObSelveffi
Experimental Results	 • With greater randomization the drift may not be in the
- -	 .
 drifts 	 ..	
directionofthetarget.
• Ey e 0fl	 i115 In direction or target well before step (target
movement) occurs: these anticipatory motions occur on first
trial for each observer.
• Anticipatory movements begin about 350 msec before
target step, after which velocity increases with time at a rel-
atively constant rate. Velocity is somewhat faster than velo-
city of slow control movements to maintain line of sight on
a stationary point (mean 50-msec velocity for 1 observer,
averaged over the three target frequencies, was 15.8 min/
sec before rightward steps and 99 mm/sec before leftward
steps; when steps were not expected, mean 50-msec veloc-
ity was 0.2 min/sec)
• With vertical stimulus motion, anticipatory smooth eye
movements are also vertical.
• These eye movements do not change with practice.
• A richly textured background diminishes, but does not
abolish, these eye movements.
Constraints
• Voluntary effort reduced, but did not abolish, the antici-
patory eye movements in one experienced observer, and did
not influence the eye movements of the other. More practice
might alter this result,
Key References	 2. Kowler, E., & Steinman, R.(1979b). The effect of expectations
* I. Kowler, E., & Steinman, R.	 on slow oculomotor control-11. Sin-
(1979a). The effect of expectations	 gle target displacements. Vision
on slow oculomotor control-I. Pen- Research, 19,633-644.
odic target steps. Vision Research,
19,619-632.
Cross References	 9.210 Time and accuracy of fast
control movements;
Variability
The range of standard error for velocity of drift eye move-
ments in the expected direction of target motion (for 2 expe-
rienced observers) was 0.19-0.24.
Repeatability/Comparison with Other Studies
Several other studies report anticipatory smooth eye move-
ments. Another study by the same authors (Ref. 2) extends
these findings by reporting anticipatory smooth eye move-
ments to unperiodic target motion, large target steps in large
visual fields, and to unpredictable target directions and
times. The latter causes eye movements in a particular idio-
syncratic direction.
1.915 Effects of target characteris-
tics on eye movements and fixa-
tion;
• 7.613 Effect of alerted and unal-
erred search on target acquisition;
11 .401 Guidelines for designing
alerting signals;
11.403 Target coding: effect on
search time
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1.949 Tacking of Targets Oscillating in Depth
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Figural. Predictable and unpredictable frequency re-
sponse of the fuslonai vergence system. Data averaged
over six experiments for 1 observer. Gain is amplitude ratio
of vergence eye movement to stimulus disparity. Phase is
phase lag of Hering vergence relative to stimulus disparity.
(From B. L. Zither & L Stark, Dynamical characteristics of
the fusional vergence eye-movement system, IEEE Trans-
action on Systems, Science, and Cybernetics, SSC4. Copy-
right © 1968 IEEE. Reprinted with permission.)
Key Terms
Binocular viewing; disjunctive eye movements; retinal
image disparity; target acquisition; tracking in depth
General Description	 disparity simulates oscillation of the target in depth and
invokes slow vergence movements of the eyes up to a fre-
If identical but separate targets are presented to each eye,	 quency of --0.7 Hz. The phase lag for predictable oscil-
the eyes turn to allow the target images to "fuse" and ap- 	 lation is significantly less than that for unpredictable
pear as a single target at a distance corresponding to the 	 oscillation.
intersection of observer's line of sight. Changing retinal
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Methods	 • Stimuli confined to small devia- 	 usoids with amplitudes adjusted so Experimental Procedure
tions about an average 6.2 deg of 	 that maximum limits of target ex-	
• Independent variables: wave-
Test Conditions	 convergence, which corresponds to 	 cursion were 1.7 deg) 	 form of target movement (predict-
• Observer viewed faces of two an apparent distance of —33.5 cm	 • Frequencies of oscillation not 	 able or unpredictable), frequency
• Maximum limit of target excur- 	 specified (generated by Fourier	
of target oscillationllCRTs, one with each eye; sma	
sion was 1.7 deg; observer's head 	 analysis program), but same fit- 	
• Dependent variables: gain, phaseidentical spots projected on cone-*
 firmly in position	 quencies used individually and in 	
of fusional vergence movementsspending positions of the two	
• Waveform of target movement 	 combination (complex waveform) 	
• Observer's task: track visualscreens so that the images were	
was predictable (sinusoidal) or un- 	 • Movements of left eye monitored targetfused and observer saw one spot at 	 predictable (a mixture of three sin- 	 by light sensors mounted in specta- 	
• Number of observers notapparent distance corresponding to
the intersection of the two lines of 	 cle frames worn by observer	 specified(CRef. 1.904)
sight
uiesuuts
• The fusional vergence system gain for unpredictable
stimuli is consistently higher than that for predictable
stimuli.
• For low-frequency oscillation, up to —0.7 Hz, the gain
for predictable and unpredictable targets is close to unity.
• Unpredictable gain curve appears to fall off more slowly
at high frequencies.
• The difference in the two gain curves appears to result
from an amplitude-dependent nonlinearity, rather than from
the difference in predictability.
Constraints
• Data may not be valid for markedly different target dis-
parities or for more complex target movement.
• rnase curve oDlatneci in unpreotcraoie sumutauon is
below that obtained with predictable stimulation.
• The existence in the fusional vergence system of a pre-
dictor operator which functions to reduce system phase lag
is uncertain, given the nonlinearities.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Fusional vergence responses to sinusoidal oscillations usu-
ally die out after a few cycles (Ref. 1). The present observer
responded as long as 30 cycles.
Key References	 *2. Zuber, B. L., & Stark, L.(1968). Dynamical characteristics
1. ltashbass, C., & Westheimer, 	 of the fusional vergence eye-move-
0. (1961). Disjunctive eye move-	 ment system. IEEE Transactions
ments. Journal of Physiology, 159, on Systems, Science, and Cyber-
339-360.	 netics, 55C4, 72-79.
Cross References	 1.944 Visual tracking of complex	 5.904 Functional limits of various
sinusoidal motion;	 depth cues in dynamic visual
1.904 Methods of measuring eye	 1950. 	 Factors affecting vergence	 environments;
movements; eye movements;
1.940 Gain and phase of smooth	 1.951 Prolonged convergence of
pursuit eye movements: effect of 	 the eyes;
target motion;
5.916 Perceived depth as a function
of lateral retinal image disparity
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1.950 Factors Affecting Vergence Eye Movements
Key Terms
Binocular viewing; disparity; fusional vergence; stereopsis;
three-dimensional displays; vergence eye movements
General Description 	 are commonly presented via stereoscope; two identical
movable targets are presented at a fixed distance, one to
Eye movement responses to retinal image disparity are	 each eye. An optical device (e.g., Polaroid, mirrors, baffle)
often termed fusional vergence because the disparity is re-	 restricts each eye to its own target. The table summarizes
duced to within 0.5 min are of visual angle, permitting the	 several factors that influence vergence eye movements.
two images to be fused into a single percept. Target displays
Constraints
• Interactions among the various factors may affect verg-
ence movements.
Key References	 2. Dowser, A. L., & van der	 control. Vision Research, 20, 	 A. E. (1978). Measurement of
Brink, G. (1981). Diplopia thresh-	 727-732.	 human vertical fusional response.
I. Boltz, R. L., Smith, E. L., 111, 	 olds and the initiation of vergence	 4. Mitchell, D. B. (1970). Proper- 	 Vision Research, 18, 219-223.
Bennett, M. J., & Harwerth, R. S.	 eye-movements. Vision Research,	 ties of stimuli eliciting vergence	 6. Westheimer, 0., & Mitchell,
(1980). Vertical fusional vergence 	 21, 1727-1737.	 eye movements and stereopsis. Vi-	 D. B. (1969). The sensory stimulus
ranges of the rhesus monkey. Vi-	 3. Frisby, .1., & Mayhew, J.	 sion Research, 10, 145-162.	 for disjunctive eye movements. Vi-
sion Research, 20, 83-85.	 (1980). The role of spatial 'e-	 5. Perlmutter, A. L., & Kertesz,	 sion Research, 9,749-755.
quency tuned channels in vergence
Cross References	 5.918 Factors affecting	 tion: limiting differences in left and
stereoacutiy;	 right half-images;
1.951 Prolonged convergence of	 5.930 Limits of stereoscopic depth 	 5.937 Hysteresis effects in stereo-
the eyes;	 perception;	 scopic vision;
1.952 Vergence eye movements: 	 5.931 Stereoscopic depth percep- 	 Handbook ofperception and
eliciting target characteristics; 	 hununperforniance,
Ch. 10, 23, 35
Factor	 Effect on Vergence Eye Movements	 References
Horizontal target disparity	 Targets seen as single object which may be moved in apparent 	 CRef. Handbook
depth
Target may appear to enlarge as it apparently recedes 	 CRef. Handbook
Typical tolerance for prism-induced disparity: 6 diopter base-in to 22 	 Ref. 1
diopter base-out
Does not occur naturally for physical objects if head is erect unless
there is a vertical phoria (i.e., vertical position of one or both eyes de-
viates when viewing dissimilar patterns)
Correct disparities as small as 0.5 min are of visual angle
	 Ref. 2
Corrects disparities of 0.5-1 deg about eight times more slowly than
horizontal disparities
Left and right eye responses differ in amplitude and dynamics
	
Ref. 5
Identical targets elicit vergence movements when horizontal dispar-
ity as large as 10 deg
Dissimilar targets usually elicit incomplete vergence movements 	 CRef. Handbook
Vertical target disparity
Target similarity
Exposure duration
Halt-field onset asynchrony
Spatial frequency structure
of target
Vergence movements elicited with target duration exposure
<200 msec
If one eye occluded after 5 sec, vergence relaxes quickly; if occluded
after 60 sec, relaxation is slow and incomplete
Dissimilar targets elicit vergence movements when presented with
an asynchrony of 75-125 msec
Vergence may be slightly slower at higher spatial frequencies
Refs. 4,6
CRef. 1.951
Refs. 4, 6
Ref. $
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Notes
1.9	 Eye Movements
1.951 Prolonged Convergence of the Eyes
ja dog
OBSERVER
OBSERVER
	
r
2
OBSERVER
3	
_J
B (5 sec)
	 A
	 (60 sec)
Figural. Disparity-induced convergence and its variable relaxation. Left: traces for 3 observers show convergence at
onset of 5 sec disparity stimulus at A, and prompt relaxation at B when one eye is occluded. Right: prompt convergence
at onset of a 60 sec stimulus, but very slow and incomplete relaxation after the stimulus is withdrawn at B. (From Ref. 5)
Key Terms
Binocular viewing; convergence; depth perception; fixation
disparity; retinal image disparity; stereopsis; three-dimen-
sional displays; vergence eye movements
General Description 	 convergence relaxes slowly and incompletely. This incom-
plete relaxation of fusional vergence can persist for several
After 5-sec exposure to retinal image disparity (CRef. 	 hours during monocular occlusion (Ref. I) or even during
5.905), when one eye is covered, convergence of the eyes 	 sleep (Ref. 2).
is relaxed quickly and completely. After 60-sec exposure,
Applications
Displays and environments requiring prolonged conver-
gence of the eyes.
Test Conditions
• 'l\vo vertical lines reflected from
two front surface mirrors; one line
presented to each eye
• larget dispanty introducea ny
displacing, 3 deg to the right, the
line presented to the left eye
• Observer maintained vergence
response to the disparity for short
(5 see) or long (60 sec) duration,
then right eye occluded and ob-
server instructed to continue view-
ing line placed before left eye
• Vergence eye movements moni-
tored photoelectrically with in-
frared monitor having resolution
limit of 10 min arc of visual angle;
vergence movements obtained
front 	 difference signal from
the two eys
• Independent variables: duration
of viewing of target lines prior to
occlusion of right eye, time after
occlusion of right eye
• Dependent variable: conver-
gence of eyes
• Observer's task: fixate on target
• 3 observers
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Experimental Results	 Variability
• After viewing target lines for 5 sec, when one eye is cov- No information on variability was given.
ered, convergence relaxes quickly and completely. 	 Repeatability/Comparison with Other Studies
• After viewing target lines for 60 sec, occlusion of one eye Several studies report that, when convergence is stimulated
is followed by incomplete or no relaxation of convergence, 	 briefly, occlusion of one eye is followed by rapid relaxation
(e.g., Ref. 2) while relaxation is incomplete following
longer convergence times (e.g., Refs. 1, 3).
Constraints
• Data may be valid only for viewing conditions containing
no other visual targets.
• Data may not be valid for target disparities other than
3 deg.
Key References	 2. Carter, D. B. (1965). Fixation	 3. Ludvigh, E., McKinnon, P., & 	 upon fixation disparity. Vision Re-
disparity and heterophoria follow- 	 Zartzeff, L. (1964). Temporal	 search, 19, 757-765.
1. Alpern, M. A. (1946). The after 	 log prolonged wearing of prisms,	 course of the relaxation of binocu- 	 5 Schor, C.M. (1979). The
effect of lateral duction testing on 	 American Journal of Optometry, 	 lar duction (fusion) movements, 	 relationship between flisional ver-
subsequent phoria measurements. 	 42, 141-151.	 Archives of Ophthalmology, 71,	 gence eye movements and fixationAmerican Journal of Optometry.	 389-399.	 disparity. Vision Research, 19,23,442-447.	 4, Schor, C. M. (1979). The influ- 	 1359-1367.
ence of rapid prism adaptation
Cross References	 5.905 Lateral retinal image 	 5.931 Stereoscopic depth percep-
disparity;	 lion: limiting differences in left and
1.952 Vergence eye movements: 	 5.926 Steacuity: effect of expo-	 right half-images;
eliciting target characteristics;	
sure duration;	 5.935 Duration thresholds for ste-
1.953 Disjunctive eye movements 	 reoscopic targets at different visual
in response to accommodative 	 field locations
stimuli;
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1.952 Vergence Eye Movements: Eliciting Target Characteristics
Left eye	 Right eye
J
Figural. Pairs of sample stimuli used to study horizontal
vergence eye movements. A illustrates the targets used to
establish foveal positions shown by the white dotted lines.
B-J illustrate pairs of stimuli with 2.75-deg horizontal dis-
parity. G-J also display vertical disparity. (From Ref. 2)
Key Terms
Binocular viewing; convergence; depth perception; retinal
image disparity; stereoacuity; three-dimensional displays;
vergence eye movements
General Description 	 gered if the positions of the targets on the two retinas are
disparate; this allows subjective fusion of the two images.
Vergence eye movements occur when the eyes simulta- 	 Pairs of dissimilar stimuli may elicit incomplete vergence
neously move in opposite directions (convergence or diver- 	 movements.
gence). When identical targets are simultaneously pre-
sented, one to each eye, vergence eye movements are trig-
Applications
Displays and environments requiring binocular fusion of
targets.
Methods	 frontal plane as fixation point (via 	 eye movements (CRef. 1.904), 5 bitemporal presentation (to cause
slides or oscilloscopes), with one 	 min are of visual angle; base- 	 divergent or convergent move-
Test Conditions	 target presented to each eye; fixa-	 line fovea positions determined at	 ment, respectively); vertical dis-
• Observer in darkened room; bite	
tion light extinguished as targets	 beginning of ran with Stimulus A.	 parity; horizontal disparity
illuminated	 • Dependent variable: vergence
bar used to prevent head movement • All depth cues other than dispar- 	 Experimental Procedure	 eye movement
• Fixation light 150 can from front	 ity were eliminated 	 • Independent variables: target	 • Observer's task: lookat targets
center of observer's body; two	
• Photoelectric recording of	 characteristics (Fig. I); binasal or	 • Number of observers not specified200-msec targets presented in same
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Experimental Results
• Horizontal disparity: with 0.75-deg vertical lines, re-
sponse limits for horizontal disparity are 5-10 deg.
• Contrast and luminance: vergence movements are elicited
even when one target is dimmed by 1.5 density units (with
luminance at moderate photopic levels). Against a uniform
background, disparate luminance values for targets (e.g.,
bright and dark lines) elicit a vergence movement.
• Disparate lengths: vergence movements are elicited by
vertical lines when one line is as short as 3 min arc of visual
angle and the other line is a different length.
• Shape dissimilarity: targets with different shapes (Fig. 1)
and a 2.75-deg horizontal disparity can elicit vergence
movements similar to those elicited by vertical lines.
Constraints
• Data may be valid only for simple target configurations.
• Data validity unknown for less abstract sensory stimuli or
when higher perceptual and memory factors are involved.
• Data validity is unknown when more than one factor
(e.g., contrast and shape dissimilarity) varies.
Key References	 *2. Westheimer, 0., & Mitchell,
D. E. (1969). The sensory stimu-
1. Jones, R., & Kerr, K. E. (1972).	 lus for disjunctive eye movements.
Vergence eye movements to pairs	 Vision Research, 9, 749-755.
of disparity stimuli with shape se-
lection cues. Vision Research, 12,
1425-1430.
• Vertical disparity: for horizontal disparities from 15 deg,
vertical lines 40 min long elicit vergence responses when
their centers are vertically separated by 4 deg.
Variability
There was between-subject variance, but no values were
reported.
Repeatability/Comparison with Other Studies
Targets with shorter durations (50 or 100 msec) were some-
times presented with stimulus-onset intervals >0; vergence
responses no longer occurred with intervals >75-125 msec.
Reference 1 demonstrates (1) that vergence response bias
may exist within subjects and (2) that shape discrimination
may not be a determining factor for directing vergence
responses.
Cross References	 1.951 Prolonged convergence of	 5.909 Binocular differences in 	 5.927 Stereoacuity: effect of verti-
the eyes;	 image size and shape (aniseikonia); 	 cal disparity;
1.904 Methods of measuring eye 	 5.905 Lateral retinal image dis-	 5.912 Tolerance for vertical dis-	 5.931 Stereoscopic depth percep-
movements; parity;	 parity;	 tion: limiting differences in left
1.950 Factors affecting vergence 	 5.918 Factors affecting stereo-	 and right half-images
eye movements; 	 acuity;
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1.953 Disjunctive Eye Movements in Response to
Accommodative Stimuli
IS
E
CS
E
E
C
2° 
J
201
a)
(b)
Time (seconds)
Figural. Binocular accommodative vergence. Three pairs
of averaged records of night eye position for 3 observers.
(a) Transient convergence to optical approach of stimulus
from 14 diopters at time zero. (b) Transient movement due
to optical recession of stimulus from 4-1 diopters at time
zero. Optical distance In diopters is reciprocal distance In
meters. (From Ref. 2)
Key Terms
Accommodation; binocular viewing; depth perception;
disjunctive eye movements; retinal image disparity; three-
dimensional displays; vergence eye movements
General Description	 vergence eye movements. However, this response is tran-
sient because the accommodative vergence causes greater
When optical distance, but not retinal image disparity, of	 retinal image disparity, which, in turn, elicits disparity-re-
a target is suddenly changed, the optical blur due to incor-	 ducing vergence.
rect focus stimulates changes in lens shape (focus) and
Applications
Displays requiring fixation on receding or approaching
targets.
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Methods
Test Conditions
• In dark room, observers viewed
target binocularly with symmetrical
disparity-vergence stimulation to
each eye; increasing and decreasing
stimulation (optical distance) pre-
sented while disparity vergence
was constant
• Target consisted of a 1-deg red
circle against a dark background
with a small (6 min are of visual
angle) central spot to localize fixa-
tion and two small fixation spots
move-
ment calibration
• Targets presented via a dynamic
binocular stimulator (see Ref. I)
• Vergence movements of right
eye dynamically measured using
differential infrared reflection tech-
nique (CRef. 1.904)
• Independent variable: increasing
and decreasing changes in accom-
modative stimulation (optical dis-
tance)
• Dependent variable: vergence
movements of the right eye
• Observer's task: visually fixate
on target
• 3 observers
Experimental Results
• Small vergence movement occurs after a brief delay
followed by a return to the original vergence level.
• Return movement occurs 200-300 msec after the initial
movement, bringing the eye to the correct, error-free
vergence position in another 500-800 msec, a total of
700-1100 msec after the initial movement.
• Direction of initial movement is the same as the direc-
tion of the accommodative vergence movement which
would have been produced if the target had been viewed
Constraints
• The obtained data may not be valid when there are per-
ipheral visual cues, or when targets differ in retinal loca-
tion, or when targets are larger.
Key References	 *2 Semmlow, J., & Venkiteswa-
ran, N. (1976). Dynamic accom-
I. Semmlow, J. L., & Timor, T. 	 modative vergence components in
(1978). Accommodative conver- 	 binocular vision. Vision Research,
gence response to off-fovea! 	 16,403-410.
retinal images. Journal of the
Optical Society ofAmerica,
68, 1497-1501.
monocularly, although the velocity of binocular accommo-
dative vergence is only half the velocity in the monocular
situation.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Earlier attempts to detect vergence eye movements with bi-
nocular accommodative stimulation were unsuccessful,
possibly because peripheral visual cues are used by observ-
ers as alternate targets to stabilize fusion and override any
accommodative influence.
Cross References	 1.950 Factors affecting vergence 	 in response to peripheral image	 5.927 Stereoacuity: effect of verti-
eye movements; 	 disparity;	 cal disparity;
1.904 Methods of measuring eye	 1.952 Vergence eye movements: 	 5.905 Lateral retinal image disparity; 5.928 Response time and accuracymovements;	 eliciting target characteristics; 	 5.911 Limits of single vision; 	 of depth judgments: effect of verti-1.949 Tracking of targets oscillat- 	 1.954 Disjunctive eye movements
	 5.918 Factors affecting stereo-
	
cal disparity
ing in depth;
acuity;
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1.954 Disjunctive Eye Movements in Response to
Peripheral Image Disparity
CONVERGENT DISPARITY
Left Eye Horizontal 	 Righi
Right Eye Horizontal
	
1.5° Convergent	
10
o°1
	 1 0°
Total Horizontal Stimulus Disparity
(L+R)12	 Ssec
Disjunctive (L-R)	 700/0
DIVERGENT DISPARITY
Left Eye Horizontal	 Right
-
Right Eye Horizontal
1.5° D
1	
ivergent
00 	 [o°
Total Horizontal Stimulus Disparity
(L+R)l2
05 -seo 110
Disjunctive (L-R)
Figure t Average often
fusional responses to a
1.5-deg horizontal conver-
gent or divergent step dis-
parity presentation to I ob-
server. The 110-deg diameter
blanked central area was
stabilized on the left retina.
The percentage of the dis-
parity compensated is pro-
vided at the right of each
panel. (From Ref. 1)
Left
Right Eye Vertical
[iL	 liD
Figure 2. Average often fusional responses to a 0.4-deg
vertical, right-hyper step disparity presentation to I ob-
server. The I 0-deg diameter blanked area was stabilized
on the left retina. The percentage of the disparity compen-
sated is provided on the right. (From Ref. 1)
0.4 0 R Hyper
Total Vertical Stimulus Disparity
(L+R)/2	 Ssec I
Disjunctive (L-R) 	 75%
Key Terms
Binocular viewing; disjunctive eye movements; retinal
image disparity; three-dimensional displays; vergence eye
movements
General Description
Horizontal and vertical disparities in the peripheral retina
are sufficient to evoke vergence eye movements to reduce
the retinal image disparity. The two eyes typically re-
spond asymmetrically and often show faster and slower
components.
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Test Conditions
• Wearing scieral contact lens, ob-
server seated in dark room, head
held stationary by bite board and
headrest
• Targets were circular disks sub-
tending 57 deg, composed of 11
equally spaced parallel horizontal
or vertical lines
• Target presented to left eye con-
tained central fixation point, while
the central 10 deg of right eye tar-
get was electronically blanked;
blanked region stabilized with re-
spect to retina! position
• Nature of target disparity was
either 1.5 deg horizontal (conver-
gent or divergent) or 0.4 deg
vertical
• Targets displayed on oscillo-
scope with luminance level in me-
sopic range (3.2 cd/ma)
• 10-sec presentation of zero dis-
parity target, followed by 10-sec
presentation of targets displaced an
equal amount, but in opposite di-
rection, after which disparity elimi-
nated for 10 see
• Eye movements recorded using
contact-lens optical lever (CRef.
1.904)
• Independent variable: nature of
disparity
• Dependent variables: horizontal,
vertical eye positions
• Observer's task: gaze (fixate) at
center of targets
• 2 stereo-normal observers, vi-
sion corrected to 20/20 acuity
Experimental Results	 blanked central area experiences no net change in eye posi-
.
ri	
.	 tion, whereas the other eye moves by 0.3 deg.
• Following the introduct ion of ho zontal disparity In the
peripheral retina, both eyes move in the direction required
to decrease the disparity and compensate for 40-77% of the
disparity. However, the two eyes respond asymmetrically.
• In all cases, vertical disparity of 0.4 deg elicits a disjunc-
tive motor response that compensates for 75% of the dispar-
ity. The eye whose retinal image contains the electronically
Constraints
• Data may be valid only for specific disparities tested.
• Data may not be valid for more peripheral retinal
disparities.
Key References
*1. Kertesz, A. E., & Hampton,
D. R. (1981). Fusional response
to extrafoveal stimulation. Investi-
gative Ophthalmology and Visual
Science, 21, 600-605.
Cross References	 1.952 Vergence eye movements:
eliciting target characteristics;
1.904 Methods of measuring eye	 1.953 Disjunctive eye movements
movements;	 in response to accommodative
1.949 Tracking of targets oscillat- 	 stimuli;
ing in depth;	 5.9 IS Factors affecting stereo-
1.950 Factors affecting vergence	 acuity
eye movements;
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Torsional disparities in periphery of retinas evoke a fusional
response. Present results demonstrate that peripheral hori-
zontal or vertical disparities also elicit a fusional response.
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1.955 Fusional Eye Movements in Response to
Vertical Disparity
Left Eye Vertical
Right Eye Vertical	
30 min
Up
lOsec
Disjunctive
Conjugate
Positive Disparity
Zero Disparity
Stimulus Position Seen by the Left Eye
Figura l. Eye movement responses of I observer to the 	 Figure 2. Frequency of horizontal vergence eye movement
presentation of a vertical disparity whose maximum posi- 	 responses to 200-msec presentations of horizontal ver-
tive disparity was 33.6 mm. (From Ref. 3) 	 gence targets as a function of the vertical separation (in an-
gular measure) of the targets presented to the two eyes, for
I observer. The targets were vertical lines subtending 40
min In length. (From Ref. 2)
Key Terms
Binocular viewing; disjunctive eye movements; double
vision; fusional vergence; retinal image disparity; three-
dimensional displays; vergence eye movements; vertical
retinal image disparity
General Description 	 more slowly than similar horizontal disparities between ver-
tical lines. Horizontal disparities do not trigger convergence
The mechanism to correct for vertical disparity in the cen- eye movements if vertical disparities exceed 2-4 deg. Un-
tral 4 deg of the visual field is quite sensitive, since vertical
disparities as small as 0.5 mm arc of visual angle are cor- 	
corrected or slowly corrected disparity may result in diplo-
pia (CRef. Handbook).
rected by fusional eye movements. Vertical disparities of
0.5-1 deg between horizontal lines are corrected eight times
Methods	 in diameter at 3 cd/rn2) (Ref. I) or	 • Dependent variable: latency ofin darkened room via oscilloscope 	 fusionai eye movement
Test Conditions 	 (Refs. 2, 3)	 • Observer's task: move eye to tar-
e Observer initially looked at lIxa- 	 • Fixation point replaced by dis-	 get and indicate if one or two linestion pointpartite dichoptic targets, leading to 	 were perceived
• Targets were binocularly-pre- 	 fusional eye movements	 • Observers instructed to fixate
sented lines with horizontal or ver-center of stimulus and not scan the
tical disparity 	 Experimental Procedure	 pattern
• Targets presented via electronic 	 • Independent variables: direction	 • 3 observers, with correcting lens
stereoscope (background = 15 deg	 of disparity (horizontal or vertical),
amount of disparity
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Experimental Results
• Vergence eye movements are initiated by vertical dispari-
ties that are too small to induce diplopia (0.5 min arc).
• Vertical disparities are corrected eight times more slowly
than similar horizontal disparities.
Constraints
• Data may not be valid for larger targets or for all retinal
positions.
• Data may be valid only for straight line targets.
Visual Acquisition of Information	 1.0
• Horizontal disparities of 1.5 deg are readily fused, but the
maximum fusible vertical disparity is <I deg
• With vertical disparities exceeding 2-4 deg, horizontal
vergence responses cease completely.
Variability
No information on variability was given.
Key References	 *2. Mitchell, D. E. (1970). Proper- 	 *3 Perlmutter, A. L., & Kertesz,
ties of stimuli eliciting vergence	 A. E. (1978). Measurement
I. Duwaer, A. L., & Van den	 eye movements and stereopsis.
	 of human vertical fusional re-
Brink, G. (1981). Diplopia thresh- 	 Vision Research, 10, 145-162.	 sponse. Vision Research, 18,
olds and the initiation of vergence	 219-223.
eye-movements. Vision Research,
21,1727-1737.
Cross References
5.906 Vertical retinal image
disparity;
5.9 10 The horopter: locus of points
with no retinal image disparity;
5.911 Limits of single vision;
5.918 Factors affecting stereoacuity;
5.927 Stereoacuity: effect of verti-
cal disparity;
5.928 Response time and accuracy
of depth judgments: effect of verti-
cal disparity;
5.930 Limits of stereoscopic depth
perception;
5.931 Stereoscopic depth percep-
tion: limiting differences in left and
right half-images;
Handbook ofperception and
human performance, Ch. 23,
Sect. 5.2
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1.956 Eye Torsion: Effects of Angular Disparity in Binocular
Display Patterns
Right eye
Left eye
STIMULI
S
Left	 Right
(a)
Fused percept
Left	 Right
(b)'1W
Fused percept
Figure 1. Torsional eye
movements in response to
asymmetrically tilted pat-
terns. Left Observer ini-
tially views horizontal
patterns. At time A, there is
a step roll of the left pattern,
which is partially compen-
sated by binocular intorsion
(i.e., from observer's frame
of reference, the left eye
rolls clock-wise and the
right eye rolls counterclock-
wise). The fused percept
develops toward the and of
the torsional eye movement
(indicated by the small
arrow). Switching the pat-
terns at some later time B,
without altering the tilt dis-
parity, changes the percept,
but does not affect eye po-
sition. Right: The patterns
presented to the left and
right eyes at times A and B
(respectively, the upper and
lower patterns), and the
corresponding fused per-
cepts. (From Ref. 4)
AVERAGE OF 5 RESPONSES
1' InlorsiOn
Right eye
Left eye
5.75,
ASYMMETRICAL
Torsional
A	 B	 disparity
I	 I
10 sec
SINGLE RESPONSE
Key Terms
Binocular viewing; cyclofusional eye movements; cycloro-
tation; fusion vergence; Hering's law of equal innervation;
peripheral vision; retinal image disparity; three-dimensional
displays; vergence eye movements; visual fixation
When differentially tilted visual patterns are presented sepa-
rately to both the right and left eyes, each eye exhibits a cor-
responding distinct clockwise or counterclockwise rotation
(optic torsion response) to minimize the angular disparity
between target images in the two eyes and to facilitate the
perception of a single, "fused" visual target. When either
eye alone is presented with a tilted visual pattern, and an
untilted pattern is presented to the other eye, only the eye
presented with the tilted display exhibits movement. If the
tilt is then instantaneously reversed while the relative direc-
tion of tilt is held constant (i.e., a visual pattern with equal
but opposite tilt is presented to the eye previously presented
with the untilted pattern, and conversely), then no subse-
quent contingent eye movement is observed in either eye.
The magnitude of such torsional eye movements is some-
what less than that required to compensate completely for
the disparate tilt, even when the target appears fused. -
Applications
Displays requiring binocular observation of visual patterns
exhibiting tilt disparity relative to the vertical.
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Methods	 visual angle; luminance 34 cd/rn' in	 • Eye movements unrestricted;	 • Independent variables: tilt mag-
dark room; visual pattern discs 10,	 movements of both eyes continu-	 nitude, tilt direction, nature of tilt
Test Conditions	 30, or 50 deg in diameter	 ously recorded and monitored by	 symmetry, visual display diameter
• Pairs of circular discs enclosing 	 • Pattern discs rotated clockwise	 stabilized magnetic coil contact 	 (Ref. 5)
or counterclockwise to produce tilt	 lenses (Ref. 3) with resolution of	 • Dependent variables: direction,disparately-tilted patterns of ran- 	
values of 2 or 5.75 deg, or continu-	 i min arc and range of ± 5 deg of	 amplitude, velocity of eye movementsdomly segmented lines; visual dis-
plays presented at optical infinity; 	 ous range from 0-10 deg with in- 	 rotation; contact lenses corrected	 • Observer's task: judge when ran-
crements of 0.25 deg added every	 for refraction	 domly segmented lines in visualdiscs briefly projected; central fixa-	 62.5 msec; visual tilt symmetric 	 • Four to ten trials per data point;	 patterns appeared simultaneously
tion point 0.3 deg in diameter
• Head position unspecified but	 (targets to both eyes tilted inward	 45-65-sec trials	 unified, single, and straight (crite-
or outward) or asymmetric (visual 	 non for fusion)probably upright; head constrained
by bite plate and forehead rest	 display to only one eye tilted, while 	
Experimental Procedure	 • I highly experienced observer,
other remained horizontal)	 • 'Method of limits 	 screened for "normal" stereopsis
• Field of view limited to 50 deg of
Experimental Results	 of tilt disparity is instantaneously reversed. No further tor-
sional eve movements are necessary to maintain fusion.
• Binocular viewing of patterns tilted equally, but oppo-
sitely, for each eye causes torsional eye movements similar
in amplitude and initial velocity, although they compensate
for only 48-75% of the total tilt disparity present (and cen-
tral visual mechanisms compensate for the remainder).
• During an asymmetric tilt of the visual display, the left
and right eyes generally exhibit intorsions (rotations toward
the midpoint between the eyes) and extorsions (rotations
away from the midpoint) of similar amplitude and initial
velocity.
• During symmetric tilt disparity, the intorsions of both
eyes are of similar duration and amplitude.
• During asymmetric tilt disparity, both the right and left
eyes exhibit intorsions and extorsions with similar time
courses.
• If a target with asymmetric tilt disparity appears fused,
then the perception of fusion is retained when the direction
Constraints
Only one observer was used so that generalization of nu-
merical values to other observers is hazardous.
Key References	 2. Kertesz, A. E., & Sullivan, 	 ment using a scleral search coil 	 in cyclofusional response. Vision
M. J. (1978)-The effects of	 in a magnetic field. IEEE Trans-	 Research, 18, 943-949.
I. Crone, It A., & Everbard- 	 stimuli size on human cyclofu-	 actions in Biomedical Electronics,	 s. Sullivan, M. .1., & Kertesz,
Halm, Y. (1975). Optically in- 	 sional response. Vision Research,	 BME- 10, 137-145.	 A. E. (1979). Peripheral stimula-
duced eye torsion. 1. Fusional cy- 	 18,567-571.	 *4 Sullivan, M. I., & Kertesz,	 tion and human cyclofusional
clovergence. Albrecht vonGraefes
	 3. Robinson, D. A. (1963). A 	 A. E. (1978). Binocularcoordin-	 response. Investigative Ophthal-
Archiv fur Klinische undExperi- 	 method of measuring eye move-	 ation of torsional eye movements 	 mology and Visual Science.
mentelle Opihainwlogie, 195,	 18, 1287-1291.
231-239.
Cross References	 1.957 Factors affecting counter- 	 5.911 Limits of single vision;
torsion of the eyes;	 5.931 Stereoscopic depth percep-
1.950 Factors affecting vergence	 5.908 Retinal image disparity due 	 tion: limiting differences in left and
eye movements;	 to image rotation in one eye; 	 right half-images
1.952 Vergence eye movements:
eliciting target characteristics;
• Torsional eye movements in response to disparately tilted
visual displays exhibit greater latency and slower velocity
than those typically found in the case of other vergent eye
movements.
• No clear trend is apparent between display diameter and
amplitude of eye intorsion (Ref. 5).
Variability
Although eye movement responses on single trials are
"noisier" than averaged responses, their shapes are similar
in all other respects.
Repeatability/Comparison with Other Studies
Other investigators report comparable results with identical
patterns (Refs. 2, 5) as well as with visual displays featuring
highly stylized human facial contours and single and multi-
ple horizontal or vertical straight line contours (Ref. 1) and
more complex annular patterns (Ref. 5).
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1.957 Factors Affecting Countertorsion of the Eyes
Key Terms
Countertorsion; gravitational effects; head tilt; nystagmus;
otoliths; torsional eye movements; utricles; vestibular
function
General Description
The ocular countertorsion reflex is the tendency of the eyes
to remain upright relative to gravity when the head is rotated
about an axis parallel to the visual axis. In man, the ampli-
tude of countertorsion is only 10% of the angle of head
tilt.
Factor	 Effect (Direction/Magnitude)
Gravitational force 	 Amplitude of countertorsion is greater
for gravitational forces >980 cm/sec2
InferencelConstralnt 	 References
Demonstrates role of otolith organs	 Ref. 7
Angle of head tilt 	 Amplitude of response is a function of Suggests that countertorsion is in-
the sine of the angle of head tilt 	 duced by shear force on utricles
Supine posture	 Response is absent when head is	 Utricles do not respond in this 	 Ref. 8
tilted toward shoulder	 posture and there is no cervico-ocular
reflex
Duration	 Amplitude is not reduced for head	 Suggests reflex is driven by non- 	 Ref. 4
held tilted for several hours	 adapting utricle receptors
Illumination The countertorsion response is fairly
smooth in darkness, with occasional
nystagmic beat
There are more prominent nystagmic
beats with illumination
Nystagmus probably due to 	 Ref. 6
vestibular canal stimulation
Suggests that beats are induced by
optokinetic stimulation from moving
retinal image
Frequency of sinusoidal	 Response is in phase with head dis- 	 Must be neural in origin, because 	 Ref. 1
oscillation	 placement over range from	 output from utricles shows phase	 CRef. 3.202
0.025-0.250 Hz	 lead at these frequencies
At higher frequencies, response
shows some phase lag
loss:
	
	 Refs. 2, 5, 9
Response is absent when head tilts
to defective side
Bilateral	 Response is reduced in both direc- 	 Suggests response is not visually
tions. A residual response occurs in 	 instigated and is not a cervico-ocular
the dark and with whole body tilt 	 response
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Key References	 *3, Howard, I. P. (1986). The	 S. Nelson, J. It, & Cope, D.	 schriftfur Vergicichende Physiol-
vestibular system. In K. R. Buff, 	 (1971). The otoliths and the ocular	 ogie, 46, 57-87.
1. Anderson, J. I-I., & Precht, W. 	 L. Kaufman, & I. P. Thomas	 counter-torsion reflex. Archives of	 8. Scott, A. B. (1967). Extraocular
(1979). Otolith responses of extra-	 (Eds.), Handbook ofperception	 Otolaryngology, 94,40-50.	 muscles and head tilting. Archives
ocular muscles during sinusoidal 	 and human performance: Vol.!. 	 6. Petrov, A. P., & Zenkin, G.M. 	 of Ophthalmology, 78, 397-399.
roll rotations. Brain Research,	 Sensory processes and perception.	 (1973). Torsional eye movements	 9. Smiles, K. A., Hite, D.,160, 150-154.	 New York: Wiley.	 and constancy of the visual field. 	 Hyams, V. J., & Junket, A. M.
2. Berthoz, A., Baker, R., & 	 4. Miller, B. F., & Graybiel, A.	 Vision Research, 13, 2465-2477.	 (1975). Effect of labyrinthectomy
Precht, W. (1973). Labyrinthine	 (1974). Human ocular counter- 	 7. Schone, H. (1962). Ober den 	 on the dynamic vestibulo-ocular
control of inferior oblique moto- 	 rolling measured during eight	 Einfluss der Schwerkraft auf die 	 counterroll reflex in the Rhesus
neurons. Experimental Brain	 hours of sustained body tilt. Miner-	 Augenrollung and auf die Wahr-	 monkey. Aviation Space and
Research, 18,225-241,	 Va Otorinolaringologica, 24, 	 nebmung der Lage im Raum. Zeh-	 Environmental Medicine, 46,
247-252,	 1017-1022.
Cross References	 1.960 Factors affecting coordina-	 3.210 Vestibular illusions;
tion of head rotation and eye 	 10.1001 Techniques for body self-
1.917 Factors affecting the vesti- 	 movements;	 rotation without surface contact in
bulo-ocular reflex;	 3.202 Dynamics of the otolith 	 micro-gravitational environments
1.958 Eye movements induced by 	 organs;
head and body movements;
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1.958 Eye Movements Induced by Head and Body Movements
Key Terms
Body rotation; cervico-ocular nystagmus; countertorsion;
eye-head coordination; head tilt; involuntary eye move-
ments; nystagmus; optokinetic nystagmus; postrotary nys-
tagmus; rotary acceleration effects; stabilization; vestibular
function; visual fixation
General Description
When the head or body moves, there are characteristic asso-
ciated eye movements based on various sensory systems of
the body and typically result in stabilization of the body,
head, and retinal image. The table lists various movements
of the head or body and characteristics, origin, and function
of the associated eye movements.
Table 1. Characteristics, origin, and function of eye movements associated with particular head or body
movements.
Movements of the
Head or Body
Rotary acceleration
Characteristics of the
Associated Eye Movements
Nystagmic slow phase that is
in phase with head position
Origin of the Eye Movements
Vestibular canals
Function of the Eye Movements
Compensatory pursuit (followed by
a saccadic return of gaze)
Rotary acceleration	 Nystagmic deviation in phase 	 Vestibular canals 	 Deviation of eyes
with head velocity
Deceleration (recovery 	 Postrotary nystagmus (follow-	 Vestibular canals 	 Phase reversed for %20 sec
from vestibular	 ed by secondary nystagmus)	 (followed by phase-reversed
adaptation)	 nystagmus)
Ferris-wheel rotation of 	 Horizontal nystagmus 	 Possibly vestibular canals or	 Sequential eye deviations
head and body about a	 utricles
horizontal axis
Low or constant velocities	 Optokinetic pursuit of visual	 Vision	 Stabilized retinal image of visual
of body rotation relative to 	 environment	 environment
visual environment
Cessation of relative	 Optokinetic afternystagmus	 Possibly a visual integrator	 Continuation of optokinetic
movement of visual en-	 (followed by secondary op- 	 nystagmus (followed by a phase-
vironment with respect to	 tokinetic nystagmus)	 reversed nystagmus)
head
Linear acceleration of	 Otolith organ	 Possible stabilization of visual en-
body	 vironment retinal image
Head tilt	 Utricle
	 Tends to maintain the eyes upright
relative to gravity
Head inclination	 Inclination	 Otolith organ	 Tends to maintain the eyes in alevel position
Barbeque rotation of body 	 Alternating deviation 	 Utrictes	 Attempts to stabilize visual image
on the retina
Neck rotation	 Cervico-ocular nystagmus	 Proprioreceptors	 Assists in stabilization of retinal
and deviation	 image
Twisting of trunk	 Arthro-ocular nystagmus	 Proprioreceptors	 Assists in retinal image
stabilization
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1. Howard, I. (1986). The percep-
tion of posture, self motion, and
the visual vertical. In K. R. Hoff,
L. Kaufman, &.J. P. Thomas
and hwnan performance: Vol.!.
Sensory processes and perception.
New York: Wiley.
U
Cross References	 mus and saccades with eye/head 	 1.925 Optokinetic nystagmus: ef-	 1.929 Vestibular nystagmus: effect
tracking;	 feet of instructions;	 of attention;1.917 Factors affecting the vesti-
	 1.923 Factors influencing duration
	 1.926 Factors affecting gain of yes-	 1.930 Vestibular nystagmus: effectbulo-ocular reflex;
	
of postrotary nystagmus; 	 tibulo-ocular reflex;
	 of angular acceleration and1.921 Vestibulo-ocular nystagmus
	 1.924 Optokinetic nystagmus and
	 1.927 Vestibulo-ocular reflex in the
	
deceleration;during and after aircraft spin;
	
circularvection (illusory self-
	 presence of visual distortion;	 1.959 Eye torsion in response to1.922 Vestibulo-ocular nystagmus:
	 motion);	 1.928 Gain of vestibular nystag-
	
lateral head tiltintention of quick phase nystag-
	
mus: effect of object distance;
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1.959 Eye Torsion in Response to Lateral Head Tilt
Key Terms
Compensatory eye movements; compensatory saccades;
cyclorotation; head tilt; horizontal disparity; ocular counter-
torsion; ocular torsion; optokinetic reflex; torsional eye
movements; vertical retinal image disparity; visual orientation
General Description
When the head is tilted in a gravitational field, the eyes under-
go torsional movements in an attempt to minimize
retinal image motion without introducing vertical disparity.
When an observer tilts his head laterally in a steady, uni-
form manner, two distinct types of rotational eye move-
ments can be detected. Initially, the eye rotates slowly in a
direction opposing that in which the observer's head is tilted
(ocular countertorsion), and the spatial orientation of the
eye with respect to the true vertical (external gravitational
frame of reference) remains relatively invariant. This ocular
countertorsion is, in turn, immediately followed by a rapid
(saccadic) rotation abbut the visual axis in the direction of
the head tilt (i.e., an ocular torsion), such that the horizontal
meridian of the eye is shifted away from the true horizontal
to be once more in the plane of regard or Vieth-Mflller hor-
opter (Fig. 1).
In dark conditions, the eye "drifts" smoothly in the di-
rection of head tilt, with little alternation between slow and
fast movements.
Methods	 tographically (at rate of severalframes per trial) using automated
Test Conditions	 still camera temporally coordinated
• Trials conducted under normal	 with kymograph
light or dark conditions; fixation 	 • Head maintained in either (ii-
point was small spot or dim i 	 tial, brief) vertical or tilted (50 deg
located 1.2 m in front of observer
	 peak-to-peak) position; trials lasted
4-6 sec
• Movements of right eye recorded 
and measured using suction-cap de- 	 • Head tilts induced at avenge
vice equipped with miniature lamp
	
	
speed of 10 degisec and ranged
from 5 deg clockwise (CW) to
and lens that projected image of 
horizontally oriented bulb filament 	 50 deg counterclockwise (CCW)
onto slit kymograph
• Head tilts recorded and measured 
Experimental Procedure
using second lamp attached to plexi- • Independent variables: magni-
glass mask fit to face and head that 	 tude and direction of head tilt
constrained head movements 	 • Dependent variables: amplitude,
• Movements of right eye and head direction, and velocity of eye
orientation recorded continuously 	 movement
on kymograph using photosensitive	 • Observer's task: fixate on small
paper moving at speed of 15 nm'S 	 spot
sec; eye movements sometimes 	 • 6 observers, with an unknown
also simultaneously recorded phi	 amount of practice
Experimental Results
• Irrespective of either magnitude or direction of head tilt,
two distinct types of eye movements occur when head is
tilted in normal ambient lighting: an initial slow (stabiliza-
tion) phase of movement in a direction opposing that of
head tilt, which is immediately followed by a rapid saccadic
movement in the direction of head tilt. During the slow-
movement phase, the eye steadily rotates to maintain (stabi-
lize) its spatial orientation relative to true vertical and so
(c)
Tilled
horopter
Figural. Eye movements to compensate for vertical or
horizontal disparity as a function of lateral head tilt. Eyes
viewed from above for (a) and from rear for (b, c, and d) (a)
Convergence of left and right eyes on centermost of three
collnear points, AFB, with head In vertical position. Vieth-
Miller horopter, an imagery circle In the horizontal plane of
regard, is also shown. (b) Positions of retinal Images of col-
[near points AFB in left (afb) and right (a'rb') eyes with
head in vertical position. The heavy line on each eye is the
horopter. (c) Retinal Image positions of points AFB follow-
ing lateral head tilt Slow ocular movements of left and right
!ieyes minimize shifting of retinal image, thus stabilizing vi-
sual percept, but introducing binocular vertical disparity
relative to initial Vieth-MUller horopter. (d) Saccadic eye
movements rapidly eliminate binocular disparity in retinal
Image positions of points AFB. New Vieth-Muller horopter
Is correspondingly shifted relative to true horizon. (From
Handbook of perception and human performance)
AFTER SACCADES
TO RIGHT
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minimizes retinal image slippage. However, this introduces
vertical disparity (Fig. lc) which is eliminated by torsional
saccades (Fig. id). Torsional saccades are 0.5-8 deg in am-
plitude and occur at speeds ranging from 100-200 deg/sec.
• In some instances, saccadic torsions do not completely
eliminate the smooth counterrolling. For example, a series
of several saccades under head tilt conditions of 45 deg
counterclockwise (CCW) may leave a residual torsional
angle as large as 12-15 deg.
• Under dark conditions with eyes fixated on a dimly illu-
minated point, eye movement smoothly follows head move-
ment with a slight lag and includes fewer torsional saccades
of various amplitudes. This type of movement may be
called "torsional drift."
• In the light, increasing speed of head tilt has no apprecia-
ble influence on either total number of rapid torsional sac-
cades or duration of slow movements. However, rapid
tilting of the head reduces torsional drift in the dark. Jerk-
ing head-tilt motion frequently induces rapid torsional sac-
cades, but smoothing head motion does not lengthen the
slow-movement phase.
• Changing the location of the fixation point has no dis-
cernible influence on torsional saccades.
Variability
Both the amplitude and total number of torsional saccades
exhibited by observers varied on a highly idiosyncratic
basis. As head tilt increased from 0 (vertical) to 50 deg, the
total number of saccadic torsions exhibited by different ob-
servers ranged from as low as five or six to as high as 10-13.
Repeatability/Comparison with Other Studies
The amplitudes of the residual torsional angles found in the
present investigation (Ref. 3) exceeded the limits reported
in other studies (e.g., Ref. 1); the number of observers par-
ticipating, number of trials to which observers were sub-
jected, and/or range of head tilt amplitudes incorporated in
the present investigation (Ref. 3) were less extensive.
Constraints
• Generalization of these results is risky because of lack of
information about experimental variables (e.g., ambient il-
lumination levels and relevant characteristics of observers).
Key References	 and constancy of the visual field.
Vision Research, 13,2465-2477.
I. Belcher, S.!. (1964). Ocular	 4. UdodeHaes, H. A. (1970). Sta-torsion. British Journal of Physio- 	 bility of the apparent vertical and
logical Optics, 21, 1-20.	 ocular countertorsion as a function
2. Merker, B. H., & Held, R.	 of lateral tilt. Perception & Psycho-
(1981). Eye torsion and the appar- 	 physics, 8, 137-142.
ent horizon under head tilt and vi- 	 5. Yarbus, A. L. (1967). Eye move-
sual field rotation. Vision	
,nents and vision. New Yodc:Research, 19, 543-547.	 Plenum.
*3 Petrov, A. P., &Zenldn, G. M.
(1973). Torsional eye movements
Cross References	 5.803 Perceived displacement of
the horizon with head tilt and visual
1.956 Eye torsion: effects of angu-
	display rotation;
las disparity in binocular display	 5.804 Body tilt: effects on per-patterns;	 ceived target orientation (the Au-
1.957 Factors affecting countertor-
	bert and Muller effects);
sion of the eyes;	 Handbook ofperception and
5.801 Factors affecting judgment	 human performance, Ch. 10,
of the visual vertical;	 Sect. 3.5
Time
(a)
Time
(b)
Figure 2. Eye movements generated as a consequence of
lateral head tiltabout visual axis. Ordinate gives degree of
lateral head tilt (smooth upper curves) and eye rotation In
space (lower curves). Abcissae give elapsed time in sec-
onds. (a) Plots of eye movements for two lateral head tilts
with a peak tilt of 25 and 50 deg. slow eye movements In
opposite direction of head tilt (to decelerate shift of retinal
Image) are immediately followed by rapid saccadic move-
ments (to accelerate the image shift). (b) Eye movements
for 34 deg lateral head tilt in a dark room. Compared to (a),
slow eye movements are ineffective in minimizing retinal
Image shift and the total number of torsional saccades is
reduced. (After Ref. 3)
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1.960 Factors Affecting the Coordination of Head Rotation
and Eye Movements
Key Terms
Eye-head coordination; head rotation; vestibulo-ocular in-
teraction; visual fixation; visually coupled systems
General Description	 to influence coordination of head and eye movements, indi-
cates (when relevant) whether the eye movements are under
When an observer changes his or her gaze towards an ec- 	 preprogrammed or vestibular control, summarizes how the
centrically placed visual target, the response is usually ac- 	 factors affect head-eye coordination, and cites both individ-
complished by coordinated rotations of the head and eyes. 	 ual entries and outside research sources of additionalExperiments indicate that such rotations are determined by	 info-nation.
characteristics of the oculomotor and visual systems and of
the environment. The table lists some of the factors known
Factor	 Programmed or Vestibular Control Effects	 References
Voluntary versus passive
movement of the head
Refs. 3, 6
Cflefs. 1.925, 1.958
Saccadic eye movements are prepro-
grammed if head is voluntarily moved
to direct gaze towards target. Eye move-
ments are under vestibular control for
passive head movements. The com-
pensatory return eye movement is
always under vestibular control
When an observer's head is passively
moved, the saccadic eye movement
occurring in the same direction is ini-
tiated after the head has started to
move rather than effectively before(as in voluntary movements of the head)
Dark versus illuminated	 The saccade induced by a voluntary 	 The saccade induced by either 	 Ref. I
surroundings	 head movement in the dark is under 	 passive or voluntary head movement	 CRef 1.911
vestibular control, whereas it is pre-	 is delayed in the dark, and the slow
programmed in illuminated surround-	 return motion of the eyes occurs for
ings. In both light and dark the slow	 both voluntary and passive movements
return motion of the eyes is under	 of the head
vestibular control
fixating a
	
Saccades induced by voluntary head
target	 movements in which there is no at-
tempt to fixate a target are under
vestibular control. When the observer
attempts to fixate a target, the sac-
cade produced by voluntary head
movement is preprogrammed
Velocity of head movement Not
The saccade produced by voluntary 	 Ref. 5
movement of the head is delayed if 	 CRefs. 1.911, 1.913,
the observer makes no attempt to fix- 	 1.914, 1.929
ate a target. The saccade occurs before
the voluntary head movement when
effort is made to fixate a target
The amplitude of the saccade is 	 Ref. 7
reduced to take account of head
movement
When the observer knows the timing	 Ref. 2
and location of the target, the head is
moved lust before the target appears;
this movement is followed by any nec-
essary corrective saccades when the
target is presented
target	 relevant
location
Random versus regular 	 Not relevant	 Only the eyes are moved when the	 Ref. 4
motion of the target observer pursues a visual target that
is moving randomly or with high vel-
ocity. Targets moving regularly with a
frequency of <1 Hz are pursued us-
ing a combination of eye and head
movements, with corrective saccades
when necessary
VA	 Boff, K A., & Lincoln, J. E. EnQTheering Data Compendium; HumanPerceptionandPerformance. AAMRL, Vight-Patterson AFB, OH, 1988.
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Constraints
• Interactions may occur between the factors affecting the
coordination of head and eye movements.
References
I. Barnes, G. R. (1979). Vesti-
bulo-ocular function during coordi-
nated head and eye movements to
acquire visual targets. Journal of
Physiology, 287, 127-147.
2.Bizzi,E., Kalil, R.E.,& Mar-
asso, P. (1972). TWo modes of ac-
Research, 40, 45-48.
3. Bizzi, E., Kalil, R. E., & Tag-
liasco, V. (1971). Eyeheadcoordi-
nation in monkeys: Evidence for
centrally patterned organization.
Science, 173,452-454.
4. Gresty, M. A., & Leech, J.
(1977). Coordination of the head
and random target motion. Avia-
tion Space and Environmental
Medicine, 48, 741-744.
5. Henriksson, N. 0., Novotny,
M., &Tjernstrom, 0. (1974). Eye
movements as a function of active
head turnings. Acta Otolaryngolo-
gica, 77, 86-91.
dominance of anti-compensatory
oculomotor response during rapid
head rotation. Aerospace Medi-
cine,35, 965-968.
7. Morasso, P., Bizzi, B., & Dich-
gans, J. (1973). Adjustment of sac-
cade characteristics during head
movements. Experimental Brain
Research, 16, 492-500.
Cross References	 1.913 Visual fixation: relationship	 1.925 Optokinetic nystagmus: ef-	 1.958 Eye movements induced by
between head and eye movements; 	 fect of instructions;	 head and body movements
1.911 Visual fixation stability in	 1.914 Monocular fixation on sta- 	 1.929 Vestibular nystagmus: effect
the dark; tionary targets;	 of attention;
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Notes
j
Organization of Entries
information
Measurement of	 Physiology of
Sound	 the ear
2.101-2.105	 2.201, 2.202
Loudness	 Sensitivity	 Pitch	 Localization
2.601-2.613	 2.701-2.711	 2.801, 2.802, 2.817
	Localization cues I	 Localization
	
I	 I2.603-2.809, 2.815
	
accuracy
	
I	 I
	
I	 I 2.810-2.816
Detection	 Discrimination
2.401
In quiet	 In noise
2.301-2.305	 2.305-2.315
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Contents
Section 2.1 Measurement of Sound
2.101 Sound Propagation
2.102 Physical Parameters and Spectral Analysis
of Sound
2.103 Measurement of Sound Amplitude
Section 2.2 Physiology of the Ear
2.201 Anatomy and Physiology of the Ear
2.202 Acoustic Reflex
Section 2.3 Detection
2.301 Factors Affecting Auditory Sensitivity in Quiet
2.302 Auditory Sensitivity in Quiet: Effect of
Frequency
2.303 Auditory Sensitivity in Quiet: Effect of Age
2.304 Auditory Sensitivity in Quiet: Underwater
Listening
2.305 Auditory Sensitivity in Quiet and in Noise:
Effect of Binaural Versus Monaural Listening
2.306 Factors Affecting Auditory Sensitivity in the
Presence of Masking Noise
2.307 Auditory Sensitivity in Noise: Broad-Band
Noise Masking
2.308 Auditory Sensitivity in Noise: Narrow-Band
Noise Masking
2.104 Calibration Procedures and Instruments for
Measuring Sound
2.105 Noise and Distortion
2.309 Auditory Sensitivity in Noise: Pure-Tone
Masking
2.310 Auditory Sensitivity in Noise: Effect of Band-
width of Multitone Signals
2.311 Auditory Sensitivity in Noise: Effect of Signal
Duration
2.312 Auditory Sensitivity in Noise: Nonsitnultaneous
Masking
2.313 Auditory Sensitivity in Noise: Interaural
Masking
2.314 Binaural Reduction of Masking: Effect of
Signal Frequency and Listening Conditions
2.315 Binaural Reduction of Masking: Effect of
Interaural Phase Differences
Section 2.4 Discrimination
2.401 Intensity Discrimination of Random Noise and
"Square-Wave" Noise
Section 2.5 Temporal Resolution
2.501 Sensitivity to Amplitude Modulation of Broad- 2.503 Discrimination of Event Duration
Band Noise	 2.504 Perceived Event Duration: Effect of Complexity
2.502 Detection of Gaps in Continuous Noise
	
and Familarity
Section 2.6 Loudness
2.601 Factors Influencing Loudness
2.602 Effect of Sound Pressure Level on Loudness
2.603 Effect of Frequency on the Loudness of Pure
Tones
2.604 Effect of Bandwidth on the Loudness of Two-
Tone Complexes
2.605 Effect of Bandwidth on the Loudness of
Broad-Band and Moderate-Band Noise
2.606 Effect of Bandwidth and Intensity Level on the
Loudness of Continuous Noise
2.607 Effect of Duration on the Loudness of Narrow-
Band Noise
2.608 Monaural Versus Binaural Loudness
2.609 Effect of Interaural Phase on the Loudness of
Masked Tones
2.610 Loudness of Intermittent Stimuli
2.611 Loudness Reduction Under Masking by
Broad-Band Noise and Narrow-Band Noise
2.612 Loudness Adaptation
2.613 Loudness Discomfort Level
Section 2.7 Pitch
2.701 Factors Affecting Pitch
2.702 Effect of Frequency on Pitch
2.703 Effect of an Interfering Stimulus on the Pitch
of Pure Tones
2.704 Pitch Recognition with Interpolated Tones
2.705 Effect of Amplitude Envelope on the Pitch of
Pure Tones
2.706 Binaural Pitch Disparity (Diplacusis)
Section 2.8 Localization
2.801 Sound Localization
2.802 Effects of the Body on a Sound Field
2.803 Interaural Intensity Differences
2.804 Discrimination of Interaurat Intensity Dif-
ferences for Pure Tones
2.805 Interaural Time Differences
2.806 Discrimination of Interaural Phase Differences
for Pure Tones
2.807 Lateralization of Clicks with Interaural Time
Delay
2.808 Lateralization of Amplitude-Modulated Tones
with Interaural Time Delay
2.809 Trading Between Interaural Intensity Differ-
ences and Interaural Time Differences in
Auditory Lateralization
2.707 Pitch Shift Following Adaptation to a Tone
2.708 Pitch Discrimination Under Simultaneous
Masking
2.709 Pitch Discrimination Under Nonsimultaneous
Masking
2.710 Nontonal Pitch
2.711 Pitch of Amplitude-Modulated (Square-Wave
Gated) Noise
2.810 Localization in the Median Plane
2.811 Effect of Stimulus Duration on Lateralization
of Pure Tones and Noise
2.812 Precision of Localization (Minimum Audible
Angle)
2.813 Effect of Frequency on the Localization of
Pure Tones
2.814 Effect of Static Head Position on Localization
2.815 Effect of Visual and Proprioceptive Cues on
Localization
2.816 Localization in Noise
2.817 Echo Suppression in Localization
(
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Key Terms
Acoustic coupler. 2.104	 Facilitation, visual. 2.815 	 Masking, simultaneous, 2.307-2.311, 	 Pitch shift. 2,703, 2.707
Acoustic reflex. 2.202	 Forward masking. 2.306, 2.312, 	 2.313, 2.314, 2.708	 Postural adaptation, 2.814
Adaptation, 2.612, 2.701, 2.707. 2.710	 2.313	 Masking level difference, 2.305, 	 Precedence effect, 2.817
Adaptation pitch, 2.710	 Fourier analysis, 2.102	 2.314, 2.315	 Presbycusis, 2.301, 2.303
Amplitude envelope, 2.701, 2.705	 Frequency, 2.101, 2.301, 2.302, 	 Median plane, 2.810	 Pulse train, 2.610
Amplitude-modulated noise, 2.711 	 2.306, 2.601, 2.603, 2.701, 2.709,	 Mel scale, 2.702	 Pure tones, 2.806
Amplitude modulation, 2.501,	 2.802-2.806, 2.808, 2.810, 2.812,	 Microphone, 2.104
2.701, 2.808	 2.813	 Minimum audible angle, 2.806, 	 Repetition pitch, 2.710
Frequency difference threshold.	 2.812. 2.816	 Resonance, 2.101
Backward masking. 2.306, 2.312,
2.709
Bandwidth, 2.102, 2.310, 2.601,
2604-2.606
Binaural inhibition, 2.305
Binaural listening, 2.305, 2.601
Binaural loudness, 2.608
Bioaural pitch disparity. 2.706
Binaural summation, 2.305
Binaural unmasking, 2.305, 2.314,
2.315
Broadband noise, 2.306. 2.307,
2.310, 2.311, 2.314, 2.315, 2.501,
2.502, 2.611, 2.613, 2.811
2.711	 Minimum audible field, 2.302 	 Reverberation, 2.709
Frequency modulation, 2.708	 Minimum audible pressure, 2.302
Mistuning, 2.708Gap detection, 2.502, 2.503
	 Monaural listening. 2.305, 2.601Gated noise, 2.711	 Monaural loudness, 2.608
Harmonic distortion, 2.105	 Multi-tone complex, 2.310
Harmonics, 2.102, 2.708
Headphone, 2.104
Head position, 2.814
Head rotation, 2.814
Cochlea, 2.201
Combination tones, 2.105
Complex sound. 2.604,2.606, 2.708,
2.709. 2.711, 2.807, 2.809
Critical band. 2.307, 2.604, 2.606
Decibel. 2.103
Detection, auditory. 2.301-2.315
Difference threshold. See Duration
difference threshold: frequency
difference threshold
Diffraction. 2.803
Diplacusis binauraiis, 2.701, 2.706
Direction, 2.801-2.803. 2.805,
2.812
Discrimination, intensity, 2.401,
2.501
Discrimination, pitch, 2.708, 2.709
Discrimination, temporal, 2.503.
2.504
Distance, 2.801
Distortion, aural, 2.105
Distortion, intermodu!ation, 2.105
Dosimeter. 2.104
Duration, of stimulus. 2.301, 2.306.
2.311. 2.709
Duration difference threshold. 2.503
Duration perception. 2.503. 2.504
Ear, inner. 2.201
Ear, middle. 2.201, 2.202
Ear, outer. 2.201
Echo. 2.817
Echo pitch. 2.710
Echo suppression. 2.817
Edge pitch. 2.710
Energy splatter. 2.102
Event duration, 2.503, 2.504
Intensity. See Sound intensity
Intensity differences, interaural,
2.801, 2.803, 2.804, 2.809
Intensity discrimination, 2.401,
2.50!
Interaural intensity differences,
2.801, 2.803, 2.804, 2.809
Interaural masking, 2.313
Interaural phase differences, 2.314,
2315, 2.601, 2.609, 2.801, 2.806
Interaural time differences, 2.315,
2.801, 2.805-2.809, 2.811, 2.817
Interference, auditory. 2.703, 2.704
Intermittent stimulation, 2.601, 2.610
Intersensory interactions, 2.814
Inverse square law, 2.103
L.ateral!zation, auditory, 2.801;
2.803-2.809, 2.811
Localization, auditory, 2.801-2.817
Loudness, 2.601-2.613
Loudness, binaural, 2.608
Loudness, monaural, 2.608
Loudness adaptation, 2.601, 2.612
Loudness discomfort level, 2.613
Loudness reduction, 2.611
Loudness summation, 2.604.
2.606. 2.608
Masking, auditory, 2.105. 2,301,
2305, 2.311, 2.313, 2.601, 2.605,
2.701. 2.703. See also subenirjes
be/on' and Noise Masking
Masking, backward, 2.306, 2.312,
2.709
Masking, forward, 2.306, 2.312,
2.313
Masking. interaural, 2.313
Masking, pure-tone, 2.309
Masking, remote. 2.314
Narrow-band noise, 2.306. 2.308,
2.312, 2314, 2.502, 2.607, 2.611,
2.613, 2.810, 2.811
Noise, 2.105, 2.606, 2311
Noise, bandpass, 2.703
Noise, broadband, 2.306, 2.307,
2.310, 2.311, 2.314, 2.315, 2.501,
2.502, 2.611, 2.613, 2.811
Noise, high-pass, 2.810
Noise, low-pass, 2.810
Noise, narrow-band, 2.306, 2308,
2.312, 2.314, 2.502, 2.607, 2.61!,
2.613, 2.810, 2.811
Noise, pink, 2.105
Noise, random, 2.40!
Noise, square-wave, 2.401
Noise, white, 2.105, 2.602, 2.605,
2.608, 2.611
Noise bandwidth, 2.306
Noise exposure, 2.30!
Noise impulse, 2.809
Noise-induced permanent
threshold shift, 2.301
Noise masking, 2.306,2.308-2.312,
2.314, 2.315, 2.609, 2.611, 2.816.
See also Masking
Noise spectrum, 2.605
Non-tonal pitch. 2.710
Onset asynchrony, 2.709
Overtones, 2.102
Partial masking. 2.611
Peak clipping. 2.40!
Phase differences, interaurat, 2.314.
1315, 2.601. 2-609, 2.801. 2.806
Physiology, auditory, 2.201, 2.202
Pitch. 2.701-2.711
Pitch, echo, 2.710
Pitch, edge. 2,710
Pitch. nontona!, 2.710
Pitch, repetition. 2.710
Pitch discrimination, 2.708. 2.709
Pitch disparity, binaural, 2.706
Pitch recognition. 2.704
Sensation level, 2.103
Sensation magnitude, 2.602
Sensitivity, auditory, 2.103,
2.301-2312
Sex differences, 2.303
Signal detection, 2.306-2.313,
2315, 2.708, 2.709
Simultaneous masking, 2.307-2.311,
2.313, 2.314, 2.708
Sociocusis. 2.303
Sound, speed of, 2J01
Sound intensity, 2.101, 2.103, 2.104,
2.202, 2.601-2.609, 2.611-2.613,
2.701, 2.802
Sound measurement, 2.101-2.105
Sound pressure transfer fraction,
2.802
Sound propagation. 2.101, 2.201
Sound shadow, 2802-2204
Spatial localization. See
Localization, auditory
Spectral analysis, 2.102. 2.104
Spectral distribution. 2.102
Stapedius muscle, 2.202
Straightahead, apparent, 2.814
Summation, binaural, 2.305
Summation, loudness, 2.604,
2.606, 2.608
Summation, temporal, 2.311, 2.312,
2.607, 2.610
Temporal discrimination. 2.503,
2.504
Temporal resolution. 2.501-2.504
Temporal summation, 2.311, 2.312,
2.607, 2.610
Threshold shift, noise-induced
permanent, 2.301
Threshold shift, temporary, 2.202.
2.301
Time differences, interaural. 2.315.
2.801, 2.805-2.809, 2.811, 1817
Time-intensity tradeoff, 2.809
Tone intermittency. 2.601
Underwater listening, 2.304
Waveform analysis. 2.102
White noise, 2.105, 2.602, 2.605.
2.608.2.61!
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Glossary
Absolute threshold. The amount of stimulus energy necessary to 	 decibel = 20 log PI/P2 (where P' and P2 are the sound
just detect the stimulus. Usually taken as the value associated with 	 pressure levels of the two signals). In most applications, the
some specified probability of stimulus detection (typically 0.50 	 power or pressure of a signal is expressed relative to a
or 0.75).	 reference value of P2 = 10- 12 W/m2 for power and P2 = 20 jPa
Acoustic reflex. Contraction of two small muscles attached to the 	 (or 0.0002 dynes/cm2) for pressure.
conducting bones of the middle ear in response to a high-intensity Dependent variable. The response to a stimulus presentation
sound; the contraction dampens sound pressure by increasing 	 measured by the investigator to assess the effect of an experimental
acoustic impedance and serves to protect the ear from damage 	 treatment or independent variable in an experiment; for example,
by very loud sound. (CRef. 2.202) 	 the investigator might measure the auditory threshold (dependent
Adaptation. A change in the sensitivity of a sensory organ to	 variable) for several tones that differ in frequency (independent
adjust to the intensity or quality of stimulation prevailing at a given 	 variable). (Compare independent variable.)
time; adaptation may occur as an increase in sensitivity (as in dark Dichotic. Pertaining to listening conditions in which the sound
adaptation of the retina) or as a decrease in sensitivity with 	 stimulus to the left and right ears is not identical but differs with
continued exposure to a constant stimulus. Also called sensory 	 respect to some property (such as frequency or phase).
adaptation.	 Difference threshold. The least amount by which two stimuli
Amplitude modulation. Modulation of the amplitude of a (usually) 	 must differ along some dimension (such as sound pressure
constant-frequency carrier in accordance with the strength of a see- 	 level or frequency) to be judged as nonidentical. Usually taken
ond signal, generally of much lower frequency than the carrier; 	 as the difference value associated with some specified pro-
AM radio utilizes amplitude modulation. 	 bability of detecting a difference (typically 0.50 or 035).
Anechoic room. A room in which all surfaces are covered by large Diotic. Pertaining to listening conditions in which the sound
wedges of sound-absorbing material to minimize reflections and 	 stimulus to both ears is identical.
provide an essentially echo-free or free-field environment. 	 Diplacusis binauralis. A condition in which a tone of given fre-
Beats. Periodic fluctuations in amplitude produced by the super- 	 quency is perceived as having a different pitch in the left and
position of sound waves of slightly different frequencies. 	 right ears; most normal listeners show at least some degree of
Békésy tracking procedure. A procedure for measuring auditory	 diplacusis.
thresholds in which the listener presses a switch to reduce the signal Factorial design. An experimental design in which every level or
level as long as the signal is heard and releases it to increase 	 state of each independent variable is presented in combination
the signal level when the signal becomes inaudible. When the 	 with every level or state of every other independent variable.
procedure is continued over several minutes, a zigzag pattern 	 Free field. A sound field in free space produced by a source that
of increasing and decreasing signal levels is produced on a	 is far enough away from all objects so that they cause no
chart recorder designed for the purpose. Threshold is usually 	 reflections or other disturbances to it.
calculated as the average of the median points between suc- 	 Fundamental frequency. For a complex periodic waveform, the
cessive peaks and valleys in this pattern, 	 repetition rate of the waveform; i.e., the harmonic component
Binaural. Pertaining to, affecting, or impinging upon both ears; 	 that has the lowest frequency (and usually the greatest amplitude).
sometimes used to imply identity of the signals to the two 	 Also called first harmonic.
ears. (See also diotic; dichotic.)	 Hearing threshold level. The amount (in decibels) by which the
Combination tone. A secondary tone not present in the stimulus 	 level of a sound exceeds the avenge threshold of audibility of
that is heard when two primary tones of widely differing fre— 	 normal listeners as established in national and international
quencies are presented simultaneously and that is thought to be 	 standards.
due to nonlinearity in the response of the human auditory system Independent variable. The aspect of a stimulus or experimental
to sound waves. Combination tones are heard at frequencies 	 environment that is varied systematically by the investigator in
that represent the sum and differences of the frequencies of the 	 order to determine its effect on some other variable (i.e., the
two primary tones, or the harmonics of the primary tones. 	 subject's response). For example, the investigator might system-
They may also occur at frequencies that bear a more complex 	 atically alter the frequency of a tone (independent variable) in
relation to the primary-tone frequencies. 	 order to assess the effect of these changes on the observer's
Complex sound. A sound comprising more than one frequency,	 auditory threshold (dependent variable). (Compare dependent
i.e.. a sound that is not a pure sine-wave,	 variable.)
Critical band. That frequency bandwidth at which the subjective Interaural phase. The relative phase of a tone in the left and right
response to a sound changes abruptly; as measured by 	 ears, generally taken to imply a time in the mechanical activity
loudness, it is the frequency band within which the loudness 	 of the middle ear.
of a sound of constant total sound pressure remains unaffected 	 Interstimulus-onset interval. The time between the onset of one
by the bandwidth of the sound; as measured by masking, it is 	 stimulus and the onset of a second stimulus. Also called
the frequency band within which varying the bandwidth of	 stimulus-onset interval.
narrow-band masking noise of constant power density does not Inverse square law. A law stating that the intensity (power) of a
affect the threshold for a pure tone located at the center fit- 	 sound source is inversely proportional to the square of the
quency of the noise band. 	 distance of the listener from the sound source. (Because inten-
dB(A). The relative sound pressure level of a sound in decibels 	 sity is proportional to the square of the sound pressure level,
measured using the A weighting network of a sound level	 sound pressure is inversely proportional to the distance of the
meter. (CRef. 2.104) 	 sound source.)
Decibel. The standard unit used to express the ratio of the power Lateralization. Localization of a sound presented (usually
levels or pressure levels of two acoustic signals. For power, 	 dichotically) via earphones in terms of its apparent spatial
one decibel = 10 log P1 /P2 (where P and I', are the powers of 	 position along an imaginary line extending from the right to
the first and second signals, respectively). For pressure, one 	 the left ear.
2.0	 Auditory Acquisition of Information
Loudness level. The loudness level of a sound (in phons) is the
sound pressure (in decibels re 20 Pa) of a 1000-Hz tone judged
equal in loudness to the sound being measured.
Mask. See masking.
Masking. A decrease in the audibility of one sound due to the
presence of another sound (the mask) which occurs simultaneously
or close in time to the first sound.
Medial plane. The vertical plane passing through the middle of
the body from front to back and dividing the body into left and
right. Sometimes called sagittal plane.
Mel. A subjective unit of pitch such that a pure tone of 1000 Hz
has a pitch of 1000 mels.
Method of adjustment. A psychophysical method of determining
a threshold in which the subject (or the experimeter) adjusts
the value of the stimulus until it just meets some preset
criterion (e.g.. just appears audible) or until it is apparently
equal to a standard stimulus.
Method of constant stimuli. A psychophysical method of deter-
mining a threshold in which the subject is presented with
several fixed, discrete values of the stimulus and makes a
judgment about the presence or absence of the stimulus or in-
dicates its relation to a standard stimulus (e.g.. louder, softer).
Method of limits. A psychophysical method of determining a
threshold in which the experimenter varies a stimulus in an
ascending or descending series of small steps and the observer
reports whether the s;imulus is audible or not or indicates its
relation to a standard stimulus.
Monaural. Pertaining to, affecting, or impinging upon only one ear.
Noise spectral level. The average noise power in a 1-Hz band of
noise (in decibels re 10-12 W/m; also called noise-power density.
Overtone. A constituent of a complex tone whose frequency is
an integral multiple of the fundamental frequency; also called
harmonic or upper partial.
Phon. A unit of loudness equal to the number of decibels (re 20 1tPa)
of a 1000-Hz tone that is equal in loudness to the sound being
measured. Loudness in phons is termed the loudness level of a
sound.
Probability summation. The increase in the probability of de-
tecting a stimulus due to an increase in the number of in-
dependent opportunities for detection on a given trial (as by
hearing with two ears or processing by multiple independent
sensory mechanisms). (CRef. 1.814)
Probit analysis. A regression-like maximum-likelihood procedure
for finding the best-fitting ogive function for a set of binomially
distributed data. Originally developed in connection with phar-
macological and toxicological assays to compute the lethal or
effective dose (dosage affecting 50% of treated organisms); the
procedure has also been applied in psychophysical studies in
analyzing all-or-nothing (yes/no) responses to compute the
50% threshold (stimulus level eliciting a given response on
50% of trials) and its confidence limits.
Proprioception. The sensing of movement and position of the
body or its parts.
Psychometric function. A mathematical or graphical function
expressing the relation between a series of stimuli that vary
quantitatively along a given dimension, and the relative fre-
quency with which a subject answers with a certain category
of response in judging a particular property of the stimulus
(e.g.. "yes" and "no" in judging whether a given stimulus is
detected, or "less than:' "equal to:' and "greater than" in
comparing the stimulus with a standard stimulus). (CRef. 1.657)
Pure tone. A tone of a single frequency produced by sinusoidal
vibrations and without overtones.
Randomized design. An experimental design in which the various
levels of the independent variable are presented in random
order within a given block of trials or experimental session.
Sensation level. The amount (in decibels) by which the level of
a sound exceeds the threshold of audibility of the sound for a
given listener.
Sensitivity. In a general sense, the ability to detect stimulation:
in psychophysical studies, refers in particular to the ability to
be affected by and respond to low-intensity stimuli or to slight
stimulus difrences: commonly expressed as the reciprocal of
measured threshold.
Signal-to-noise ratio. The ratio of the intensity of a signal to the
intensity of noise in the absence of the signal. In most
auditory studies, the signal-to-noise (SIN) ratio is measured as
the relative sound pressure level of the signal and noise in
decibels it 20 1tPa, so that an SIN ratio of zero indicates that
signal and noise are of equal amplitude, while positive and
negative values indicate that the signal is of greater or lesser
amplitude than the noise, respectively.
Sine wave. A periodic waveform in which the amplitude of
displacement at each point is proportional to the sine of the
phase angle of the displacement.
Sinusoidal. Varying according to a sine function.
Some. A subjective unit of loudness equal to the loudness of a
1000 Hz tone presented binaurally at an intensity of 40 dB
above the listener's threshold (or 40 dB SPL for the "average"
listener).
Sound pressure level. The amount (in decibels) by which the
level of a sound exceeds the reference level of 20 1tPa (or
0.0002 dynes/cm2).
Staircase procedure. A variant of the method of limits for deter-
mining a psychophysical threshold in which the value of the
stimulus on a given trial is increased or decreased depending
on the observers response on the previous trial or group of
trials
Standard deviation. Square root of the average squared deviation
from the mean of the observations in a given sample. It is a
measure of the dispersion of scorns or observations in the
sample.
Standard error of the mean. The standard deviation of the
sampling distribution of the mean; mathematically, the stan-
dard deviation of the given data sample divided by the square
root of one less than the number of observations. It describes
the variability of the mean over repeated sampling.
Threshold. A statistically determined boundary value along a
given stimulus dimension that separates the stimuli eliciting
one response from the stimuli eliciting a different response or
no response (e.g., the point associated with a transition from
"not audible" to "audible" or from "greater than" to "equal
to" or "less than"). (CRef. 1.657) (See also absolute
threshold; difference threshold; psychometric function.)
T-test. A statistical test used to compare the mean of a given
sample with the mean of the population from which the sam-
ple is drawn or with the mean of a second sample in order to
determine the significance of an experimental effect (i.e., the
probability that the results observed were due to the experi-
mental treatment rather than to chance). Also known as
Student's West.
Two-alternative forced-choice paradigm. An experimental
procedure in which the subject is presented on each trial with
one of two alternative stimuli and must indicate which stimulus
occurred; a response must be made on each trial even if the
subject must guess. Commonly referred to as a "criterion-
free" method of determining sensitivity.
White noise. Random noise whose noise spectral level (noise-
power density) is uniform over a wide frequency range; termed
"white noise" by analogy to white light.
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2.1	 Measurement of Sound
2.101 Sound Propagation
Compression	 Compression
Speed of Sound
The propagation of sound through a medium takes time;
how much time depends on the medium. In air, the speed of
554
FIVA
Time or Distance —0
Figural. Propagation of sound. As the prongs of a tuning fork move back and forth in vi-
bration, air molecules are displaced and oscillate in position around a central location. This
leads to alternate compression and rarefaction at the same location in space as time pro-
gresses, and to alternate bands of compression and rarefaction over space at a given mo-
ment in time (top of figure). The graph at the bottom of the figure shows the pressure
changes produced by the displacement of air molecules as a function of time for a given
spatial location in front of the tuning fork or, alternatively, pressure changes as a function
of distance from the sound source for a given instant in time. Pressure changes oscillate
around the normal or static pressure, P0, reaching a maximum at p anda minimum at —P.
The distance in space between successive pressure peaks of a sound wave at a given mo-
ment in time is the wavelength of the sound. The time interval between successive pres-
sure peaks at a given spatial location is the period of the sound wave. (From Ref. 3)
Frequency; resonance; sound intensity; sound propagation;
speed of sound
General Description 	 to create a small increase in pressure (Fig. I). When the
prongs reach the end of their displacement, the pressure is
Sound is a physical disturbance in an elastic medium and	 maximal. Then they move the opposite way, bringing the
cannot exist in the absence of a medium, that is, in a vac- 	 pressure through its static value to a minimum that occurs at
uum. The disturbance can be described in terms of pressure 	 the other end of their displacement. The particles set in mo-
changes, particle velocity, or particle displacement. These	 tion by the tuning fork set neighboring particles in motion.
three measures are not independent but depend on one an- 	 These particles then set their neighboring particles in mo-
other according to the laws of physics for elastic media.	 tion, and so on. Thus the pressure changes (i.e., the sound)
Particle displacement and particle velocity oscillate around 	 propagate through the air as a traveling wave. Sound cannot
a value of zero. In contrast, sound pressure is a change in 	 propagate through a vacuum, because there are no particles
pressure that takes place around some reference or static 	 to transfer the motion.
pressure, usually normal atmospheric pressure.
Sound originates from vibrating bodies. For example,
when a tuning fork is struck, its prongs vibrate. Moving in
one direction, the prongs push the air particles before them
Bolt, K. ft. & Lincoln, J. E. Engineering Data Compendium: Human
PerceptionandPerformance. AAMAL, Wright-PattersonAFB, OH, 1988.
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sound is approximately 343 mlsec measured in dry air at	 of a sine wave is defined as the number of complete pressure
20°C. The speed of sound, c, in any gas can be calculated as cycles or repetitions in one second (CRef. 2.102). The am-
C	
-Y	 '- V RT/M	 (p plitude of a sound wave can be specified as the height of the 
	
point of maximum pressure (P in Fig. 1) above static pres-
7/
where y (--'1.401 in dry air at 20°C) is the ratio of the spe-
cific heat at constant pressure to that at constant volume, R
is the gas constant (= 8,314.3 (g m2/sec2)/K per mole), T is
the absolute temperature (in degrees Kelvin), and Mis the
molecular weight of the gas (--'28.98 g/mol for dry air).
Thus the speed of sound in air is approximately proportional
to \-'7 and independent of the static pressure. Because the
molecular weight of air decreases as the humidity increases,
the speed of sound is faster in humid air than in dry air, al-
though the effect is relatively small. For example, the speed
of sound is about 0.4% faster in air with 100% relative hu-
midity than in dry air at 20°C. In liquids and solids, on the
other hand, speed of sound is considerably faster. In water,
for example, it is about 1,500 rn/sec. Table 1 shows the
speed of sound in some different media. Generally, the
lighter and the stiffer the medium, the faster the sound
travels.
Frequency, Amplitude, and Phase
The simplest sound (and the sound produced by a tuning
fork) is a sine wave, i.e., a sound in which pressure
changes over time (or distance) can be described as a sine
function. Sine waves are of special interest because, ac-
cording to Fourier's theorem, any complex periodic Sound
can be represented as a sum of sine-wave components.
Simple sounds are generally described in terms of three
properties: frequency, amplitude, and phase. The frequency
Constraints
• Sound shadowing, standing waves, echoes, sound ab-
sorption, and resonances may interfere with the propagation
of sound.
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Cross References
2.102 Physical parameters and
spectral analysis of sound;
2.103 Measurement of sound
amplitude
sure (F0) or as the height from the minimum pressure (- P)
to maximum pressure (P) (CRef. 2.103). Phase refers to the
position in the cycle of the sine wave at a particular point in
time (CRef. 2.102). Phase is measured in angular units.
One complete cycle (e.g., one pressure peak to the next
pressure peak) equals 360 deg and one-half cycle equals
180 deg.
The time required for one entire pressure cycle to be
completed and to begin over again is known as the period of
the sound wave. The distance in space between one point of
maximum pressure on the wave to the next point of maxi-
mum pressure (or between any point in the wave to the next
point of corresponding phase) is the wavelength of the
sound.
Resonance
Many objects, such as a tuning fork or a crystal glass, vi-
brate at a specific frequency when struck. This natural or
resonant frequency of vibration is determined by the mass
and stiffness of the object. A sound source with the same
frequency as the natural frequency of an object can easily
set it into vibration. This phenomenon is called resonance.
Resonance can also occur when some dimension of an
object such as the length of a pipe or a room matches the
wavelength of the sound.
—Adaptedfrom Ref. 5
Tablet. Approximate speed of sound indifferent
media. (From Ref. 2)
Medium	 Speed (rn/see)
Dry air (20°C and 1 atmosphere) 	 344
(0°C and 1 atmosphere) 	 332
Lead	 1228
Sea water	 1540
Fresh water	 1410
Wood	 3050-4575
Glass	 4728
Steel	 5005
Aluminum	 5106
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2.102 Physical Parameters and Spectral Analysis of Sound
Figure 1. The waveform
(solid line) and waveform
envelope (dashed line) for
a tone burst (top) and amp-
litude-modulated tone (bot-
tom). (From Handbook of
perception and human
performance)
Key Words
Bandwidth; energy splatter; Fourier analysis; harmonics;
overtones; spectral analysis; spectral distribution; waveform
analysis
General Description
	
	
Signals with short durations (e.g., tone pips or clicks)
have a greater energy range (called energy splatter) than
Three of the physical parameters of sound (frequency, wave- signals with long durations. Energy splatter also occurs in
form, and duration) are temporal characteristics; two other 	 the transitions from onset to steady-state amplitude and
important physical characteristics are amplitude (expressed 	 from steady-state to offset. The more abruptly a waveform
in terms of pressure) and phase relations. A pure tone, 	 changes, the wider its bandwidth (i.e., the greater its
which is the most simple sound, is a sinusoidal pressure 	 splatter).
change transmitted through a medium (e.g., air). The fre- 	 Complex waves (Fig. 2a) are comprised of multiple sine
quency of the sinusoid is the number of repetitions of a	 waves. If a complex wave is repetitive, it is called periodic
cycle in one second (hertz = 1 cycle/sec), which is in-	 and the repetition rate is the fundamental frequency. Any
versely proportional to the period T of the sound (f = 1/7),	 complex wave can be described as the sum of perhaps an in-
the duration of a cycle, and the wavelength (which is the 	 finite number of component sine waves, which are integral
distance between two peaks of the sinusoid). The frequency multiples (n> 1) of the fundamental frequency and are
of a wave is associated with the subjective experience of	 called harmonics or overtones (Fig. 2b). The harmonic
pitch.	 number of a frequency is the ratio of that frequency to the
The waveform of a sound is the sound pressure of the 	 fundamental, and the number of an overtone is the harmonic
wave plotted as a function of time (the solid line in Fig. 1).	 number minus one. Musical instruments produce funda-
The waveform envelope may be described as the curve con- mental frequencies between 50-5000 Hz, depending on the
necting successive peaks in the waveform (the dashed line 	 note played (Fig. 3). The fundamental frequency of the av-
in Fig. 1); rise time is the duration of the envelope's increase erage adult male's voice is 200 Hz, and the adult female's is
from 10 to 90% of its maximal value, and fall time is the	 about twice that. Much higher fundamentals may be pro-
duration of the envelope's decrease from 90 to 10% of its 	 duced by a voice under stress or by singing.
maximal value. The duration of sound is the time between	 Waveform is associated with the subjective experience
the onset of the sound and the beginning of its offset (Fig. 1).
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V""M Clarinet
Complex
wave
Trumpet
(a)	 (b)
Figure 2. (a) Complex waveforms produced by three different musical instruments, each of which could be expressed as
a sum of multiple component sine waves as in (b). (From Ref. 1)
of tonal quality (timbre). Examples of several different
types of ideal waveforms are shown in Fig. 4: (a) a sinuso-
idal wave (a pure tone); (b) a sawtooth waveform; (c) a tri-
angular waveform; (d) a rectangular waveform; and (e)
white noise. Sawtooth waves contain all harmonics of the
fundamental frequency with each harmonic present in pro-
portion to the reciprocal of its harmonic number; triangular
waveforms contain only odd harmonics with each harmonic
present in proportion to the reciprocal of the square of its
harmonic number.
Examples of phase relations are shown in Fig. 5. Waves
can either be in phase (they have identical phase angles as in
Fig. 6), perfectly out of phase (their phase angles differ by
180 deg as in Fig. 5), or somewhere in between (e.g., their
phase angles differ by 90 deg as in Fig. 5). Phase is also ex-
pressed in radians; for example, 90 deg = IT/2 radians and
180 deg = iv radians. The formula for phase measurement
is 21TfAt radians = 360 degfAt, wheref is frequency and At
is the time between the reference event (e.g., the peak) and
the positive-going zero crossing of the sinusoid.
Any waveform can be completely described by its am-
plitude spectrum and its phase spectrum, which respectively
plot amplitude and phase as functions of component fre-
quencies. Several amplitude spectra are shown in Fig. 6.
Line spectra (top two panels) for periodic sounds (e.g.,
complex tones) show the amplitude at each discrete fre-
quency, while continuous spectra (e.g., for noise or speech)
show an energy distribution across a range of frequencies
(bottom three panels).
A phase spectrum of a complex sound is a plot of phase
angles, each of which are the angular separation between a
wave at reference time 0 and the nearest positive peak of
the same wave. Phase angles (the y-axis) range from
+ 180 to - 180 deg (a complete cycle covers 360 deg). The
p	 p	 I	 I	 I	 I
25	 100	 250	 500	 1000	 2500	 5000
FREQUENCY (hertz)
III II II III JILL III JILUILlIL IIILIILLII 11111 JILIILI1I1. Figure 3. Range of funda-
mental frequencies pro-
duced by musical instru-
ments and singing voices.
(From Ref. 2)
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2.1	 Measurement of Sound
x-axis is identical to the x-axis of the amplitude spectrum
for the same sound.
A Fourier transformation converts a waveform into a
spectrum of its simple harmonic components. The spectrum
of a periodic sound with period T consists of lines (some of
which may have zero amplitude) with frequency spacing
lIT. Because the Fourier transform requires an infinite in-
Key References	 2. Knudson, V.0., & Harris,C. M. (1980). Acoustical design-
1. Coren, S., Porac, C., & Ward, 	 ing in architecture. New York:
L. M. (1984). Sensation and per-	 Acoustical Society of America.
ception. New York: Academic	 (Originally published, 1950).
Press.
Cross References	 2.313 Auditory sensitivity in noise:interaural masking;
2.101 Sound propagation; 	 Handbook ofperception and
2.103 Measurement of sound	 human performance, Ch. 14,
amplitude;	 Sect. 1.2
terval, its application is only an approximation. Short-term
spectra are useful because the ear integrates sound over a
short period (< 500 msec). For short-term spectra, the tines
have a bandwidth that encompasses a frequency region (as
opposed to infinitesimal width). Long-term spectra are a re-
sult of long-duration approximations; as the duration is
lengthened, the approximation becomes more accurate.
(a) Sinusoidal waveform
Figure 4. Examples of five Ideal waveforms that produce
different tonal qualities (sound timbre): (a) sinusoidal, (b)
sawtooth, (c) triangular, (d) variable pulse, and (e) white
noise.
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FIgure 5. Three possible phase relations of two sine
waves with the same frequency; In phase. 90 dog (in2 radi-
ans) out of phase, and 180 dog (in radians) out of phase.
Bolt, K. A., & Lincoln, J. E. Engineering Data Compendium: Human
Perception and PertornJance. MM RI, Wright-Patterson AFB, OH, 1988.
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FIgure 6. Amplitude spectra for (from top to bottom) a
500-Hz pure tone, a complex tone with 500-Hz fundamental
frequency, 20000-Hz-wide white noise, noise with band-
width 700-1400 Hz, and a long-duration average of male
speech. (From Handbook of perception and human
performance)
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2.1
	
Measurement of Sound
2.103 Measurement of Sound Amplitude
SOUND	 SOUND	 SOUND	 SOUND
INTENSITY	 PRESSURE	 PRESSURE	 PRESSURE
LEVEL
(W/m 2 )	 (dynes/cm2)	 (p Pa)	 (dB SPL
• 12" cannon. 4 in 	 front and below muzzle
We	 2 x 101	20 x 10	 220
210
b r
	2x10	 20x10'0	 200
(Equivalent normal atmospheric pressure)
190
10 6
	2x10	 20s10	 180
170
104
	
2x10	 20x108	 160
150
100	 2000	 20 x 10 7	140
10	 630	 63 5 106	 130
-Threshold of pain
1	 200	 20 x 10 6	120	
- Rock band or loud discoteque
10.1	 63	 63 x 105110	
-Hammering on steel. I in
- Subway station, express passing
1o'2
	 0	 20 x io t 	 100
• Electric power station
10-3
	 6.3	 63 x 104	 90
- Average factory
10	 2	 20 x 104	 SO	 Very loud radio in home
10' 5	 .63	 63 10	 70	 Ordinary conversation, 1 in
- Department store, noisy office
10.6	 0.2	 20 x 10	 60
10- 7
	0.063	 63 ii 102	so	
Quiet residential street
- Average residence
io'°	 0.02	 20 x 102	 40
to 9	 0.0063	 630	 30
1010	 0.002	 200	 20	 Quiet whisper. 1.5 in
0.00063	 63	 10	 - Out of door minimum
10 .1 2	 0.0002	 20	 0	 - Threshold of audibility
Figure 1. Sound intensity,
sound pressure, and sound
pressure level (dB re 20 jLPa
or 0.0002 dynesfcm2) com-
pared for some familiar
sounds. (From Ref. 5)
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Key Terms
Auditory sensitivity; decibel; inverse square law; sensation
level; sound intensity; sound measurement
nitHougu sound can uc considered in terms oi particle ve-
locity or particle displacement, in studying human hearing it
is usually most convenient to consider sound as a change in
pressure. Sound pressure can be expressed in many differ-
ent units, but the presently preferred unit for sound pressure
is the micropascal (pPa = 10 6 N/m = 10- 6
 kg/misec2),
which is useful for expressing the very small pressure
changes encountered in acoustics. Other units are dynes per
square centimeter and microbars. Both 1 dyne/cm 2
 and
1 sbar are equal to 10 Pa.
Sound pressure is usually measured as the root-mean-
square (RMS) value of the pressure deviation from the static
pressure. The RMS value is the square root of the mean
(over some time interval) of the squared instantaneous de-
viations. Peak sound pressure and peak-to-peak sound pres-
sure are also useful to describe some aspects of sound. The
peak sound pressure is the highest sound pressure encoun-
tered during the measurement interval. The peak-to-peak
sound pressure is the difference between the highest and the
lowest (most negative) sound pressure encountered during
the measurement interval. For a sine wave, the peak sound
pressure is Vitimes higher than the RMS sound pressure
and the peak-to-peak sound pressure is twice the peak pres-
sure. The crest factor of a sound is the ratio of the peak
sound pressure to the RMS sound pressure.
Intensity
When combining sounds of different frequencies, the total
sound power equals the sum of the powers of each individ-
ual sound. For this reason, it is often practical to measure
the strength of a sound in terms of power. To limit the meas-
urement to a specific place (e.g., at the center of a listener's
head), the sound is not measured by its total power, but
rather in terms of intensity, which is a measure of power
flow per unit area. The unit for intensity is watts per square
meter (W1m2). The RMS sound pressure and the intensity
of a sound are closely related; for a plane sound wave
PC	 (I)
where! is the intensity, p is the RMS sound pressure, p is
the density of the medium, and c is the speed of sound (for
air at atmospheric pressure and standard temperature of
20°C, Pc 410 N sec/m3). A plane sound wave can be as-
sumed when the distance to the sound source exceeds a few
wavelengths and reflections are absent.
The Inverse Square Law
The area over which the intensity of a sound is measured
can be regarded as a small part of the surface of a sphere
whose center is at the sound source. If the distance to the
sound source is doubled, the power flowing through the
measurement area will be spread out over an area four times
as large. Consequently, the intensity of the sound will be
one-fourth. In general, the intensity is inversely propor-
tional to the square of the distance. The law is the inverse
Level: The Decibel Scale
The range of sound pressures that can be heard exceeds
1:106
 and the range of intensities exceeds 1:1012. It is there-
fore convenient to express sound pressure and intensity as
level on a logarithmic scale. A special scale, the decibel
(dB) scale, is used almost universally in acoustics. The in-
tensity level, L, of a sound is defined as follows:
L = 10 log (_1_.\ dB	 (2)NO)
where! is the intensity of the sound and Jo is an arbitrarily
chosen reference intensity. If the intensity of sound A is
chose as reference (!o), and the intensity of sound B is!, the
equation yields the level difference in decibels between A
and B. It is usually desirable to express the intensity of a
sound relative to a standard reference intensity of 10 12
W/m2 . This standard intensity is close to the threshold of
audibility for a 1,000-Hz tone.
The sound pressure can be derived from Eqs. (1) and
(2)as:
L = 20logL-2\dB,
o	
(3)p)
where p is the RMS pressure of the sound and Po is the pres-
sure of the reference sound. In air, the standard reference
sound pressure corresponding to 'o = 10 12 W/m2 is Po
20 Pa. When the level of a sound is expressed relative to
20 pPa (0.0002 dyne/cm2) it is referred to as sound pressure
level (SPL) which is always expressed in decibels. In air,
the SPL of a sound is equal to the intensity level of the
sound, provided the reference intensity equals 10-12
W/m2.
Figure 1 shows the relation between intensity, sound
pressure, and SPL and indicates where some familiar
sounds would fall on the scale. The levels that are usually
considered in studies of human hearing range from a little
below 0 d SPL to somewhat above 100 dB SPL.
The distinction between intensity level and sound pres-
sure level is often blurred, although it is important when
calculating the total level of a combination of sounds.
Sensation Level, Rearing Level, and Hearing Threshold
Level
Sound level is always a relative measure, that is, the ratio
between the sound in question and some reference sound.
The level is meaningful only when the reference is stated.
The level in dB SPL is always relative to 20 xPa, but this is
not the only reference that may be used. In many hearing
experiments, the level is expressed relative to the listener's
threshold for the sound. The level in decibels above a listen-
er's threshold is the sensation level (dB SL). The listener's
threshold for the sound (the sound pressure, PTH at which
he can just hear the sound) is first measured, and the level
of sound is calculated with PTH as the reference sound
pressure.
General Description 	 square law. In a plane sound field the intensity is propor-
tional to the square of the sound pressure; hence soundSound Pressure
A ___ L	 pressure is inversely proportional to the distance.
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Another commonly used reference is the average thresh- SL depends on the frequency, the sound source, and the us-
old of normal listeners as codified in national and intema- 	 tener. The intensity of a sound at a give HTL depends only
tional standards (Ref. 1, 2). The level relative to such a 	 on the frequency and the sound source.
standard threshold is the hearing level (HL) or hearing	
—Adapted from Ref. 5
threshold level (HTL). The intensity of a sound at a given
Constraints
• The inverse square law holds only for sound in a free
field, i.e., with no interfering objects to reflect or absorb
sound; while such conditions may be duplicated to a good
approximation in specially designed laboratories, they vir-
tually never occur in the normal environment.
1.American National Standards In-
stitute (1969). American national
standard specifications for audi-
ometers, 53.6. New York: ANSI.
2. International Standards Organ i-
Cross References
2.301 Sound propagation;
2.104 Calibration procedures and
instruments for measuring sound
zero for the calibration
tone audiometers, 389.
ISO.
3.Olishifski, J. B. (1979). Funda-
mentals of industrial hygiene (2nd
Ed.). Chicago, IL: National Safety
Council.
duction to the physics and psycho-
physics of music. New York:
Springer.
*5 Scharf, B., &Buus, 5. (1986).
Audition I: Stimulus, physiology,
man, &3. P. Thomas (Eds.).
Handbook ofperception and
human performance: Vol.!. Sen-
sory processes and perception
New York: Wiley.
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2.1	 Measurement of Sound
2.104 Calibration Procedures and Instruments for Measuring Sound
Terms
Acoustic coupler; dosimeter; headphone; microphone;
sound intensity; sound measurement; spectral analysis
General Description
Direct calibration of an auditory stimulus requires the mea-
surement of the acoustic spectrum in some well-specified
location. However, direct acoustic measurements are some-
what difficult and time consuming. Therefore, calibration
usually is done on the electric wave form that drives the
electroacoustic transducer (loudspeaker or headphone).
This electrical calibration is less rigorous than acoustic cali-
bration because it assumes that the acoustic output of the
transducer is specified exactly for a given electrical input
and remains stable overtime. Whether the calibration meas-
urements are made on the acoustical or the electrical wave
form, at some point they involve electrical wave forms, be-
cause the acoustic wave forms almost always are convened
into electrical wave forms by means of a microphone.
Calibration Microphones
To be useful for calibration, the electrical output voltage of
the microphone must be specified exactly for any given
acoustical input. Although the conversion of acoustical
wave forms into electrical wave forms can be achieved in
many different ways, calibration measurements are made
almost exclusively with condenser microphones. The con-
denser microphone is preferred because its conversion char-
acteristics are relatively stable. Moreover, its frequency
response, which is its electrical output as a function of fre-
quency when the SPL is kept constant, is flatter than that of
most other types of microphones.
To make measurements where the microphone itself
does not fit, such as in the ear canal, or is so large that it dis-
turbs the sound field, a probe microphone is often used.
This is a microphone with a thin metal or plastic tube (the
probe) attached to it. The resonances of the tube alter radi-
cally the frequency characteristic of the microphone. The
resonant peaks and valleys can be made smaller and broader
by damping the probe with sound-absorbing material.
The probe and microphone must be calibrated together
as a unit to yield useful measurements. Calibration is typi-
cally done by measuring the output of the probe microphone
in response to a constant sound pressure generated in a
small enclosure such as an acoustic coupler. However, the
acoustical characteristics of the coupler can change the
measured frequency response of the probe microphone by
a substantial amount in some frequency ranges. Therefore,
calibration should preferably be made in an acoustical envi-
ronment that is similar to the environment in which the
measurements are to be made.
Voltmeters and Sound Level Meters
The level of a sound is usually measured with a voltmeter.
Most voltmeters measure the RMS voltage of the wave
form, but may also measure peak or peak-to-peak voltage.
The precision of voltmeters is quite good; often their accu-
Amplifier/
attenuator control
network
Figure 1. Sound level meter. A sound level meter consists
of a microphone (top), an amplifier and attenuator (below
microphone), weighting networks selected by the knob at
the bottom, and a meter calibrated in dB SPL (middle).
Newer models are based on the same general principles
but frequently incorporate digital readouts- (Courtesy Bruel
& Kjaer Instruments, inc., 1910)
Packing washer
Co&ler adaptor
6cc coupler
ASA Type 1
microphone cartridge
Stop collar
Cathode follower
Figure 2. Coupler for earphone calibration. An ASA Type 1
(NBS.9A) coupler, mounted on a condenser microphone
and cathode follower, is shown in cross section. The cou-
pler provides a rough approximation of the acoustical
Impedance of an average human ear by means of its 6 cm'
volume. Newer models are similar. (Courtesy g ruel & Kiser
Instruments, Inc., 1961)
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racy is within ± 2% corresponding to ± 0.2 dB. From the
frequency response of the measuring microphone, the volt-
age is easily translated into SPL. In fact, the voltmeter may
be calibrated for use with a specific microphone and the
SPL read directly from the instrument. The combination of
a microphone and a voltmeter calibrated in SPL is called a
sound level meter (see Fig. 1). The accuracy of sound level
meters is usually less than that of voltmeters, owing to the
characteristics of the microphone, but can be within
± 0.5 dB at a specified frequency and within ± I dB over
most of the audible frequency range.
Many sound level meters have weighting networks that
emphasize some frequencies and attenuate others. These
weighting networks (designated A, B, and C) provide ob-
jective, weighted measurements of noise levels that are
meant to correspond more closely to their subjective effects
than unweighted measurements. Normally, the SPL speci-
fied in psychoacoustics is the unweighted SPL. The
weighted sound pressure level is often called sound level
and is stated with the weighting network indicated in paren-
theses after the measured sound level, such as 65 dB (A).
The weighting networks are standard filters whose fre-
quency responses approximate the pure-tone equal-loudness
contours with loudness levels between 30 and 60 phons for
the A weighting, between 60 and 90 phons for the B
weighting, and above 90 phons for the C weighting. (The
loudness level in phons is the SPL of a 1 -kHz tone that is
judged equally loud to the test sound.) In principle, these
weighting networks should yield values that correspond to
the loudness level of a single pure tone at any frequency;
they are not expected to yield values that correspond to the
loudness level of complex sounds due to the increased loud-
ness of wide-band sounds. However, even for tones the
weighted level only approximates the loudness level, be-
cause the weighting curves were chosen with as much atten-
tion to the ease by which they could he implemented
electronically as to their agreement with equal-loudness
measurements.
A noise dosimeter measures the total sound level a per-
son is exposed to over one day. It is worn by the individual
and accumulates a record of noise energy. Sudden bursts of
noise can be measured by an impact sound level meter or
impulse meter that records a level somewhat below the peak
intensity.
Calibration in Free Field
The method used to calibrate the level of a sound depends
on the sound source and the listening environment. If the
sound source is a loudspeaker, level is customarily mea-
sured at the location corresponding to the center of the lis-
tener's head. Thus the level is measured without disturbance
of the sound field by the presence of the listener. If neces-
sary, the disturbance caused by the microphone or sound
level meter should be taken into account. Special freefield
microphones, whose frequency response is corrected to
compensate for their disturbance of the sound field, are
available.
Calibration of Headphones
Calibration of the acoustical wave form produced by a
headphone is usually performed by means of an acoustic
coupler such as that shown in Fig. 2. The coupler provides
a standard connection between headphone and microphone.
The microphone should have a pressure response that
changes little as a function of frequency up to 15-20 kHz.
The acoustic coupler is sometimes called an artificial ear,
because it is designed to provide an acoustical environment
like that of the average human ear. Because this resem-
blance is restricted at best to a very narrow frequency range
and only for some commonly used audiometric headphones,
and because the geometry of standardized acoustic couplers
is different from that of an ear, the SPL produced by a head-
phone in a coupler cannot be simply related to either the
SPL in a real ear, or SPL in a free field. It does, however,
provide a reproducible, standardized calibration that per-
mits comparison of results from different laboratories.
Spectrum Analyzers
The instruments just discussed permit calibration of the
overall SPL and, if it is periodic, the frequency of a sound.
However, they do not provide information about spectrum.
The amplitude spectrum of a wave form may be measured
with a spectrum analyzer or wave analyzer. Most spectrum
analyzers measure amplitude of a narrow band of frequen-
cies by passing the signal through a sharply tuned filter. The
center frequency of this filter may be swept across the audi-
ble frequency range to measure spectrum level at different
frequencies, which in turn may be displayed graphically.
Recently, analyzers performing a Fourier transformation on
the wave form have become available. These FFT-analyz-
ers (fast Fourier transformation) use computer technology
to specify quickly and conveniently the precise amplitude
spectrum of wave forms.
—Adaptedfrom Ref. 3
Constraints	 • Measurement of sound is affected by objects and people
in the area (e.g., absorption and echoes), and thus may
• The indicator needle or readout dial of a meter cannot fol- change with different microphone locations.
low very rapidly changing variations in sound level and thus 
• Measuring equipment itself must be calibrated before
averages the level, with integration time determined by the 	 use.
meter characteristics.
Key References	 Ed.), Chicago, IL: National Safety 	 human performance: Vol. 1. Sen- 	 5. Shaw, E. A. G. (1965). Earcanal
Council.	 sory processes and perception. 	 pressure generated by circumaural
I. Marshall, G. (1982). safety en-	
*3 Scharf, B. & Bums, S. (1986).	 New York: Wiley.	 and supraural earphones. Journalgineering. Monterey, CA: Brooks/	 Audition I: Stimulus, physiology, 	 4. Shaw, B. A. G. (1965). Earcanal of the Acoustical Society ofAmer-Cole.	 thresholds. In K. R. Boll, L. Kauf- 	 pressure generated by a free field	 ica, 39. 471-479.
2. Olishifski, J. 	 (1979). Funda-	 man, & I. P. Thomas (Eds.),	 sound. Journal of the Acoustical
menials of industrial hygiene, (2nd Handbook ofperception and	 Society ofAmerica, 39, 365-470.
Cross References	 2.105 Noise and distortion;
2.602 Effect of sound pressure2.103 Measurement of sound 	 level on loudness
amplitude;
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2.105 Noise and Distortion
Key Terms
Aural distortion; combination tone; harmonic distortion; in-
termodulation distortion; masking; noise; pink noise; white
noise
General Description 	 Nonlinearities in a sound transmission or sound repro-
duction system lead to distortion of the signal. One indica-
In everyday usage, the word noise refers to sound with 	 lion of distortion is the presence of audible tones, known as
acoustic characteristics that are unwanted or sound that is	 combination tones, at frequencies that were not present in
deliberately introduced to interfere with the audibility of a 	 the original signal. Nonlinearities in audio playback equip-
signal. In auditory science, however, the term noise has a	 ment, sound interaction with the room or headphones, and
more precise meaning; it is the sound produced by pressure	 nonlinearities in the auditory system itself make it impossi-
changes that are essentially random and unpredictable. The 	 ble to measure a response to a "pure signal." Distortion
steady hissing of a radio tuned between stations is one ex- 	 products may interfere with or enhance delectability of the
ample of such a sound. Table 1 lists several types of noise 	 signal. Table 1 lists several kinds of distortion and describes
and indicates briefly how noise may be measured.	 briefly how distortion may be measured.
Because noise or distortion is always present, it is important
to be aware of its characteristics and effects when measur-
ing auditory stimuli or assessing auditory performance.
Although noise is often undesirable, there are situations
where addition of noise with specific characteristics may be
useful. For example, if the listening environment permits
leakage of conversation from another room, the addition of
white noise can mask the leak. If there is constant noise
from a machine, addition of lower frequency noise or white
noise can mask the machine's noise or render it less distract-
Key References	 3. Scharf, B., &Houtsma,A. J. M. (1986). Audition H:
1. Green, D. M. (1976). An intro-	 Loudness, pitch, localization, aural
duction to hearing. New York:	 distortion, pathology. In K. R.
Wiley.	 Boff, L. Kaufman, & I. P. Thomas
2. Roederer, J. G. (1973). intro-	 (Eds.), Handbook ofperception
duction to the physics and psycho- 	 and human performance: Vol.!.
physics of music. New York:	 Sensory processes and perfor-
Springer.	 mance New York: Wiley.
Cross References	 sensitivity in the presence of mask-ing noise;
2.103 Measurement of sound 	 10.304 Noise bursts: effect on task
amplitude;	 performance;
2.306 Factors affecting auditory	 10.302 Continuous broadband
noise: effect on task performance
ing by reducing the concentration of relative energy at the
frequencies emitted by the machine so that energy levels are
more equal throughout the entire audible spectrum. In audi-
tory research, if the experimenter might hear the signal and
inadvertently cue the subject, placing earphones with white-
noise output on the experimenter may help.
To test for the presence of distortion products, an extra
signal component is sometimes introduced which will inter-
act with the distortion products if they are present. If an in-
teraction sound (such as beats or combination tones) is
detectable, then the distortion is verified.
Bull, K. & Lincoln, J. E. Engineering Data Compendium: Human
Perception andPortormance. MMRL, Whght-PattersonAFB, OH, 1988.
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Table 1. Types of noise and distortion.
Factor	 Definition and Comments
Total harmonic 	 Total harmonic distortion equals
distortion
1oo(±d/fA)t
where A. = amplitude of nth harmonic
Harmonic distortion 	 Arises from the effect of non-linearities on
a sine wave signal, and is comprised of
spectral components at frequencies that
are integral multiples of the sine wave
Intermodulation	 Produces spectral components (combination
distortion	 tones) at frequencies that are the sum or
difference of the input frequencies and
their harmonics
Measurement of	 Measured as the difference in level
distortion	 (measured at output) between input fre-
quencies and distortion components using
the following formula (where A amplitude):
Distortion =	
- 021 ... /A2 ­.U)11 12
where A,,,, = root mean square (RMS)
value of the total signal at output and
= RMS value of input frequencies at
output
White noise	 The noise has equal power at all frequencies
between the lower and upper cutoffs;
usually has a broad bandwidth
Pink noise	 The noise spectrum decreases at higher
frequencies so that energy (power x time)
is equal in each octave band of frequencies
Equipment noise	 Computed as signal-to-noise ratio (in
decibels): 20 log (v5/v), where v, = maximal
or nominal signal voltage at output and
v. = noise voltage at output
Measurement of 	 In addition to the overall level of the noise,
noise	 the spectrum level of the noise is frequently
measured; the spectrum level, usually
denoted N0 , is the average noise power in
a 1-Hz-wide band of the noise (the noise-
power density)
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2.2	 Physiology of the Ear
2.201 Anatomy and Physiology of the Ear
Figure l. The outer, middle, and inner portions of the ear, and their associated modes of
operation and function. (From Ref. 1)
Key Terms
Auditory physiology; cochlea; inner ear; middle ear; outer
ear; sound propagation
General Description	 quencies, and these can provide cues to spatial localization
in the absence of binaural cues (CRef. 2.810).
There are three major divisions of the ear, as shown in Fig. 	 The sound pressure waves (air vibration) impinging on
1: the outer ear, which serves as a sound collector; the mid- 	 the ear are converted to mechanical forces in the middle ear.
dIe ear, which transforms low-force, high-amplitude vibra- 	 Three small bones, the ossicles (which include the malleus,
tions into high-force, low-amplitude vibrations; and the
	 the incus, and the stapes), connect the tympanic membrane
inner ear, which changes mechanical vibrations into neural 	 to the membrane-covered opening (oval window) betweenimpulses.	 the middle and the inner ears. The vibration of the tympanicThe external ear extends from the visible portion outside membrane causes vibration of the ossicles, which in turn
the head (pinna or auricle) to the external acoustic (audi-
	 causes fluid vibration in the cochlea (inner ear). The differ-
tory) meatus, which forms the entrance to the auditory canal ence in size of the tympanic membrane (-0.7 cm2) and the
extending from the pinna to the tympanic membrane (or
	 oval window (-0.3 cm 2) causes the low-force, high-ampli-
eardrum). In humans, the outer ear plays little part in sound
	 tude vibrations of the tympanic membrane to become high-
modification. The resonance of the ear canal causes a slight
	 force, low-amplitude vibrations at the oval window. Theimprovement (
—'10 dB) in audibility of frequencies at 	 eustachian tube connects the middle-ear cavity with the na-
-3000 Hz, but the resonance is not sharp. The folds of the
	 sopharynx and maintains environmental air pressure in thepinna modify sound intensities differently at different fre-
	 ear canal.
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The spiral cochlea contains the Organ of Corti, which is
supported by the basilar membrane and contains the hair
cells. Hair cells are nerve receptors (transducers) that trans-
form the mechanical vibrations that move the basilar mem-
brane into electrical impulses in the sensory neurons of the
eighth cranial nerve. There is a rough correspondence be-
tween sound frequency and the location of the hair cells giv-
ing maximum responses: high frequencies cause maximum
response near the oval window and low frequencies cause
maximum response at the apex of the cochlea (farthest away
from the oval window). The round window, which is lo-
cated directly below the oval window, dissipates the fluid
vibrations that disturbed the hair cells.
I. Ades, H. W., & Engstrom, H.
(1974). Anatomy of the inner ear.
In W. D. Keidel & W. D. Neff
(Eds.), Handbook of sensory physi-
ology: Vol. V/I. Auditory system:
Anatomy, physiology (ear) (pp-
125-158). Berlin: Springer-Verlag.
Cross References
2.202 Acoustic reflex;
2.810 Localization in the median
plane
2. Békésy, G. von, & Rosenblith,
W. A. (1951). The mechanical
properties of the ear. In S. S. Ste-
vens (Ed.), Handbook of experi-
mental psychology. New York:
Wiley.
3. Scharf, B., & Buus, S. (1986).
Audition I: Stimulus, physiology,
thresholds. In K. R. Boll, L. Kauf-
man, &J. P. Thomas (Eds.),
Handbook ofperception and
human performance: Vol. 1. Sen-
sory processes and performance
New York: Wiley.
4. Schiffman, H. R. (1982). Sensa-
tion and perc eption: An integrated
approach. New York: Wiley.
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Physiology of the Ear
2.202 Acoustic Reflex
Key Terms
Figural. Hearing loss (temporary threshold shift) after
exposure to machine-gun fire. The graph shows the differ-
ence In pre- and post-exposure thresholds for tones of
eight different frequencies. The lower curve Is from ses-
sions in which the acoustic reflex was activated by present-
ing a loud tone prior to the gunfire; the upper curve is from
sessions in which the acoustic reflex was not activated.
Data are averages for 34 male subjects. (From Ref. 1)
Acoustic reflex; middle ear; sound intensity; stapedius mus-
cle; temporary threshold shift (TI'S)
General Description	 intense sounds. The reflex also decreases low-frequency
masking of high-frequency sounds. Table 1 lists the charac-The acoustic reflex is a contraction of the stapedius muscle	 teristics and effects of the acoustic reflex. Figure 1 illus-
attached to the stapes, one of the sound-conducting bones of trates a reduced temporary hearing loss (measured by
the middle ear (CRef. 2.201), in response to high-intensity 	 threshold shift after 100 rounds of 0.30 caliber machine
sounds. The acoustic reflex attenuates sound by making the 	 gun) attributed to exposure to 1000 Hz, 98 dB (SPL) tone
eardrum and the conducting bones of the middle ear difficult for 200 msec prior to and during firing.
to move and thus protects the inner ear from damage due to
Applications
The acoustic reflex, activated by a pre-impact warning
sound, can be used to alleviate temporary or permanent
hearing loss from impulse sounds such as explosions, drop
hammers, or gunfire.
Constraints	 • The acoustic reflex can also be activated by some volun-
tary or involuntary facial muscle movements.
• Acoustic reflex activation is dependent upon sound qua!- 	
• Pre-activation of reflex is necessary for protection, be-
ity and environmental conditions. 	 cause the interval before the onset of contraction after a
• There are large individual differences in the threshold for high-intensity, brief sound is too long.
activating the acoustic reflex.
Key References
I. Fletcher, J. L., & Riopelle,
A. J. (1960). Protective effect of
the acoustic reflex for impulsive
noises. Journal of the Acoustical
Society ofAmerica, 32,401-404.
Cross References
2.201 Anatomy and physiology of
the ear;
10.315 Factors affecting noise-
induced permanent threshold shift
2. Flottorp, C., Djupesland, C., &
Winther,F. (1971). The acoustic
stapedius reflex in relation to criti-
cal bandwidth. Journal of the
Acoustical Society of America, 49,
457-46!.
*3 M$ller, A. R. (1974). The
acoustic middle ear muscle reflex.
In W. D. Keidel, & W. D. Neff
(Eds.), Handbook of sensory physi-
ology: Vol. VII. Auditory system
anatomy and physiology (pp.
519-548). Berlin: Springer-Verlag.
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Table 1. Characteristics and effects of the acoustic reflex.
Factor	 Effect
	 References
Refs. 1, 3
Ref. 3
Ref. 3;
CRef. 10.315
Thresholds for triggering reflex For pure tones of 250-4000 Hz, the reflex is triggered by tone bursts
of at least 500 msec duration at -'70-75 dB above threshold to same
ear in which reflex is measured. The contraction threshold is —5 dB
greater for the opposite ear and —3 dB less when the triggering tone
is presented binaurally.
Minimum intensity for triggering the reflex is lower for complex
sounds (noise) than for pure tones. 	 -
Trigger thresholds for speech sounds presented via earphones are
approximately the same as for a 500-msec, 500-Hz tone.
Sound duration	 Decreases in stimulus duration lead to increases in reflex contraction Ref. 3
thresholds.
Reflex latency	 Latency from sound onset to beginning of reflex response is -'150 	 Ref. 3
msec for sounds near threshold and 25-35 msec for loud sounds.
Stimulus bandwidth 	 For noise bands and complex tone stimuli, at a given center fre- 	 Ref. 2
quency, trigger threshold for the reflex is constant, regardless of
stimulus bandwidth, until a certain bandwidth (critical band) is ex-
ceeded; size of the critical band and threshold values for triggering
the reflex vary with center frequency.
For noise bands wider than the critical band, there is —3-6 dB de-	 Ref. 2
crease in threshold per octave increase in bandwidth.
For center frequencies of 1000-4000 Hz, the critical band, as mea- 	 Ref.2
sured by the acoustic reflex, is larger than the critical band measured
by psychophysical methods by a factor of 3.
Masking effects 	 Reflex decreases low-frequency masking of high-Irequency sounds. 	 Ref. 3
Protective effects 	 Reflex is least effective for sounds that vary rapidly in intensity. 	 Ref. 3
Exposure to a 1000-Hz tone for 200 msec prior to and during the fir- 	 Ref. 1
ing of a 0.30-caliber machine-gun round reduced temporary hearing
loss (measured by threshold shift after 100 rounds were fired) as
shown in Fig. 1.
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2.301 Factors Affecting Auditory Sensitivity in Quiet
Key Terms
Auditory detection; auditory masking; auditory sensitivity;
frequency; noise exposure; noise-induced permanent
threshold shift; presbycusis; stimulus duration; temporary
threshold shift ('fl'S)
General Description 	 dium through which the sound is presented. The table lists a
number of specific factors that affect hearing thresholds, in-
The sound pressure level necessary to detect a sound de- 	 dicates the nature of the effect, and cites sources of morepends on acoustic characteristics of the sound, acoustic
	 information.
characteristics of other sounds presented near it in time, the
age and previous noise exposure of the listener, and the me-
Constraints
• Hearing thresholds may differ depending on the method
used to measure performance.
• Hearing threshold may improve with practice.
Factor	 Effect
Medium of sound transmission 	 Absolute thresholds are greater underwater than in air, particularly
at high frequencies.
Frequency	 Thresholds for pure tones are highest at low frequencies (<1000
Hz), decrease up to 4000 Hz, and then rise again.
Free field versus earphone 	 Free-field thresholds are lower than earphone thresholds for signals
presentation	 <6000 Hz and higher for signals >6000 Hz.
Binaural versus monaural	 Binaural thresholds are —3 dB lower than monaural thresholds,
listening	 independent of frequency.
Signal duration	 As signal duration decreases from 200 msec, signal intensity must
be doubled every time duration is halved. Threshold is constant
above 200 msec, but constant signals near threshold become
inaudible if they remain on for >10-20 sec.
Bandwidth of multitone	 Threshold of multitone complexes is constant regardless of fre-
complexes	 quency separation of components provided all components fall
within the same critical band; threshold is raised when compo-
nents are not within critical band.
References
Ref. 2;
CReI. 2.304
Ref. 1;
CRef. 2.302
CRef. 2.302
CRef. 2.305
CRef. 2.310
Masking	 A masking stimulus raises the threshold for the signal when the
	 CRefs. 2.306, 2.307
mask is presented within the critical band of the signal and within
100 msec of the signal. Narrowing the mask to less than the critical
band reduces the masking effect, but broadening it beyond
a critical band normally does not increase threshold. The mask
affects high-frequency targets more than low.
Age	 Thresholds increase from young adulthood to old age, particularly
	 Refs. 4,6;
for high-frequency sounds. Age related hearing loss prebycusis
	 CRef. 2.303
has been claimed to be greater for men than for women, but this
appears to be due exclusively to amount of noise exposure.
Noise exposure
Temporary threshold shift
Noise-induced permanent
threshold shift
Thresholds increase in proportion to duration and intensity of noise
	 Ref. 7;
exposure, but gradually return to preexposure values after the noise
	 CRef. 10.311
is turned off.
Permanent hearing loss is proportional to intensity and number of
	 Ref. 7;
years of exposure.	 CHef. 10.311
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Cross References	 2.304 Auditory sensitivity in quiet: 	 sensitivity in the presence of mask- 	 effect of bandwidth of mu!titone
underwater listening;
	 ing noise;	 signals;
2.302 Auditory sensitivity in quiet: 	 2.305 Auditory sensitivity in quiet
	 2.307 Auditory sensitivity in noise:
	 10.311 Factors affecting the tern-effect of frequency;	
and in noise: effect of binaural ver-
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	 duced permanent threshold shift
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2.302 Auditory Sensitivity in Quiet: Effect of Frequency
.02	 .05	 .1	 .2	 .5	 1	 2	 5	 10
Frequency (kilohertz)
Figural. Threshold for pure tones or narrow-band stimuli Ina free field (minimum audible field). Sound pressure level at
threshold is plotted as a function of frequency. The solid curve Is the ISO standard (Ref. 4) based largely on the data of Ref.
7 (filled squares). Open circles are data from 9 studies summarized In Ref. 2. Dashed curve is a second-order polynomial
fit to the low-frequency data. (From Ref. 2)
Key Terms
Auditory detection; auditory sensitivity; frequency; mini-
mum audible field; minimum audible pressure
General Description 	 listening is binaural, whereas earphone measurements
are monaural, and binaural thresholds are lower
The threshold for pure tones (or narrow-band noise) is a	 (CRef. 2.305): with free-field listening, the acoustic
curvilinear function of frequency. Threshold is highest (sen- properties of the head and body and the resonant properties
sitivity is lowest) at low frequencies (<1000 Hz); threshold 	 of the outer ear lead to augmentation of the sound pressure
decreases steadily up to —4000 Hz and then rises again	 level at the entrance to the ear canal (CRef. 2.802); and(Fig. 1). Measurements made under free-field listening	 pressure on the ears from earphones induces a low-
conditions (minimum audible field, or MAF) produce lower frequency masking noise from blood flow (Ref. 6).
thresholds for tones <6000 Hz and higher thresholds for 	 For a given individual, substantial shifts in threshold
tones >6000 Hz compared to values obtained when ear- 	 may occur over a relatively narrow range of frequencies;
phones are used (minimum audible pressure, or MAP) 	 such threshold patterns appear fairly stable over time(Fig. 2). There are several reasons for this difference be- 	 (Fig. 3).
tween free-field and earphone measurements: (1) free-field
Applications
Hearing thresholds for individuals are used as a reference
point in many situations (such as judging the effects of noise
exposure).
Methods	 • Listening in free-field or diffuse 	 Figure 2 (Ref. 8)	 Figure 3 (Ref. 3)field (values corrected to equivalent 	
• Pure tone stimuli, with frequen-	 • Sinusoid signal presented mon-
Test Conditions	 f-field thresholds); monaural or	 cies of 125-8000 Hz	 aurally through earphones, with
binaural presentation (to equate 	
• Presentation of tones through	 frequencies of 1000-1800 HzFigure 1 (Ref. 2)	 values for plotting, advantage of	 earphones	 • Signal duration was 250 msec
• Pure tones or one-third octave	 binaural over monaural thresholds 	
• Signal durations ranged from	 with a linear rise/fall time of 25
band noise stimuli, with frequen-	 taken as 3dB)	 0.8-1.2 sec; interval between sig-	 msec and an interstimulus interval
ciesof50-15,000Hz	 nals ranged from 0.2-1.Osec 	 of400msec
• Twenty blocks of twelve trials
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Figure 1
• Method of constant stimuli
• Independent variables: frequency
of tone, tone loudness
• Dependent variables: dB SPL for
just-audible tone, dB SPL for loud-
ness inequality
• Subject's task: judge inequality
of loudness in relation to pairs of
pure tones, one of fixed intensity
and the other variable in random
to
290 subjects
Figure 2
• Method of loudness balancing
• Independent variables: tone
loudness, earphone-coupler combi-
nation, tone frequency
• Dependent variable: dB SPL for
judged loudness equality (balance)
• Subject's task: judge two sounds
Figure 3
• Block-up-down two-interval
forced-choice procedure
• Repeated measures design
• Independent variable: frequency
of tone
• Dependent variable.: dB SPL for
just-audible tone
• 'I\vo threshold determinations
per point
an
torso that tone was barely audible.
Also, select frequencies, between
1000-2000 Hz, at which signal
seemed either especially loud or
soft. Thresholds were determined
at these frequencies
• 5 subjects, normal hearing, paid
volunteers selected on the basis of
availability. They were not previ-
ously screened and had little pre-
vious listening experience
• Thresholds for pure tones and narrow-band stimuli mea-
sured in a free field (MAF) are lowest at — 3000-4000 Hz.
• For frequencies <1000 Hz, threshold rises as frequency
decreases; for frequencies >1000 Hz, threshold rises as fre-
quency increases, but the rise is less regular than for low
frequencies, due to diffraction caused by the subject's body.
• The solid curve in Fig. 1 is the standard curve of the In-
ternational Organization for Standardization (ISO) (Ref. 4),
which is based on the data of Ref. 5 (filled boxes).
• For low frequencies, a better fit to the data is provided by
the dotted line representing the following second-order poly-
nomial and set to meet the ISO curve at 1000 Hz (Ref. 2):
SPL = 17.18 (logtoJ)2 - 144.65 (log jo + 192.02,
wheref is frequency in Hz.
• Thresholds measured with earphone presentation (MAP)
are higher than thresholds measured in a free field (Fig. 2);
however, earphone thresholds vary with frequency in ap-
proximately the same way as free-field thresholds, with the
greatest differences at high frequencies where diffraction by
the body has an important effect.
• Solid line in Fig. 2 shows the ISO standard for earphone
presentation (Ref. 5), based on data from Ref. 8.
• When thresholds are measured over a fairly small fre-
quency interval, individual subjects show fairly large fluc-
tuations in sensitivity to particular frequencies (Fig. 3).
These shifts in threshold are stable, at least over a two-week
period.
Variability
Standard deviations for the international standard MAF
(free-field) curve in Fig. 1 range from 4.5-8.5 dB for fre-
quencies of 50-8000 Hz (Ref. 4). Figure 2 shows error bars
representing ± I standard deviation, which are averages
from four studies summarized in Ref. 8.
Constraints	 • Many factors such as signal duration, age, and binaural
versus monaural listening affect the hearing threshold and
• Measurements are for pure tones (or narrow-band noise) 	 should be considered in applying these data under different
only; results are likely to be different for the complex 	 conditions (CRef. 2.301).
broadband sounds more typical of the natural environment. • The most accurate and representative hearing thresholds
• For earphone measurements, the precise threshold values for individuals are those based on multiple measurements
obtained depend on the type of earphone used and the artifi- separated in time.
cial ear used in calibrating the earphone.
Figure 2. Thresholds for pure tones with earphone listen-
ing (minimum audible pressure). Sound pressure level at
threshold Is plotted as a function of frequency. The solid
curve is from the ISO standard (Ref. 5) for the United States
earphone-coupler combination (WE 705A earphone type
and NBS 9-A coupler) as reported In Ref. B. The dashed
curve is the free-field threshold (MAF) curve from Fig. I
(with modification for low frequencies). (From Handbook of
perception and human performance)
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I. Anderson, C. M. B., & Whittle,	 its effect on temporal integration 	 zero for the calibration ofpure- 	 *8 Weissler, P. G. (1968). Interna-
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261-272.	 4. International Standards Organi- 	 6. Killion, M. C. (1978). Revised	 Acoustical Society ofAmerica, 44,
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Cross References	 2.802 Effects of the body on a
sound field;
2.301 Factors affecting auditory	 Handbook ofperception and
sensitivity in quiet; 	 human performance, Ch. 14,
2.305 Auditory sensitivity in quiet 	 Sect. 3.1
and in noise: effect of binaural ver-
sus monaural listening;
FIgure 3. The fine structure of the threshold curve. Sound
pressure level at threshold is plotted as a function of fre-
quency for two subjects of Ref. 3. Solidlines are Initial
measurements and dotted lines are measurements taken
two weeks later. (From Handbook of perception and human
performance)
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2.303 Auditory Sensitivity in Quiet: Effect of Age
Figural. Hearing loss as a function of age and signal fre-
quency. Hearing loss is given relative to the median thresh-
old for the 18-24 age group. The median values shown In
boldface in Table 1 are plotted. Data are for women and men
or for women alone where women have significantly lower
thresholds. (From Ref. 2)
Key Terms
Auditory detection; auditory sensitivity; presbycusis; sex
differences; sociocusis
General Description 	 be greater for men than for women, but recent studies attrib-
ute this differences to males' greater exposure to noise; this
Hearing deteriorates from young adulthood to old age (al-	 additional noise exposure causes a hearing loss (sociocusis)
though children have higher thresholds than young adults). 	 that is presumably added to the loss caused by age.
The extent of the loss is greatest for high-frequency sounds.
Age-related hearing loss (presbycusis) has been claimed to
Methods	 Experimental Procedure	 • Dependent variable: intensity of groups of 18-24,25-34, 35-44,just-audible signal	 45-54,55-64, and 65-74, screened
• Method of limits
Test Conditions	 • Independent variables: signal 	• Subject's task: press a button	 in each ear for clinically normal
• 125-12,000 Hz tones presented	 frequency, signal intensity, age of 	
when signal detected	 hearing; measurements made on
 Male and female subjects se-	 a total of 326 male ears and 319
monaurally through Telephonics 	 subject, sex of subject 	 lected from niral community in age female ears
TDH-39 moving coil earphones
Experimental Results	 Repeatability/Comparison with Other Studies
• Hearing thresholds increase with age, declining most rap-
idly after 45-54 yr.
• The loss in hearing with age is greatest at frequencies
>2000 Hz, and is especially striking at 12,000 Hz.
e Men have poorer hearing than women for frequencies
>1000 Hz, and the sex difference increases with age; how-
ever, this difference is probably a consequence of males'
greater exposure to industrial and/or military noise.
Variability
Twenty-fifth and 75th percentiles are given in Table 1.
The decline in hearing with age has been documented in
many studies using a variety of experimental conditions and
for large numbers of subjects. See, for example, Ref. 4,
which surveys data from a number of studies which confirm
the conclusions reported here. Reference S found that chil-
dren have higher thresholds than adults, particularly for low
frequencies. WA
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Table 1. Relative hearing threshold as a function of subject's age and stimulus frequency. (From Ref. 2)
Threshold (dB) re Youngest Ago Group
	
Age	 Age	 Age	 Age	 Age	 AgeFrequency	 8-24	 25-34	 35.44	 45-54	 55-64	 65-74(Hz)	 (176)	 (104)	 (93)	 (104)	 (74)	 (94)
	4.3	 5.5	 6.1	 9.5	 13.1	 17.1
125	 0.0	 1.7	 2.6	 4.8	 8.7	 10.1
	
-3.9	 -2.1	 -1.1	 1.8	 4.6	 6.0
	
2.9	 5.3	 5.6	 7.6	 11.6	 16.4
250	 0.0	 1.0	 1.7	 3.2	 6.5	 9.6
	
-3.4	 -2.8	 -1.5	 0.1	 2.3	 4.5
	
4.0	 4.1	 5.7	 8.7	 12.8	 20.8
500	 0.0	 0.1	 1.7	 3.9	 7.0	 9.7
	
-2.7	 -2.4	 -2.0	 0.4	 2.4	 4.8
	
3.7	 4.1	 6.4	 9.5	 10.0	 24.7
1000	 0.0	 1.0	 1.1	 4.7	 5.6	 12.8
	
-3.6	 -2.4	 -2.1	 0.8	 1.3	 5.2
	
4.6	 4.8	 6.9	 10.9	 14.9 17.9	 26.6 41.1
2000	 0.0	 0.4	 2.5	 5.5	 8.7 12.1	 14.6 25.1
	
-4.2	 -3.5	 -0.5	 1.2	 4.6 5.7
	 9.4 15.6
	
4.6	 8.0	 6.9	 11.1	 10.3 16.5	 18.2 29.4	 20.2 45.3
	 40.6 53.1
3000	 0.0	 2.1	 1.5	 5.8	 5.5 8.6	 9.9 18.2	 14.8 31.5
	 19.8 40.9
	
-4.0 -0.9	 -2.8	 1.1	 0.4 3.7	 4.8 6.3
	 8.8 18.7	 10.1 30.7
	
4.3	 10.2	 8.5	 12.9	 10.0 19.8
	 18.9 45.3	 26.3 59.6	 45.6 59.6
4000	 0.0	 3.5	 3.8	 7.5	 5.3 12.6	 13.2 22.2	 19.4 37.8	 22.2 45.5
	
-4.3 -1.6	 -0.2	 2.4	 1.7 5.4	 6.6 12.4	 8.7 30.7	 12.1 29.9
	
5.8	 9.6	 8.8	 12.9	 13.6 20.9	 22.4 36.7	 28.7 59.7	 47.2 66.5
6000	 0.0	 2.5	 3.6	 5.3	 6.2 12.4	 11.2 23.1
	 22.3 49.5	 33.9 50.9
	
-6.6 -2.6	 0.5 -1.2	 0.6 5.9	 3.5 14.0	 11.3 30.6	 17.4 34.9
	
5.6	 9.6	 15.7	 28.4 45.1
	 39.7 67.8	 52.2 68.5
8000	 0.0	 3.3	 1.2	 8.2 20.7	 24.7 53.5	 42.2 57.2
	
-6.3	 -5.4	 -2.3	 2.6 10.7	 11.0 30.1
	 32.2 48.7
	
9.2	 17.6	 28.5	 58.0	 70.0	 70.0
12000	 0.0	 5.2	 14.4	 41.7	 64.2	 10.0
	-6.6	 -4.0	 3.9	 19.0	 54.2	 63.1
Note: The boldface value in each triplet is the median value; the bottom value is the 25th percentile and the top value is the 75th percentile. Thresholds
are given relative to the threshold of the youngest age group at a given frequency. Accordingly, the median is always 0 d in the first column. Where two
sets of triplets appear together, the set on the left is for women and that on the right for men. In all these cases the men had significantly higher thresholds
than the women. Where only one set is given, male and female thresholds did not differ significantly and were combined.
Constraints
	
	 threshold and should be considered in applying these data
under different conditions (CRef. 2.301).
• Measurements are for pure tones only; results are likely
	
• The most accurate and representative hearing thresholds
to be different for the complex sounds more typical of the
	 for individuals are those based on multiple measurements
natural environment.	 separated in time.
• For earphone measurements, the precise threshold values • Children are often difficult to test reliably and frequently
obtained depend on the type of earphone used and the artill- are not checked for hidden middle ear infections (otitis
cial ear used in calibrating the earphone.
	 media) before testing, which could affect low-frequency
• Many factors such as signal frequency, signal duration,
	 thresholds.
and binaural versus monaural listening affect the hearing
Key References	 threshold of hearing as a function 	 Rep. AMRL-TR-78-128). Wright- 	 5. Yoneshige, Y., & Elliott, L. L.
of age. Acustica, 9, 303-308.	 Patterson Air Force Base, OH: 	 (1981). Pure-tone sensitivity and
I. Corso, J. F. (1963). Age and 5eXL 3. Johnson, D. L. (1978). Deriva	 Aerospace Medical Research	 earcanal pressure at threshold indifferences in pure-tone thresholds. 	 tion ofpresbycusis and noise in-	 Laboratory.	 children and young adults. Journal
	
Archives of Otolaryngology, 77, 	 duced permanent threshold shift to
	 4. Kiyter, K. 11(1983). Presbycu- 	 of the Acoustical Society ofAmer-385-405.	 be usedfor the basis of a standard 	 sis, sociocusis and nosocusis. Jour- ica, 70, 1272-1276.
*2, Hinchcliffe, R. (1959). The	 on the effects of hearing. (Tech.	 nal ofAcoustical Society of
America, 73, 1897-1917.
Cross References	 8.315 Noise masking of speech: ef- 	 10.315 Factors affecting noise-
feet of interaural phase relations for
	 induced permanent threshold shift;
	
2.301 Factors affecting auditory 	 listeners of different ages;	 Handbook ofperception andsensitivity in quiet;
	 human performance, Ch. 14,
Sect. 3.1
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2.304 Auditory Sensitivity in Quiet: Underwater Listening
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Figural. Hearing thresholds in air and underwater
at 10.7-m depth as a function of stimulus frequency.
(From Ref. 1)
Key Terms
Auditory detection; auditory sensitivity; underwater
listening
General Description 	 increases. Use of a diving hood further increases underwa-
ter thresholds even when there are channels through the
Thresholds for pure tones heard underwater are generally	 hood to the ears. Underwater hearing appears to be me-
higher than the corresponding thresholds for tones heard in 	 diathd principally by bone conduction.
air (Fig. 1). The difference increases as stimulus frequency
Methods	 61.0 x 121.9 m with maximum 	 equipment and wet suit; diver	 sure level (SPL) of just audibledepth of 53.3 m; water temper- 	 seated in cage; position kept stable 	 signal
Test Conditions
	
store of 22°C; no currents; am-	 by weight-belt across legs; bead in 	 • Subject's task: adjust signal in-
• 500-msec sinusoidal stimuli of 	 bient noise comprised of waves, 	
head positioner facing transducer 	 tensity until tone is just audible
125, 250, 500, 1000, 2000,4000,	 spring hiss, and fish sounds	
• Diver held breath during thresh-
and 8000 Hz; 50% duty cycle;	 • Air thresholds taken before on-	
Experimental Procedure	 old measurement to reduce noise
2.5-msec rise-fall time	 derwater thresholds; for air testing, 	 • Békésy tracking procedure	
level
• Underwater open-framework	 underwater stimulus and other 	 • Independent variables: signal	
• 8 subjects: 5 male and 3 female
testing lab lowered to depth of 	 background sounds picked up by 	 frequency, air versus water testing 	
experienced divers with practice in
3.7-10.7 m (12-35 It) in an	 hydrophone and led to earphones	 • Dependent variable: hearing 	
taking hearing tests in air (ages
elliptical fresh-water spring 	 • Diver wore open-circuit SCUBA	 threshold, defined as sound pies- 	
2540)
Experimental Results	 Variability
• Thresholds at 10.67-rn underwater are relatively constant Standard deviations are similar for underwater listening and
at — 70 dB SPL across a frequency range of 125-8000 Hz.	
listening in air; values range from 1.32-10.80 dB for under-
• Air thresholds change with stimulus frequency and aver-	 water stimuli and 1.89-9.27 for stimuli in air.
age 20-30 dB SPL between 500 and 8000 Hz.
• Bone conduction appears to be the principal mechanism
of underwater hearing, because connecting the ear canal to
the outside of the diving hood (Ref. 3) or trapping air in the
ear canal next to the tympanic membrane (eardrum) (Ref. 2)
does not affect results.
Sol, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
Perception endPen'o,mance, AAMRL, Wright-PattorsonAF8, 01-1,1988.
Repeatability/Comparison with Other Studies
In a similar study (Ref. 3), underwater thresholds at a
9.14-rn underwater depth were >90 dB for 4000
and 8000 Hz.
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Constraints
• Thresholds were obtained only for brief pure tones; hear-
ing may be better for more complex signals typical of the
natural environment.
• Minimum audible field was measured for underwater
thresholds, while minimum audible pressure was measured
for thresholds in air. No correction was made for the typical
— 6 dB difference in the two methods. Thus the difference
between hearing underwater and hearing in air is even
greater than shown in Fig. 1.
• Underwater thresholds were obtained while diver held
breath; Ref. 1 estimates underwater breathing noise at
— 30 dB. Underwater thresholds with normal breathing
would thus be even worse in relation to air thresholds
than shown here. (For safety reasons, SCUBA divers
should not hold breath underwater.)
• Underwater thresholds are 4-21 dB higher when a wet
suit hood is worn than when no hood is worn (Ref. 3).
• Air thresholds used for comparison <1000 Hz are
10-15 dB greater than for a control study that eliminated
all water and laboratory background noises.
• Many factors such as signal frequency, signal duration,
age, and binaural versus monaural listening affect the hear-
ing threshold and should be considered in applying these
data under different conditions (CRef. 2.301).
• The most accurate and representative hearing thresholds
for individuals are those based on multiple measurements
separated in time.
Key References	 2. Hollien, H., & Brandt, J. F.	 3. Hollien, H., & Feinstein, S.(1969). Effect of air bubbles in the
	
(1975). Contribution of the exter-
1. Brandt, J. F, & Hollien, H. 	 external auditory meatus on under-
	 nal auditory meatus to auditory
(1967). Underwater hearing thresh- water hearing thresholds. Journal	 sensitivity underwater. Journal of
olds in man. Journal of the Acou- 	 of the Acoustical Society of Amer .	the Acoustical Society ofAmerica,
stical Society ofAmerica, 42,	 ica, 46, 384-387.	 57, 1488-1492.
966-971.
Cross References
2.301 Factors affecting auditory
sensitivity in quiet
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2.3	 Detection
2.305 Auditory Sensitivity in Quiet and in Noise: Effect of
Binaural Versus Monaural Listening
Figural. Difference between binaural and monaural thresholds for signals of different
frequencies presented in quiet. Monaural signals were adjusted to equate sensation level in
each ear. Results are shown for several studies summarized In Ref. 6.
Key Terms
Auditory detection; auditory masking; auditory sensitivity;
binaural inhibition; binaural listening; binaural summation;
binaural unmasking; masking level difference; monaural
listening
General Description	 are higher than monaural thresholds (binaural inhibition
occurs) under "normal" listening conditions (tone and
Thresholds for monaural hearing in quiet are — 3 dB higher noise in phase in the two ears) or when both the tone and the
than binaural thresholds (i.e., binaural hearing is more	 noise are 180 deg out of phase (Fig. 3). In contrast, if the
sensitive); this difference is independent of signal frequency tone is in phase in the two ears while the noise is 180 deg
(Fig. 1). Subjects can detect 100% of stimuli presented bin- out of phase, or vice versa, binaural summation occurs
aurally at signal levels so low that no monaurally presented 	 (i.e., binaural thresholds are lower than monaural thresh-
stimuli are detected (Fig. 2). Thus, a central processing 	 olds). The effect of both summation and inhibition is
mechanism is thought to summate stimuli presented simul- 	 greatest for tones of — 200-500 Hz and increases as the
taneously to both ears, 	 level of the noise increases (Refs. 5, 6).
When a tone is presented in noise, binaural thresholds
Applications
Improvement of signal detection; masking of unwanted
sounds.
Methods	 at frequencies from 100-10,000	 and 10,000 Hz (also 500 and	 noise; tones were either monauralHz; monaural thresholds measured
	
1300 Hz for some subjects) pre-	 orbinaural, white noise always bin-
Test Conditions	 separately for each ear and binaural	 sented in quiet; binaural stimuli	 aural; six combinations of phase
signals equated to be at same sen-	 were adjusted to allow for differ- 	 relations between the ears (either
Figure 1 (Ref. 6)	 sation level in each ear 	 ences in monaural thresholds be- 	 in phase or 180 deg out of phase)
• Monaural and binaural thresh-
olds measured for pure tones and
	 Figure 2 (Ref. 3)	 tween the two ears; subject in 	 for tones and noise; no adjustmentssound-proof booth	 made for different monaural thresh-
speech in quiet and masked by	 • Pare-tone stimuli of 200, 1000,	 Figure 3 (Ref. 5)	 olds for each ear
white noise, presented through
headphones; pure tones presented 	 • Pure tones from 100-5000 Hz
masked by a 7000-Hz-wide white
582	 Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: HumanPerception andPerformance. MMRL, Wright-Patterson AFB, OH. 1988.
Experimental Procedure 	 • Repeated measures design
Independent variable: monaural
Figure 1	 versus binaural presentation
• Method of adjustment, method	 • Dependent variable: percentage
of constant stimuli	 of trials in which signal was heard
• Repeated measures design, be- 	 • Subject's task: indicate whether
tween-groups design	 signal was present
• Independent variables: monaural • 2 subjects
versus binaural presentation, fire-
quency and intensity of tones,
	 Figure 3
presence of masking noise 	 • Method of adjustment
• Dependent variable: signal inten- • Repeated measures design
sity at threshold (often defined as	 • Independent variables: monaural
level at which probability of correct versus binaural, phase relations of
detection = 50%)	 tones and noise
• Subject's task: indicate whether 	 • Dependent variable: signal inten-
signal was present	 sity at threshold, no threshold defi-
• Subjects ranged in number from 	 nition given
3-84	 • Subject's task: adjust intensity of
pure tone to thresholdFigure 2	
• 3 subjects
• Method of constant stimuli
Experimental Results
• Binaural thresholds in quiet are — 3 dB lower than the
corresponding monaural thresholds (Fig. 1). The effect
is roughly the same for signals of 100-10,000 Hz.
• For a given subject, the level at which a binaural signal
can be detected on 100% of trials is still too low for a mon-
aural signal to be detected on any trials (Fig. 2).
• This indicates that the advantage for binaural listening is
not just statistical (i.e., due to probability summation
[CRef. 1.814] or the fact that detection is statistically more
probable with binaural listening if each ear is assumed to
have an independent opportunity to detect the stimulus), but
reflects summation of the signals from each ear at a central
level by the auditory system.
• When tones are masked by noise, binaural thresholds
may be lower than the corresponding monaural thresholds
(due to binaural summation) or higher than monaural
thresholds (due to binaural inhibition), depending upon the
phase relations of the tones and the noise in the two ears.
• Binaural thresholds are higher than monaural thresholds
(binaural hearing is less sensitive) when both the tone and
the noise are either in phase or out of phase in the two ears.
• Binaural thresholds are lower than monaural thresholds
(binaural hearing is more sensitive) when either the tone or
the noise (but not both) is out of phase in the two ears. This
improvement in detection with binaural listening is known
as binaural unmasking, or the masking level difference.
• The amount of binaural unmasking generally increases as
tone frequency decreases; however, results for frequencies
<250 Hz are often contradictory.
Variability
The variability of the noise threshold was somewhat higher
than the variability of the pure tone threshold (Ref. 9).
Repeatability/Comparison with Other Studies
Similar results for binaural versus monaural thresholds in
quiet are reported across a variety of studies. Discrepant re-
of Information	 2.0
SUBJECT I
/
0
SUBJECT 2
100-1
0 = Binourd	
/
80 
0 = Monfj
/................I......
-3	 -2	 -1
Signal Level (decibels)
Figure 2. Comparison of binaural and monaural detection
of a 1 000-11z tone presented in quiet. The graph for each
subject plots the percentage of stimuli detected at each sig-
nal level (where 0 is the level at which detection accuracy
reached 50% with monaural listening). Solid lines are *gives
fined to the data. (From Handbook of perception andhuman
performance, based on Ref. 3)
sults in the literature may be due to failure to adjust binaural
stimuli to equate the sensation level of the signals to each
ear. The phenomenon of binaural unmasking has been
widely replicated. Reference 8, for example, found that
changing phase relations can change binaural thresholds by
as much as 25 dB for a brief (10 msec) signal masked by a
7-Hz wide noise.
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Constraints	 thresholds in noise and should be considered in applying
these data under different conditions (CRefs. 2.301, 2.306,
• Measurements are for pure tones only; results are likely 	 2.314, 2.315, 8.315).
to be different for the complex sounds more typical of the 	
• The most accurate and representative hearing thresholds
natural environment, 	 for individuals are those based on multiple measurements
• Many different factors affect the hearing threshold in 	 separated in time.
quiet, the threshold in noise, and binaural versus monaural
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FIgure 3. Difference between monaural and binaural thresholds for a pure tone masked by
white noise. Graph shows the amount of binaural summation (binaural thresholds lower
than monaural) or binaural Inhibition (binaural thresholds lower than monaural) for tones of
different frequencies. Interaural phase relations of the tone (4) and the masking noise (4w)
are Indicated on the curves: tone and noise were either In phase (0 deg) or 180 deg out of
phase. (From Ref. 5)
Key References	 aurauxetbinauraux, Interpr6tation	 7. Hirsh, 1.3. (1948). Binaural 	 10. Pollack, 1. (3948). Monaural
des rêsultats. Acustica, 4, 341-350.	 summation and interaural inhibition and binaural threshold sensitivity
1. Caussd, R., & Chavasse, P.	 4. Green, D. M., &Henning,	 as a function of the level of masking for tones and for white noise.(1942). Differences entre le seuil 	 G. B. (1969). Audition. In H. 	 noise. American Journal ofPsy- 	 Journal ofAcoustical Society of
de l'audition binauriculaire et le 	 Mussen & M. R. Rosenzweig 	 chology, 61, 205-213.	 America, 20,52-58.
send monauriculaire en fonction de	 (Eds.), AnnualReview ofPsychol-	 8. Jeffress, L. A. (1965). Masking 	 II. Shaw, W. A., Newman, B. B.,
Is frequence. Comptes Rendus des	 ogy (Vol. 20). Palo Alto, CA: An-	 and binaural phenomena (Tech.	 & Hirsh, I. J. (3947). The differ-Stances de In SociEtE de Biologic	 nual Reviews.	 Rep. No. DRL-A-245). Austin,	 ence between monaural and bin-(Paris), 86, 301.
	
	 TX: Defense Research Laboratory,	 aural thresholds. Journal ofExperi-
*5 Hirsh, 1.3. (1948). The influ-
2. Caussé, R., & Chavasse, P. ence of interaural phase on inter- 	 Texas University. (DTIC No.	 mentaiPsychology, 37,(1942). Differenceentrel'tcoutebin- aural summation and inhibition.	 AD616785)	 229-242.
auriculaire et monauriculaire pour	 Journal of the Acoustical Society	 9. Keys, J. W. (1947). Binaural 	 12. Wright, H. N. (1964). Back-la perception des intensités suprali- 	 ofAmerica, 20, 536-544.	 versus monaural hearing. Journal	 ward masking for tones in narrow-
minaires. ComptesRendus des SE-
awes delaSocittEdeBiologie	 6. Hirsh, Li. (1948). Binaural	 ofAcoustical Society ofAmerica,	 band noise. Journal ofAcous-
(Paris), 86,405.	 summation-A century of investi-	 19, 629631.	 rica! Society ofAmerica, 36,
gation. Psychological Bulletin, 45,	 2217-2221.
*3 Chocholie, R. (1954). Etude 	 193-206.
statistique des seuils auditifs men-
Cross References	 2.314 Binaural reduction of mask- 	 8.314 Noise masking of speech: ef-
ing: effect of signal frequency and 	 feet of interaural phase relations;
3.814 Probability summation; 	 listening conditions;	 8.315 Noise masking of speech: ef-
2.301 Factors affecting auditory	 2.315 Binaural reduction of mask- 	 feet of interaural phase relations for
sensitivity in quiet;	 ing: effect of interaural phase	 listeners of different ages
2.306 Factors affecting auditory	 differences;
sensitivity in the presence of mask-
ing noise;
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Auditory Acquisition of Information 	 2.0
2.3	 Detection
2.306 Factors Affecting Auditory Sensitivity in the Presence
of Masking Noise
Key Terms
Auditory detection; auditory sensitivity; backward masking;
broadband noise; forward masking; frequency; narrow-band
noise; noise bandwidth; noise masking; signal detection;
stimulus duration
General Description
	
	
quency. For pure-tone signals, decreasing the frequency
bandwidth of the mask within a critical band enhances sig-
The delectability of a signal is affected by the acoustic char- nal detectability; increasing mask frequency beyond the
acteristics of sounds that occur close to the signal in time.	 critical band usually has no effect on delectability. Present-
Such sounds are said to mask the signal when they decrease	 ing signal and mask to different ears or to different per-
its delectability. The amount of masking is measured as the 	 ceived locations, as well as increasing signal duration,
difference between the threshold for the signal with and 	 reduces the amount of masking. For pure tone masks, de-
without the masking sound present. Masking can occur	 tectability may be enhanced if the signal and mask interact
when the signal and mask are present at the same time (si- 	 to produce audible beats or combination tones. The table
multaneous masking) or when the mask precedes the signal 	 lists the major factors that influence masking, describes(forward masking) or follows the signal (backward mask- 	 theft effects, and cites sources of further information.
ing) by less than - 100-200 msec. Masking is greatest when
the frequency of the mask is centered on the signal fre-
Applications
Presentation of a signal in noisy environments. Characteris-
tics of noise and signal determine whether detection is en-
hanced or inhibited. Simple manipulations of the signal and
noise can enhance signal detection.
Constraints
• Most results are for pure-tone signals; results are likely to
be different for complex signals more typical of the natural
environment.
Factor	 Effect	 Reference
Simultaneous masking (mask present throughout presentation of signal)
Signal delay	 Delaying onset of signal until after onset of mask has no effect for 	 Ref. 18
narrow-band masks unless the mask is above the signal in
frequency.
Masking by broadband masks decreases as signal delay increases.
Frequency of pure-tone masks 	 The closer the frequency of the mask to the frequency of the signal, 	 Refs. 2,3, 8,14,16;
the greater the masking effect. 	 CRef. 2.309
Masks of lower frequency than the signal decrease signal detectabil-
ity more than masks of higher frequency.
Masking is reduced when mask interacts with signal to produce com-
bination tones.
Bandwidth and center frequency A narrow-band noise mask centered on the signal frequency yields 	 Ref. 2;
of narrow-band noise masks	 more masking than a pure tone because no combination tones are 	 CRef. 2.308
produced.
Noise bands with center frequency below the signal frequency pro-
duce greater masking than bands centered above the signal fre-
quency for mask level >40 dB sound pressure level.
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Factor	 Effect	 Reference
Bandwidth of broadband noise 	 Masking increases as the bandwidth of the noise increases until the
	 Refs. 5, 9;
masks	 noise bandwidth exceeds a critical band; increasing the bandwidth
	 CRef. 2.307
beyond this value has no further effect.
The more intense the mask within the critical band, the greater the
masking effect.
Number of signal components 	 For multitone complexes, masking by noise is constant regardless of CRef. 2.310
the number of component tones as long as all added tones fall within
a critical band; when components are added outside the critical
band, the amount of masking increases as the number and fre-
quency separation of the components increase.
Delectability of a masked signal increases with signal duration up to
	 Refs. 1, 6, 7;
—200 msec; for durations below this limit, signal threshold may be
	 CRef. 2.311
maintained by compensating every tenfold decrease in signal dura-
tion with a tenfold increase in signal amplitude.
The amount of masking increases as the intensity of the mask
increases.
Masking still occurs when the signal is presented to one ear and the
mask to the other ear.
Masking is reduced when the signal or the mask is out of phase in
the two ears.
Masking is reduced when the signal is presented to only one ear
while the noise is presented to both.
Same effects occur as for simultaneous pure-tone masking, but with
more variability.
The amount of masking increases as the intensity of the mask
increases.
Mask intensity
Interaural differences between
signal and mask
Frequency of pure-tone masks;
bandwidth and center frequency
of noise masks
Mask intensity
Backward masking (signal presented before mask onset)
Signal-mask interval	 Masking occurs only when mask follows signal interval by no more
than 50-100 msec
Refs. 9, 19
CRefs. 2.314, 2.315,
8.314,8.315
CRef. 2.312
Refs. 4,12,13;
CRef. 2.312
Ref. 13
Forward masking (signal presented after mask offset)
Mask-signal interval
Frequency of pure-tone masks
The amount of masking decreases as the interval between mask off- Ref. 4;
set and signal onset increases up to —200 msec; for intervals greater CRef. 2.312
than —200 msec, no masking occurs; forward masking is less effec-
tive than simultaneous masking, even at small mask-signal intervals.
Same general effects as in simultaneous masking; but masking de-
	 Refs. 4,17;
creases more rapidly as mask frequency departs from signal fre- 	 CRef. 2.312
quency than with simultaneous masking.
Bandwidth and center frequency Same general effects as in simultaneous masking, but patterns of
	 Refs. 10, 13
of noise masks	 masking extend over a narrower frequency range.
Signal duration	 Short-duration (5-msec) signals are masked more effectively by nar- 	 Ref. 15
row-band noise, but longer ones (35 msec) are masked more effec-
tively by tones.
Mask intensity	 The amount of masking increases as the intensity of the mask in-
	 Refs. 10, 17
creases; however, the increase is always less rapid than with simul-
taneous masking.
The shorter the delay between mask and signal, the more rapid the
increase in masking as mask intensity increases.
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2.307 Auditory sensitivity in noise:	 -. --2.3 10 Auditory sensitivity in noise:
effect of bandwidth of multitone
signals;
2.311 Auditory sensitivity in noise:
effect of signal duration;
2.314 Binaural reduction of mask-
ing: effect of signal frequency and
listening conditions;
OIL Ic[cnccs;
8.314 Noise masking of speech: ef-
fect of interaural phase relations;
8.315 Noise masking of speech: ef-
fect of interaural phase relations for
listeners of different ages
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2.307 Auditory Sensitivity in Noise: Broadband Noise Masking
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Figural. Masking of pure tones by broadband noise.
Sound pressure level of the signal at threshold is shown as
a function of signal frequency and spectrum level of the
noise. Smooth curves were drawn through the data; devia-
tions from the curve at the highest frequencies are due to
the calibration problems with the earphones. (From Ref. 3)
Terms
Auditory detection; auditory sensitivity; broadband noise;
critical band; signal detection; simultaneous masking
General Description 	 signal (Ref. 2). This narrow band of noise frequencies that
is responsible for the masking is termed the critical band.
When a signal tone is presented simultaneously with broad- 	 Increasing the noise bandwidth beyond the critical bandband noise, the threshold for detecting the signal rises (sig-
	 does not increase the amount of masking. The size of the
nal delectability decreases) in proportion to the level of the	 critical band varies with center frequency, but for frequen-
noise (Fig. 1). For signals of frequencies >400 Hz, the 	 cies >1000 Hz, the critical band is generally equal to about
threshold in noise increases very slowly as frequency 	 15-20% of the center frequency. (For a more detailed dis-
increases.	 cussion of critical bands and methods of determining their
It has been shown that, when a tone is masked by broad- size, see Ref. 6, Sect. 3.2.)
band noise, only a narrow portion of noise centered around
the signal frequency actually is effective in masking a given
Applications	 studies to determine the properties of internal auditory
filters because fewer aural distortion products (beats
Improvement in signal delectability; masking of unwanted 	 and combination tones) are produced with noise masks
sounds. The investigation of masking patterns is one means 	 than with pure tone masks.
used to assess the frequency selectivity of the auditory
system. Noise is more useful than pure tones in masking
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cycle) of-10, 0, 10, 20, 30, 40, 50,
and 60 dB (corresponding to sensa-
tion level of 20-90 dB)
• Signal and noise presented mon-
aurally through PDR- 10 earphone;
opposite ear sealed and covered by
dummy earphone; SPL measured in
6 cm' coupler
Test Conditions
• Signals were pure tones pre-
sented continuously at 16 frequen-
cies between 100 and 9000 Hz;
white noise mask with spectrum
levels (sound pressure level per
Auditory Acquisition of Information	 2.0
Experimental Procedure	 • Subject's task: adjust signal level
• Independent variables: signal	 until tone had a clear pitch
frequency, level of mask	 • Five to six threshold determina-
• Dependent variables: threshold 	 tions per frequency in quiet,
for tone in noise, defined as the 	 2 to 5 determinations per frequency
sound pressure level at which the	 at each noise level
tone had a definite pitch	 • 4 experienced subjects
Experimental Results	 • Masked threshold increases slowly as frequency in-
creases for frequencies >400Hz(Fig. 1).
- Except----------li!-_-!-	 '_L• xcepr near me threshold in quiet, raising LttC ievei 01
masking noise by 10 dB raises the signal threshold by
10 dB, although the changes are smaller and depend some-
what on frequency, for frequencies <1000 Hz (Fig. 1).
Constraints	 presence of a masking sound and should be considered in
applying these data under different conditions (CRef.
• Measurements are for pure-tone signals only; results are	 2.306).
likely to be different for the complex sounds more typical of • Critical-bandwidth measurements may break down at
the natural environment, stimulus levels >80-90 dB or at long stimulus durations.
• Many factors affect the delectability of a signal in the
Key References	 Journal of the Acoustical Society	 Foundations of modern auditory	 Acoustical Society ofAmerica, 38,
ofAmerica, 22, 6-13.	 theory (pp. 157-202). New York: 	 132-141.
1.Fidell, S., Horonjeff, R.,Teffe- 	 4. Moore, B. C. J., &Glasberg, 	 Academic Press.	 S. Zwicker, B., &Fastl, H. (1972).
teller, S., & Green, D. M. (1983). 	 B. R. (1983). Growth of forward 	 6. Scharf, B., & Buus, S. (1986).	 On the development of the criticalEffective masking bandwidths at 	 masking for sinusoidal and noise	 Audition!: Stimulus, Physiology, 	 band. Journal of the Acoustical So-low frequencies. Journal of the	 maskers as a function of signal 	 Thresholds. In K. R. Boff, L.	 ciety ofAmerica, 52, 699-701.
Acoustical Society of America, 73,	 delay; implications for suppres- 	 Kaufman, &J. P. Thomas (Eds.), 	 9. Zwicker, B., &Terhardt, B.,628-638.	 sion in noise. Journal of the Acous-	 tYandbookofperception and	 (1980). Analytical expressions for
2. Fletcher, H. (1940). Auditory	 tical Society ofAmerica, 73,	 human performance: Vol. 1. Sen-	 critical-band rate and critical band-
patterns. Review ofModern Phys-	 1249-1259.	 sory processes and perception. 	 width as a function of frequency.
ics, 12,47-65.	 5. Scharf B. (1970). Critical	 New York: Wiley. 	 Journal of the Acoustical Society of
*3 Hawkins, J. E. Jr., &Stevens,	 bands. In J. Tobias (Ed.), 	 7. Zwicker, E. (1965). Temporal	 America, 68, 1523-1525.
S. S. (1950). The masking of pure 	 effects in simultaneous masking
tones and speech by white noise, 	 and loudness. Journal of the
Cross References	 2.308 Auditory sensitivity in noise:
narrow-band noise masking;
2.306 Factors affecting auditory 	 2.309 Auditory sensitivity in noise:
sensitivity in the presence of mask- pure-tone masking
ing noise;
Variability
No information on variability was given.
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2.3	 Detection
2.308 Auditory Sensitivity in Noise: Narrow-Band Noise Masking
70
200 300	 500 700 1000	 2000 3000
Frequency (hertz)
Figure t Masking of pure
tones by narrow-band noise
(90 Hz wide, centered at
410Hz), as a function of
signal frequency and over-
all sound pressure level of
the noise. Data are shown
for one subject. (From
Ref. I)
Key Terms
Auditory detection; auditory sensitivity; narrow-band noise;
noise masking; signal detection; simultaneous masking
General Description 	 tensities, narrow-band noise is more effective in masking
tones with frequencies above the noise band than with fre-
A narrow-band noise presented simultaneously with a pure 	 quencies below the noise. Narrow-band noise masks pro-
tone signal may mask the signal (i.e., decrease signal de- 	 duce smoother masking functions than do pure-tone masks
tectability). Masking is greatest for tones that fall within the 	 because there is less interaction between mask and signal
frequency range of the noise and declines with increasing	 tone.
frequency separation of tone and noise. At high mask in-
Applications	 Narrow-band noise is more useful than pure tones in mask-
ing studies to determine the properties of internal auditory
Improvement of signal delectability; masking of unwanted 	 filters because fewer aural distortion products (beats and
sounds.	 combination tones) result from narrow-band noise masks
The investigation of masking patterns is one means used than from pure tone masks.
to assess the frequency selectivity of the auditory system.
Methods	 band noise with center frequency	 Experimental Procedure 	 signal intensity necessary to render
of 410 Hz and uniform spectrum	
• Method of adjustment using	 it detectable in the presence of the
Test Conditions	 level; overall sound pressure level	 mask(S FL) of 20-80 dB	 threshold bracketing procedure	 • Subject's task: adjust signal in-
• Signals were pure tones of	
• Monaural testing with opposite	 • Independent variables: mask in-
100-6000 Hz; tone duration	
tensity until "anything" was
ear covered; PDR-10 earphone and	 tensity, signal frequency	 detected
700 msec Dependent variable: amount of
• Mask was 90-Hz wide narrow- 	 6 cm3 coupler	 masking, defined as the increase in 	
• 5 subjects with normal hearing
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Experimental Results
• The delectability of pure tones decreases in the presence
of narrow-band masking noise of similar frequency. The de-
cline is greatest for tones that fall within the frequency
range of the noise.
• The amount of masking declines as the difference be-
tween the signal frequency and the frequency limits of the
noise increases. For low mask intensities, this decline is
symmetrical; that is, masking is equal for frequencies an
equal distance above and below the mask frequency. For
high mask intensities, the masking effect is asymmetrical;
frequencies above the noise band are masked more than
those below the noise (a phenomenon referred to as the
upward spread of masking).
• As the intensity of the noise mask increases, the range of
frequencies that are masked increases.
• Narrow-band noise centered on 410 Hz is a more effec-
tive mask than a 400-Hz pure tone for signal frequencies
below '--1200Hz, but the pure-tone mask produces greater
masking for frequencies above 1200 Hz (CRef. 2.309).
• Pure-tone masks interact with the signal to produce beats
and combination-tones which reduce masking in local fre-
quency regions (CRef. 2.309). Such effects are minimal
with narrow-band masks and occur only at high mask in-
tensities (e.g., discontinuity in the masking curve for 80 dB
mask in Fig. 1 represents frequency region where masking
is decreased because of audible combination tone).
• Masking functions for narrow-band noise masks are
smoother than those for pure-tone masks because there is
less interaction between mask and signal tone. Pure-tone
masks are somewhat better than narrow-band noise masks
at masking signals of much higher frequency than the mask
(Fig. 2).
Variability
Results are shown for only I subject; results for other sub-
jects were very similar. For individual subjects, variability
of threshold measurements was lowest for signals falling
• Measurements are for pure tone signals only; results are
likely to be different for the complex sounds more typical of
the natural environment.
• For earphone measurements, the precise threshold values
Key References	 2. Patterson, R. D., & Green,
D. M. (1978). Auditory mask-
1. Egan, J. P., & Hake, H. W.	 ing. In E. C. Carterette & M. P.
(1950). On the masking pattern of	 Friedman (Eds.), Handbook of
a simple auditory stimulus. Journal Perception, Vol. IV: Hearing
of the Acoustical Society ofAmer-
ica, 22, 622-630.
Cross References	 2.309 Auditory sensitivity in noise:
pure-tone masking;
2.306 Factors affecting auditory	 Handbook ofperception and
sensitivity in the presence of mask- 	 human performance, Ch. 14,ing noise;	 Sect. 3.2
2.307 Auditory sensitivity in noise:
broadband noise masking;
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Figure 2. Masking of pure tones by pure tone or narrow-
band noise as a function of signal frequency. Amount of
masking (difference between masked and unmasked
threshold intensity of the signal) is shown for an 80 dB SPL
pure tone (400 Hz) or narrow-band noise (365-455 Hz) mask.
(From Ref. 1)
within the frequency limits of the noise (standard deviation
= - 1.3 dB) and greater for higher and lower frequencies
(standard deviation = — 2.9-3.6 dB).
Repeatability/Comparison with Other Studies
This result has been obtained consistently in a variety of
studies employing different techniques. The results are also
consistent with results obtained from physiological experi-
ments and experiments in loudness summation.
obtained depend on the type of earphone used and the artit
cial ear used in calibrating the earphone.
• Many factors affect the delectability of a masked signal
and should be considered in applying these data under dif-
ferent conditions (CRef. 2.306).
(pp. 337-360). New York:
Academic Press.
3. Zwicker, E., & Scharf, B.
(1965). A model or loudness sum-
mation. Psychological Review, 72,
3-26.
•Pure tone
0 = Band of noise
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2.309 Auditory Sensitivity in Noise: Pure-Tone Masking
800 1600 2400 3200 4000 0	 800 1600 2400 3200 40000	 800 1600 2400 3200 4000
Frequency of Pure Tone (hertz)
Figural. Masking of pure tones by pure tones as a function of signal frequency (Study I). Amount of masking (difference
between masked and unmasked threshold intensity of the signal) is shown for tonal masks 20-100 dB above threshold.
(From Ref. 1)
Key Terms
Auditory detection; auditory sensitivity; noise masking;
pure tone masking; signal detection; simultaneous masking
General Description 	 A tone may be masked by two tones with frequencies
above and below the signal frequency. When both masking
The delectability of a pure tone (the signal) may be de-	 tones fall within a narrow frequency range (critical band)
creased when a second pure tone (the mask) is presented si- around the signal, the amount of masking is a function of
multaneously. The masking effect of a pure tone is greatest 	 the frequency separation of the two masking tones and does
for signal frequencies near the mask frequency, but some	 not depend upon their center frequency. When frequency
masking also occurs for signals that have higher or lower 	 separation of the tones is greater than a critical band, mask-
frequencies. As with masking by narrow-band noise	 ing does depend on center frequency and the masking effect
(CRef. 2.308), masking by pure tones tends to spread more 	 is much less (Fig. 2).
to higher frequencies than to lower frequencies, especially 	 When a multiplied-noise signal (e.g., the result of mul-
at mask levels >40 dB sound pressure level (SPL) (Fig. 	 tiplying a 1000-Hz tone by noise at 5-40 Hz) is masked by
When the mask is a pure tone, the signal and mask may in- 	 two pure tones, the pattern of masking is very similar to that
teract to produce beats or combination tones that decrease	 obtained when only the low-frequency masking tone is used
the effectiveness of the mask, producing dips or discontinu- 	 (Fig. 3).
ities in the masking curves (i.e., regions of lower threshold)
(Fig. 1).
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Applications
Improvement of signal detectability; masking of unwanted
sounds.
The investigation of masking patterns is one means used
to assess the frequency selectivity of the auditory system.
Pure tones are less useful than narrow-band noise in mask-
ing studies to determine the properties of internal auditory
filters because more aural distortion products (beats and
combination tones) are produced with pure tone masks than
with narrow-band noise masks.
Methods
Test Conditions
Study 1 (Fig. 1, Ref. 1)
• Signals were pure tones of
up to 4000 Hz
• Masks were pure tones of
200-3500 Hz
• Mask was 20-100dB above
threshold
• No signal or mask duration in-
formation was given
Study 2 (Fig. 2, Ref. 4)
• Masks were two different sinu-
soids presented at 77 dB SPL
• Signal center frequencies were
250,1000,4000 Hz
• Signal frequency was always
midway between the two masks
• Signal intensity varied in five
steps from —30-75 dB
• Signal duration was 124 msec
• 12dB background SPL present
through experimental trial
• Stimuli presented monaurally
via headphones
• Presentation intervals cued by
onset lights
• Detection threshold defined as
75% correct response level
• 200 observations for each signal
condition
Study 3 (Fig. 3, Ref. 6)
• Four signals used, all centered at
1000 Hz: 44 Hz-wide-multiplied
noise, 80 Hz-wide-multiplied
noise, 80 Hz-wide-frequency mod-
ulated signal and 1000 Hz pure
tone
• Mask SPL was 37, 57, 77, or
97 dill
• All mask and signal durations
were 250 msec with 25 msec rise
and fall times
• Stimuli presented monaurally
via TDH-39 earphone
• In single 4AFC (four-alternative
forced-choice) trial four identical
masks presented in four sequential
intervals; masking conditions ran-
domly assigned
• Threshold computed as average
SPL of 12 reversals
Experimental Procedure
Study 1
• Independent variables: signal
frequency, masking frequency,
mask intensity level
• Dependent variable: amount of
masking, defined as ratio of mini-
mum audible SPL of signal with
mask to that without mask
• No subject task information
given
• No subject information given
Study 2
• 'I\vo-altemative forced-choice
• Within-subjects design
• Independent variables: signal
frequency, masking frequency, fre-
quency separation for two-tone
masks, ear mask or to which ear
signal was presented
• Dependent variable: signal SPL
at 75% correct detection response
level
• Subjects indicated which of two
presentation intervals contained the
signal
• Subjects were three students
well practiced on the task and paid
hourly for participation
Study 3
• Four-alternative forced-choice,
method of limits
• Within-subjects design
• Independent variables: signal
type, interval of two-tone mask,
frequency of single-tone mask,
mask SPL
• Dependent variables: average
signal SPL after 12 reversals for
method of limits, average signal
SPL after six reversals for 4AFC
method
• Subject's task was to choose
which of four stimulus presenta-
tion intervals sounded different
from the other three
• S subjects with normal hearing
followed by further experimenta-
tion with I subject with normal
hearing
Figure 2. Two-tone masking of pure tones as a function of
frequency separation between masking tones (Study 2).
Masks were 77 dB SPL, centered on signal frequencies of
250, 1000, or 4000 Hz. Data are shown for one subject.
(From Ref. 4)
Figure 3. Masking of 80-Hz multiplied noise by single and
two-tone masks and tone + noise mask (Study 3). Masks
were: a low tone (Fl) or a high tone (F2) of the frequency
shown on the abscissa; a two-tone mask (Fl + F2) of the In-
dicated frequency separation; two-tone mask with narrow
noise bands added to mask combination tones arising from
the interaction of tonal mask and signal. Point OT an ordi-
nate is the threshold for the signal in quiet. (From Ref. 6)
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2.3	 Detection
Experimental Results
• Except for signal frequencies within the region of the
masking tone (and signals near the overtones of the mask
for high-intensity masks), masking of a tone signal by a
pure tone mask decreases as the frequency of the signal de-
parts from the frequency of the mask (Fig. 1).
• When signal and masking tone are within -20 Hz of one
another, signal and mask interact to produce beats which
render the signal more detectable and cause a dip in the
masking curve. For higher mask intensities, beating also
occurs at harmonic frequencies of the mask (Fig. 1).
• For mask levels below -40-50 dB, masking curves are
symmetrical; i.e., masking is equal for signals above and
below the mask frequency. As mask intensity increases,
however, masking spreads upward, i.e., high frequencies
are masked more than low frequencies and the curves be-
come asymmetrical (Fig. 1).
• For a central tone masked by two flanking pure tones,
when the frequency separation of the two tones is within
a narrow frequency range (critical band), masking is inde-
Constraints
• Measurements are for pure-tone or narrow-band signals
only; results are likely to be different for the complex
sounds more typical of the natural environment.
• Many factors affect hearing threshold in the presence of
a masking stimulus and should be considered in applying
these data under different conditions (CRef. 2.306).
pendent of the center frequency of the masking tones and
depends only on their frequency separation. However, at
frequency separations equal to or greater than the critical
band, the masking effect diminishes and is dependent on
center frequency (Fig. 2).
• For a two-tone mask at frequency separations of less than
a critical band, threshold decreases --10 dB per decade in-
crease in frequency separation, but there are large dips or
notches in the function. Masking with only the lower-fre-
quency tone yields a very similar function. The discontinui-
ties in the tonal masking functions can be eliminated by
adding to the two-tone mask narrow bands of noise at the
frequencies of the combination tones produced by the inter-
action of the signal and the low-frequency tone of the two-
tone mask (Fig. 3).
Variability
Figure 3 shows data for one subject; results for two other
subjects were similar. No other variability information was
given. MA
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2.310 Auditory Sensitivity in Noise: Effect of Bandwidth
of Multitone Signals
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Figural. Overall sound pressure level at threshold for a
muititone complex at four levels of masking noise and In
quiet as a function of number of component tones and fre-
quency spacing between highest and lowest tones of the
complex- The zero on the abscissa indicates presentation
of a single 1100-Hz tone. (From Ref. 2)
Terms
Auditory detection; auditory sensitivity; bandwidth; broad-
band noise; multitone complex; noise masking; signal de-
tection; simultaneous masking
General Description 	 vided all the tones are within the critical band. When the
frequency separation of the components is greater than the
The total stimulus energy required to detect a multitone 	 critical band, the total energy of the complex must be in-
complex presented in noise or in quiet remains constant re- 	 creased as the number of tones increases for the complex to
gardless of the number of tones in the complex, provided all remain audible. Increasing the level of masking noise in-
tones fall within a narrow frequency range (critical band);	 creases the overall sound pressure level required to detect
that is, as tones are added to the complex, the level of each 	 the multitone complex, but does not change the effects of
tone can be decreased so that overall stimulus level is con- 	 adding tonal components within or outside of the critical
stant and the complex will remain equally detectable pro-	 band.
Applications
Improvement of signal detectability; masking of unwanted
sounds.
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Methods	 all tones of equal intensity; tones	 1000 Hz; noise spectral level of 	 tones presented, frequency separa-had random phase relations; fre-	 10-50 dB	 tion of tones
Test Conditions	 quency separation of tones co-	 • Dependent variable: sound pres-
varied with number of tones in	 Experimental Procedure	 sure level of complex at thresholdSignals were multitone corn- 
plexes composed of 1-40 pure	 complex	 • Békésy tracking procedure 	 • Subject's task: adjust level of
tones; one tone was 1100Hz and	 • Signal presented monaurally in 	 • Independent variables: presence 	 complex until just audible
tones were added at lower frequen- quiet or with white-noise mask that 	 or absence of mask, number of 	 • One or two measurements perdecreased 3 d per octave above	 point
cies evenly spaced 10-20 Hz apart; • I subject
Experimental Results	 • Threshold increases as the level of masking noise in-
creases. However, noise level does not affect the shape of
• Overall sound pressure level (SPL) required for detection 	 the functions relating SPL at threshold to number and spac-
of a multitone complex remains constant regardless of the	 ing of tonal components, nor does masking noise level
number of component tones or the frequency spacing be-	 change the size of the critical band (i.e., the frequency sep-
tween the highest and lowest tones, provided all tones fall 	 aration at which overall SPL at threshold ceases to remain
within a narrow frequency range or critical band (flat por- 	 constant as components are added to the complex and band-
tion of the curves in Fig. 1)- 	 width increases).
• Threshold for the multitone complex increases linearly
with the number and frequency separation of the compo-	 Variability
nents when components are added outside the critical band	 No information on variability available.
C_I	 (portion of curves with nonzero slope).
Constraints	 • Measurements are for pure tones only; results are likely
to be different for the complex sounds more typical of the
• The width of the critical band may change at very high 	 natural environment.
mask intensities (>80-90 dB SPL) or at very low intensities 	
• Many factors affect the detectability of a signal in the
near threshold, as well as for very brief stimulus durations 	 presence of a masking sound and should be considered in(<100 msec) (Ref. 2). There are also individual differences	 applying these data under different conditions (CRef.
in the width of the critical band. 	 2.306).
Key References	 *2. Scharf, B. (1970). Criticalbands. In J. V. Tobias (Et), Foun-
1. GassIer, 0. (1954). Ober die	 dations of modern auditory theory
Horschwelle für Schallereignisse 	 (pp. 157-202). New York: Aca-
mit verschiedea breitern Frequenz- 	 demic Press.
spektrum. Acustica, 4, 408-414.
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2.311 Auditory Sensitivity in Noise: Effect of Signal Duration
Figural. Masked threshold for pure tone signals of vari-
ous frequencies In white noise ass function of signal dura-
tion. Solid line Is  visual fit to the data and the dashed por-
tion indicates linear integration of acoustic energy. (From
Ref. 2)
Terms
Auditory detection; auditory masking; auditory sensitivity;
broadband noise; noise masking; signal detection; simulta-
neous masking; stimulus duration; temporal summation
General Description 	 creases (i.e., the signal-to-noise ratio necessary to maintain
signal audibility increases as duration decreases). Increas-
Detectability of a tone in noise is affected by the duration 	 ing signal duration beyond 200 msec has only a small effect
of the signal as well as by the signal-to-noise ratio (the	 on signal delectability.
relative power of the signal). For signal durations below
— 200 msec, sensitivity decreases linearly as duration de-
Applications
Improvement of signal delectability; masking of unwanted
sounds. Under conditions where it may be impractical or
impossible to alter the actual signal-to-noise ratio, signal
delectability may be improved by increasing signal
duration.
Methods	 all levels of 20,30,50,70,90 or 	 Experimental Procedure	 noise ratio of tone at threshold, de-110 dB sound pressure level (SPL)
• Method of limits
Test Conditions	 (figure plots data for four highest 	
, ascending	 fined as the value at which subject
• Signals were 400-, 670-, 1000 	 noise levels)	
staircase procedure 	 heard signal twice in succession
or 1900-Hz pure tones presented	 • Tones presented at approxi-
	
•
 Independent variables: signal	 • Subject's task: indicate whether
for 12.5, 25, 50,100, 2 0, 500	
De
mately 4-sec intervals 	 fre<iuency, signal duration, signal- 	
si nal was heard on each trialg
1000, or 2000 msec; mask was 	 • Stimuli presented binaurally
	
to-noise ratio	 • Ten threshold determinations per
white noise low-pass-filtered at 	 via earphones in a sound deadened	
•	 pendent variable: signal-to- 	 condition
7000 Hz; noise presented at over- 	 room; PDR-8 earphones calibrated	
• 4 subjects
in 6cm3 coupler
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Experimental Results
• For signal durations below — 200 msec, the auditory
system integrates acoustic energy linearly over time: signal-
to-noise ratio at threshold increases by --10 dB for every
tenfold increase in stimulus duration up to — 200 msec. For
durations <200 msec, the curve is given by the equation
SIN + 10 log t = 44.2, where SIN is the signal-to-noise
ratio expressed in decibels and it is signal duration in milli-
seconds.
• For durations of 200-1000 msec, threshold decreases
Auditory Acquisition of Information 	 2.0
only very slowly; increasing signal duration beyond
1000 msec brings no further improvement in signal
detectability.
Variability
Between-subject differences in threshold for short-duration
tones (15-600 msec) can be as large as —20 d13 SPL
(Ref. 1).
Repeatability/Comparison with Other Studies
References 1 and 3 obtained similar results.
Constraints	 obtained depend on the type of earphone used and the artifi-
cial ear used in calibrating the earphone.
• Measurements are for pure tones and white noise masks 	
• Many factors affect the detectability of a signal in the
only; results may be different for complex signals more typ- presence of a masking sound and should be considered in
ical of the natural environment or for other types of masking applying these data under different conditions (CRef.
sounds.	 2.306).
• For earphone measurements, the precise threshold values
Key References	 *2. Gamer, W. R., & Miller, G. P. 	 3. Green, D. M., Birdsall, T. C.,(1947). The masked threshold of	 & Tanner, W. P., Jr. (1957). Signal
1. Dallas, P. J., & Olsen, W. 0.	 pure tones. Journal of Experimen-	 detection as a function of signal in-
(1964). Integration of energy at 	 tat Psychology. 37, 293-303.	 tensity and duration. Journal of the
threshold with gradual rise-fall	 Acoustical Society ofAmerica, 29,
tone pips. Journal of the Acoustical	 523-531.
Society ofAmerica, 36. 743-751.
Cross References
2.306 Factors affecting auditory
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FIgure 1. Forward masking of pure tones by narrow-band
noise (Study 1). SPI. of the signal at threshold is shown as a
function of delay of signal offset (Interval between mask
offset and signal offset); Interval between mask offset and
signal onset = value on x-axls minus I msec. Arrows Indi-
cate thresholds In quiet. (From Ref. 1)
15, 10, and 0 msec; 0 msec onset
difference represents simul-
taneous masking
• Tone and noise were alternated
with noise alone in three-sec
intervals
• Signal always terminated
100 msec before mask terminated
• Tones presented monaurally
• Apparatus information not given
Experimental Procedure
• Modified Békésy-tracking
method
• Within-subjects design
• Independent variables: signal-
mask onset difference, signal-mask
frequency relation, signal and mask
duration
• Dependent variable: signal inten-
sity at threshold; no threshold defi-
nition given
• Subject's task: indicate the pres-
ence or absence of the signal in
noise on each trial
• 9 subjects (Study 1); 3 subjects
(Study 2); no other subject infor-
mation given
2.3	 Detection
2.312 Auditory Sensitivity in Noise: Nonsimultaneous Masking
Key Terms
Auditory sensitivity; backward masking; forward masking;
narrow-band noise; noise masking; signal detection; tem-
poral summation
General Description
The delectability of a signal that occurs in close temporal
proximity to another sound (or mask) depends on the tem-
poral relations among signal onset and offset, and mask
onset and offset. In backward masking, the mask follows
the signal. The delectability of the signal increases (sound
pressure level required to detect the signal increases) as the
interval between signal onset and mask onset increases for
intervals up to 50-100 msec. When mask onset follows sig-
nal onset by >100 msec, masking no longer occurs.
In forward masking, the mask precedes the signal. The
detectability of the signal increases as the interval between
the offset of the mask and the onset of the signal increases
up to 100-200 msec. At longer delays, no masking occurs.
Even at brief mask-signal intervals, forward masking does
not reduce signal delectability as much as backward mask-
ing or simultaneous masking (signal and mask present at
the same time).
Applications
Improvement of signal delectability; masking of unwanted
sounds
Methods	 Gaussian-shaped rise and falldurations
Test Conditions	 • Stimuli presented monaurally
via Bever DT 48 S earohones
Study 1 (Ref. 1)
• Tone burst signals with frequen-
cies of 6500, 8500, and 1100 Hz;
duration of 1 msec and 500 msec
• Mask was filtered white noise;
center frequency of 8500 Hz with
1800 Hz bandwidth,' of
500 msec; SPL was 70dB
• Forward masking duration (from
end of mask to end of signal)
ranged from 2-200 msec
• Backward masking durations
ranged from (-20) —0 msec from
the end of the signal
• Signal and mask had 0.5 msec
Study 2 (Ref. 7)
• Signal was pure 1000 Hz tone
• Mask was narrow band noise at
80dB SPL of 600 msec duration;
mask center frequency varied from
500-800 cps in 100 cps intervals,
800-1200 cps in 50 cps intervals,
1200-1500 cps in 100 cps inter-
vals and at 1750, 2000, 2500, and
3500 cps
• Mask SPL was always 80dB
• Signal and mask onset differ-
ences were 500, 100, 30, 25,20,
Experimental Results	 than frequencies below the noise at short signal delays
(Fig. I).
• The threshold for a tone pulse masked by narrow-band	
• As signal delay increases, signal detectability increases
noise presented prior to the tone (forward masking) de- 	 more rapidly for signals with higher initial masked thresh-
creases monotonically with an increase in the delay between olds. Thus, by the time signal delay reaches 200 msec, all
the offset of the mask and the onset of the signal tone up to 	 three types of signal (those with frequencies higher than,
delays of 100-200 msec. At signal delays >200 msec, no 	 lower than, or within the noise band) are equally detectable
masking occurs (Fig. 1). 	 (Fig. 1).
• Forward masking is initially greater for signals whose	
• Reference 2 has proposed the following formula for cal-
frequency falls within the limits of the noise band than for	 culating the effect of forward masking:
signals of higher or lower frequency than the masking
noise. Frequencies above the noise band are masked more 	 M = a(b - log At)(L0 -
6O2	 Boll, K. H., & Uncoln, J. E. Engineering Date Compendium: HumanPerception and Performance. MMRL, Wright-PattersonAFB, OH, 1988.
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Figure 2. Backward mask-
ing of a pure tone by nar-
row-band noise (Study 2).
Sound pressure level of the
signal at threshold Is plot-
ted as a function of tone
duration for three levels of
masking noise. Mask onset
was always 500 msec be-
fore offset of tone; Is., In-
terval between signal and
mask onset equals tone
duration minus 500 msec.
(From Ref. 7)
1000 900 800 700 600 500	 I 100
Noise off	 Noise on
Tone Duration (milliseconds)
where M = amount of masking in decibels, At = signal
delay in milliseconds, 4 = threshold, and a, b, and care
parameters selected to yield the best fit to data from individ-
ual listeners. Once values of a, b, and c have been deter-
mined, the formula can be used to predict masking (Al) for
different mask levels or signal durations.
• The threshold for a tone burst is increased when narrow-
band noise follows the onset of the tone (backward mask-
ing) by no more than -200 msec. As the interval between
tone onset and noise onset decreases from 200-0 msec, the
amount of backward masking produced by the noise in-
creases substantially (Fig. 2).
• For these short tone-mask intervals, in addition to exert-
ing a backward-masking effect, the noise also effectively
decreases the duration of the tone, limiting the amount of
temporal summation that can occur (CRef. 2.311) and thus
decreasing the delectability of the tone. When the amount of
threshold increase due to masking alone is calculated by ad-
justing for the threshold shift due to interference with tem-
poral summation, backward masking is found to be most
effective over the 30-msec interval immediately prior to the
mask's onset. Masking is decaying rapidly by 50 msec be-
fore the mask onset, and the mask has almost no effect on
signal delectability when it follows signal onset by 100
msec or more.
Variability
Backward-masking effects are more variable than simulta-
neous and forward-masking effects. Within-subject varia-
bility across trials in masked thresholds can be as high as
10 dB, in contrast to typical differences of —2 dB (Ref. I).
Repeatability/Comparison with Other Studies
Results presented here are consistent with those in a number
of other studies.
Constraints
	
	 e Differences in gating of either mask or signal can yield
very different threshold values because of concomitant
• Measurements are for pure-tone signals and narrow-band changes in spectrum or effective duration (Ref. 7).
noise masks only; results may be different for the complex
	
• Many factors, such as mask intensity, signal duration,
sounds more typical of the natural environment, and frequency relations between signal and mask, affect the
• For earphone measurements, the precise threshold values delectability of a signal with nonsimultaneous masking and
obtained depend on the type of earphone used and the artifi- should be considered in applying these data under different
cial ear used in calibrating the earphone.
	
conditions (CRef. 2.306).
Key References	 Journal of the Acoustical Society	 masking: Testing a discrete percep- 6. Widin, C. P., & Viemeister,
ofAmerica, 71, 950-962.	 tual-moment hypothesis in audi-
	 N. F. (1979). Intensive and tempo-
1. Fast!, H. (1976/77). Temporal
	 3. Raab, D. H. (1961). Forward	 tion. Journal of the Acoustical 	 ml effects of pure-tone forward
masking effects: 1. Critical band	
and backward masking between Society ofAmerica, 50,	 masking. Journal of the Acoustical
noise masker. Acustica, 36,
	
acoustic clicks. Journal of the	 1512-1519.	 Society ofAmerica, 66, 388-395.317-331.	 Acoustical Society of America, 	 5. Weber, D. L., &Moore,
	 *7 Wright, H. N. (1964). 'Ibm-
2. Jesteadt, W., Bacon, Si'., &
	 33, 137-139.	 B. C. J. (1981). Forward masking	 poral summation and backward
Lehman, J. R. (1982). Forward
	 4. Robinson, C. E., & Pollack, 	 by sinusoidal and noise maskers. 	 masking. Journal of the Acoustical
masking as a function of frequen-
	 (1971) Forward and backward
	
Journal of the Acoustical Society
	 Society ofAmerica, 36. 927-932.
cy, masker level, and signal delay.
	 ofAmerica 69, 1402-1409.
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2.306 Factors affecting auditory	 Handbook ofperception and
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2.3	 Detection
2.313 Auditory Sensitivity in Noise: Interaural Masking
Key Terms
Forward masking; interaural masking; masking; signal
detection; simultaneous masking
General Description
Masking is the reduction in audibility of a signal due to the
presence of another sound (the mask) that occurs simulta-
neously with the signal or near it in time. Interaural masking
occurs when the signal and mask are presented to different
ears, and thus effectively interact at a central level of the
auditory system. Interaural masking is more frequency-
dependent than monaural masking; it occurs only within
a narrow frequency range (critical band) and, unlike mon-
aural masking, shows roughly equal effects for signal fre-
quencies both above and below the mask frequency. Inter-
aural masking by a tone mask may raise the threshold for a
test tone by as much as --15 dB for test tones with frequen-
cies within a half critical band of the masking tone frequen-
cy. Interaural masking declines rapidly when the onset of
the signal tone is delayed relative to the onset of the mask.
Applications
Improvement of signal delectability; masking of unwanted
sounds.
Methods	 delayed by different intervals rela-tive to onset of mask
Test Conditions	 Experimental ProcedureTone and mask presented to dif-	
• Bekésy tracking procedureferent ears through Audiovox 9-C 	
• Independent variables: onsetreceivers secured in ear canals by	
asynchrony of tone and mask,highly damped 2cm3 couplers and
soft semi-insert tips 	 frequency of test tone, sensation
• Mask: 250-msec 1000-Hz tone 	 level of mask
• Dependent variable: shift inburst repeated once per second;
sensation level of 5-70 dB	 threshold for tone with, versus
• Test signals: 10-insec tone burst; 	 without, mask
• Subject's task: press button (tofrequency range 400.3000 Hz
• Tone and mask either delivered 	 decrease intensity) if tone heard,
release button (to increase inten-simultaneously or with tone onset 	
sity) if tone not heard
2 subjects
Experimental Results
• A masking tone presented to one ear decreases the detect-
ability of a test tone presented to the other ear only when the
frequency of the test tone is close to the frequency of the
masking tone (i.e., within the same critical band) (Fig. 1).
• Interaural masking effects are roughly symmetrical for
signal frequencies above and below the mask frequency
(Fig. 1).
• Interaural masking is greatest when signal and mask are
presented simultaneously. Masking decreases as the onset
of the signal tone is delayed relative to the onset of the
mask; the difference between masked and unmasked thresh-
olds is - 11 dB when mask and signal are onset simulta-
neously but only —3-4 dB when signal onset is delayed by
160 mace.
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Figural. Interaural masking of tones. Mask was a 1000-Hz
tone at 60 dB sensation level whose onset preceded tone
signal onset by 20 msec (inset shows temporal relations of
mask [top shaded area] and tone signal [bottom]). Thresh-
old shift for tone signal (difference between masked and
unmasked thresholds) is given as a function of the fre-
quency of the tone signal. Data are shown for 2 subjects.
Curves were fit to the data by eye. CB indicates width of the
critical band. (From Ref. 4)
• Interaural masking is greatest when signal and mask are
presented simultaneously and decreases as the onset of the
signal tone is delayed.
• Interaural masking increases as mask sensation level in-
creases for simultaneous onsets of mask and test tone.
• Comparison with results of a related experiment shows
that a pulsed mask produces more interaural masking than
does a steady-state (continuous) mask.
604 Bell, K. R., & Lincoln, J. E. Engineering Data Compenthurn: HumanPerception and Performance. AAMRL, Wright-PattersonAr8, OH, 1986.
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No information on variability was given. In a similar pilot
experiment, standard errors from some results appeared to
range from — 1.5-3 dB.
Other studies have found very little interaural masking
when signal onset is delayed relative to mask onset except
at high mask levels that could have allowed bone conduc-
tion (Ref. 1).
Constraints
• Measurements are for pure tone signals and masks only;
results are likely to be different for the complex sounds
more typical of the natural environment.
• True interaural masking can be measured only when pre-
cautions are taken to prevent the masking sound from reach-
ing the test ear via bone conduction.
Key References	 2. Zwislocici, J. J. (1953). Acous- 	 aspects of simultaneous, forward, 	 *4 Zwislocki, 1.1., Damianopou-
tic attenuation between the ears,
	 backward, and central masking. In 	 Ins, E. N., Buining, E., & Glantz,
1. Elliot, L. L. (1962). Backward 	 Journal of the Acoustical Society of
	 E. C. Carterette & M. P. Friedman	 J. (1967). Central masking: Some
masking: Monotic and dichotic 	 America, 25, 752-759. 	 (Eds.), Handbook ofperception	 steady-state and transient effects.
conditions. Journal of the Acous. 	 3. Zwislocki, J. J. (1978). Mask-
	
Vol. 4: Hearing (pp. 283-336).	 Perception & Psychophysics,2,
rica! Society ofAmerica, 34,	 ing: Experimental and theoretical
	
New Yost: Academic Press. 	 59-64.
1108-1115.
Cross References	 3.312 Auditory sensitivity in noise:
nonsimultaneous masking:
2.306 Factors affecting auditory
sensitivity in the presence of mask-
ing noise;
2.309 Auditory sensitivity in noise:
pure tone masking;
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2.3	 Detection
2.314 Binaural Reduction of Masking: Effect of
Signal Frequency and Listening Conditions
Figure t Masked thresh-
olds for tones in the pres-
ence of broadband
(200-4000 Hz) noise as a
function of tone frequency,
for various listening con-
ditions. Types of presenta-
tion for signal and noise
Included: L = sound to left
ear only; 0 = sound to both
ears In phase; it = sound to
both ears, inverted (180 deg
out of phase) In one ear.
The solid line at the top rep-
resents results for three
Indistinguishable condi-
tions: both tone and noise
In phase in the two ears,
both tone and noise out of
phase, and both tone and
noise presented to left ear
only. Other curves are for
other listening conditions
as indicated. (From Ref. 4)
LWA
200	 300	 500	 1000
	
2000	 4000
Frequency (hertz)
Key Terms
Binaural unmasking; broadband noise; interaural phase
differences; masking level difference; narrow-band noise;
noise masking; remote masking; simultaneous masking
General Description	 different spatial locations. The decline in the amount of
noise masking when the signal and noise sources appear
A band of noise presented simultaneously with a tone signal spatially separated is known as the masking level differ-
decreases the detectability of tones of frequencies within or 	 ence, or binaural unmasking.
near the noise-band limits, a phenomenon known as mask-	 For both broadband and narrow-band noise masks, the
ing. High-intensity, high-frequency, narrow-band noise 	 size of the masking level difference depends upon signal
also decreases the delectability of low-frequency tones out- 	 frequency as well as on listening conditions. For both types
side the usual masking limits (remote masking). 	 of mask, detectability of the masked tone is greatest at all
The amount of masking can be reduced by presenting 	 frequencies when the signal is inverted (180 deg out of
the signal to only one ear and the noise to both ears, or by	 phase) in the two ears while the noise is in phase.
presenting either the signal or the noise out of phase in the
two ears so that the signal and noise appear to come from
Applications
Improvement of signal detectability under noisy conditions;
masking of unwanted sounds.
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NARROW-BAND MASKING NOISE
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Frequency (hertz)
Figure 2. Masked thresholds for tones In the presence of narrow-band (2000-4000 Hz)
noise as a function of tone frequency, for various listening conditions. The seven interaural
phase conditions are as described in Fig. 1. (From Ref. 4)
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2.3	 Detection
Methods	 • Signals were pure tones of 	 presented to both ears, tone in	 phase relations of signal and noise
250-400 Hz with 30 msec rise and	 phase while noise out of phase or	 band between the ears and to each
Test Conditions	 decay times, 50% duty cycles, in-	 vice versa	 other, type of masking (normal or
• Masks were noise bands of	 tempted 3 times/sec	 • 2 trials per phase condition per	 remote)
200-4000 Hz (broad) and	 • Stimuli presented via earphones	 subject for each noise band 	 • Dependent variable: detection
2000-4000 Hz (narrow) with 	 • Seven phase conditions: tone 	 • Order of presentation of noise 	 threshold for masked signal
cutoffs of 36 dB per octave, gen- 	 presented to left ear only and noise 	 bands and phase conditions varied	 • Subject's task: depress button
crated by a random noise generator 	 presented to left ear only, to both 	 irregularly among listeners	 when tone heard (to decrease signal
and then filtered	 ears in phase, or to both ears 	 amplitude), release when tone dis-
• Overall noise level of96dB 	 180 deg out of phase; tone and 	 Experimental Procedure	 appears (to increase signal
sound pressure level (SPL); spec-	 noise presented to both ears, both 	 • Békésy tracking procedure	 amplitude)
trum level 60 dB for broadband 	 tone and noise either in phase or	 • Independent variables: frequency • 4 trained subjects with clinically
noise, 63 dB for narrow-band noise out of phase; both tone and noise	 of signal, width of noise band,	 normal hearing
• With a broadband noise mask, masked threshold in-
creases (signal delectability decreases) as signal fre-
quency increases.
• For all signal frequencies, the amount of masking de-
pends on the mode of presentation of signal and noise
(monaural or binaural) and the interaural phase relations
of signal and noise. Masking is about equal when both sig-
nal and noise are presented monaurally and when signal and
noise are presented binaurally in the same phase relation
(tone and noise both in phase or both 180 deg out of phase)
(Fig. 1).
• Masking is reduced (signal delectability improves) when
the signal is monaural and the noise is binaural or when the
interaural phase relations of signal and tone are different
(Fig. 1).
• The amount of improvement increases as signal fre-
quency decreases. The improvement in signal delectability
is greatest when the signal is out of phase in the two ears
while the noise is in phase (Fig. 1).
• When a tone is masked by narrow-band (2000-4000 Hz)
noise, masking is greatest for signals whose frequency falls
within the limits of the noise band. For tones within this fre-
quency range, masking is least when either the signal or the
noise is reversed in phase in the two ears (Fig. 2).
• Some masking also occurs for signals remote in fre-
quency from the noise band, although such masking is sub-
stantially lower than for signals within or near the noise
band limits. For signals <1000 Hz, masking is least (signal
delectability is greatest) when binaural signals are reversed
in phase in the two ears, regardless of whether the noise
mask is in phase or out of phase.
Variability
Standard deviations were 0.82-3.66 for broadband masking
and 1.16-6.26 for narrow-band masking.
Repeatability/Comparison with Other Studies
Data for broadband masking replicate an earlier experiment
(Ref. 3). Results are consistent with those of other studies.
Reference 2 also found a small reduction in masking with
binaural listening when the noise is uncorrelated in the two
ears and the signal is either in phase or out of phase.
Constraints	 • Many factors affect the delectability of a signal in the
presence of masking sound and should be considered in ap-
e Measurements are for pure-tone signals only; results are 	 plying these data under different conditions (CRef. 2.306).
likely to be different for the complex sounds more typical of • The size of the masking level difference also depends
the natural environment,	 upon the interaural phase angle of the signal and the noise
• For earphone measurements, the precise threshold values (CRef. 2.315) and the age of the listener (CRef. 8.315).
obtained depend on the type of earphone used and the artifi-
cial ear used in calibrating the earphone.
quency tones. Journal of the	 ofAmerica, 20, 536-544.
Acoustical Society of America. 29,	 *4, Hirsch,!. J., & Burgeat, M.
988S91.	 (1958). Binaural effects in remote
3. Hirsch,!. J. (1948). The influ- 	 masking. Journal of theAcoustical
ence of interaural phase on inter- 	 Society of America, 30, 827-832.
aural summation and inhibition.
Cross References	 2.315 Binaural reduction of mask-	 8.315 Noise masking of speech: ef-ing: effect of interaural phase 	 fect of interaural phase relations for
2.306 Factors affecting auditory	 differences;	 listeners of different ages;
sensitivity in the presence of mask-	 8.314 Noise masking of speech: ef- 	 Handbook ofperception anding noise;	 feet of interaural phase relations;	 human performance, Ch. 14, Sect.
3.2
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Figure 1. Masking-level
difference as a function
of the interaural phase of
167-Hz and 500-Hz tones
presented with noise In
phase at the two ears.
(Masking-level difference
Is the difference between
the masked thresh-
old when the signal is in
phase at the two ears and
the masked threshold
when the signal has the
Interaural phase difference
shown on the abscissa.)
(From Refs. 2,3)
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2.3	 Detection
2.315 Binaural Reduction of Masking: Effect of Interaural
Phase Differences
Key Terms
Binaural unmasking; broadband noise; interaural phase dif-
ferences; interaural time differences; masking level differ-
ence; noise masking; signal detection
General Description	 level difference. The masking-level difference increases as
the interaural phase difference of the signal increases to
Broadband noise presented simultaneously with a tone will 	 180 deg. The effects are very similar for signal tones of
mask the tone (decrease its detectability). If the phase of the	 167 and 500 Hz.
signal in one ear is shifted relative to the phase in the other 	 Masking can also be reduced by shifting the phase of the
ear, while the noise remains in phase in both ears, masking 	 masking component of the noise (the noise component at
of the signal will be reduced. The difference in the detecta-	 the tone frequency) or delaying the noise to one ear, while
bility of a phase-shifted signal relative to the detectability of keeping the signal in phase in the two ears.
a signal that is not shifted in phase is known as the masking-
610K. A.. & Lincoln, J. E. Engineering Data Compendium: Human
Perception and Performance. MMAL, Wright-PattersonAFB, OH. 1989.
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Applications
Under noisy listening conditions, signal detection may be
enhanced by changing the interaural phase of the signal or
the noise (which causes signal and noise to appear to be
coming from different spatial locations).
Methods	 of 60 dB sound pressure level 	 Experimental Procedure	 phase difference and with inter-(SPL)
Test Conditions	 • Signal phase shifted from	 • Method of constant stimuli 	
aural phase difference of specified
• Signal was 500 or 167 Hz tone
	
0-180 deg 'neither left or right ear	 • Independent variables: frequency amount
If 150 msec duration; 10 signal in-	 relative to other ear; noise in	
of signal, interaural phase of signal 	 • Subject's task: press key upon
tensities 1.5 dB apart
	
ph	 • Dependent variable: masking	
hearing signal
•	
• Signals presented automatically 	 level difference, defined as differ- 	
• Each data point represents aver-
100-2000 Hz at a spectrum level	 at 3-sec intervals via PDR- 10 	
ence in signal intensity required for ageMask was noise band of 	 of several blocks of 200 trials
earphones	 50% detection with no interaural	
• 8 experienced subjects
• For both 500- and 167-Hz signals, the amount of masking
by broadband noise decreases as the interaural phase shift of
the signal increases. Masking decreases rapidly for small
phase shifts but then drops more slowly as interaural phase
difference approaches 180 deg (Fig. 1).
• When the interaural phase of the 500-Hz signal and the
interaural phase of the 500-Hz component of the noise are
varied, masking is greatest when the phase shift of the sig-
nal matches the phase shift of the noise component, and
least when the phase shift of the tone is approximately 180
deg greater or less than the phase shift of the 500-Hz noise
component (data not presented here).
• Measurements are for pure tone signals only; results are
likely to be different for the complex sounds more typical
of the natural environment.
• Many factors affect the delectability of a signal in the
presence of a masking sound and should be considered in
• Masking can also be reduced by delaying the noise to one
ear while keeping the tone in phase in the two ears. Such in-
teraural time delay of the masking noise produces much less
improvement in delectability for a 167-Hz tone than for a
500-Hz tone (data not presented here).
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Results are comparable to those obtained by Ref. 1 and a
number of other studies. Reference I also reports similar
data for other signal frequencies.
• The amount by which masking may be reduced by alter-
ing interaural phase depends upon the frequency of the sig-
nal, the noise bandwidth, and the age of the listener (CRefs.
2.314, 8.315).
Key References	 *2, Jeffress, L. A., Blodgett, 	 *3 Jeffress, L. A., Blodgett,
H. C., & Deatherage, B. H.	 H. C., & Deatherage, B. H.
1. Hirsch, 1. J. (1948). The influ- 	 (1952). Masking of tones by white 	 (1962). Masking and interaural
ence of interaural phase on inter- 	 noise as a function of the interaural	 phase. II. 167 cycles. Journal
aural summation and inhibition,
	 phases of both components. I. 500
	 of the Acoustical Society of
Journal of the Acoustical Society 	 cycles. Journal of the Acoustical 	 America, 34, 1124-1126.
ofAmerica. 20,536-544.	 Society ofAmerica, 24, 523-527.
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2.4	 Discrimination
2.401 Intensity Discrimination of Random Noise and
"Square-Wave" Noise
1
0 = Random noise
• = Square-wave noise
20	 40	 60	 80	 100
Sensation Level (decibels)
Figural. Just noticeable difference in Intensity for white
noise as a function of intensity level above threshold. The
"square-wave" noise is created by peak-clipping the ran-
dom noise. (From Ref. 2)
Key Terms
Intensity discrimination; peak clipping; random noise;
square-wave noise
General Description
The minimum detectable intensity change (Al) is —0.4 dB
for white (random) noise and peak-clipped (square-wave)
noise presented monaurally at >30 dB sensation level (SL)
via an earphone.
Application
Communication systems in which the detection of small
changes in signal intensity is important.
Methods	 • Intensity changes made relative 	 sented 45 sec apart; proportion 	 • Dependent variable: just notice-
to subject's predetermined abso-	 of increments reported for four 	 able difference in intensity, defined
Test Conditions	 lute threshold for the noise (i.e., 	 series used to determine each of 	 as the smallest intensity change
• White (random) noise with	 changes made relative to sensation 	 5-8 points on a psychometric func- 	 heard correctly on 50% of presen-
uniform spectrum between 	 level)	 tion for each intensity level and dif- rations (determined by linear inter-
	
• 16 intensities (Pig. I); noise pre- 	 ferential threshold was interpolated	 polation from psychometric150-7000 Hz
	
seated as a continuous sound with 	 functions)
• Peak amplitudes of random noise 25 identical intensity increments of 	 Experimental Procedure 	 • 2 subjects, with extensive
"squared off" at uniform level to 	 1.5-sec duration; increments pre- 	 • Independent variables: type of 	 practiceform a square-wave noise tested for
comparison	 noise, intensity
612	 soft, K. A., & Lincoln, J. E. Engineering Data Compendium: HumanPerceptionand Pertormance. AAMRL, Wright-PattersonAFB, OH, 1988.
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• For noise levels above 30 dB SL, the just noticeable dif-
ference in intensity is approximately constant at 0.41 dB;
differential sensitivity is poorer at lower intensity levels
(Fig. 1).
• Intensity-difference thresholds are the same for white
noise and square-wave noise. This result indicates that fluc-
tuations in the peak amplitude of white noise do not influ-
ence the size of the difference threshold.
Constraints
• Results may be different for free-field presentation.
Variability
No specific information on variability given. Data were
comparable for the two subjects.
Repeatability/Comparison with Other Studies
Intensity difference thresholds for noise are of the same
order of magnitude as intensity difference thresholds for
pure tones, at least at the higher intensity levels.
Key References
1. Henning, 0. B. (1967). Fre-
quency discrimination in noise.
Journal of the Acoustical Society
ofAmerica,41, 774-777.
ity to changes in the intensity of
white noise and its relation to
masking and loudness. Journal of
the Acoustical Society ofAmerica,
19, 609-619.
Acoustical Society ofAmerica, 20,
171-180.
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2.5	 Resolution
2.501 Sensitivity to Amplitude Modulation of Broadband Noise
Key Terms
Amplitude modulation; broadband noise; intensity
discrimination
General Description
The detection of amplitude modulation of a broadband
noise is a function of the frequency and waveform of the
modulation. Curves for sine-wave and square-wave ampli-
tude modulation are approximately parallel; modulation
threshold increases by — 3-4 dB per octave (sensitivity
declines) as modulation frequency increases from
'--'50-800 Hz. In contrast, detection thresholds for pulsed
amplitude modulation decrease with increasing modulation
frequency.
Applications
Communication systems in which the amplitude of an audi-
tory signal may vary. Sensitivity to amplitude modulation
provides a measure of the temporal resolution of the audi-
tory system.
Methods	 in 2-db steps from trial to trial
Experimental Procedure
Test Conditions	
• Staircase procedure, two-inter-
Monaural presentation of con- 	 val, forced-choice procedure
tinuous broadband noise with a 	
. Independent variables: frequency
spectrum level of 40 dill sound	 and type of amplitude modulation,
pressure level (SPL) at I kHz	 duration of modulation (and of ob-
• Amplitude of noise modulated 	 servation intervals)
by a sine wave, a square wave,	 • Dependent variable: modulation
or a rectangular 200-jisec pulse	 threshold, defined as modulation(Fig. I), added to a constant noise	 amplitude detected on 71% of
level	 trials; feedback provided
• Modulation frequencies from	 • Subject's task: judge which of
2-4000 Hz	 two intervals contained amplitude
• Each trial contained two	 modulation
500-msec observation intervals; 	 • 4 subjects, with extensive
noise was modulated during one 	 practice
of the intervals; noise modulated
Experimental Results
• For sine-wave and square-wave amplitude modulation of
broadband noise, modulation threshold is constant for mod-
ulation rates up to - 10 Hz, decreases by — 3 dB between
10 and 50 Hz, and then declines by 3-4 dB per octave as
modulation rate increases to '--'800 Hz. For modulation rates
>1000 Hz and up to at least 4000 Hz, modulation threshold
is roughly constant (Fig. I a).
• The curves for sine-wave and square-wave modulation
are roughly parallel (Fig. 1 a). Modulation thresholds are
—2 dB lower for square-wave than for sine-wave modula-
tions for modulation frequencies <1000 Hz, and --3 dB
lower at higher modulation frequencies.
• Dashed curves in Fig. 1 were generated by simulations
with an electric model consisting of a band-pass filter fol-
lowed by a half-wave rectifier, a low-pass filter, and an
RMS voltmeter. The model provides a close fit to the data.
• For pulse modulation, modulation threshold decreases as
modulation frequency increases (Fig. lb).
(b)
Modulation Frequency (hertz)
Figural. Detection thresholds for sine-wave, square-
wave, and pulse amplitude modulation of continuous
broadband noise as a function of modulation frequency.
The modulation thresholds are plotted in terms of 20 log m,
where mis the just-detectable modulation depth. Data
shown are averages for two subjects. (From Ref. 3)
• Modulation threshold for sine-wave modulation de-
creases with increasing duration of amplitude modulation
at low modulation frequencies and short durations. (Other
types of modulation not tested.)
Variability
Results were similar across subjects.
Repeatability/Comparison with Other Studies
The results of sine-wave modulation experiments
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(Refs. 1, 2) are consistent with a linear low-pass filter
model of auditory processing (i.e., amplitude fluctuations
in the auditory signal are smoothed by low-pass filtering
by the auditory system), but other methods yield varying
Constraints
• Results may differ for gated rather than continuous car-
riers, and for irregular amplitude modulations.
results. The more complex multiple-stage filtering model
mentioned here more accurately predicts the data for sine-
wave, square-wave, and pulsed modulation (Ref. 3).
Key References	 2, Terhardt, E. (1974). On the per-	 *3 Viemeister, N. F. (1979). Tern-
ception of periodic sound fluctua- 	 poral modulation transfer functions
I. Riesz, R. R. (1928). Differential	 tions (roughness). Acustica, 30,	 based upon modulation thresholds.
intensity sensitivity of the ear. 	 201-213.	 Journal of the Acoustical Society of
Physical Review, 31, 867-875.	 America, 66, 1364-1380.
Cross References
Handbook ofperception and
human performance, Ch. 14,
Sec. 4.3.!
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2.5	 Temporal Resolution
2.502 Detection of Gaps in Continuous Noise
Spectrum Sound Pressure Level
(decibels)
IDJ
20 40 60 80 100
Overall Sound Pressure Level
(decibels)
Figural. Gap detection thresholds as a function of level
and frequency. The Just-detectable duration of a brief pause
(a gap) in an otherwise continuous noise is plotted as a
function of overall sound pressure level of the noise for oc-
tave-band noise of different center frequencies. The spec-
trum level Is shown on the top axis. (From Ref. 2)
Key Terms
Broadband noise; gap detection; narrow-band noise
General Description 	 level up to 50-60 d13 sound pressure level (SPL), and is rel-
atively constant above that level. Gap detection threshold
The detection of a brief pause or gap in an otherwise contin- decreases as the center frequency of the noise band in-
uous noise depends upon the intensity level of the noise and creases from 0.25-14 kHz.
the center frequency of the noise band. The smallest detect-
able gap decreases rapidly with increasing noise intensity
Applications
Communication systems in which interruptions may occur
in the flow of auditory information. Gap detection thresh-
olds provide a measure of the temporal resolution of the au-
ditory system.
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Test Conditions
• Octave bands of noise with cen-
ter frequencies of 0.25-14 kHz,
plus broadband, low-pass filtered
noise
• Overall SPL of noise varied from
10-90 dB
• Presence of complementary con-
tinuous band-stop masks (equal to
signal in spectrum level) controlled
cues from rapid-onset effects (spec-
tral splatter)
• Gaps produced by turning other-
wise continuous noise on-off with
rise-fall times oft msec
• Irtals 01 two )W-msec observa-
tion intervals delimited by light and
separated by 500 msec; gap present
during one of the two intervals
Experimental Procedure
• 1\vo-interval, two-alternative,
forced-choice procedure; feedback
provided
of noise, center frequency of noise
band
• Dependent variable: minimum
gap detected
• Subject's task: judge which of
two intervals contained gap
• 3 subjects
Results
• For noise bands of all center frequencies, minimum de-
tectable gap decreases as noise intensity increases up to an
overall noise level of 50-60 dB SPL.
• The duration of the smallest detectable gap decreases by a
factor of 10 as the center frequency of the noise band in-
creases from 0.25-14 kHz.
Variability
Vertical bars in the figure show ± 1 standard deviation.
Repeatability/Comparison with Other Studies
Other studies have found that minimum detectable gap in a
continuous noise decreases linearly with a slope of — 2 msec
per octave (Refs. 1, 3). The patterns of results support the
theory that a peripheral auditory filter primarily determines
short-term temporal resolution (as in gap detection).
Key References	 *2. Florentine, M., & Buus, S.	 3. Shailer, M. J., & Moore,(1983). Temporal acuity as a func-	 B. C. J. (1983). Gap detection
I. Fitzgibbons, P. J. (1983). Tem- 	 tion of level and frequency. Pro-	 as a function of frequency, band-
pont gap detection in a noise as a 	 ceedings of the 11th International	 width, and level. Journal of the
function of frequency, bandwidth, 	 Congress on Acoustics,	 Acoustical Society of America.
and level. Journal of the Acoustical (Vol. 3, pp. 103-106). Paris:	 74, 467-473.
Society ofAmerica. 74, 67-72.	 Groupement des Acoustiens de
Langue Française.
Cross References
2.503 Discrimination of event
duration;
6.408 Auditory perception of se-
quence: effect of interstimulus
onset interval;
Handbook ofperception and
human performance. Ch. 14,
Sect. 4.3
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2.5	 Temporal Resolution
2.503 Discrimination of Event Duration
Signal Conditions
Bandwidth	 Amplitude
•=3500 Hz	 85 dB(SPL)
03500 Hz
	
65 dB
x=l000 Hz	 85 dB
a200 Hz
	 85 dB
V =Sine (1000 Hz) 85 dB
.1	 .2	 .5 10 2	 5	 1	 20	 50 100 200 500 1000 2000
Standard Stimulus Duration, T (milliseconds)
Figure 1. Mean detectable
difference (AT) In the dura-
tion of noise bursts and
gated sinusoids as a func-
tion of stimulus duration
(Study 1). Data are shown
for stimuli of various ampli-
tudes, bandwidths, and
waveform. (From Ref. 1)
t
C0
a
E	 2
0I-
'c1
.5
Noise Parameters
Duration	 Am litude
msec	 4BPL)
•10	 85
T
	 0=300	 70
Is 100	 £10	 70 /0
50S
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5
Figure 2. Mean detectable
difference (AT) In the dura-
tion of silent intervals
(gaps) as a function of gap
duration (Study 2). Data are
shown for these different
types of gap markers differ-
ing in duration and ampli-
tude. (From Ref. 2)
.2	 .5	 1	 2	 5 10 20	 50 100 200 500 1000 2000
Standard Silent Interval, t (milliseconds)
Key Terms
Duration difference threshold; duration perception; event
duration; gap detection; temporal discrimination
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General Description
When listeners must detect small differences in the duration
of noise bursts or gated sinusoids, the size of the smallest
detectable difference increases as stimulus duration in-
creases. This increase is independent of stimulus amplitude
or noise bandwidth (within a small range of amplitudes).
When listeners must detect small differences in the duration
Applications
Communication systems in which the duration of brief sig-
nals must be discriminated or in which interruptions may
occur in the flow of auditory information. Discrimination of
differences in duration provides a measure of the temporal
resolution of the auditory system.
Auditory Acquisition of Information
	 2.0
of silent intervals (gaps) marked (delimited) by noise bursts,
the size of the smallest detectable difference in gap length
increases as gap duration increases, when gap duration is
>2.5 msec. For gap durations <160 msec, characteristics
of the noise marker influence the results; brief, higher-in-
tensity noise markers yield better gap discrimination than do
longer, lower amplitude noise markers.
Methods	 320-msec duration; (3) low-pass 	 standard gap; shortest comparison 	 (Study 1); gap duration, duration
filtered (1 kHz) noise bursts at	 gap I msec shorter than standard
	 and amplitude of noise burst serv-
Test Conditions	 85 dB for standard deviations of 	 • Gaussian noise bursts of
	 ing as gap marker (Study 2)
0. 16, 0.63, 2.5, 10, 40, 160, 	 0-20 kHz marked gap boundaries;
	 • Dependent variables: just notice-• Binaural presentation via ear-
	
or 640 msec; (4) band-pass filtered
	 noise marker duration 10 or
	 able difference in stimuli duration,phones in a sound-treated room 	 (0.9-1.1 kHz) noise bursts at 85 dB
	 300 msec	 defined as increase in duration dis-Study 1 (Ref. 1)	 for standard durations of 0. 16,
	 • 1&pes of noise marker: 	 criminable on 75 percent of trials
• Test trial intervals signaled by a 	 0. 63, 2.5, 10, 40, 160, or	 (I) 10-msec noise bunt at	 (Study 1);just noticeable differ-
warning light
	
640 msec; (5) unfiltered randomly	 85 dB SEt; (2) 300-msec noise
	 ence in gap duration, defined as
• Standard (fixed) and comparison
	
phased, gated sinusoid (1000 Hz)
	 bursts at 70 dB (equal in energy to
	 increase in gap duration discrimi-
(variable) stimuli presented in in-
	
at 85 dB for standard durations of
	 first condition); (3) 10-msec noise
	 nable on 75 percent of trials
tervals 500 msec apart
	
0.63,5,40, or 320 msec	 burst at 70 dB (IS dB lower in
	 (Study 2)
• Stimulus duration from
	 Study 2 (Ref. 2)	 energy)	 • Subject's task: indicate interval
containing longer sound (Study 1)0.16-960 msec in 14 random steps
	
• Standard and comparison silent
	 Experimental Procedure
	 or longer gap (Study 2)• Stimulus types: (1) low-pass-
filtered (4 kHz) noise bursts at
	
gaps presented in intervals
	
• Method of constant stimuli, two- • 2 subjects, college undergradu-
85 dB sound pressure level (SPL)
	
500 msec apart 	 interval forced-choice procedure;
for 14 standard durations from
	
ates with extensive practice
• Standard gap durations from
	 feedback provided	 (Study I); 3 undergraduates, 2
0.16-1000 msec; (2) same noise 0-640 msec in II equal log steps 	 • Independent variables: stimulus	 with extensive practice (Study 2)
spectrum at 65 dB for 5-, 40-, or
	
• Seven comparison gaps for each
	 duration, bandwidth, amplitude
Experimental Results
	 the characteristics of the gap marker when gap duration is
leFfln,onn /P.. fl .i,,. .4 h 
• The smallest detectable differences in the duration of a
burst of sound increases as the duration of the sound in-
creases. Changes in duration discrimination thresholds with
stimulus duration can be well described by a line with a
slope of 0,5 for durations <50 msec and by a line with a
slope of 1.0 for durations >50 msec (Fig. I).
• The discrimination of the duration of noise bursts is inde-
pendent of signal bandwidth, amplitude, and waveform for
the values of these parameters tested (Fig. 1).
• The smallest detectable difference in gap duration is
roughly constant at —2 msec for gap durations <5 msec.
For durations >5 msec, discrimination threshold increases
with gap duration (Fig. 2).
• Discrimination threshold for gap duration is affected by
• Stimulus conditions were always blocked and presented
in the same order in both studies; the duration difference for
gaps always decreased within each block of seven trials (per
- 1 .flJ **IO'.A. \1 15 \. OUUL L I115IL-IIItC1i1Ly no se iIiWi¼OlS
(10 msec, 85 dB) result in better gap discrimination than do
longer markers with equal energy (300 msec, 70 dB) and
same length signals with lower amplitude (10 msec, 70 dB).
Variability
Standard error of mean discrimination threshold is <10%
for discrimination of duration (Fig. 1). Vertical bars in
Fig. 2 indicate ± 1 standard error of the mean.
Repeatability/Comparison with Other Studies
Duration discrimination thresholds for noise bursts and si-
lent intervals are similar to those obtained for the discrimi-
nation of the duration of equal-loudness noise bursts and
gated sinusoids (Ref. 3).
standard gap) (Study 2). Discrimination thresholds might be
slightly higher when conditions are completely randomized.
Results may differ when gap is surrounded by more than
single markers at onset and offset.
•	 Key References	 2. Abel, S. M. (1972). Dun- 	 3. Small, A. M., & Campbell,
tion discrimination of noise and
	 R. A. (1962). Temporal differen-
*1. Abel, S. M. (1972). Discrimi-	 tone bursts. Journal of the Acous- 	 tial sensitivity for auditory stimuli.
nation of temporal gaps. Journal of tical Society ofAmerica, 51,
	 American Journal of Psychology,
the Acoustical Society ofAmerica,
	 1219-1223.	 75,401-410.
52, 519-524.
Cross References
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2.5	 Temporal Resolution
2.504 Perceived Event Duration: Effect of Complexity
and Familiarity
El = First as standard
I-, Second as standard
Figural. Judged duration of complex (random) audio tape
of identifiable sounds relative to duration of simple (non-
random) tape, as a function of which tape was presented
first and which tape was designated as time standard
(Study 1). (Values >1.00 Indicate that complex tape ap-
peared longer.) (Based on data from Ref. 4)
Figure 2. Judged duration of pursuit rotor task relative to
duration of complex audio tape for three practice condi-
tions (Study 2). (Values >1.00 Indicate that the pursuit rotor
task appeared longer than the audio tape.) Subjects had
previous practice on the pursuit rotor task (relevant prac-
tice), practice on a different task (irrelevant practice), or no
practice. (Based on data from Ref. 4)
Duration perception; event duration; temporal discrimi-
nation
General Description
The complexity and familiarity of stimulus events influence
the perceived duration of an event or interval. In general, an
interval containing complex or unfamiliar events appears
longer than an interval containing simpler or more familiar
events.
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Test Conditions
Study 1
• 5-min audio tapes consisting of
10 identifiable sounds (e.g., type-
writer keystroke, zipper, tearing
paper)
• Each sound repeated 20 times
successively (simple tape) or 20
times in random order (complex
tape)
Study 2
• Audio tape as in Study 1,con-
sented in random order
Subjects (a) practiced a relevant
(pursuit rotor) or irrelevant task for
7 min or did not practice a task;
then (b) listened to the audio tape
for 2 mm; then (c) performed the
pursuit rotor task for 2 mm
Experimental Procedure
Study 1
• Magnitude estimation
• Independent variables: complex-
ity of tape; tape presented first
(simple or complex), tape desig-
nated as standard (simple or
complex)
• Dependent variable: perceived
relative duration of comparison
tape, measured as ratio of subject-
produced line to 50-mm line repre-
senting length of standard tape
• Subject's task: draw a line repre-
senting duration of tape designated
as comparison relative to duration
of tape designated as standard
• 24 subjects
Study 2
• Magnitude estimation
condition (relevant, irrelevant,
none)
• Dependent variable: perceived
relative duration of last pursuit
rotor task interval, measured as
ratio of line drawn by subject to
represent duration of pursuit rotor
task compared to standard line of
50min which represented duration
of audio tape presentation
• Subject's task: draw line to rep-
resent duration of pursuit rotor
test compared to duration of tape
presentation
• 30 subjects
Experimental Results	 • Which tape is designated as the time standard has no
effect.
• A complex audio tape (in which repetitions of identifiable • When the perceived duration of a pursuit rotor task is
sounds are presented in random order) is perceived to be
	 compared to the duration of a complex audio tape of the
1.33 times longer, on average, than a simple tape (repeti-
	 same objective length, subjects with previous practice on
tions of the same sounds are grouped together) of the same 	 the pursuit rotor task judge the rotor task interval to be sig-
objective duration (p <M2).	 nificantly shorter than do subjects who have no practice or
• The complex tape is perceived as lasting longer when the 	 practice on a different task (p<.05).
simple tape is played before the complex one (ratio of 1.45)
than when the simple tape is played after the complex one 	 Variability
(ratio of 1.20), a significant order effect (p <.05).	 Significance of the variables was assessed using t-tests -
Constraints
• Familiarity and complexity are not always well defined.
• Subjects were unaware that they would have to judge the
duration of the sound tapes or tasks. Duration judgments
likely to be different when subjects attend to duration in
making such judgments.
Key References	 2. Frankenhaeuser, M. (1959). Es-	 3. Matsuda, F. (1966). Develop- 	 *4 Ornstein, R. E. (1969). On the
timation of time, an experimental 	 ment of time estimation: Effects of 	 experience of time. New York: Pen-
1. Coren, S., Porac, C., & Ward,	 study. Stockholm: Almquist &	 frequency of sounds given during
	 guin Books.
L. (1979). Sensation and percep- 	 Wiksell.	 standard time. Japanese Journal of
tion. New York: Academic Press.	 Psychology, 36, 285-294.
Cross References
2.503 Discrimination of event
duration;
6.408 Auditory perception of se-
quence: effect of interstimulus
onset interval
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Loudness
2.601 Factors Influencing Loudness
Key Terms
Auditory masking; bandwidth; binaural presentation; fre-
quency; interaural phase differences; loudness adaptation;
monaural presentation; sound intensity; tone intermittency
General Description	 ceived intensity of a sound). Although loudness generally
increases with sound intensity, the two are not perfectly cor-
Although the terms "loudness" and "intensity" are often 	 related. The table lists some factors that affect loudness,
treated as synonymous, the two terms refer to different 	 briefly describes the nature of the effects, and cites entriesproperties of sound. Intensity is a physical property of 	 where more information can be found.
sound (the rate of energy transfer), while loudness is a sub-
jective property (the magnitude of a sensation, i.e., the per-
Constraints
• Interactions may occur among various factors affecting
loudness.
• There are individual differences injudged loudness.
Factor	 Effect of Loudness
Sound pressure level (SPL)	 Loudness of a pure tone increases with SPL, following a simplepower function.
For white noise below —60 dB, loudness increases more rapidly
than for a pure tone; for white noise above —60 dB, loudness in-
creases more slowly
Reference
CHef. 2.602
Frequency	 As low-frequency (less than —1000 Hz) tones increase in SPL, loud- 	 CHef. 2.603
ness increases more quickly than for high-frequency tones.
The SPL necessary to achieve a given loudness level is lowest for
tones in the range of 1000-3000 Hz.
Bandwidth Loudness of an intense complex sound is constant as bandwidth in- 	 CHef. 2.604
creases to a critical value; beyond the critical value, loudness in-
creases with bandwidth; at low intensity, loudness is independent ofbandwidth.
The growth of loudness with increasing intensity is most rapid for 	 CRef. 2.605
uniform noise with largest dispersion of component frequencies, less
rapid for uniform-spectrum noise with moderate frequency disper-
sion, and least rapid for pure tones.
Duration	 Up to —70-100 msec, loudness increases with duration such that for 	 CRef. 2.607
constant loudness, intensity x duration is roughly constant.
Presence of masking stimulus	 As the level of a masking sound increases, loudness of the signal 	 CRef. 2.611increases more rapidly with SPL.
When the level of a masking sound is <80 dB, a signal sounds as
loud in noise as in quiet when it is 20-30 dB above its masked
threshold.
With a more intense masking noise, loudness does not reach the full
unmasked value for that signal.
Tones with frequencies higher than a masking tone increase more
rapidly in loudness with S  than tones equally distant below the
masking tone.
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Interaural phase affects loudness judgments when a subject must CRef. 2.609
separate signal from background noise at signal-to-noise ratios near
masked threshold.
Loudness generally does not decrease with prolonged exposure.
Adaptation will occur if atone is a steady sound within -30 dB of
threshold, or if a steady tone is intermittently increased in intensity or
is accompanied by an intermittent sound of higher intensity.
A sound presented to both ears is louder than the same sound pre-
sented to one ear.
CRef. 2.612
CRef. 2.608
moaerace-oanG noise;
2.607 Effect of duration on the
loudness of narrow-band noise;
2.608 Monaural versus binaural
loudness;
2.610 Loudness of intermittent
stimuli;
2.611 Loudness reduction under
masking by broadband noise and
narrow-band noise;
2.612 Loudness adaptation
Auditory Acquisition of Information	 2.0
Reference
CRef. 2.610
Factor
Tone intermittency
Interaural phase
Adaptation
Monaural versus binaural
presentation
Effect of Loudness
The combined loudness of two tones bursts is greater than
either burst alone if they are separated by an interval of
<25-200 msec. With separations below -500 msec, loudness of
the second tone burst is elevated by preceding it with a more
intense tone burst.
For pulse rates of two pulses per sec or more, a pulse train is louder
than a continuous sound of equal overall energy, but softer than a
continuous sound of equal intensity.
Key References
*1. Scharf, B., & Houtsma, A.
(1986). Audition II: Loudness,
pitch, localization, aural distortion,
pathology. In K. R. Boff, L. Kauf-
man,&J. P. Thomas (Eds.),
Handbook ofperception and
human performance: Vol.!. Sen-
sory processes and perception New
York: Wiley.
2. Stevens, S. S. (1951). Hand-
book of experi mental psychology.
New York: Wiley.
3. Stevens, S. S. (1975). Psycho-
physics. New York: Wiley.
Cross References	 2.605 Effect of bandwidth on 	 2.609 Effect of interaural phase on
the loudness of broadband and	 the loudness of masked tones;
2.602 Effect of sound pressure
level on loudness;
2.603 Effect of frequency on the
loudness of pure tones;
2.604 Effect of bandwidth on the
loudness of two-tone complexes;
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Loudness
2.602 Effect of Sound Pressure Level on Loudness
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Figural. Loudness function for a 1,000-Hz tone. Loudness
In sones is plotted as a function of the sound pressure level
In decibels. The straight portion of the solid line is from the
International standard for a 1,000-Hz tone (Ref. 2) and has a
slope of 0.6. The curved portion was taken from Ref. 4 and
Is based on a number of studies near threshold. The data
points are from Study I (Ref. 1) and are means for 70 sub-
jects. Curves fitted to individual data by the method of least
squares yielded the 70 slopes plotted in the inset. The
mean of these individual slopes is 0.6, and the slope of the
best fitting curve through the geometric means is 0.55.
(From Handbook of perception and human performance)
Key Terms
Sensation magnitude; sound intensity; white noise
Figure 2. Loudness function for white noise (Study 2).
Function for a 1000-Hz tone (taken from Fig. 1) is shown for
comparison. Curve for white noise fitted to the geometric
means of magnitude estimation and magnitude production
data. (From Ref. 5)
General Description 	 is expressed as a straight line. Loudness functions for white
noise are concave downward on log-log coordinates; up to
The loudness of a pure tone increases as sound pressure	
-'60 dB, loudness for white noise grows more rapidly than
level (SPL) increases. This relationship follows a simple 	 for a pure tone and above — 60 dB loudness for white noise
power law; plotted on log-log coordinates, the relationship 	 grows more slowly.
Methods	 Study 2 (Ref. 5)	 measured where the center of the	 tion and magnitude production (ad-
* White noise presented binaur- 	 subject's head would be if subject 	 just loudness to match number
Test Conditions	 ally via earphones	 were present)	 from 1-160 given by experimenter)
Study 1 (Ref. 1)	 • SPL vaned from 40-110dB	 • Dependent variable: judged	
• Independent variable: SPL in dB
loudness in sones 	 • Dependent variable: judged
• 1000-Hz tone presented via 	 Experimental Procedure 	 • Subject's task: estimate loudness loudness in sones, taken as geomet-
loudspeaker located-3m from	 of tone	 nc mean of estimation and produc-
subject in anecholc chamber	 Study 1	 • 70 naive subjects	 tion data at each SPL
• Subjects am in groups of 4-I1	 • Method of magnitude estimation
• independent variable: SPL in dB	 Study 2	
• 15 subjects
• Methods of magnitude estima-
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Experimental Results	 • Loudness of white noise grows more rapidly than loud-
ness of a 1000-Hz tone near threshold, but grows more
Above -30 dB SIt, the increase in loudness of a	 slowly above 60 dB (Fig. 2).
I000-I1z tone can be expressed as a power function,
L = 0.01 (P - P0) 6 , where L = loudness in sones,
P = sound pressure in micropascals (1tPa), and Po = the
effective threshold at which loudness first increases with
sound pressure (-'45 pPa). (The subtractive constant is
included to reflect the curvature of the loudness function
at low levels.) The exponent, 0.6, indicates that loudness
doubles whenever sound pressure level increases by 10 dB.
• Below'--30 dB SPL, the function for the 1000-Hz tone is
slightly concave downward (Fig. 1).
Constraints
• Many factors influence judged loudness and must be con-
sidered in applying these results under different conditions
(CRef. 2.601).
• There are individual differences in judged loudness.
Variability
Bars in Fig. 1 show one standard deviation for data of Study
1. In Study 2, interquartile ranges were '-'50% of the geo-
metric mean at a given SPL for the magnitude estimation
data and 10 dB for the production data.
Repeatability/Comparison with Other Studies
Similar data have been reported in other studies.
Key References	 (Vol. 3, pp. 87-90). Paris: Groupe-	 3. Marko, L. B. (1979). A theory	 Vol. IV: Hearing (pp. 187-242).
ment des Acoustiens de Langue 	 of loudness and loudness judg- 	 New York: Academic Press.
1. Canévet, 0., Hellman, R. P.,	 Francaise.	 inents. Psychological Review, 86.	 *5 Scharf, B., & Fishken, D.Marchioni, A., & Scharf, B. 2. International Organization for	 256-285.	 (1970). Binaural summation of(1983). Estimations de sonie en 	 Standardization. (1966). Method	 4. Scharf, B. (1978). Loudness. In	 loudness: Reconsidered. Journalchamp libre or semi-réverbërant, 	 for calculating loudness level 	 E. C. Carterette, & M. P. Friedman of Experimental Psychology, 86,Proceedings of the International
Congress on Acoustics, 11th	 (ISO-R 532). New York: ISO.	 (Eds.), Handbook ofperception.	 374-379.
Cross References
2.601 Factors influencing loudness;
Handbook ofperception and
human performance, Ch. IS,
Sect. 1.2
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2.603 Effect of Frequency on the Loudness of Pure Tones
Figural. Equal-loudness contours for pure tones presented through a pair of earphones (Study 1). The vertical axis
shows the sound pressure level (SPL) at which a tone of the frequency given on the horizontal axis sounded equal in loud-
ness to a 1000-Hz reference tone of the loudness level shown on each curve. Curves were drawn through the median
points of the data and then smoothed. A given contour gives the combinations of frequency and sound pressure level that
yield the loudness level indicated on that contour. The bottom curve differs from the others and shows threshold for tones
of each frequency. (From Ref. 5, data from Ref. 1)
Key Terms
Frequency; sound intensity
General Description
The loudness level of a pure tone is influenced by the fre-
quency of the tone as well as its physical intensity. As low-
frequency tones (those below - 1000 Hz) become more
intense, their loudness grows faster than that of tones of
higher frequencies. At a given sound pressure level, loud-
ness is greatest for tones in the middle frequency range.
Applications
Construction of a loudness function (change in loudness
with a change in sound pressure level) for a tone of given
frequency.
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Methods	 Experimental Procedure	 • Dependent variable: sound pres-
sure level (SPL) of the test tone that
Test Conditions	 Study 1	 sounded equal in loudness to
• Threshold measurements at each	 1000-Hz reference toneStudy 1 (Ref. 1)	 frequency obtained with method of	 • Subject's task: judge whether the
• Pure tones between 200-1000 Hz limits; method of constant stimuli 	 reference tone was louder or softer
presented binaurally through	 used for other measurements 	 than the test tone
earphones	 • 1-sec test tone of given fire-
	 • 11 experienced subjects
• 100-msec rise-fall times	 quency followed 0.5 sec later by 	 Study 21-sec 1000-Hz reference tone; twoStudy 2 (Ref. 3)	 presentations of each tone pair 	 • Methods, variables, and task
• Pure tones presented binaurally	 • Independent variables: frequency
	
similar to those for Study I
in free field	 of test tone, loudness level of 	 • 30 subjects, ages 18-25
1000-Hz reference tone
Figure 2. Equal-loudness
contours for pure tones
presented in a free field
(Study 2). The meaning of
the vertical and horizontal
axes and loudness level pa-
rameter are the same as for
Fig. t Bottom dashed con-
tour represents threshold.
The contours In this figure
serve as the International
standard. (From Ref. 3)
Experimental Results	 of SPL in Fig. 3 for selected frequencies. At lower SPL, the
loudness functions are nrogressivelv steener as frexniencv
• At low frequencies (<1000 Hz), equal-loudness contours
show a rapid increase in sound pressure level (SPL) as fre-
quency decreases with both free-field and earphone presen-
tation. The distance between the contours also decreases;
this indicates that, as low-frequency tones increase in inten-
sity, their loudness grows faster than that of mid- and high-
frequency tones.
• Above 1000 Hz, the free-field equal-loudness contours
show a minimum at 3000-4000 Hz and a peak at
8000-9000 Hz. The irregular shape of the contours at the
higher frequencies is caused by diffraction around the head.
• At frequencies greater than —4000 Hz, equal-loudness
contours for both earphone and free-field presentation show
a general increase in SPL as frequency increases and a simi-
lar, constant distance between curves.
• Using the data in Fig. 1, loudness is plotted as a function
decreases below 1000 Hz (i.e., loudness of low frequency
tones increases more rapidly); however, the curves are su-
perimposed at high SPL.
Variability
In Study I, the standard error of the mean was 1-2 dB; the
variability was slightly smaller when the test frequency was
near 1000 Hz than when it was more distant. In Study 2,
variability also depended on the difference between the test
tone and 1000-Hz reference tone as well as on loudness
level, and ranged from 5-10 phons.
Repeatability/Comparison with Other Studies
Similar equal loudness contours have been reported with
various procedures.
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LOUDNESS FUNCTIONS
100' AT VARIOUS FREQUENCIES
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FIgure 3. Loudness of pure tones at frequencies from
100-8000 Hz as a function of the sound pressure level of the
tones. Loudness function for 1 000-Hz tone is from Fig. 1,
Entry 2.602; functions for the other frequencies are derived
from Fig. t (From Ref. 4)
Constraints
O Many factors influence judged loudness and must be con-
sidered in applying these results under different Conditions
(CRef. 2.601).
• There are individual differences in judged loudness.
• Loudness functions may differ somewhat if narrow-band
noise rather than a pure 1000-Hz tone is used as a reference.
* 1. Fletcher, H. F., & Munson,
W. A. (1933). Loudness, its defini-
tion, measurement and calculation.
Journal of the Acoustical Society of
America, 5, 82-108.
2. International organization for
Standardization (ISO). (1962).
Normal equal-loudness contours
Cross References
2.103 Measurement of sound
amplitude;
2.601 Factors influencing loudness;
2.602 Effect of sound pressure
level on loudness
for pure tones and normal thresh-
old of hearing underfree field lis-
tening (ISO R-226). Switzerland:
ISO.
*3 ,
 Robinson, D. W., &Dadson,
R. S. (1956). A redetermination of
the equal-loudness relations for
pure tones. British Journal of
Applied Physics, 7, 166-181.
4. ZiCnan, ii. (1915). L,ouoness. In
E. C. Carterette & M. P. Friedman
(Eds.), Handbook ofperception
Vol. 4: Hearing (pp. 187-242).
New York: Academic Press, Inc.
5. Scharf, B., &Houtsma,
A.!. M. (1986). Audition II:
Loudness, pitch, localization, aural
distortion, pathology, In K. R. Bolt,
L. Kautnian, & J. F. Thomas
(Eds.), Handbook ofpercep-
tion and human performance:
Vol. 1. Sensory processes and
perception. New York: Wiley.
6. Stevens, 5.3. (1975). Psycho-
physics. New York: Wiley.
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2.604 Effect of Bandwidth on the Loudness of Two-Tone Complexes
LOUDNESS SUMMATION
E
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Figural. Loudness of a two-tone test complex with center frequency of 2000 Hz, as a function of frequency separation
(AF) of the components. The vertical axis shows the difference in intensity between a comparison two-tone complex with
a component frequency separation of 220 Hz (indicated by the X) and the test (experimental) complex with the frequency
separation shown on the horizontal axis, at which the two complexes appeared equally loud. The symbols indicate which
sound was adjusted to make the loudness match, the comparison complex (C) or the test complex (9. The dotted line la-
beled CB Indicates the critical band: for frequency separations below this value, two-tone complexes sound equally loud
regardless of the frequencies of the components; for frequency separations above this value, the loudness of the complex
grows as the frequency separation of the components Increases. Data are shown for 6 subjects; medians across subjects
are presented in the bottom right panel. Data for a 2000 Hz pure tone are shown for comparison. (From Ref. 2)
Key Terms
Auditory critical band; bandwidth; complex sound; loud-
ness summation; sound intensity
General Description 	 cal bandwidth is — 300 Hz. Below this value, the loudness
of the complex is invariant at any given intensity, regardless
The loudness of a complex sound remains constant as the 	 of the frequency separation of the components. For fre-
frequency separation of its components increases from 0 Hz quency separations >300 Hz, the loudness of the complex
to a critical bandwidth. Beyond this critical bandwidth, 	 increases as the frequency separation between the compo-
loudness increases with frequency separation. For a two- 	 nents increases.
tone complex with a center frequency of 2000 Hz, the criti-
Boll, K. ft, & Lincoln, J. E. Enqineerino Data Compendium: Human
"U"	 Perception andPeriormance. AAMRL, Wright-PattersonAFB, OH, 1988.
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Methods
Test Conditions
• 53-dB test multitone complex
composed of two sinusoidal tones
varying in frequency separation but
having a geometric mean frequency
of 2000 Hz, and a second compari-
son multitone complex having fre
quency separation fixed at 220 Hz
• Subject seated in anechoic
chamber
Experimental Procedure
• Method of adjustment under sub-
ject's control
• Independent variable: frequency
separation of the tones comprising
test multitone complex
• Dependent variable: loudness
summation, defined as the differ-
ence in intensity (in dB) of the
comparison and test multitones
when perceived as equally loud
• Subjects task: adjust either com-
parison multitone to match the test
multitone in loudness (one-half of
trials) or vice versa
• 4 loudness judgments per fre-
quency separation
• 6 subjects
Experimental
• When the separation between components of a two-tone
complex is 300 Hz or less, the loudness of the complex re-
mains invariant, regardless of frequency separation (the dif-
ference in loudness between a comparison multitone with
frequency separation of 220 Hz and the test multitone is
—0 dB).
• At frequency separations above the critical bandwidth of
300 Hz, loudness of a two-tone complex increases as fre-
quency separation of the tones increases (the comparison
multitone must be more intense than the test multitone as
the frequency separation of the latter increases for the com-
parison to sound as loud as the test multitone).
Variability
Small between-subject variation was seen in the critical
bandwidth and in amount of loudness increase with fre-
quency separation beyond the critical bandwidth. Bars in
figure indicate interquartile ranges for medians across
subjects.
Repeatability/Comparison with Other Studies
The finding of a critical bandwidth within which loudness of
a sound remains constant regardless of the frequencies of its
components is the general rule of loudness summation and
applies to both line spectra (regardless of the number of
components) and continuous spectra.
Constraints	 • The effect of bandwidth on loudness may vary with in-
The width of the critical band varies with center fre- 	 tensity level (CRef. 2.606).S Many factors influence judged loudness and must be con-quency, ranging from —100 Hz, below a center frequency	 sidered in applying these results under different conditions
of 600 Hz, to 4000 Hz at a center frequency of 15,000 Hz. 	 (cRef. 2.601).
• The results may not be valid for narrow-band noise at	
• There are individual differences in judged loudness.
high frequencies and moderate sound levels, where ampli-
tude fluctuations appear to enhance the loudness of subcriti-
cal bands of noise (Ref. 4).
Key References	 *2 Scharf, B. (1970). Critical 	 pitch, localization, aural distortion, 4. Zwicker, E. (1977). Procedure
bands. In J. V. Tobias (Ed.), Foun-	 pathology. In K. R. BolL L. Kauf- 	 for calculating loudness of tempo-
I. Marks, L. E. (1979). Sensory 	 dations of modern auditory theory	 man, & S. P. Thomas (Eds.), 	 rally variable sounds. Journal of
and cognitive factors in judgments 	 (Vol. 1). New York: Academic 	 Handbook ofperception and	 the Acoustical Society ofAmerica,
of loudness. Journal of Experimen- Press,	 human performance: Vol.!. Sen-	 62, 675-682.
tal Psychology: Human Perception 3 Scharf B., & Houtsma, A. 	 sory processes and perception.
and Performance, 5,426-443. 	 (1986). Audition II: Loudness,	 New York: Wiley.
Cross References	 2.605 Effect of bandwidth on the 	 2.606 Effect of bandwidth and in-
loudness of broad-band and moder- 	 tensity level on the loudness of
2.102 Physical parameters and	 ate-band noise;	 continuous noise
spectral analysis of sound;
2.601 Factors influencing loudness;
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2.605 Effect of Bandwidth on the Loudness of Broadband
and Moderate-Band Noise
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Figural. Loudness of three types of sound as a function
of Intensity. (From Ref. 2)
Key Terms
Auditory masking; bandwidth; noise spectrum; sound inten-
sity; white noise
General Description	 masking noise, with wide separation of component frequen-
cies, and least rapidly for pure tones. Growth of loudness
The growth of loudness of complex sounds with increasing 	 is intermediate for a uniform-spectrum noise containing
intensity depends on the bandwidth of the stimulus. Loud- 	 moderate frequency dispersion.
ness increases most rapidly when the stimulus is a uniform
Test Conditions
Study 1 (Ref. 1)
Amplified wide-band white
noise passed through appropriate
networks so that its masking
effect was nearly constant between
200 and 10,000 Hz
Noise intensity variations
produced by altering amplifier
circuit attenuation; noise
intensity was 34, 49, 64,79 or
89dBre to- 16W1cm2
• Noise presented binaurally via
earphones
• Pure tones of various frequencies
presented simultaneously with
1000-Hz tone
Study 2 (Ref. 3)
• Test stimulus was either 1000-Hz
tone or white noise with uniform
spectrum
• Reference stimulus and test stim-
ulus presented alternately for 2 sec
each between 60 and 5700Hz; ref-
erence stimulus varied, depending
on procedure used
• Stimuli presented via earphones
• Subjects tested in soundproof
room
Experimental Procedures
Study I
• Method of constant stimuli
• independent variable: intensity
of noise stimulus
• Dependent variable: loudness
level of noise stimulus, measured
as amount by which threshold for
1000-Hz tone raised in presence of
noise of a given intensity
• Subject's task: indicate whether
tone detected in presence of mask-
ing noise
• 28 subjects
Study 2
• Method of adjustment under sub-
ject's control
• Independent variable: intensity
of test stimulus
• Dependent variable: loudness of
test stimulus
• Subject's task: three sound-com-
ject adjusted intensity of test
stimulus to sound half or twice as
loud as reference stimulus of given
intensity; both stimuli presented
monaurally; (b) following adjust-
ment to compensate for differences
in sensitivity of the two ears, sub-
ject adjusted intensity of a test
stimulus presented binaurally to
match the loudness of the same
stimulus presented monaurally;
(c) subject adjusted intensity of
monaural 1000-Hz tone to sound
equally loud as a monaural noise
stimulus (yielding scale of loudness
for noise by comparison with stan-
dard loudness scale for 1000-Hz
tone)
• 7 subjects
LWA
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Experimental Results
• As physical intensity increases, loudness increases most
rapidly for uniform masking noise, less rapidly for uniform-
spectrum noise, and least rapidly for a 1000-Hz tone.
Variability
In Study 1, the standard deviation of each observation was
—9 dB. There was fair agreement in the results obtained by
the various methods in Study 2.
with Other Studies
Several studies have shown that perceived loudness of com-
plex tones depends on the frequency dispersion of compo-
nent tones. For complex tones with a sufficiently large
frequency separation, total loudness equals the sum of the
loudnesses of the components; however, when the fre-
quency separation is below some critical value, total loud-
ness is less than the loudness sum of the components
(CRef. 2.604).
Constraints • Many factors influence judged loudness and must be con-
• Variability was very large for results with uniform match- sidered in applying these results under different conditions(CRef. 2.601).
ing noise. 
• Results may not be valid for very weak signals or for very • There are individual differences in judged loudness.
intense signals.
Key References	 2. Licklider, I. C. R. (195!). Basic	 *3, Pollack, 1. (1948). Studies in
correlates of the auditory stimulus,	 the loudness of complex sounds.
* I. Fletcher, H., & Munson, 	 In S. S. Stevens (Ed.), Handbook	 Unpublished doctoral dissertation,
W. A. (1937). Relation between 	 of experimental psychology
	
Harvard University, Cambridge,
loudness and masking. Journal of	 (pp. 985-1039). New York: Wiley. 	 MA.
the Acoustical Society ofAmerica,
9,1-10.
Cross References	 2.601 Factors influencing loudness; 2.606 Effect of bandwidth and in-
2.102 Physical parameters and	 2.604 Effect of bandwidth on the 	
tensity level on the loudness of
continuous noise;
spectral analysis of sound;	 loudness of two-tone complexes; Handbook ofperception and
human performance, Ch. 15,
Sect. 1.2
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2.606 Effect of Bandwidth and Intensity Level on the Loudness
of Continuous Noise
90
80
j 80
70
40
a3 30
I 20dB
16 3
Bandwidth (hertz)
Figure 1. Loudness level of a band of continuous noise
centered on 1000 Hz as a function of noise bandwidth(where loudness level is the loudness of the noise In rela-
tion to a 1000-Hz reference tone). The overall sound pres-
sure level of the noise (in decibels) is shown on each curve.
The vertical dashed line indicates the critical bandwidth.(From Ref. 2)
Key Terms
Auditory critical band; bandwidth; complex sound; loud-
ness summation; noise; sound intensity
The loudness of continuous noise varies with both the band-
width and the intensity (sound pressure level) of the noise.
At low intensities, loudness is independent of bandwidth
(i.e., for a given intensity level, loudness is constant re-
Applications
Presentation of broadband auditory signals.
levels, however, loudness is independent of bandwidth only
up to a critical bandwidth; beyond this critical bandwidth,
loudness of the noise increases as bandwidth increases.
Methods	 • Overall intensity of noise band	 • Independent variables: band- 	 • Subject's task: increase level of
held constant at 20, 30, 40, 60 or 	 width of noise, overall intensity of 	 reference tone until it sounds
Test Conditions	 80 dB SPL; bandwidth of noise	 noise	 louder than noise, then decrease
varied	 • Dependent variable: loudness 	 level of reference tone until it
• Band of continuous noise yen-	 level of noise, measured as the in-	 sounds softer
tered at 1000 Hz alternated with 	 Experimental Procedure	 tensity level of a 1000-Hz reference • Number of subjects not reported1000-Hz reference tone; duration
of each was —600 msec	 . Tracking procedure 	 tone that appears equal in loudnessto the noise
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Experimental Results
	
Variability
• The loudness of continuous noise with center frequency
of 1000 Hz at an intensity of 20 dB SPL is relatively con-
stant, regardless of the bandwidth of the noise.
• For noise levels >20 dB SPL, loudness is constant only
up to a critical bandwidth of — 160 Hz, beyond which loud-
ness of the noise increases with bandwidth.
• Similar dependence of loudness on bandwidth was found
to hold for noise with other center frequencies and for mul-
titone complexes.
Constraints
• Results may not be valid for stimuli of greater intensities
than those used in the present study.
• Many factors influence judged loudness and must be con-
sidered in applying these results under different conditions
(CRef. 2.601).
• There are individual differences in judged loudness.
No information on variability was given. However, in a
later study (Ref. 3) producing essentially the same results,
interquartile ranges were 1-8 dB, depending on how similar
reference and test signals appeared.
Repeatability/Comparison with Other Studies
Reference 3 reports similar results.
Key References
1. Scharf, B., & Houtsma, A.
(1986). Audition II: Loudness,
pitch, localization, aural distortion,
Cross References
2.601 Factors influencing loudness;
2.604 Effect of bandwidth on the
loudness of two-tone complexes;
2.605 Effect of bandwidth on the
loudness of broadband and moder-
ate-band noise
pathology. In K. R. Boll, L. Kau
man, &J. P. Thomas (Eds.),
Handbook ofperception and
human performance: Vol. 1. Sen-
sory processes am
New York: Wiley.
*2 Zwicker, E., & Feldtkefler, R.
(1955). Ober die Lautstarke von
gleichformigen Gerauschen. Acus-
tica, 5, 303-316.
Stevens, S. S. (1957). Critical
bandwidth in loudness summation.
Journal oftheAcoustica! Society
ofAmerica, 29, 548-557.
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Figure 1. Loudness as a function of duration for narrow-
band noise centered on 2500 Hz. The vertical axis shows
the sound pressure level at which a short-duration noise
stimulus of the duration given on the horizontal axis
sounds as loud as a noise of long (1200 msec) duration.
Subject adjusted either the short-duration noise (filled cir-
cles) or long-duration noise (open symbols) to match loud-
ness. The straight line drawn through the data represents
constant sound energy up to a duration of 70 msec, after
which level is constant. (From Ref. 11)
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2.607 Effect of Duration on the Loudness of Narrow-Band Noise
Key Terms
Narrow-band noise; sound intensity; temporal summation
General Description
For stimulus durations up to — 70-100 msec, the loudness of
narrow-band noise depends on sound energy (intensity x
duration). That is, as duration increases, the stimulus inten-
sity (sound pressure) required to maintain constant loudness
decreases in direct proportion. Above this critical duration,
loudness is independent of the duration of the sound and de-
pends only on intensity.
Applications
Control of loudness of auditory signals.
Methods	 • Independent variable: noiseduration
Test Conditions	 • Dependent variable: median
• Stimuli were narrow-band noise	 sound pressured level at which
of constant 1200 msec duration and noise of given duration sounds
narrow-band noise of variable	 as loud as noise of 1200 msec
(short) duration,both centered on	 durationSubject's2500 Hz; for first set of measure- 	 .	 task: subject adjusted
ments, intensity of constant, long-	 intensity of short duration noise tomatchduration noise set at 60 dB SPL 	 loudness of constant, long-
• Sounds presented via loud-	 duration noise at 60 dB SPL; then
speaker in anechoic room 	 in later measurements subject setintensity of long-duration noise to
Experimental Procedure
	
match the previously adjusted level
of the short-duration noise
• Tracking method	 • 8 subjects
Experimental Results	 where 1(t) is the sound intensity required to maintain con-
stant loudness L is the asvn,ntntir intensitu at Inn., ds,rn-
• Up to a critical duration of '-70 msec duration, loud-
ness of a noise stimulus depends on integrated sound energy
(intensity X duration).
• For durations greater than — 70 msec, loudness does not
change with duration but depends only on sound pressure
level.
• In Figure 1, a straight line has been drawn through the
data to represent constant sound energy up to 70 msec. Data
could be somewhat better fit by an exponential function of
the form
100 (1)1(t) 
=	 e_T c—I
tion, t is stimulus duration, and 'r is the time constant.
Variability
Interquartile ranges are shown in Fig. 1.
Repeatability/Comparisons with Other Studies
Table I summarizes a number of related experiments. While
there is great heterogeneity in the results, it generally ap-
pears that, up to - 100 msec, loudness increases with dura-
tion and energy (intensity x duration) is roughly constant
for constant loudness.
Constraints
• Many factors influence judged loudness (CRef. 2.601).
The effects of some variables may be seen in Table 1.
• There are individual differences in judged loudness. Van-
ability in the data of Table I is probably due mainly to
ferences in the criteria adopted by different listeners in
judging the loudness of brief stimuli.
Key References	 measurements on pure tone and 	 tical Society ofAmerica, 21, 	 7. Niese, H. (1956). Vorschlag fürbroadband impulsive sounds. Acus-	 398-401.	 die Definition und Messung der
I. Békésy, G. von. (1929).
Zur Theorie des Wrens: Ober die
Bestirumung des einem reinen
tonempfindend entsprechenden
Erregungsgebietes der Basilar-
membran vermittelst ErrnUdung-
serscheinungen. Physikalische
Zeitschrift, 30, 115-125.
2. Boone, M. M. (1973). Loudness
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Table 1. Dependence of the loudness of brief tones and noises on duration. (From Ref. 13)
Rise-Fail	 Critical	 Time	 Effect
Number	 Time	 Trading	 Duration- Constantd of
References	 Subjects Stimulus	 (msec)	 Reiatlonb	 (msec)	 (msec)	 Intensity Level
Critical duration
decreases as
Ref. 5
	 3	 White noise	 Abrupt	 Energy increases	 60-140	 -	 level increases
Ref. 10	 7-10	 White noise	 Abrupt	 Energy constant	 100	 -	 -
Constant
duration
decreases as
Ref.' 15	 12	 White noise	 -	 Energy decreases	 15-50	 -	 level increases
Ref. 17	 12	 White noise -	Energy decreases	 150	 -	 Nc
83	 White noise	 Abrupt	 Energy constant	 120-400	 100	 -
Ref. 18	 74	 1,000 Hz	 1-2	 Energy constant	 200-400	 100	 -
Critical duration
shorter at
Ref. 1	 -	 800 Hz	 Abrupt	 Energy increases	 120-180	 -	 higher levels
Ref. 2	 14-20	 500, 1,000, 4,000 Hz 5	 Energy constant	 150	 120	 -
Steeper trading
relation at
Ref. 3
	
10	 1,000 Hz	 10	 Energy increases	 Over 500	 -	 high levels
1,000 Hz	 Abrupt	 Energy increases	 500Ref.4	 6
Ret.6	 -
Ref. 7	 12
Ref. 8	 10
Ref. 9
	 381
Ref. 12	 50
Ref. 16	 10
Ref. 11 a	8
125, 1,000 5,650 Hz
	 3
500, 1,000, a000 Hz Abrupt
1,000 Hz	 1-2
1,000 Hz	 1-2
1,000 Hz	 3
250 Hz
1,000
4,000	 Abrupt
Narrow-band noise at
350, 2,000 10,000 Hz 1-2
Energy decreases	 200
Energy constant	 65
Energy increases	 100
Energy constant
or decreases	 160-320
Energy constant	 100
100
90
Energy constant	 10
Energy constant	 70
Steeper trading
relation at
-	 higher levels
Steeper trading
relation at
-	 higher levels
23	 -
23	 None
Steeper trading
relation at
80	 lower levels
30	 -
70	 None
NOTE: A dash means the information either was not relevant to the study or was not provided.
5Despite much heterogeneity in the results, the overall picture is that loudness increases with duration up to about 100 msec.
At durations shorter than 100 msec, energy (intensity X duration) is approximately constant for constant loudness.
bTrading relation refers to the relation between intensity and time. As stimulus duration increases up to the critical duration, to keep loudness constant, total
sound energy (I x 1) has been found to remain constant, decrease, or increase.
For constant loudness, intensity must be reduced as duration is increased up to the critical duration.
°The time constant was calculated from an exponential function of the fern) given in Eq. 1.
9. Pedersen, 0.1., Lyrcgaard,
P. E.,& Poulson, T. B.(l977).The
round robin test on evaluation of
loudness level of impulsive noise
(Report No. 22). Copenhagen:
Technical Univeristy of Denmark,
Acoustics Laboratory.
10.Pollack, 1. (1958). Loudness
of periodically interrupted white
noise. Journal of the Acoustical
Society ofAmerica, 30,181-185.
II. Port, E. (1963). Ober die
Lautstarke einzelner Kurzer Schal-
limpulse. Acustica, 13, 212-223.
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level. Journal of the Acoustical So-
cieryofAmerica, 47,1083-1090.
13.Scharf, B. (1978). Loudness.
In E. C. Carterette and M. P.
Friedman (Eds.), Handbook of
perception Vol. IV: Hearing
(pp. 187-242). New York: Aca-
demic Press.
14.Scharf, B., & Houtsma, A.
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pitch, localization, aural distortion,
pathology. In K. R. Boff, L. Kauf-
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Handbook ofperception and
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sory processes and perception.
New York: Wiley.
IS. Small, A. M., Jr.. Brandt,
J. F..&Cox, P. 0(1962). Loud-
ness as a function of signal dura-
tion. Journal of the Acoustical
Satiet y afAmenea, 34.513-514.
16.Stephens, S. D. G. (1974).
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loudness of short duration sounds.
Journal of Sound and Vibration,
37, 235-246.
17.Stevens, J. C., & Hall, J. W.
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2.608 Monaural Versus Binaural Loudness
I Magnitude EslimaticI and Production
- = Noise
200 --s Matching
Tone
•	 I Loudness
ico I • - Noise
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Figural. Loudness of monaural and binaural tones and
noise. Curves for tone and noise stimuli are averages of the
curves obtained using the magnitude estimation and mag-
nitude production procedures. Dashed lines for tone stim-
uli are based on least-squares fit of a power function to the
data obtained using each procedure; curves for noise stim-
uli are derived from visual fits to the data. For comparison,
the circles show data for tones and noise obtained from a
matching experiment (Ref. 2) in which subjects matched
binaural and monaural signals for loudness. (From Ref. 4)
Key Terms
Binaural loudness; loudness summation; monaural loud-
ness; sound intensity; white noise
General Description 	 power function of intensity. The loudhess of binaural or
monaural noise is not a power function of intensity but
A sound presented to both ears may be judged almost twice	 grows more rapidly with intensity at low sound pressure
as loud as the same sound presented to only one ear. For 	 levels and more slowly at high sound pressure levels.
both binaural and monaural tones, loudness grows as a
Methods	 Experimental Procedure	 • Dependent variable: in magni- 	 ness of sound to match numbertude estimation relative loudness of give by experimenter
• Magnitude estimation: magni-	 sound of given SPL; in magnitude	 • 15 subjects (8 men and 7Test Conditions	 tude production	 production, SPL corresponding to 	 women), all but 2 under age 26; all
• Subjects sat in sound-treated	 • Independent variables: presents-	 specified relative loudness	 but I had thresholds within 20 dB
booth	 tion mode (monaural versus bin-	 • Subject's task: in magnitude esti- of normal 400 and 6,000 Hz; mean
• White noise or 1000-Hz tone	 aural), sound pressure level (SPL) 	 mation, estimate loudness by as- 	 threshold difference between the
presented monaurally or binaur- 	 signing a number to sound; in	 two ears was 4.1 dB at 1000 Hz; no
ally (same sound to both ears) 	 magnitude production, adjust loud- subject had a difference >9 dB
through earphones
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Experimental Results
• The ratio of binaural to monaural loudness is between
1.6 and 1.85 over an intensity range of 40-110 dB sound
pressure level (SPL).
• For tones, loudness is a power function of the SPL of the
tone; i.e, L = kPtt, where L is loudness, P is SPL, and k is a
constant of proportionality that depends on the unit of meas-
urement; n is 0.50 for the monaural tone and 0.48 for the
binaural tone and is the slope of the line in Fig. 1.
• The data for noise stimuli do not obey the power law
(data do not fall along a straight line on log-log coordi-
nates); the loudness of white noise increases more rapidly
at level <50 dB SPL than at higher levels.
• The loudness of binaural noise increases more rapidly
with SPL than does the loudness of monaural noise.
Constraints
• Many factors influence loudness and must be considered
in applying these results under different conditions
(CRef. 2.601).
• There are individual differences injudged loudness.
Variability
Interquartile ranges generally increased as the SPL in-
creased, with ranges of 1-60 assigned numbers for magni-
tude estimation and 5-15 dB for magnitude production.
Repeatability/Comparison with Other Studies
Binaural-to-monaural loudness ratios for tones are compar-
able to those found in other studies. Ref. 1 found binaural-
to-monaural ratios for noise stimuli that were larger and
grew more rapidly with SPL. Binaural tone stimuli are
louder than monaural stimuli regardless of whether the bin-
aural stimuli are diotic (same tone frequency to each ear) or
dichotic (different frequency to each ear) (Ref. 3).
Key References	 2. Scharf, B. (1968). Binaural 	 3. Scharf, B. (1969). Dichotic	 of Experimental Psychology, 86,
loudness summation as a function	 summation of loudness. Journal of 374-379.
1. Reynolds, G. S. • & Stevens,	 of bandwidth. Reports of the Sixth 	 the Acoustical Society ofAmerica, 	 5. Bdkdsy, G. von (1960). Experi-
S. S. (1960). Binaural summation	 International Congress onAcous-	 45. 11931205.	 metes in hearing. New York:
of loudness. Journal of the Acous-	 tics. Tokyo, 1968 (Paper A-3-5,	 *4 Scharf, B., & Fistiken, D. 	 McGraw-Hill.
tical Society ofAmerica, 32,	 pp. 2528). New York: American	 (1970). Binaural summation of
1337-1344.	 Elsevier.	 loudness: Reconsidered. Journal
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2.609 Effect of Interaural Phase on the Loudness of Masked Tones
95
—S
90
C.
Noise Presentation Conditions
D	 Monaural, same ear
•	 Binaural, 180 deg out of phase
o = Binaural, in phase
A = Monaural, opposite ear
A
nfl	 An	 cr1	 An	 7fl	 Pfl
Sound Pressure Level of Masking Noise (decibels)
Figural. Sound pressure level of a 250-Hz monaural tone presented in noise that sounds equal in loudness to a
250-Hz 80-dB monaural tone presented in quiet (Study 1). Each data point represents the mean of eight Judgments,
two by each of 4 subjects. (From Ref. 1)
Key Terms•
Interaural phase differences; noise masking; sound intensity
General Description
Interaural phase angle affects loudness judgments under
conditions in which a subject is required to separate an audi-
tory signal from background noise. The effect is observed at
signal-to-noise ratios near the masked threshold; at higher
signal-to-noise ratios that approach listening in quiet, no ef-
fect of interaural phase on loudness is observed.
Applications
Discrimination of signals in a noisy environment.
Methods	 • Earphone presentation	 Experimental Procedure	 Study 2
Test Conditions	 Study 2 (Ref. 1)	 Study 1	
• Independent variables: mode of
• Variable intensity, binaural 	 • Independent variables: mode of
	
presentation of tone, intensity of
Study 1 (Ref. 1)	 250-Hz tone presented in back- 	 presentation of masking noise, in- 	 masking noise
Variable intensity 250-Hz tone 	 ground of binaural white noise 	 tensity of masking noise 	
• Dependent variable: intensity of
presented monaurally; back- 	 • Tone presented to the two ears	 • Dependent variable: intensity of	
tone presented in noise that was
judged equal in loudness to 80-dB
ground of white noise presented (a) 	 either in-phase (homophasic con- 	 lone presented in noise that was 
monaurally to same ear as lone, (b)
	
dition) or 180 deg out-of-phase 	 judged equal in loudness to 80-dB	 tone presented in quiet
• Subject's task: match loudness of
monaurally to opposite ear from 	 (antiphasic condition); background 	 tone presented in quiet 
tone, (c) binaurally in phase, or 	 noise in-phase in all conditions 	 • Subject's task: match loudness of tone presented in noise background
(d) binaurally 180 deg out of phase	 • 80-dB SPL 250-Hz reference	 tone presented in noise background 	 with reference tone presented in
• 80-dB sound pressure level	 tone presented monaurally in quiet 	 with reference tone presented in 	
quiet
(SPL) 250-Hz reference tone pre- 	 • Earphone presentation 	 quiet	 • 4 subjects
sented monaurally in quiet	 • 4 subjects
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Figure 2. Sound pressure level of 250-Hz tone presented binaurally in noise that sounds equal in loudness to a monaural
250-Hz 80-dB tone presented in quiet (Study 2). Tones were in phase or 180 deg out-of-phase in the two ears as indicated.
(From Ref. 1)
Experimental Results	 to tone intensity), the loudness of a binaural tone presented
in phase at the two ears shows a greater reduction as noise
• The loudness of a monaural tone is reduced more by	 level increases than does the loudness of a tone presented in
monaural noise presented to the same ear as the tone than	 antiphase (Fig. 2).
by binaural noise (rig. 1).
• The interaural phase of the noise mask has a clear effect
only near the masked threshold for the tone, i.e., when
background noise is intense relative to tone intensity
(Fig. 1).
• At low signal-to-noise ratios (noise intensity high relative
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Data are consistent with results of studies on noise masking.
Constraints	 o Many factors influence judged loudness and must be con-
sidered in applying these results under different conditions
• Results may not apply for signals other than pure tones or (CRef. 2.601).
for intensity and frequency constraints other than those	
• There are individual differences in judged loudness.
used.
Key References
*1. Hirsh, I. J., & Pollack, 1.
(1948). The role of interaural
phase in loudness. Journal of the
Acoustical Society ofAmerica,
20,761-766.
Cross References	 2.315 Binaural reduction of mask- 	 8.314 Noise masking of speech: ef-
ing: effect of interaural phase	 feet of interaural phase relations;
2.306 Factors affecting auditory	 differences;	 Handbook ofperception and
sensitivity in the presence of mask-	 2.601 Factors influencing loudness;
	
human performance, Ch. 15,
ing noise;	 Sect. I.
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2.610 Loudness of Intermittent Stimuli
Key Terms
Intermittent stimulation; pulse train; temporal summation
General Description
Sounds often are intermittent, occurring as single pulses or
as trains of repeated pulses. The following table describes
how loudness varies for concurrent single pulses and for re-
petitive pulses, and cites sources of additional information.
Constraints
• The data may not be valid in the presence of background
or masking sounds.
• Many factors influence judged loudness (CRef. 2.601).
• There are individual differences in judged loudness.
Key References	 Monaural, binaural and dichotic. 	 Deutlichkeit nach subjectiven	 lions. In R. I. Plomp & G. F.Journal of the Acoustical Society	 Onindlagen. Hochfrequenztechnik 	 Smoorenburg (Eds.), Frequency
I. Botte, M.-C. (1974). Effet du-	 ofAmerica, 58. 229-234.	 undElektroakustik, 65,4-15.	 analysis and periodicity detection
delai interaural pour des dies bin- 	 3 Irwin, R. 3., & Zwislocki, J. J. 	 5. Port, B. (1963). zur antstir- 	 in hearing. Leiden, The Nether-
auraux sur la some et sur les r6-
	
(1971). Loudness effects in pairs of keempfindung und Lautstarkemes- 	 lands: A. W. Sijthoff.
sponses évoquées. Acustica, 31,	 tone bursts. Perception & Psycho-	 sung von pulsierenden Gerauschen. 7. Schwarze, D. (1963). Die Louis-256-265.	 physics, 10, 189-192.	 Acuslica, 13,224-233.	 tarke von Gausstonen. Unpub-
2. Elmasian, R., & Galambos, R. 4. Niese, H. (1956). Vorschlag fir	 6. Scharf, B. (1970). Loudness and 	 lished doctoral dissertation,(1975). Loudness enhancement: 	 die Definition unit Messung der	 frequency selectivity at short dun- 	 Teehnische UniversitAt, Berlin.
Cross References
2.601 Factors influencing
loudness;
Handbook ofperception
and human performance,
Ch. is, sect. 1.
Table 1. Loudness of Intermittent stimuli.
Type of Stimulus	 Loudness
Double pulses 	 The overall loudness level of two equally loud tone bursts, each
—10 msec or less in duration and separated by <2 msec, is
3 phons greater than the level of either pulse alone
A loudness increase of 10 phons for double over single pulses has
been reported for pulses of very different frequencies
As the inter-pulse interval lengthens, the combined loudness level
decreases until the two pulses are no louder than either pulse alone
The estimated limits of this temporal summation vary from
25-200 msec
When a subject judges the loudness of a single tone burst, the loud-
ness level is increased when the pulse is preceded by a more in-
tense pulse if the separation between the two is <500 msec
The loudness level of a single tone burst is decreased when it is pre-
ceded by a less intense pulse if the separation is >500 msec
Pulse trains	 At repetition rates of 2 pulses/sec or more, a pulse train (series
of brief sounds repeated over and over) sounds louder than
a continuous sound of equal overall energy (where
energy = intensity x duration)
At these repetition rates, the pulse train sounds softer than a contin-
uous sound of equal intensity
At repetition rates <2 pulses/sec,the pulses are too far apart for
temporal summation to occur and the pulse train Is less loud than
a continuous sound, even when sound energy is equal
References
Refs. 1, 3, 4, 6, 7
Ref. 2
Ref. 5
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2.611 Loudness Reduction Under Masking by Broadband Noise
and Narrow-Band Noise
40	 60	 80
Sound Pressure Level of lOne
In Noise (decibels)
Figural. Loudness of pure tones of various frequencies
as a function of Intensity under masking by narrow-band
noise (Study 1). (From Ref. 1)
Key Terms
Broadband noise; loudness reduction; narrow-band noise;
noise masking; partial masking; sound intensity; white noise
Partial masking is the reduction of the loudness of a tone,
caused by a background noise. For narrow-band noise,
masking is greater (loudness is reduced) for tones that fall
within the frequency range of the noise; at a given level of
intensity, the further removed the frequency of the tone
from the frequency of the noise, the less masking and the
greater the loudness of the tone. Tones at frequencies above
those of the masking noise have higher masked thresholds
than tones equally distant below the noise, but increase in
Applications
Discrimination of signals in noisy environments.
Im
20 30 40 50 60 70 80 90 100
Sound Pressure Level
of Masked lone (decibels)
FIgure 2. Loudness functions are shown for several dif-
ferent levels of masking noise, as indicated on the curves
of a 1000-Hz tone as a function of intensity under masking
by broadband (white) noise (Study 2). (From Ref. 2, based
on data from Ref. 4)
loudness so rapidly that they reach or exceed the loudness
of lower-frequency tones at higher intensity levels. As the
level of the background broadband (white) noise increases,
the loudness of the signal increases more rapidly as sound
pressure level (SPL) increases (i.e., the loudness function
steepens). When the noise background is less than
-80 dB SPL and the signal is 20-30 dB above its masked
threshold, the signal appears as loud in the noise as in the
quiet. With more intense background noise, loudness does
not reach its full unmasked value.
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Methods	 • Stimuli presented binaurally	 • Independent variables: intensity 	 noise to Sound as loud as in quiet
through earphones	 of (reference) tone in quiet, fm-
	 • 4 subjects
Test Conditions	 Study 2 (Ref. 4)	 quency of test tone	 Study 2
• Dependent variable: amount ofStudy 1 (Ref. 1)
	 • 1000-Hz lone presented alter-	 masking, measured as the median
	
• Method of adjustment
• Pure tones of 700-1370 Hz pre-
	
nately in quiet and in wide-band 	 difference in the intensity of the
	
• Independent variables: intensity
sented alternately in quiet or in the
	
noise (75-9600 Hz)
	 tone in noise and the intensity of
	
of tone in noise, intensity of back-
presence of 70 -dB SPL masking	 • Background noise was turned on	 the same tone in quiet when the two ground noise
noise centered on 1000 Hz and
	
400 msec before tone and turned
	 appeared equally loud; masking
	
• Dependent variable: SPL at
160 Hz wide	 off 500 msec after tone; tone dura- 	 level converted to loudness (in
	
which tone in quiet wasjudged
• Masking noise presented for
	
tions were 1.9 sec in noise and	 sones) for plotting here	 equally loud as the tone in noise
1500 msec; pure tone came on for	 1.8 sec in quiet	 • Subject's task: for threshold 	 • Subject's task: adjust tone in
700 msec starting 500 msec after
	
• Intertone interval I sec
	 judgments, adjust the intensity of
	
quiet to match loudness of tone in
onset of masking noise	 • Stimuli presented through 	 the pure tone to the point where it
	
noise
• Loudness level of pure tones
	
earphones	 just becomes audible or just be-
	
• Complete data for all levels of
varied from 15-75 phons
	 comes inaudible; for loudness judg- masking noise were obtained for 2
• Rise/fall time of both tone and
	
Experimental Procedure
	
ments, adjust tone in presence of
	
subjects; data for mid-range mask-
masker was 50 msec	 Study 1
	
ing noises were obtained from 9
• 50-dB low-pass noise used to	 subjects
• Method of adjustmentmask equipment sounds; reportedly
this did not affect the signal
Experimental Results
	 • How rapidly the loudness of a masked tone increases as
the intensity of the tone increases depends on the level of
• The loudness of tones presented in the presence of nar-
	 the masking noise. For wide-band masking noise, the
row-band masking noise depends on the frequency relation
	 greater the intensity of the noise, the more elevated thebetween the tone and the noise. Tones at frequencies more
	 threshold for the tone and the steeper its loudness function
widely removed from the noise band are louder at a given
	 (i.e., the more rapidly loudness grows with intensity).intensity than tones whose frequencies are close to the fre-
	
• With background noise less than 
—80 dB SPL, the tonequency limits of the noise. Tones located within the fre-
	 appears as loud in the noise as in quiet once the tone isqueney confines of noise are least loud.
	 20-30 dB above its masked threshold; with more intense
• Tones at frequencies above those of the masking no
	 background noise, the loudness of the tone does not seemhave higher thresholds in the presence of the noise than
	 to reach its full unmasked value.
oLu	 _tI____ --------lics equally tar cow tne noise.
• As intensity rises, tones at frequencies above the noise
increase in loudness more rapidly than tones below the
noise; the increase in loudness for the higher-frequency
tones is so rapid that at higher intensity levels their loudness
may equal or exceed that of lower-frequency tones.
Constraints	 • The extent of partial masking depends on the frequency
relation between mask and signal.
• The data may not be valid for other types of signal/mask
	
• Many factors influence judged loudness and the audibility
combinations, e.g., with noise as the signal and a pure tone
	
of a masked tone and must be considered in applying theseas the mask,	
results under different conditions (CRefs. 2.306, 2.601).
• There are individual differences in judged loudness.
Key References	 2. Scharf, B. (1978). Loudness. Inpitch, localization, aural distortion, wry processes and perception.
B. C. Carterette & M. P. Friedman
	 pathology. In K. It Doff, L. Kant-
	 New York: Wiley.
1. Scharf, B. (1971). Patterns of
	 (Eds.). Handbook ofperception,	 man, & J. P. Thomas (Eds.),
	
•4, Stevens, J. C., & Guirao, M.partial masking. Proceedings of the Vol. IV (pp. 187-242). New York:
	 Handbook ofperception and
	 (1967). Loudness functions underSeventh International Congress on
	 Academic Press,
	 human performance: Vol. I. Sen-
	 inhibition. Perception & Psycho-Acoustics, Budapest.	 3. Scharf, B., & Houtsma, A.
	 physics, 2, 459465.
(1986). Audition II: Loudness,
Cross References
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ing moire;
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Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Similar data have been reported in other studies.
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2.612 Loudness Adaptation
SENSATION LEVEL
	
Condition	 Earphone
	
=1	 10 (18
	
0=2	 50 dB
	
0= 3	 40-60 dB
Condition Loudspeaker
	
£4
	 10 dB
	
'=5	 50 dB
	
• 6	 40,60 dB
Figural. Loudness adaptation (measured as percentage
decrease In loudness) as a function of sensation level for a
4000-Hz tone after 2 min of exposure. Tone presented either
monaurally (open symbols) or binaurally (filled symbols).
Inset shows mean thresholds for each listening condition.
(From Ref. I)
Key Terms
Adaptation; loudness adaptation; sound intensity
General Description
Loudness adaptation is a decrease in loudness during pro-
longed stimulus presentation. Loudness adaptation occurs
only when the stimulus is a steady sound within -30 dB of
threshold, when a steady tone is intermittently increased in
intensity, or when the steady tone is accompanied by an in-
termittent sound of higher intensity.
Figure 2. Loudness adaptation (measured as percentage
decrease In loudness) for a 1000-Hz tone as a function of
stimulus duration under various listening conditions. Tone
was on continuously In conditions 1, 2,41, and 5; 40 dB SL
tone was alternated with 60 dB tone in opposite ear In con-
dition 3; tone Intermittently Increased from 40 dB to 60 d]3
In condition 6 (see text for details). (From Ref. 3)
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Methods	 • Tones presented under following intervals 	 Study 2
conditions: alone at 10 dB above
Test Conditions	 threshold (Conditions 1 and 4),	 Experimental Procedure	
• Method of successive magnitude
estimations
alone at 50 dB above threshold Study 1	 • Independent variables: mode ofStudy 1 (Ref.1)	 (Conditions 2 and 5), 40-40 tone 
• Continuous 4000-Hz tone pre-	 presented to right ear and periodic	 • Beginning threshold for each 	
tone presentation, sensation level
sented monaurally or binaurally 	 60-dB tone presented to left ear in 	 session measured by two-interval 	
(intensity) of tone, exposure
• Subject estimated tone loudness 	 15 sec on, S sec off cycle (loudness 	 forced-choice pr cedure	
duration
every 20 sec in response to visual 	 measurements made only during	 • Independent variables: monaural 	
• Dependent variable: mean per-
cue; figure shows estimated loud-	 5-sec intervals tone was in right ear 	 or binaural tone presentation, sen- 	
centage decrease in loudness over
ness after 2 mm	 only) (Condition 3); and 40-dB 	 sation level (intensity) of tone	
time
• Three test sessions	 tone increased to 6048 in is 'cc 	 • Dependent variable: mean per-	
• Subject's task: estimate loudness
of tone during 5-sec periods every
Study 2 (Ref. 3)	 on, 5 sec off cycle (loudness esti-	
centage change in loudness over 
mates made only when tone was at 	 time	
20 sec
• In anechoic room, continuous	 40 dB) (Condition 6)	 • Subject's task: estimate loudness	 • 
Ten estimates per point
1000-Hz tone presented through	 • Subject entered judgment into 	 of tone	
. 10 subjects
either loudspeaker or earphones 	 computer terminal at signaled	 • 8 subjects
Experimental Results	 intensity is intermittently increased to 60 dB or if an inter-
• Over intensities of 5-30 dB sensation level (SL) (i.e.,	 mittent 60-dB tone is presented to the opposite ear (Fig. 2,
' I 	 Aflflfl TT_ conditions 3 and 6).D-iU Gb above threshold), iouuness auaptauron to a 'tuuu-nL
tone increases as tone intensity increases. After 2-min expo-
sure, the percent decrease in loudness of a 5-dB tone ap-
proaches 100% (i.e., the tone becomes nearly inaudible);
the loudness of a 30-dB tone does not decrease significantly
over the same time period.
• The loudness of a continuous 1000-Hz tone at 50-dB SL
does not change over a 3-min period (conditions 2 and 5 in
Fig. 2), while the loudness of a 10-dB SL tone decreases by
—65% (conditions 1 and 4).
• The loudness of a 40-dB tone decreases over time if its
Variability
In Study 2, standard deviations of the mean were approxi-
mately 30%.
Repeatability/Comparison with Other Studies
There are many reports of considerable loudness adaptation,
but most are based on interaural loudness matching involv-
ing presentation of steady sound to one ear and intermittent
sound to the other. Other procedures show no loudness ad-
aptation in subjects with normal hearing.
Constraints	 • Many factors influencejudged loudness and must be con-
sidered in applying these results under different conditions
• Certain physiological anomalies, e.g., retrocochlear le- 	 (CRef. 2.601).
sions, may result in more general loudness adaptation. 	
• Several studies have shown large individual differences
• The data obtained may not be valid for more prolonged	 in loudness adaptation.
periods of auditory stimulation or for signals having com-
plex acoustic spectra.
Key References
*1. Scharf, B. (1983). Loudness
adaptation. In J. V. Tobias &
B. D. Schubert (Eds.), Hearing re-
search and theory. New York: Aca-
demic Press.
2. Scharf, B., Canévet, G. &
Cross References
après adaptation induite de sonie.
L'Annie Psychologique, 83, 9-24.
*3 Scharf, B., & Houtsma, A.
(1986). Audition II: Loudness,
pitch, localization, aural distortion,
pathology. In K. R. Boff, L. Kauf-
man,&J. P. Thomas (Eds.),
UancwoOtc oj perception anti
human performance. Vol. 1. Sen-
sory processes and perception.
New York: Wiley.
4. Stokinger, t B,, Cooper,
W. A., Jr., Meissner, W. A,, &
Jones, K. 0- (1972). Intensity, fre-
quency, and duration effects in the
measurement or monaural presumu-
latory loudness adaptation.
Journal oft/ic Acoustical Society
ofA,nerica, 51,608-616,
5. Wright, H. N. (1964). Temporal
summation and backward masking.
Journal of the Acoustical Society of
America, 36,927-932.
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2.6
	
Loudness
2.613 Loudness Discomfort Level
S
ft
0
I.,
100+-
j10
CU
-	 0tO	 102
(b)
Frequency (hertz)
Figural. (a) Loudness discomfort level for tone bursts of
various frequencies (filled symbols) and for noise of two
bandwidths (open symbols). (b) Standard deviations of the
means shown in panel (a). (From Ref. 2)
Key Terms
Broadband noise; loudness discomfort level; narrow-band
noise; sound intensity
General Description
The intensity level at which the loudness of a sound be-
comes uncomfortable is fairly constant for tone bursts over
the range of 125-4000 Hz and for both narrow- and wide-
band noise.
Methods	 • Tones presented through 	 • Independent variables: tone fire- 	 tone 'at loudness to which you
earphones	 quency, bandwidth of noise 	 would not listen," and another but-
Test Conditions	 • Subject seated in auditory test 	 • Dependent variable: loudness	 ton if below that level
• Loudness discomfort level judg- booth	 discomfort level, defined as the in-	 • 9 young adult subjects (mean age
ments made for tones of 125, 250, 	 tensity level judged uncomfortable	 of 20) with air conduction thresh-
500, 1000, 2000, and 4000 Hz,	 Experimental Procedure	 on 50% of trials, determined for 	 olds no poorer than 15 dB above
narrow-band noise (400 Hz wide	 • Method of constant stimuli; each	 each subject by probit analysis of 	 (standard) hearing threshold level
centered on 1000 Hz), and wide- 	 stimulus presented 120 times per 	 the data; figure plots means across	 at octave frequencies between
band noise (904990 Hz) during 	 session over a 10-dB range	 all subjects	 125 and 4000 Hz and with measur-
three —40-min sessions	 • Subject's task: press one button if able bilateral acoustic reflex
130-
1204
110-i
0
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Experimental Results	 Variability
• Loudness discomfort levels are nearly constant at
108 dB SPL for pure tones of 1000-4000 Hz and for noise.
• The apparent increase in loudness discomfort level at low
frequencies seen in Fig. I  is caused by difficulties in accu-
rately calibrating the intensity of low-frequency tones when
earphones are used; when corrections are made, discomfort
levels are nearly flat across the frequencies used and corre-
spond closely to the pattern of equal loudness contours
(CRef. 2.603).
Constraints
• The results may not be valid for continuous tones pre-
sented for prolonged durations.
• The results may not be valid for frequencies >4000 Hz.
• Measurements of loudness discomfort levels may be de-
pendent on the definition of loudness discomfort and the
method of measurement.
Standard deviations are shown in Fig. lb.
Repeatability/Comparison with Other Studies
Reference 1 obtained loudness discomfort levels of
95-98 dB SIt for monaural tones of 500-4000 Hz. Loud-
ness discomfort was 108 dB SPL for a pulsed 1000 Hz tone
presented monaurally and 102 dB for binaural presentation
in Ref. 3.
Key References	 *2. Morgan, D. E., Wilson, R. H.,	 3. Stephans, S. D. G., & Ander-
& Dirks, D. D. (1974). Loudness	 son, C. M. B. (1971). Experimen-
t. Hood,.!. D., & Poole, I. P.	 discomfort level: Selected methods 	 tal studies on the uncomfortable
(1966). Tolerable limits of loud-	 and stimuli. Journal of the Acous-	 loudness level. Journal of Speech
ness: Its clinical and physiological	 tical Society ofAmerica, 56,	 and Hearing Research. 14,
significance. Journal of the Acous-	 577-581.	 267-270.
tical Society of America, 40,
47-53.
Cross References
2.603 Effect of frequency on the
loudness of pure tones;
10.311 Factors affecting the tem-
porary threshold shift;
10.315 Factors affecting noise-in-
duced permanent threshold shift;
Handbook ofperception and
human performance, Ch. IS,
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2.7	 Pitch
2.701 Factors Affecting Pitch
Key Terms
Adaptation; amplitude envelope; amplitude modulation;
auditory masking; displacusis; sound frequency; sound
intensity
While the terms frequency and pitch sometimes are treated
as synonyms, it is important to maintain a distinction be-
tween the two terms. Frequency is a physical property of
sound, while pitch is a subjective property, defined as "that
attribute of auditory sensation in terms of which sounds may
Constraints
• Interaction may occur among the various factors affecting
the experience of pitch.
• The magnitudes of effects may vary depending on the
physiological status of the ear.
be ordered on a scale extending from high to low" (Ref. 1).
Although frequency is perhaps the most important determi-
nant of pitch, it is not the only one. The table lists several
factors that affect the experience of pitch, briefly de-
scribes the effect of each factor, and cites entries
where more information can be found.
Key References	 2. Scharf, B., & Houtsma,	 Thomas (Eds.), Handbook ofper-A. J. M. (1986). Audition II:
	 ception and human performance:
1. American National Standards In- Loudness, Pitch, Localization, 	 Vol.!. Sensory processes and per-
stitute (ANSI). (1973). American	 Aural Distortion, Pathology. In	 ception. New York: Wiley.
national psychoacoustical termi- 	 K. R. Buff, L. Kaufman, & J. R
nology (Report No. 53.20). New
York: ANSI.
Cross References	 2.705 Effect of amplitude envelope 2.707 Pitch shift following adapta-
on the pitch of pure tones; 	 tion to a tone;
2.702 Effect of frequency on pitch; 	 2.706 Binaural pitch disparity	 2.711 Pitch of amplitude-modu-
2.703 Effect of an interfering stim- 	 (displacusis);	 lated (square-wave gated) noise
ulus on the pitch of pure tones;
Factor
Frequency
Intensity
Presence of interfering sounds
Adaptation
Stimulus envelope
Ear to which sound presented
Effect on Pitch
Other things being equal, pitch increases as frequency increases,
but the relation of pitch and frequency is nonlinear
As intensity increases, the pitch of low-frequency tones shifts down-
ward and the pitch of high-frequency tones shifts upward
Pitch of pure tones tends to decrease in the presence of higher-
frequency tones and sounds increase in the presence of lower-
frequency tones
Adapting tone presented for I min or more can cause small change
in pitch of subsequent pure tone in direction away from adaptation
frequency; effect typically lasts --30 sec
Tone with an amplitude envelope that decays exponentially has
higher perceived pitch than same-frequency tone with rectangular
envelope
Pure tone may have slightly different pitch in the two ears (displacu-
sis); magnitude of pitch difference varies with frequency
Reference
CRef. 2.702
Ref. 2
CRef. 2.703
CRef. 2.707
CRef. 2.705
Ref. 2.706
Frequency of amplitude modula- Periodically interrupted noise may have pitch corresponding to rate
	 CRef. 2.711
tion of noise	 of interruption up to —200 per sec
650	 Boff, K. A., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Performance. AAMRL, Wright-Patterson AFB, OH, 1988.
Auditory Acquisition of Information	 2.0
Notes
2.7	 Pitch
2.702 Effect of Frequency on Pitch
Frequency Range
3000	 ,O = 40-1000 Hz
0,0= 200-6500 Hz
3000-12000 Hz
2000
1000
20 40 100 200 400 1000 4000 10000
Frequency (hertz)
Figural. A scale for pitch in mel units (see text) as a func-
tion of frequency. Solid symbols mark end points of three
frequency ranges that subjects divided into four intervals.
The equal intervals set by subjects are represented by
open symbols. (From Ref. 6)
Mel scale
General Description
The pitch of a pure tone rises as the frequency of the tone
rises, but the relationship is nonlinear. The scale in Fig. I
shows this relationship in met units, where a mel is defined
as one thousandth of the pitch of a 1000-Hz tone.
Applications
The mel scale, which is an interval-type scale, can be used
to predict perceived frequencies of pure tone.
Methods	 and small "crystal" speaker was 	 • For the fractionation experiment, Experimental Procedure
I at (3 U) in front of subject	 two 2-sec tones alternated at 2-sec	
• Independent variables: frequency
Test Conditions	 • For the equal interval (equal	 interstimulus-onset intervals; 	 range for equal intervals, frequency
sense-distance) experiment, two	 subject tuned knob to adjust fre- 	
of reference tone for fractionationPure tones produced by pressing 	 keys on a piano tuned to lowest and 	 quency of second tone until if was 	
• Dependent variable: pitch (fre-key on keyboard with 20 wooden	 highest frequencies for selected 	 half the pitch of the first (reference) quency) as set by subjectkeys; small knob above each key
controlled frequency for the key;	 range (200 and 6500 Hz, 40 and	 tone (150,250, 500, 1000, 2000, 	 • Subject's task: divide frequency1000 Hz, or 3000 and 12,000 Hz);	 3000, 5000, or 10,000 Hz); subject range into four equal intervals or
was 0-15,000
total possible range for keyboard	
subject tuned frequencies for three 	 could turn on a 40-Hz tone to use as set pitch of one tone at one- half
intermediate keys until total range 	 nearly zero reference pitch, except	 pitch of a reference tone• Loudness level for all frequen-	
was divided into four equal 	 when fractionating the ISO-Hz tone • 10 subjects for equal intervals;
cies was —50 dB; large speaker
was —2 m (7 ft)in front of subject	 intervals	 12 subjects for fractionation
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Experimental Results
	 Variability
• The perceived pitch of a pure tone increases as the fre-
quency of the tone increases; however, this relationship is
not linear (Fig. 1).
• Figure 1 shows results for the equal-interval experiment
only; results from the fractionation experiment show excel-
lent agreement.
• There is some effect of method (e.g., in another experi-
ment of Ref. 6, the presence of a zero-pitch reference tone
tended to lower pitch judgments in relation to judgments
without such a reference).
• Many factors influence pitch and should be considered
When variability is expressed in terms of the average devia-
tion as a percentage of the mean, average within-subject
variability is 9.9% and average between-subject variability
is 6.5% for the equal-interval experiment and 15.6% and
9.4%, respectively, for the fractionation experiment. For
fractionation, average deviation increases with increasing
frequency and the relation appears linear.
under different conditions
(CRef. 2.701).
Repeatability/Comparison with Other Studies
The mel scale for pitch in Fig. 1 strongly agrees with the
data in Ref. 5, and is in fair agreement with the data in
Refs. 3 and 4.
Key References	 tical Society ofAmerica,35, 	 5. Pratt, C. C. (1928). Bisection of 7. Stevens, S. S., Volkmann, J., &
I. Beck, J., & Shaw, W. A.	
1722-1724.	 tonal intervals larger than an oc-
	 Newman, B. B. (1937). A scale for
3. Lorenz, C. (1890). Untersu-
	
tave. Journal of Experimental Psy-
	 the measurement of the psychologi-(1962). Magnitude estimations of
	
chungen Ober die Auffassung von
	
chology, II, 17-26.	 cal magnitude pitch. Journal of the
pitch. Journal of the Acoustical So- Tondistanzen. Philosophical Stud-
	
*5 Stevens, S. S., & Volkmann, .1. Acoustical Society of America, 8,ciety ofAmerica, 34, 92S8.	 ies, 6,26-103.	 (1940). The relation of pitch to 	 185-190.
2. Beck, J., &Shaw, W. A. 4. Munsterberg, H. (1892) Bei-	 quency: A revised scale. American(1963). Single estimates of pitch
	 wage zurexperimenteuen Psychol-
	
Journal of Psychology, 53,
magnitude. Journal ofiheAcous- 	 ogie, 4, 147-177.	 329-353.
Cross References
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2.703 Effect of an Interfering Stimulus on the Pitch of Pure Tones
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Figural. Pitch shift of one sinusoidal tone induced by
presence of another sinusoidal tone (Exp. 1). Subject ad-
justed comparison-tone frequency (f) to match pitch of
test tone having frequency fT and intensity of 'Tin presence
of an interfering tone of frequency f, and intensity I t. Per-
centage pitch shift, 100(f, - fT)/ft, is plotted as a function of
difference in interfering-tone and test-tone Intensities.
Curves show results for test tones of different frequencies.
Curves a-d represent interfering frequencies below test-
tone frequency; curves e-g represent Interfering frequency
above test tone frequency (see insets). Data are medians of
eight matches; bars mark ranges with high and low ex-
tremes eliminated. (From Ref. 2)
Key Terms
Auditory interference; auditory masking; bandpass noise;
pitch shift
The pitch of a pure tone can be changed by introducing a
second pure tone or a bandpass-filtered noise. The magni-
tude of shift can be as large as several percent, but does not
always occur. The direction of the shift varies and is at-
Figure 2. Pitch shift of sinusoidal test tone induced by
presence of bandpass noise spectrally located below
(Curves a, b) or above (c, d) test-tone frequency (Exp. 2).
Percentage pitch shift, 100 (f - fT)IfT, is plotted as a function
of spectral density of noise band. Test tone and nearest
noise edge frequencies, respectively, were 300 and 250 Hz
(Curve a), 3800 and 2800 Hz (b), 3400 and 3600 Hz (c), and
100 and 125 Hz (d). (From Ref. 2)
fected by the frequency relationship between the test tone
(which exhibits the induced pitch shift) and the interfering
tone or noise. Some effects are consistent (e.g., a lower-fre-
quency interfering noise raises the pitch of the test tone at
higher intensities).
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Methods
Test Conditions
• Experiment 1: sinusoidal test and
interfering tones presented simulta-
neously with positive waveform
maxima coinciding; interfering
tone frequency was one octave
above or one octave below test tone
frequency; adjustable-frequency
comparison tone also presented;
test and comparison tones always at
50 phons; intensity of interfering
tone varied
• Experiment 2: sinusoidal test
tone presented simultaneously with
bandpass noise spectrally located
just below or just above test tone
frequency; adjustable-frequency
comparison tone also presented; in-
tensity of test and comparison tones
always 50 dB sound pressure level
(SPL); intensity of noise varied
• Subject switched between test'
interfering tone test/noise combina-
tion and comparison tone
Experimental Procedure
• Independent variables: intensity
difference between test tone and in-
terfering tone, frequency of test
tone (Exp. 1); spectral density of
noise band (dB/Hz), test tone fre-
quency, nearest noise edge fre-
quency (Exp. 2)
• Dependent variable: frequency
of comparison tonejudged equal
in pitch to test tone
• Subject's task: adjust frequency
of comparison tone to match pitch
of test tone
• Up to 5 subjects train 	 com-
parisons and 8 subjects for others
(Exp. I)
Experimental Results	 tone, the shift in the pitch of the tone depends on the fre-
quency region of the tone.
• The pitch of a pure tone Increases in the presence of an
interfering tone of lower frequency.
• If the interfering tone is higher in frequency that the test
tone, the pitch of the test tone is shifted downward for low-
frequency test tones but not for higher-frequency tones.
• The pitch of a pure tone is shifted upward when it is pre-
sented together with interfering noise of a lower frequency.
• When the masking noise is higher in frequency than the
Constraints	 • Results may not be valid for other test frequency/interfer-
ing frequency combinations.
• Interfering stimuli of higher frequency than test tone ap- 	
• Many factors influence pitch and should be considered
pear to have less consistent effects than interfering stimuli	 in applying these data under different conditions
of lower frequency. 	 (CRef. 2.701).
Variability
Bars in Fig. 1 represent the range of the middle six of eight
matches in Exp. I; variability data for Exp. 2 not available.
Repeatability/Comparison with Other Studies
Data are typical of those obtained in studies of pitch shifts in
presence of masking sounds.
*2. Terhardt, E., &Fastl, H.
(1971). Zum Einfluss von Storto-
nen und StOrgerauschen ant die
TonhOhe von Sinustonen.
Acustica, 25,53-61.
Key References
I. Btkdsy, C. von. (1960). Experi-
ments in hearing. New York:
McGraw-Hill.
Cross References
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2.704 Pitch Recognition with Interpolated Tones
C0
C
20
Cc
SQU-
toF ':
Study 1
Study 2
0
063236
Distance (tones)
Figural. Accuracy in recognizing whether two test tones
have the same pitch when they are separated by six inter-
vening tones. In Study 1, a critical tone 213 of a scale tone
removed from the standard tone always appeared as the
second interpolated tone; pitch recognition errors are plot-
ted as a function of the distance (In scale tones) between
this tone and a second critical tone (in the fourth Interven-
ing position) which was further removed from the standard
along the pitch continuum, in Study 2, the six interpolated
tones contained only one critical tone, whose frequency re-
lationship to the standard tone was varied; errors are plot-
ted as a function of the distance of this tone (In scale tones)
from the standard tone. (From Ref. 4)
Key Terms
Auditory interference; pitch recognition
General Description	 second tone 2/3 scale tone away from the disruptive tone
(and 4/3 tone removed from the standard) is also interpo-
When two sequentially presented tones (standard, then 	 lated between the standard and comparison test tones, sub-
comparison) must be judged as same or different, the dis- 	 stantial recovery of recognition for the standard occurs.
ruptive effect of a tone inserted between the two varies sys- 	 This suggests mutual inhibitory interaction between fre-
tematically with its pitch relationship to the standard tone. 	 quency-sensitive mechanisms in the auditory system.
Maximal disruption occurs when an interpolated tone is 2/3
of a musical scale tone away from the standard. When a
NVRA
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Methods	 • 12 test tones taken from an 	 condition fourth tone same as tones Experimental Procedure
equal-tempered scale, ranging from	 in other intervening positions
Test Conditions	 middle C to B above (tone frequen- 	 • Noncritical interpolated tone (all 	
• Repeated measures, counterbal-
des were 259, 274, 290, 308, 326,	 but second and fourth intervening 	 anced order of conditions, forced-
Study 1	 345,366,388,411,435,461,	 positions) taken from same scale g 	 choice, same-different judgments
Loudspeaker delivery of sinu- 	 488 Hz); comparison tone was	 test tones or randomly from two-	 of test tones
soidal, test tone (standard tone and 	 same or one semitone higher or 	 octave range (F'4' below middle C	 • Independent variables: Study 1:
comparison tone) and interpolated 	 lower than standard	 to F an octave and a half above); no 	 pitch relation between two interpo-
tones (critical tone and others); 	 (12 semitones = one octave) 	 repeated or one-octave-separated	 lated tones; Study 2: pitch relation
standard tone followed by six inter-	 • Critical interpolated tones were	 interpolated tones; none <5 semi-	 between standard and interpolatedtone
vening tones, then comparison	 in second and fourth intervening 	 tones from standard on side of criti- 
tone; all tones 200 msec in dun- 	 positions; critical tone in second	 cal tones, 3 on other side 	 • Dependent variable: percent
tion, 300-msec pauses between	 position was 2/3 scale tone re- 	 error in same-differentjudgmenls
tones, except 2-sec interval before 	 moved from standard; seven	 Study 2	 • Subject's task: indicate whether
second test tone, 10-sec pauses be- 	 fourth-position tone pitches in	 • Same as Study I except seven	 test tones (standard tone and com-
tween sequences; 5-min break be- 	 116-scale-tone steps forming criti- 	 second-position critical tones in	 parison tone) were same or differ-
tween groups; eight conditions; 96	 cal frequency relation with second	 1/6-tone steps; baseline condition 	 ent pitch
sequences (eight groups of 12) per	 interpolated tone; control (baseline)	 with second intervening tone from	 • 21 college students for Study I;
session; two sessions 	 noncritical-tone group	 23 students for Study 2
Experimental Results	 lated tone bears no critical relation to the standard tone
(n<0005' (dotted line Fig. It
• When both test tones are the same, correct judgments
occur least often when the pitch of the second critical tone
(fourth position) is the same as the pitch of the first critical
tone (second position) (solid line, Fig. 1).
• The error rate for "same" test tone judgments declines as
the second critical tone pitch approaches a 2/3 scale tone re-
lation with the first critical tone, and increases slightly
thereafter (solid line, Fig. 1).
• The error rate when the two critical tones are separated by
2/3 scale tone in pitch is significantly lower (p <0.01) than
in the baseline condition, where only the second position
tone is in a critical relation to the standard.
• The error rate for "same" test tone judgments increases
as pitch separation increases to 2/3 scale tone between the
critical tone (second position tone) and the standard tone. At
its maximum, the error rate is significantly higher than
baseline, that is, the error rate when the second interpo-
Constraints
• Lengthening the retention interval between the test tones
increases the error rate (Ref. 5).
• Increasing the number of interpolated tones causes a dec-
rement in performance (Ref. 2).
• Many factors affect pitch and should be considered in ap-
plying these data under different conditions (CRef. 2.701).
Key References	 2. Deutsch, D. (1970). Tones and 	 interactions in the pitch memory	 5. Koester, T. (1945). The time
numbers: Specificity of interfer- 	 store. Science, 175, 1020-1022.	 error in pitch and loudness discrim-
I. Carterette, E. C., Friedman,	 ence in short-term memory. Sci-	 *4 Deutsch, D., & Feroe, J. 	 ination as a function of the time
M. P., & Lovell, J. D. (1969).	 ence,68, 16041605.	 (1975). Disinhibition in pitch
	
interval and stimulus level.
Mach bands in hearing. Journal of Deutsch, D. (1972). Mapping of 	 memory. Perception & Psycho- 	 Archives of Psychology, 297.
the Acoustical Society ofAmerica, 	 physics, 17, 320-324.
45, 986-998.
Cross References
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2.703 Effect of an interfering stim-
ulus on the pitch of pure tones;
Handbook ofperception and
human performance, Ch. 32,
Sect. 2.6
• The error rate returns to baseline when the critical tone is
separated from the standard tone by a whole scale tone (dot-
tedline, Fig. 1).
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
A peak error rate at a critical value of 2/3-scale-tone separa-
tion between standard and interpolated tones was also found
for test tones differing in pitch by 1/2 or 2/3 scale tone
(Ref. 3). Other psychophysical evidence indicating lateral
inhibition in the auditory system has been reported
(Ref. 1). When a critical tone that has the same pitch as
the comparison is interpolated, there is a tendency to mis-
judge the second tone as being the same as the standard.
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2.705 Effect of Amplitude Envelope on the Pitch of Pure Tones
0
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Figural. Percentage frequency difference between tones
with exponential amplitude envelopes and tones with rec-
tangular envelopes that have equal pitch, as a function of
the average frequency of the tones. Negative values on the
ordinate mean that a tone with an exponentially decaying
envelope has a higher pitch than a tone of the same fre-
quency with a rectangular envelope; bars Indicate ±1 stan-
dard deviation for a typical subject. (From Ref. 1)
Key Terms
Amplitude envelope
General Description
A pure tone whose amplitude decays exponentially has a
pitch that appears higher than that of a tone of the same fre-
quency with a rectangular envelope. Envelope has a greater
effect on pitch for low tone frequencies than for high
frequencies.
Methods	 sure level (SPL); initial amplitude	 fered from the frequencies of the 	 • Dependent variable: difference
of exponential envelope was	 rectangular tones by 0, ± 10, ± 20, in frequency of exponential and
Test Conditions	 95 dB SPL; tones sounded equal in	 or ±3011z	 rectangular tones appearing to have
loudness and duration and had	 • Tones presented binaurally	 equal pitch (measured as 50% point
• Each trial contained two sine-	 equal energy	 (diotically) through headphones in on psychometric functions de-
wave tones, one with 20-msec rec- 	
• Frequency of rectangular tone	 quiet room with constant noise 	 rived from data)
tangular envelope and the other 	 varied; in the 825-Hz range, fire-	 background (10 dB re 20 1jPa/Hz in • Subject's task: press button to in-
with an exponential envelope that 	 quencies were 800, 810, 815, 825 9	band from 0-5000 Hz) 	 dicate whether first or second inter-decayed 120 dRover 120 nlsec, 	 830, 835, 840 9 845, and 850 Hz; in	 vat contained tone with higher
separated by 500-msec interval; 	 the 412-, 1650-, and 3300-Hz 	 Experimental Procedure	 pitch; subjects instructed to disre-
which tone appeared first alternated ranges these frequencies were mul-
	 • 'IWo interval forced-choice up-
	
gard differences in quality of the
randomly	 tiplied by a factor of the appropri- 	 and-down staircase method	 two tones
• Tone with rectangular envelope	 ate integral power of 2; frequencies 	 • Independent variable: frequency	 • 3 subjectshad intensity of 89 dB sound P'
	 of the exponential-decay tones dif-	 of rectangular tone
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Results
• A tone with an exponentially decaying amplitude enve- The bars in Fig. I represent plus or minus one standard de-
lope sounds higher in pitch than a tone of the same fre- viation for a typical subject.
quency with a rectangular envelope.
	 Repeatability/Comparison with Other Studies
• The effect of envelope is greater for lower-frequency
	 The authors report that further experiments have shown thattones, with a pitch shift of nearly 3% at the lowest fre-
	 the pitch shift is not affected by low-pass filtering of the rec-quency tested.	
tangular tone or by truncating the exponential tone, and
argue that the pitch shift is not an artifact of experimental
arrangements.
Constraints
• The results may not be valid for frequencies outside the
range tested.
• Many factors influence pitch and should be considered
in applying these data under different conditions
(CRef. 2.701).
•	 Key References	 2. Sharf, B., & Houtsma, 	 (Eds.), Handbook ofperception
A. J. M. (1986). Audition II:
	 and human performance: Volt.
l. Hartmann, W. M. (1978). The 	 Loudness, pitch, localization, aural Sensory processes and perception.
effect of amplitude envelope on the distortion, pathology. In K. R.
	 New York: Wiley.
pitch of sine wave tones. Journal of Buff, L. Kaufman, & J. P. Thomas
the Acoustical Society ofAmerica,
63,1105-1113.
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2.706 Binaural Pitch Disparity (Diplacusis)
Frequency (hertz)
Figural. Binaural pitch disparity for a subject with normal
hearing. When a tone to the right ear had the frequency
shown on the horizontal axis, a tone of equal Intensity to
the left ear had to be Increased or decreased infrequency
by the percentage shown on the vertical axis for the two
tones to appear equal In pitch. Thus, the ordinate shows the
amount of dlplacusls. (From Ref. 1, based on data from
Ref. 2)
Binaural pitch disparity; diplacusis binauralis
General Description
Diplacusis binauralis is a condition in which the same tone
produces different pitch sensations in the two ears. While
such pitch differences are most readily noticeable in defec-
tive ears, a moderate amount of diplacusis occurs in those
whose ears are normal as determined by standard audiome-
tric methods.
Methods	 • Subject pressed one of two keys 	 Experimental Procedure	 • Subject's task: adjust frequency
to hear each of the two tones for a
Test Conditions	 trial; subject could adjust frequency 	
• Independent variables: frequency of tone in left ear so that its pitch
• One pure tone presented to each	 of tone in left ear 
(test tone); fire-of reference tone, intensity 	 matched the pitch of the tone in the
ear; presentation of tones alter- 	 quency of tone in right ear (refer- 	
• Dependent variable: frequency	 right ear
nated; tones equal in intensity	 ence tone) fixed by experimenter 	
of test tone at which it appears	 • 7 subjects
equal in pitch to reference tone in
other ear
• The pitch of a tone of given frequency is not neces-
sarily the same in the two ears; at some frequencies, the
two ears are matched, but at other frequencies, the fre-
quency of the tone in one ear may have to be changed by
several percent relative to the frequency of the tone in the
other ear to produce an equal pitch sensation.
• Generally, for any given individual, the tone presented to
the right ear seems higher in pitch at some frequencies,
while the tone presented to the left ear seems higher at other
frequencies. Data for a representative listener are shown in
Figure 1.
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• The amount of	 usis generally is greater at
at high intensities	 not shown here).
Variability
All subjects showed some degree of diplacusis, but the rela-
tion of diplacusis to frequency varied among subjects.
Repeatability/Comparison with Other Studies
Diplacusis has been observed in a number of studies. The
pattern of displacusis for a given individual (pitch disparity
as a function of frequency) has been found to be very stable
overtime (Ref. 3).
Bolt, K. A., & Lincoln, J. E. Engineering Data Compendium: Human
Perception and Performance. AAMRL, Wright-Patterson AFB, OH, 1988.
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Constraints
• Diplacusis seems to be more prominent following intense
auditory stimulation to one ear, with differences as great as
one octave after prolonged exposure to intense tones.
• Many factors influence pitch (CRef. 2.701).
Key References	 *2. Stevens, 5.5., & Egan, J. P. 	 3. Van den Brink, G. (1970). Lx-	 quency analysis and periodicity de-
(1941). Diplacusis in "normal"	 perirnents on binaural displacusis
	 tection in hearing. Netherlands:
I. Morgan, C. T. (1943). Physio-	 ears. Psychological Bulletin, 38,
	 and tone perception. In R. Plomp	 Sijthoff & Nordoff International
logical psychology. New York:	 548 (abstract).	 & G. F. Smoorenburg (Ms.), Fre-	 Publishers.
McGraw-Hill.
Cross References
2.701 Factors affecting pitch;
Handbook ofperception and
hwnan performance, Ch. 15,
Sect. 2
661
0.3	 0.4	 0.6	 0.8	 1.0	 1.5
a
£
£0£U
- —2
IL
—4
—6
2.7	 Pitch
2.707 Pitch Shift Following Adaptation to a Tone
Test Frequency (kilohertz)
Figural. Pitch shift of a pure tone after adaptation to an
BOO-Hz tone (f,). Vertical axis shows the amount by which
the frequency of a tone to the right ear had to be increased
or decreased for it to appear equal In pitch to a test tone of
the frequency shown on the horizontal axis delivered to the
left ear after adaptation. Data are shown for one subject.
The horizontal line at zero represents pitch matching with-
out adaptation with normal pitch differences between the
two ears (binaural displacusis) taken Into account. (From
Ref. 4)
Key Terms
Adaptation; pitch shift
General Description	 of the adapting frequency; within a narrow frequency band
surrounding the adapting tone, the pitch of the test tone will
The pitch of a pure tone can be affected by prior exposure 	 shift upward if the frequency of the test tone is higher than
to a tone having a similar frequency. A prior (adaptation)	 that of the adapting tone and downward if the test tone fre-
tone presented for I min or more can cause a change in the 	 quency is lower.
pitch of a subsequent test tone in a direction away from that
Methods	 quency tone set to one of two start- 	 and was turned on during the inter- 	 • Dependent variable: the differ-
ing positions (approximately the 	 trial intervals	 ence between the frequency of the
Test Conditions	 interquartile points for the range of 	 • Standard trials (without adapting variable comparison tone and the
the frequency ensemble) 	 tone) were run during the first half 	 frequency of the test tone when the
• Test tone of a given frequency	
• Each trial consisted of three rep- 	 of a 1-hr session and adapting trials 	 two tones appeared equal in pitch
and comparison tone of variable 	 etitions of an 8-sec pattern of alter- 	 were run in the second half	 • Subject's task: adjust frequencyfrequency were presented to the left nating tones with a 4-sec pause
	 • Tones were presented to acousti-	 of variable comparison tone until it
and right ears, respectively; both 	 between pattern repetitions; inter-	 cally isolated subjects through 	 matched pitch of test tone
tones were presented at 70 dB SPL; 	 trial intervals were at least 24 sec 	 headphones	 • 6 subjects with extensive prac-
tones alternated and were separated	
• On adaptation trials, a continu- 	 tice provided individual data andby I-sec interval; each was on for	
ous adapting tone of 800 Hz was 	 Experimental Procedure	 12 unpracticed subjects provided500 msec and had a rise/fall time of presented at 80 dB SPL to the left
	 • Method of adjustment 	 group data; all subjects had musical25 msec	 ear for 3 min prior to each trial, 	 • Independent variable: frequency	 training and had normal hearing
• Test tone frequency set to one of 	
was turned off I sec prior to trial, 	 of test toneseveral values and the variable-fire-
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Results
• After several minutes of exposure to an adapting tone of
800 Hz, the pitch of a test tone whose frequency falls within
a narrow band (± 3.5%) around the adapting frequency is
shifted away from the adapting frequency.
• For most subjects, frequencies outside this narrow band
are unaffected by the adaptation tone. Figure 1 shows data
for one subject. The pitch shift at the high end of the fre-
quency scale for this subject was not seen for other
listeners.
• The amount of pitch shift was generally <3% of the test
frequency and was stable after 12 sec of adaptation for most
subjects.
Variability
Standard errors of the mean for pitch shift were - 1.4 Hz.
Individual subjects differed in both amount and slope of
pitch shift.
Repeatability/Comparison with Other Studies
The results are consistent with those of Ref. I. The shape of
the pitch-shift function is similar to those for other contrast-
enhancement phenomena (e.g., Mach bands in vision).
Constraints	 • The amount of pitch shift may vary with the interval be-
tween adapting and test tones (Ref. 2).
• The bidirectional pitch shift may not occur in the pres- 	
• Both adaptation and recovery from adaptation are fairly
ence of simultaneous background stimulation; generally up- rapid—' to Ref. 3, the magnitude of adaptation ap-
ward shifts have been reported under such circumstances	 proaches asymptote after —'30 sec of exposure to the adapt-(Ref. 4).	 ing tone and recovery essentially is complete after '-30 sec.
• While the direction of the pitch shift is predictable as a 	
• Many factors influence pitch and should be considered
function of the relation between tone frequencies, the 	 in applying these data under different conditions
amount of pitch shift is not predictable (Ref. 2). 	 (CRef. 2.701)
1. Békésy, (3. von (1929). Zur
Theories des Horens: Uber die
Bestimmung des einem reinen
tonempfinded entsprechenden
Ermudungserscheinungen.
Zeitschriftfur Physik, 30, 115.
Cross References
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Handbook ofperception and
human performance, Ch. 15,
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z. LFiristman, K. J.,	 Williams,
W. E. (1963). Influence of the time
interval on experimentally induced
shifts of pitch. Journal of the
Acousu cal Society ofAmerica, 35,
1030-1033.
D. R. (1978). Adaptation of resi-
due pitch. Journal of the Acoustical
Society ofAmerica, 63, 883-893.
*4 Larkin, W. D. (1978). Pitch
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Figural. Pitch discrimination of a high tone masked by a
low tone as a function of coincidence of harmonics of mask
and test tone (Exp. 1). The level of the high tone at discrimi-
nation threshold (relative to the level of the masking tone)
Is shown for different proportions of coinciding harmonics
when the phase difference between the harmonic compo-
nents of test tone and mask was 0 deg, 90 deg, or random.
Data are averages for 5 subjects. (From Ref. 2)
and decay times same as Exp. I
• 1,ipe of headphones not specified
• No SPL information given
Experimental Procedure
• Method of constant stimuli, two-
alternative forced choice, 180 trials
each condition
• Independent variables: propor-
tion of coinciding hannonics; phase
relation of high, low tones; fre-
quency modulation of high tone;
high tone mistuning
O Dependent variable: threshold
for discriminating pitch of high
tone, defined as intensity of the
high tone at which direction of
pitch shift could be identified cor-
rectly on 75% of trials
• Subject's task: indicate pitch-
jump direction by pushing one of
two buttons on response box
• 1-5 subjects, music students, in-
formed in general terms about how
high-tone pitch varied
the
two high tones falls as the interval between the two high
tones differs increasingly from a perfect interval (see
Fig. 2).
O Frequency modulation of a high tone reduces its threshold
in the presence of a low-tone mask from 0 dB for non-mod-
ulated tones to - 17.5 dB for modulated tones (data not
shown).
Variability
• No information on variability was given
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2.708 Pitch Discrimination Under Simultaneous Masking
Key Terms
Complex sound; frequency modulation; harmonics; mistun-
ing; pitch discrimination; signal detection; simultaneous
masking
General Description
When a low musical note (complex tone with low funda-
mental frequency) is presented simultaneously with a high
musical note (complex tone with high fundamental fre-
quency), the low tone may mask the high tone (i.e., reduce
its discriminability). The degree to which the presence of
the low tone will raise the threshold for discriminating the
pitch of the high tone depends upon the amplitude of the
masking tone, the degree of coincidence of harmonics be-
tween low-tone mask and high tone, the amount of mis-
tuning of the high tone relative to the low tone, and the
frequency modulation of the high tone.
Applications
Improvement of signal delectability; masking of unwanted
sounds.
111	 112	 1/3	 114	 1/5 116
Coincidence of Harmonics
Methods	 were frequency modulated (at5 Hz) at a depth of 4%
Test Conditions	 • Low tone and high tone onset,
duration (200 mace) and rise and
Experiment I 	 decay times (20 msec) were
identical• High and low musical tones	
• Type of headphones not specifiedwith identical onset, duration
• No SPL information given(200 msec) and rise and decay
times (20 msec each)	 Experiment 3
• Proportions of high tone har- 	
• Stimuli were pairs of chords,monics coincidental with low tone 	
each chord consisting of a highharmonics were 1/1,1/2,1/3,1/4,
	
complex tone and a low complex115 and 1/6	
tone, presented in succession
• Phase relationship between coin-	
• Low tone frequency always 250ciding harmonics were: random 	
Hz; high tones 500Hz and 750 Hz,difference, controlled 900 differ-	
or frequencies differing from theseence, and in-phase	
values by ±0.4,0.8,1.6,3.2, or
• Sound pressure level (SPL) of 	
6.4%; order of high tones random-low tone not given 	
ized within chord pairs to form
• 1ipe of headphones not specified high-low or low-high sequences
Experiment 2	 • Stimuli onset, duration, and rise
• 500 Hz and 750 Hz high tones
O If the coincidence of harmonics for two complex tones
presented simultaneously is <1/2, neither the amount of co-
incidence nor the phase relation of the tones affects the
threshold intensity for discriminating the pitch of the high
tone, which ranges from -20 to -25 dB relative to the in-
tensity of the masking (low) tone (see Fig. I).
• When all harmonics coincide (1/1), threshold is within
this same range when phase differences are 0 or 90 deg,
with threshold lowest when harmonics are in phase; but
threshold is raised to  dB relative to masking tone level
when phase difference is random-
O When two pairs of high-tone/low-tone combinations are
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Constraints
• In practical situations, perfect synchrony of two tones is
not possible; onset asynchrony and other temporal charac-
teristics will affect threshold (CRef. 2.709).
Key References	 (Eds.), Handbook ofperception	 *2. Rasch, R. A. (1978). The per-
and human performance: Vol. 11.
	 ception of simultaneous notes such
1. Deutsch, Ii (1986). Auditory	 Cognitive processes and perfor- 	 as polyphonic music. Acustica, 40,
pattern recognition. In K. It Buff,
	 mance. New York: Wiley.	 21-33.
L. Kaufman, &J. P. Thomas
Cross References
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Handbook ofperception and
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Figure 2. Pitch discrimina-
tion of a high tone masked
by a low tone as a function
of deviation of high tone
from a perfect Interval (Exp.
3). Level of the high tone at
discrimination threshold
(relative to the level of the
masking tone) Is shown as a
function of the amount by
which the two high tones
whose pitch was discrimi-
nated deviated from a per-
fect Interval of 250 Hz or
500 Hz with the low-tone
mask of 250 Hz. Data are
shown for one subject.
(From Ref. 1, based on
data from Ref. 2)
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cheic chamber (with reverberation
time —0 sec) and a room with ad-justable reverberation time (by
sound absorbing blocks)
• Stimuli presented via loudspeak-
ers, 2.5 or from subject
Experimental Procedure
• Method of constant stimuli, two-
alternative forced choice, 180 trials
each condition
• Independent variables: high tone
frequencies; low tone delay; rise
times for low, high tones; rever-
beration time; absolute high tone
frequencies, absolute low tone fre-
quencies; low tone fundamental
frequency
• Dependent variable: pitch dis-
crimination threshold, defined as
the intensity of the high tone at
which the direction of the pitch
shift could be identified on 75%
of trials
• Subject's task: indicate direction
of pitch jump of high tone for suc-
cessive tone pairs
• Ito S music students, subjects
informed in general terms about
how high tone pitch varied
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2.709 Pitch Discrimination Under Nonsimultaneous Masking
Key Terms
Backward masking; complex sound; frequency; onset asyn-
chrony; pitch discrimination; reverberation; signal detec-
tion; stimulus duration
General Description
When a low musical note (complex tone with low funda-
mental frequency) is presented close in time to a high musi-
cal note (complex tone with high fundamental frequency),
the low tone may mask the high tone (i.e., reduce its discri-
minability). The degree to which the presence of the low
tone will raise the threshold for discriminating the pitch of
the high tone depends on the time delay between the onset
of the high test tone and the onset of the low-tone mask, as
well as on several other factors (such as the length of the test
tone, the rise of the tones, and reverberation time) which in-
teract with mask onset delay.
Methods	 0, 15,or3OmaceHigh and low tone durations
Test Conditions	 were 6, 12,25,50, 100 and
OO nicer
Experiment 1	 * Absolute low tone frequencies
• Two musical tones (high, low); 	 ranged from 62.5-1000 Hz;
low tone served as mask	 absolute high tone frequencies
• Low tone was 250 Hz; high tone 	 ranged from 125-2000 Hz and
was 500 Hz or 750 Hz	 187.5-3000 Hz; ratio of low tone
• Low tone delayed relative to 	 frequency to high tone frequency
high tone; onset delay varied from 	 was always 1:2 or 1:3
• Fundamental frequency of low0-30 msec in 10 msec steps
• Low tone duration was 200 msec tone ranged from 50-500 Hz
• High tone duration was 20 (lim-	 • Low and high tone rise times
ited mask) or 200 (complete mask) 	 ranged from 5-100 msec
• Stimuli presented binaurally viamsec
• 200 msec high tone ended at	 headphones (no model information
either 0 or S msec after low note 	 given)
• All tones had 20 msec rise and	 Experiment 3decay times	
• Low tone frequency was 250 Hz;• Phase difference between coin-	
high tone frequencies were 500Hzciding harmonics was 90° 	
and 750 Hz• Stimuli presented binaurally via • Phase difference between coin-
headphones (no model information	
ciding harmonics was 90°given)	
• Delay of low tone onset ranged• No sound pressure level (SEt)	 from 0-30 rnsec in 10 msec stepsinformation given	
• High tone completely overlapped
Experiment 2	 low tone
• Reverberation times of 0.5, 1.5,• High and low tone frequency
same as in Experiment I	 and 2.5 sec
• SPL of the low tone ranged from • Experiment carried out in ane-
(-40)—OdB in 10 dB steps
• Delay of low tone onset was
20 ._c11	
High tone	
20Delay of low tone
20	
Low-tone mask	
20
200msec	 'I
(a)
—	 High tone
20	 20
nap
Delay of low tone 	 Low-tone mask
207	 200msec ________ 20
(b)
Figural. Temporal relations between test (high) tone and
masking (low) tone. (a) Test tone begins before masking
tone, tones end simultaneously (complete overlap condi-
tion). (b) Test tone begins before masking tone and ends
shortly after mask onset (short overlap condition). (From
Ref. 1)
Experiment Results	 increasing mask onset delay at all stimulus durations.
• Pitch discrimination vanes little with absolute frequen-
• Pitch discrimination threshold for a high complex tone 	 cies of mask and test tones; threshold decreases with in-
masked by a low complex tone decreases substantially as	 creasing mask onset delay at all frequencies.
mask onset is delayed relative to test tone onset; the amount 	
• Pitch discrimination varies little with fundamental fre-
of overlap between test tone and mask has no effect (Fig. 2). quency of the mask; threshold decreases with increasing
• Level of the masking tone has a large effect only for syn- 	 mask onset delay at all frequencies.
chronous stimuli (mask onset delay = 0 msec)(Fig. 3).	 • Loudspeaker presentation with no reverberation produces
• Stimulus duration has little effect on discrimination	 about the same discrimination threshold as headphone pre-
threshold at any mask onset delay; threshold decreases with
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sentation; thresholds increase with reverberation time for all
mask onset delays except 0 msec, but the effect is slight
compared with the effects of mask onset delay.
• When the test tone has a shorter rise time than the mask-
ing tone, discrimination threshold decreases as the differ-
ence between rise times of the test tone and mask increases;
the inverse does not hold—when the mask has a shorter rise
Key References
1. Rasch, R. A. (1978). The per-
ception of simultaneous notes, such
as in polyphonic music. Acustica,
40,21-33.
Cross References
2.708 Pitch discrimination under
simultaneous masking;
Handbook ofperception and
human performance, Ch. 15,
Sect. 2.; Ch. 32, Sect. 1.1
time than the test tone, thresholds are the same as when rise
times and onset times are equal (Fig. 4).
Variability
• No information on variability given.
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Figure 2. Pitch discrimination thresh-
old for high tone (relative to level of
mask) as a function of onset delay of
masking tone with short and complete
overlap of test tone and mask (Exp. 1).
Data are averages for  subjects.
(From Ref. 1)
Delay
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Figure 3. Pitch discrimination thresh-
old for high tone (relative to level of
mask) as a function of level of iowtone
mask at three mask-onset delays
(Exp. 2). Data are averages for 2
subjects. (From Ref. 1)
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Figure 4. Pitch discrimination thresh-
old for high tone (relative to level of
mask) as a function of rise time of the
masking tone for different rise times
of test tone (Exp. 3). Data points are
for one subject for stimuli where rise
time of the test tone was shorter than
rise time of the masking tone. (From
Ref. 1)
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2.710 Nontonal Pitch
Key Terms
Adaptation; adaptation pitch; echo pitch; edge pitch; non-
tonal pitch; repetition pitch
General Description 	 accidental and undesirable effect. For example, if a concert
hall or auditorium has a strong reflection that arrives at the
Periodic sounds, or sounds that have line spectra consisting 	 listener's ear between 1 and 10 msec after the direct wave
of harmonically related frequencies, produce the clearest	 front, the listener hears a constant pitch or tone coloration
experience of pitch in the listener (e. g., when a note is	 superimposed on the sound.
played on a piano). Some noise-like sounds also evoke sen-
sations of pitch, referred to as nontonal pitch. There are four Edge Pitch
kinds of nontonal pitch, as described below.
Repetition Pitch (Echo Pitch)
When one or more systematically delayed images of a
sound interfere with the original sound waveform (as can
happen with sound reflection in an auditorium), one hears a
pitch related to the inverse of the time delay. The original
sound wave form can be noise, music, speech, or just about
any other sound. Because the frequency response character-
istic of such a time-delay system has a periodic comblike
structure, this process is often referred to as comb filtering.
When a white noise and a delayed noise are added in
phase, the resulting repetition pitch, RP0 , can be described
by the empirical formula (based on Refs. 1, 2, 5):
RP0 = 1k	 (1)
where t is the time delay. When the delayed noise is added
out-of-phase, two pitches are heard, one slightly above and
one slightly below the inverse of the time delay. In this
case, repetition pitch RP 180 is:
= 8/7'rorRP 180 = 6/7i.	 (2)
Repetition pitch is audible with time delays ranging from
1-10 msec and is commonly used to produce special effects
in recorded or synthesized music. Sometimes it occurs as an
Constraints
• Nontonal pitch sensations are typically weak and may not
be easily discernible in presence of loud signals.
Key References	 2. Bilsen, P. A., & Goldstein,). L. 	 4. Klein, M. A., & Hartmann, 	 Loudness, pitch, localization,(1974). Pitch of a dichotically de- 	 W. M. (1981). Binaural edge pitch. aural distortion, pathology. in
1. Bilsen, F. A. (1968). On the in- •	 layed noise and its possible spectral	 Journal of the Acoustical Society of K. R. non, L. Kaufman, & J. P.
teraction ofa sound with its repeti- 	 basis. Journal oft/it Acoustical So- 	 America, 67,1704-1721.	 Thomas (Eds.), Handbook of
tions. Unpublished doctoral 	 ciety of America, 55, 292-296.	 *5 Scharf, B., & Houtsma, 	 perception and human perfor-
dissertation. Delft University, the 	 3. Pastl, H. (1971). UberTon- 	 A. J. M. (1986). Audition it:	 vol. i. Sensory processes
Netherlands.	 hohenmpfindungen bei Rauschen. 	 and perception. New York:
Acustica, 25, 350-354.	 Wiley.
Cross References
2.711 Pitch of amplitude-modu-
lated (square-wave gated) noise
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Monaural edge pitch is a pitch sensation evoked by low-
pass or high-pass noise of sufficiently sharp spectral edge;
such stimuli can be matched to the pitches of pure tones
with frequencies slightly in (toward the noise band) from
the spectral edge (Refs. 3, 4). Binaural edge pitch is evoked
when white noise is presented to both ears with an interaural
phase shift of 0 deg below a particular frequency f0 and
180 deg above f0. Under these conditions, two pitches are
heard, one slightly above and one slightly below f3.
Adaptation Pitch
Adaptation pitch is a weak tonal afterimage heard after the
sudden offset of wide-band noise with a spectral notch of
about half an octave. The pitch of the afterimage matches
the center frequency of the notch. Its duration depends on
the duration of noise exposure, but it never lasts more than
a few seconds.
Pitch of Amplitude-Modulated Noise
Noise that is periodically amplitude-modulated gives rise to
a pitch sensation that can be matched to that of a pure tone
or a square wave, with about the same accuracy that the
pitch of a square wave can be matched to a pure tone. How-
ever, the modulation rate must be below 100 Hz.
Auditory Acquisition of Information
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80 • Tone versus square wave
A = Tone versus noise
60	 = Square wave versus noise
40
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£ = Periodic noise
• = Pure tones
Experiment 1
• Independent variable: noise in-
terruption rate
• Dependent variable: percent of
judgments falling within frequency
band centered on fundamental fre-
quency of the complex sound (band
defined as ± I just-noticeable in-
crement in the frequency of a pure
tone)
• Subject's task: subject adjusted
pure tone frequency to same pitch
as interrupted noise; in control con-
dition subject matched pure tone to
square wave and to series of rectan-
gular pulses and matched fre-
• s;*cin;tnicted in concepts
of pitch and timbre
• 10 subjects with some practice
Experiment 2
• Modified method of limits
• Independent variable: base rate
of noise interruption
• Dependent variable: threshold
for detecting difference in rate of
interruption, defined as 50% accu-
racy of detection
• Subject's task: indicate when rate
of noise interruption changed
• 6 subjects
2.7	 Pitch
2.711 Pitch of Amplitude-Modulated (Square-Wave Gated) Noise
30 50 100	 300 500 1000 3000
Frequency (hertz)	 Frequency (hertz)
Figural. Accuracy of pitch judgments as a function of fre-
quency (Expl). Subjects matched the pitch of a pure tone
to the pitch of Interrupted (amplitude-modulated) noise, a
square wave, or a sequence of pulses; or matched modu-
lated noise to a square wave. Accuracy is defined as the
percentage of judgments that fail within a narrow range on
either side of the fundamental frequency of the complex
sound. (From Ref. 1)
FIgure 2. Just noticeable difference in the frequency of In-
terruption of amplitude-modulated noise as a function of
modulation rate (triangles) (Exp. 2). For comparison, just
noticeable difference in the frequency of a pure tone is also
plotted (circles; data from Ref. 2). Convergence of the two
functions at low frequencies suggests that a similar tempo-
rally based mechanism may operate at frequencies
<100 Hz. (From Ref. 1)
Amplitude-modulated noise; complex sound; frequency dif-
ference threshold; gated noise
General Description
Noise that is interrupted periodically may be perceived as
having a vague pitch that corresponds to the rate of interrup-
tion up to a rate of —200-250 Hz. At higher rates of inter-
ruption, sensitivity to changes in the rate of interruption is
poor.
Applications
Presentation of intermittent noise.
Methods	 • Sounds presented via earphone,	 Experimental Procedure 	 quency of square wave to noise
presumably monaurally and in 	 interruption rnrp
Test Conditions 	 sound-treated room
Experiment 1	 Experiment 2
• Signals were a pure tone alter- 	 • Noise presented monaurally with
nating with either interrupted 	 base interruption rate of 20,40, 80,
noise, a square-wave train, or a se- 	 120, 160, 240, or 320 per 5cc; 50%
ries of 40 msec rectangular pulses;	 duty cycle
all signals were of approximately	 • Each base rate of interruption al-
equal loudness 	 ternated with slightly faster rate;
• Noise interrupted at rates of	 increment in interruption rate was
30-2000 interruptions per see,	 reduced until subject detected
with 50% duty cycle; overall noise	 changed 50% of the time
sound pressure level (SPL) was 	 .Noise level was 50 or 100 dB
SOorlOOdB	 SPL
Subject in sound-treated room
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• When noise is interrupted (amplitude modulated) at
<100 Hz, listeners can match the pitch of the interrupted
noise to the pitch of a pure tone about as accurately as they
can match a pure tone to a square wave or a sequence of
pulses.
• At noise modulation rates of - 100-250 Hz, accuracy in
matching the frequency of the noise to the frequency of a
tone decreases as modulation frequency increases. Matches
cannot be made at noise modulation rates >300 Hz (i.e.,
the interrupted noise has no perceptible pitch).
• Matches are slightly more accurate at noise levels of
100 dB SPL than at 50 dB. (Figure 1 plots data for both
noise levels combined.)
• At modulation frequencies <200-300 Hz, the ability to
detect changes in the rate of noise interruption is about as
good as the ability to detect frequency changes in a pure
tone; at higher interruption rates, the ability to discriminate
differences in noise modulation frequency disappears.
Variability
Large individual differences were reported for both
experiments.
Repeatability/Comparison with Other Studies
The data are consistent with available theories of hearing.
Constraints	 • Whether subjects experience a true sensation of pitch for
interrupted noise is debated among researchers in the area.
• The results may not be valid for duty cycles other than 	 Listeners may have been matching the noise interruption
50%; accuracy in matching tone frequencies to noise inter- 	 frequency to the pure tone frequency without experiencing
ruption rates appears to be greater for duty cycles <50%, 	 a true pitch sensation.
with an optimum at —20%.
• The results may not be valid for noise intensities other
than those employed.
Key References	 2. Shower, E. G., & Bidduiph, R.(1931 ).Differential pitch sensitivity
* 1. Miller, G. A., & Taylor, W. G.	 of the ear. Journal of the Acousti-
(1948). The perception of repeated	 cat Society ofAmerica, 3,275-287.
bursts of noise. Journal of the
Acoustical Society ofAmerica, 20,
171-182.
Cross References
2.710 Nontonal pitch;
Handbook ofperception and
human performance, Ch. 15,
Sect. 2.3
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2.8	 Localization
2.801 Sound Localization
Key Terms
Auditory localization; direction; distance; interaural inten-
sity differences; interaural phase differences; interaural time
differences; lateralization; spatial localization 	 N'....>
General Description 	 For a periodic sound, two interaural temporal cues are
possible. One cue is related to the time of arrival of the
Sound localization refers to the ability to identify the posi- 
tion of a sound source in space. Humans have an excellent
	
	
sound or, more generally, to the sound's envelope. The
other cue is related to phase or fine structure, which refers
sense of localization based primarily on differences between 
the sounds reaching the two ears, differences that vary with
	
	
to cycle-by-cycle changes. The sound reaches the ear
nearer the sound source before it reaches the other ear
the direction and distance of the sound source relative to the
listener. These interaural cues are complemented by mon-	
farther away. It also leads in phase in the nearer ear.
When the sound is a pure tone, the interaural phase dif-
aural cues from the external ear (pinna) and from head 	 ference is constant and persists as long as the tone contin-
movements. Intensity, phase, and onset time differences are
the major cues for sound localization.	 ues. However, phase cues appear to be useful only whensuccessive cycles of a tone are sufficiently far apart for the
Direction of a sound source	 auditory nervous system to keep track of them separately.
Most studies of localization have examined the accuracy of 	 Experimental evidence shows that this limit lies between
localizing a sound in the horizontal plane, toward the left 	 1,000 and 2,000 Hz, close to 1,600 Hz. Phase cues are also
and toward the right in front of the listener. The primary	 limited by the effective aerial distance between the two ears
bases for discrimination in the horizontal plane are bin-	 for frequencies above 750 Hz. For these frequencies, after
aural cues.	 the first cycle of the sound wave, it is unclear to the listener
Binaural Cues. The location of the ears on each side of	 which ear leads in phase, since the first cycle in the lagging
the head means that a sound not coming from a source in the ear begins prior to the second cycle in the leading ear,
median plane (an imaginary two-dimensional surface that 	 which it precedes by less than half a period. The exact fre-
splits the head from front to back) reaches the two ears at 	 quency at which such phase ambiguity begins depends upon
different times and with different intensities (CRefs. 2.803,	 the azimuth of the sound source. As the sound source
2.805). Given the speed of sound in air and the maximum	 moves toward the midline, the binaural time difference de-
acoustical distance between the ears, the ear closer to the	 creases so that the ambiguity begins at a higher frequency.
sound source receives the sound as much as 700 p.sec 	 Cues based on time of arrival do not suffer from this
sooner than the ear farther away. Successive sound waves	 ambiguity.
continue to arrive sooner to the nearer ear. Given the size of 	 Natural sounds usually have fairly abrupt onsets, and
the head relative to the wavelength of most audible sounds, 	 may have additional abrupt changes later on in their enve-
the sound in the farther ear may be attenuated at certain 	 lopes; such onset and ongoing envelope delays may give
frequencies as much as 40 dB relative to the nearer 	 rise to interaural time differences that serve as cues in local-
ear (Ref. 1). 	 ization. To separate envelope delay (also called transient
These interaural time and intensity differences provide 	 disparity) from interaural intensity differences, it is neces-
the primary cues for sound localization, but their utility de- 	 san' to present the sounds via earphones; to distinguish
pends strongly on the spectral content of the sound. The in- 	 them from ongoing differences in the fine structure, it is
teraural differences also depend upon the distance of the	 necessary to use very brief stimuli such as clicks, to pit on-
sound source from the listener. Beyond a distance of 1 m, 	 going fine-structure differences against onset differences, or
however, the effect of distance becomes negligible. Ac-	 to use sounds with different frequency content at the two
cordingly, in this section of the Compendium, data and 	 ears. Earphone measurements have shown that listeners can
discussion are limited mainly to sources in the "far 	 detect onset time differences of 100-200 psec for tone
field," that is, locations more than I m from the head,	 bursts at frequencies above 1,500Hz where fine-structure
Localization of sound frequencies below about 	 cues are not usable (Ref. 6).
2,000 Hz is based mainly on interaural time differences 	 The duration of the onset and offset disparities between
and above 4,000 Hz mainly on interaural intensity dif- 	 the two ears depends on how fast the sound comes on and
ferences. Localization is poorest at the middle frequencies 	 goes off, and is generally referred to as the rise-fall time.(2,000- 4,000 Hz), which suggests that neither binaural cue Studies of the effect of rise time on localization suggest that
works well in the transition region. Indeed, some interaural 	 for brief signals, rise times faster than about 100 msec do
time differences are unambiguous only up to about	 provide usable cues for sound localization, and these cues
1,500Hz and interaural intensity differences begin to	 become determinant when rise time is very rapid (Ref. 4).
be substantial starting at about 3,000 or 4,000 Hz.
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Head movements serve to enhance binaural cues. Rotat-
ing the head in the horizontal plane gives rise to a rate of
change of the interaural time difference that specifies the
azimuth of a stationary sound source. Such movement can
also specify the elevation of the source. Listeners make use
of these cues in judging the location of a stationary sound
source. For head movements to be effective, however, the
sound's duration must exceed 250-300 msec. At shorter
durations the cues change too little to be perceptible.
Monaural Cues. Although interaural differences pro-
vide the major cues to the localization of sounds in the hori-
zontal plane, monaural cues are also available and are
particularly useful to persons with unilateral deafness and to
normally hearing listeners for resolving front-back ambigui-
ties. The pinnae, head shadow, and head movements are the
primary sources of monaural cues.
Sound shadowing by the head, sound reflection by the
shoulder, and the folds of the pinna and the ear canal mod-
ify the spectrum of a sound as it travels to the eardrum.
These modifications depend on the sound's frequency con-
tent and azimuth and can serve as cues to sound localiza-
tion. Movement of the head or of the sound source may
render monaural cues as effective as binaural cues in local-
izing sound. For a moving sound source, the predominant
monaural cue is loudness changes; a displacement of 15 deg
in the position of a sound results in a 2-to 3-dB change in
level at the eardrum at nearly all audible frequencies. For a
sound coming from the side, spectral changes that cause
changes in timbre can also play a role because, at frequen-
cies below 2,000 Hz, the level is independent of azimuth,
whereas at higher frequencies the level changes noticeably
with frequency.
Monaural cues are especially important in the localiza-
tion of sounds lying in the median plane (CRef. 2.810).
Given the placement of the ears, interaural time and inten-
sity differences are absent (except for those caused by head
asymmetry and by differences between the left and right
pinnae) when a sound source is located directly in front or in
back of the listener. A change in the height of the sound
source leaves these interaural differences equal to zero, ex-
General Methods
Current studies of localization generally present the sound
stimulus by means of loudspeakers or earphones. When
loudspeakers are used, the subject is usually tested inside
anechoic chamber--a room specially constructed of sound-
attenuating materials designed to minimize extraneous
noises and reduce reverberation from wall surfaces. The use
of earphones allows interaural time and intensity differences
to be controlled more precisely and to be manipulated inde-
pendently of one another. However, certain complementary
monaural cues are missing with earphone presentation, and
the sounds are heard inside the head. Sounds with no inter-
aural differences are heard in the center of the head, while
interaural time or intensity differences cause the sound to
appear to the left or right of center. (It is possible, however,
to present sounds via earphones that give rise to external-
ized images if the sounds are recorded via microphones in-
serted in real or artificial ears.)
Identification of the left-right position of a sound source
within the head under earphone presentation is frequently
cept for asymmetries in the head and pinnae. Despite the
lack of interaural differences in the median plane, however,
we are able to distinguish front from back for most sound
sources, either by moving the head or through familiarity
with the sound. Moving the head puts the sound source out-
side the median plane, and interaural differences become
available. Familiar sounds can be distinguished owing to
the differential effects of the pinna. For example, a wide-
band signal will be softer and different in timbre when in
back than in front. Listeners can also distinguish the vertical
(up-down) position of a sound source. The basis for this dis-
crimination appears to lie in physical differences imposed
on the sound reaching the ears by the head and pinnae.
Distance of a sound source
The primary cue to distance is sound intensity, which de-
creases as the square of the distance of the sound source.
However, for this cue to be usable the listener must be fa-
miliar with the sound. Research has shown that when other
distance cues are excluded, intensity alone can be used to
judge distance, but the perceived change in distance as in-
tensity decreases is much smaller than would be expected
from the rule that doubling the distance decreases the sound
pressure level by 6 d (Ref. 2).
Other cues to distance come from changes in the timbre
of a broadband sound. Timbre changes for two reasons, one
physical, the other psychophysical. Beyond some 15 m the
differential attenuation by air of low and high audible fre-
quencies becomes noticeable with the higher frequencies
more strongly attenuated than the low so that the timbre be-
comes deeper. At the same time the intensity decreases and
the contribution of low frequencies diminishes because the
loudness of low frequencies decreases more rapidly with
decreasing level than does that of high frequencies. Just
how the physical and psychophysical effects interact must
depend upon the absolute levels and the spectra of the
sounds. Under most listening conditions, reverberation oc-
curs, and it serves as an indication of the distance of the
sound source. Like intensity and spectral cues, reverbera-
tion requires some familiarity with the environment.
called lateralization, rather than localization. The latter
term is generally reserved for the identification of spatial
position for sounds coming from the original source or from
loudspeakers. Psychometric functions to pure tones of
various frequencies have been found to be similar for ear-
phone and speaker presentation (Ref. 5) and discrimination
of the position of wide-band noise is as good for earphone
presentation as for actual sound sources in a sound field
(Ref. 3).
Studies of localization may measure either the accuracy
or the precision of localization. By accuracy is meant the
margin within which a listener can identify the absolute di-
rection of an external sound source or locus of a sound
image inside the head. By precision is meant the error with
which a listenerjudges a change in direction of a sound
source or of the intracranial locus. Most studies of localiza-
tion have been concerned with accuracy whereas most stud-
ies of lateralization have been concerned with precision, but
some have measured sidedness or lateral position.
—Adaptedfrom Ref. 7
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Applications
Improving the fidelity of sound reproduction systems; se-
lecting warning or other signals whose location must be dis-
criminated by the listener.
Constraints	 ears; localization is less accurate when one ear is plugged or
covered.
• Sounds with broadband spectra, which provide multiple 	
• There are individual differences in the accuracy and pre-
cues to spatial position, can be localized more accurately 	 cision of sound localization.
than pure tones. 	 • The spatial perception of multiple sounds in a natural en-
* Sound localization is influenced by signal duration 	 vironment is not adequately addressed by only considering(CRef. 2.811), signal frequency (CRef. 2.813), head posi- 	 auditory localization; pitch, tonality, loudness, volume,
tion and the presence of a visual context (CRef. 2.815). 	 density, time relations, and relative significance of the
• Optimal sound localization depends on input from both 	 sounds interplay in auditory spatial perception in a natural
ears and the relation between the inputs for left and right	 environment.
Key References	 3. Jeffress, L. A., & Taylor, R. W. 	 5. Motion, J. A. (1974). Psycho- 	 7. Scharf, B., & Houtsma, A.(1961). Lateralization versus local- 	 physical verification of predicted 	 (1986). Audition II: Loudness,
1. Blauert, J. (1983). Spatial hear-	 ization. Journal of the Acoustical	 interauraldifferences in localizing 	 pitch, localization, aural distortion,
ing. Cambridge, MA: MIT Press. 	 Society ofAmerica, 33, 482-483.	 distant sound sources. Journal of	 pathology. In K. R. Doff, L. Kauf-
2. Gardner, M. B. (1969). Dis- 	 4. Kunov, H., & Abel, S. M. 	 the Acoustical Society ofAmerica, 	 man, &J. P. Thomas (Eds.),
lance estimation of 00 or apparent	 (1981). Effect of rise/decay time on 55, 139-147.	 Handbook ofperception and
0°-oriented speech in anechoic	 the lateralization of interaurally de- 	 6. Scharf, B., Florentine, M., &	 human performance: Vol. 1. Sen-
space. Journal of the Acoustical	 layed l-kllz tones. Journal of the	 Meiselman, C. H. (1976). Critical 	 sory processes and perception.
Society ofAmerica, 45, 47-53.	 Acoustical Society ofAmerica, 69,	 band in auditory lateralization. 	 New York: Wiley.
769-773.	 Sensory Process, 1, 109-126.
Cross References	 2.806 Discrimination of interaural	 time differences in auditory lateral- 2.813 Effect of frequency on the
phase differences for pure tones; 	 ization;	 localization of pure tones;
2.802 Effects of the body on a
	 2.807 Lateralization of clicks with 	 2.810 Localization in the median 	 2.814 Effect of static head position
sound field;	 interaural time delay;	 plane;	 on localization;
2.803 Interaural intensity	 2.808 Lateralization of amplitude- 	 2.811 Effect of stimulus duration 	 2.815 Effect of visual and propri-
differences;	 modulated tones with interaural 	 on lateralization of pure tones and 	 oceptive cues on localization;
2.804 Discrimination of interaural 	 time delay;	 noise;	 2.816 Localization in noise;
intensity differences for pure tones;	 2.809 Trading between interaural 	 2.812 Precision of localization	 2.817 Echo suppression in
2.805 Interaural time differences;	 intensity differences and interaural 	 (minimum audible angle); 	 localization
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2.802 Effects of the Body on a Sound Field
—I
0.2	 0.3	 0.405	 0.7	 1.0	 1.4	 2	 3	 4	 5	 7	 10
Frequency (kilohertz)
Figural. Average transfer functions for transforming sound pressure level at the outer ear to the equivalent SPL values
at the eardrum. Curves show the difference (in dB) between SPL measurements made at the entrance to the ear canal
(solid line) or the mldconcha (dashed line) and SPL measurements made within 1 mm of the eardrum from various frequen-
cies for one possible microphone position. The values for frequencies <8000 Hz are based on empirical data and those
>8000 Hz are estimated from measurements on a human ear replica. The values for the functions will vary according to mi-
crophone position. (From Ref. 1)
Key Terms
Auditory localization; direction; frequency; intensity; sound
pressure transfer function; sound shadow
General Description 	 effects of the subject's body. The graphs in Fig. 2 plot the
difference in SPL between measurements in a free field with
The sound pressure level (SPL) of a sound source measured 	 the subject absent and measurements at the eardrum for
in a free field or in the outer ear is generally not the same as	 point sources of various frequencies located to the front,
the SPL measured at the eardrum, due to reflections and	 side, and back (anterior, lateral, and posterior, respectively)
modifications in the sound introduced by the subject's head, 	 of the head (0 deg is directly in front of the subject). Thebody, outer ear, etc. Measurements made using a micro-	 amount of difference in SPL varies with azimuth; the direc-
phone in the outer ear can be transformed to equivalent ear- 	 tion of the sound source has the greatest effect at frequen-
drum data using transfer functions similar to those shown	 cies >1000 Hz and toward the front and back, rather than
in Fig. 1; however, the values for the applicable transfer 	 the side. There is a peak for each curve at 2500 Hz; in otherfunction depend on the location of the microphone in the	 words, the presence of the subject's body results in a strong
outer ear,	 amplification of the signal when measured at the eardrum
Data for tones and narrow-band noise obtained across a	 (versus measurements made in a free field). There is a
variety of studies employing measurements both at the ear-	 strong attenuation at high frequencies (but the curves aredrum and in the outer ear suggest that azimuth and fre- 	 less reliable at these frequencies).quency are both very important in determining shadowing
Applications
Because modifications in the spectrum of a sound caused by
the presence of the body vary with the azimuth of the sound
source, such spectral changes serve as a cue to the spatial
position of the sound; they are especially important in the
localization of sources located in the median plane and lo-
calization using only one ear.
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Figure 2. Difference in sound pressure level measured at eardrum and SPL measured Ina free field (with subject absent)
as a function of frequency and angle of Incidence of point source to the ear. For ease of reading, curves are divided into
three groups based on azimuth. (From Ref. 1)
Methods	 anechoic chamber with point 	 • Angles of azimuth: 0 deg only 	 Experimental Procedure
source of given frequency aimed at	 (four studies); 0,45,90 deg (two
Test Conditions	 specific angle to ear and probe mi-	 studies); complete (four studies); 	 • Independent variables: frequency
• Figure 2 summarizes studies	 crophone in ear canal; indirect 	 and in between	
of sound source, azimuth of source
from 12 laboratories using slightly	 measurements made with micro-	 • Pure tones and narrow-band	
• Dependent variable: difference
different stimuli and techniques 	 phone at external ear (not allowing	 noise with frequencies of 200-	
between SPL measure with subject
• Direct sound pressure measure- 	 for pressure changes in ear canal); 	 15,000 Hz	
absent and SPL measured at outer
ments made with subject seated in 	 sound pressure also measured with	 • Distance of point source from 	 ear or eardrum
subject absent	 subject: 1-3.3 m	 • 3-20 subjects per study
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Experimental Results	 with least change for sources from 60-135 deg (lateral sector
curves'l
• Curves in Fig. 2 are visual fits to the average data after
the outer-ear data were transformed to the equivalent ear-
drum data. Curves were smoothed where necessary using a
criterion of consistency between adjacent curves. (For com-
plete details, see Ref. 1.) The curves are less reliable for
frequencies >8000 Hz because of a scarcity of data.
• Marked attenuation of SPL at the ear canal depends on
frequency and azimuth of source.
• For frequencies <1500 Hz, azimuth has a relatively
small effect.
• From 1500-2500 Hz there is a gain in SPL at all
azimuths, which is most marked for sources at -75 to
+ 60 deg (anterior sector curves).
• From 2500-10,000 Hz there is an attenuation of SPL,
• There is a steady increase in SPL at all azimuths for
sources above 10,000Hz.
Variability
Standard deviation for pure tones reported to be 1 dB for
frequencies <500 Hz to —5 dB above 500Hz for transfor-
mations from free field to eardrum. The standard deviations
are smaller when 1/3-octave bands of noise are used as
stimuli.
Repeatability/Comparison with Other Studies
Data are somewhat consistent across studies from 5 coun-
tries over 40-yr period using 100 subjects, although there
are some large disparities.
Constraints	 • SPL can be affected by apparatus (e.g., subject's chair),
hair, and clothing.
• The average transfer functions in Fig. 1 will vary accord- • There may be individual differences caused by body size.
ing to the position of the microphone in the outer ear.	 • The 4:3 ratio for the curves in Fig. I has not been
• Reflected waves from shoulder may affect SPL, as can 	 validated.
arm, leg, and head position.
Key References	 2. Wiener, F. M., & Ross, D. A.(1946). The pressure distribution in
9. Shaw, K A. G. (1974). Trans-	 the auditory canal in aprogressive
formation of sound pressure level	 sound field. Journal of theAcousti-
from the free field to the eardrum in cat Society ofAmerica, 18,
the horizontal plane. Journal of the	 401.408.
Acoustical Society ofAmerica. 56,
1848-1861.
Cross References
2.801 Sound localization;
Handbook ofperception and
human performance, Ch. 15,
Sect. 3.2
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2.803 Interaural Intensity Differences
1-
Ahead
	 Behind
Directional Sound Source (degrees)
Figure I. interaural intensity differences as a function of frequency and direction of
sound source. (From Ref. 2)
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Key Terms
Auditory lateralization; auditory localization; diffraction;
direction; frequency; interaural intensity differences; sound
shadow; spatial localization
General Description 	 with sound frequency and generally reaches a maximum for
sound sources located at 60 and 120 deg from straight
Because of sound shadowing by the head, the intensity of 	 ahead. Sounds reaching the ears with different interaural in-
sound sources other than those located the the medial plane tensities are perceived by the listener as coming from differ-(straight ahead or behind) generally differ slightly at the left	 ent spatial locations.
and right ears. This interaural intensity difference increases
Applications
Interaural intensity differences are an important cue in
the localization of high-frequency sounds (above
— 1500-2000 Hz).
Methods	 varied from 0-I80 deg on both	 Experimental Procedure	 subtracting intensity level at one
left and right sides of subject
Test Conditions	 • Intensity measured by probe mi-	 • indeiendent variables: azimuth,	
azimuth form that recorded at its
• Tones emitted from small loud- 	 crophone inserted short distance 	
fre<uency of tone	 mirror-image position (e.g., sub-
into one ear of subject; intensity 	 • Dependent variable: interaural 	
reacting level measured at 330 deg
• Nine frequencies from	 level recorded continuously as	
intensity difference, obtained by 	 from that at 30 deg)speaker mounted on 2-m boom
200-6000 Hz; source azimuth 	 sound source rotated slowly around	
• Two intensity measurements in
subject	
each ear of each subject
• 5 subjects
Experimental Results	 Variability
• For sounds located off the medial plane, the difference in
intensity of a tone at the left and right ears generally in-
creases with frequency.
• For a tone of a given frequency, intensity difference var-
ies with azimuth position and usually reaches a maximum
between 60 and 120 deg from straight ahead.
• Maximum interaural intensity difference occurs at differ-
ent azimuth positions for different frequencies.
Vertical bars in Fig. I represent ± 2 standard errors of the
means.
Repeatability/Comparison with Other Studies
Changes in the interaural intensity difference with source
azimuth and frequency are similar to those reported in ear-
lier studies (Refs. 3, 4).
Constraints	 • Real sounds are almost never pure tones but are mixtures
.	 of many frequencies.
• Sound level readings, particularly at high frequencies,	
• Interaural intensity differences, by themselves, provide
can be affected by the depth of placement of the probe ml- 	 cues to the direction only of sound sources that do not lie in
crophone into the ear canal (Ref. 4). 	 the median plane (CRef. 2.801).
Key References	 3. Sivian L. J., & White, S. D.(1933). Minimum audible sound
1. Blauert, J. (1983). Spatial hear- 	 fields. Journal of theAcouslical
ing. Cambridge, MA: MIT Press. 	 Society ofAmerica, 4,288-321.
*2. Feddersen, W. E., Sandell, 	 4. Wiener, F. 	 (1947). On the
T. T., Teas, D. C., & Jeffress,	 diffraction of a progressive sound
L. A. (1957). Localization of	 wave by the human head. Journal
high-frequency tones. Journal	 of the Acoustical Society ofAmer.
of the Acoustical Society of
	 ica, 19, 143-146.
America, 29,988-991.
Cross References	 2.804 Discrimination of interaural
intensity differences for pure tones;
2.801 Sound localization;	 2.810 Localization in the median
2.So2 Effects of the body ona	 plane;
sound field; Handbook ofperception and
human peiformance, Ch. 15,
Sect. 3.2
681
3.
NC
I
C
gt
C.
.2U
f
I
Earphone
= Free field(Minimum
audible
angle)
Total r000
2.8	 Localization
2.804 Discrimination of Interaural Intensity Differencesfor Pure Tones
0.0 102	 io3
Frequency (hertz)
Figural. Just-noticeable Interaural Intensity differences
for tone pulses as a function of frequency. Filled circles are
Intensity difference thresholds with earphone presents-
don. (Ref. 4). For comparison, open circles are intensity dif-
ferences corresponding to the minimum audible angle
(minimum discriminable difference In azimuth) MO deg
with free-field presentation (CRef. 2.812). (From Handbook
of perception and human performance, adapted from
Ref. 4)
Key Terms
Auditory lateralization; auditory localization; frequency;
interaural intensity differences; sound shadow; spatial
localization
General Description	 sensation level (level above threshold). At frequencies of
1500-6000 Hz, interaural intensity difference thresholds
For sounds above 1500 Hz, the head provides an effective 	 (solid line, Fig. 1) and free-field sound localization (just-
shadow, producing a difference in intensity between the left noticeable deviation of a sound source from a location
and right ears that can serve as a primary cue for auditory 	 directly in front of subject, dashed line) are similar, which
localization. For sounds presented via earphones, the Just- 	 suggests that localization of frequencies in this range is
noticeable difference (JND) in intensity between the ears	 based primarily on interaural intensity differences. These
at 50 dB above threshold is — 1 dB at 1000 Hz and less at 	 functions are not close at frequencies <1500Hz; thus, other
greater or lesser frequencies (solid line, Fig. I). This	 localization cues must be dominant for low-frequency
result is confirmed in other studies summarized in Table 1,	 sounds.
which presents the JNDs for intensity as a function of
Applications
Interaural intensity differences are the primary cue for
localization of sound sources above -1500-2000 Hz.
Doff, K. R., & Uncoln, J. E. Engineer/no Data Compendium: HumanPercept/on andPe,formance. AAMRL, Wiight-PattorsonAFB, OH, 1988.
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Tablet. Just-noticeable Interaural differences In intensity (Al, In decibels) for
different frequencies and sensation levels. (Adapted from Handbook of percep-
lion and human performance)
Frequency (hertz)
Sensation level	 250	 500	 2000	 6000	 Broadband(decibels)	 (Ref. 5)	 (Ref. 3)	 (Ref. 5)	 (Ref. 5)	 noise (Ref. 2)
5	 -	 -	 -	 -	 2.2
10	 -	 1.9	 -	 -	 -
20	 1.5	 1.5	 1.0	 1.1	 1.5
30	 0.9	 -	 0.8	 0.9	 -
50	 0.6	 1.0	 0.5	 0.6	 1.6
70	 -	 0.8	 -	 -	 2.8
Methods	 • Intensity of first (reference) tone	 caily around intenural intensity 	 old, measured as the avenge of the
50 dB sensation level in one ear,	 difference of first tone 	 25% and 75% points on a straight-
Test Conditions	 intensity in other ear adjusted until 	 line psychometric function fitted to
• Two tone pulses per trial, each	 tone appeared centered on head for	
Experimental Procedure
	 the data by the method of averages
I see in duration with rise/fall time	 each subject and this relative inter- 	 • Method of constant stimuli	 • Subject's task: indicate whether
of 20 msec, presented dichotically	 aural intensity maintained through-	 • Independent variables: frequency second tone seemed to be to right
in phase via earphones; I sec in-	 out experiment 	 of tones, interaural intensity differ- 	 or to left of the first (reference) tone
terval between tones 	 • tnteraural intensity difference of 	 ence of test tone	 • 5 subjects with normal hearing
• Frequency of tones varied from	 sound (test) tone varied symmetri-	 • Dependent variable: median 	 and extensive practice
250-10,000 Hz	 teraural intensity difference thresh-
Experimental Results	 • For frequencies of 1500-6000 Hz, the functions for inten-
sity-difference thresholds with earphone presentation and
• Threshold for interaural intensity difference is largest 	 minimum audible angle of actual sound sources coincide,(sensitivity is lowest) for tone pulses of 1000 Hz; threshold 	 indicating that intensity differences are used as the primary
is lower for frequencies above and below this value (Fig. 1, 	 cue to sound localization for sounds within this frequency
filled symbols, solid curve).
• For comparison, Fig. 1 also shows interaural differences
in intensity corresponding to the minimum audible angle
about the median plane (minimum detectable deviation for
o deg, or straight ahead) for free-field presentation of tone
pulses (unfilled symbols; CRef. 2.812 for methodological
details; data convened from minimum audible angle to in-
teraural intensity differences by Ref. 4 from measurements
in Ref. 6).
Constraints	 may also vary with absolute intensity and duration of the
sound stimulus.
• Only pure-tone sounds were used; results may differ for	
• Results vary with direction of the sound source. There are
complex sounds. 	 no interaural intensity differences for sounds located in the
• Minimum discriminable interaural intensity differences 	 median plane (plane bisecting body from front to back).
Key References	 or intensity difference for brief im- 	 tone. Journal of the Acoustical So-	 ence limen. Journal of Speech and
pulsive stimuli. Journal of the	 ciety ofAmerica, 46, 1464-1467.	 Hearing Research, 10, 745-756.
I. Blauert, J. (1983). Spatial hear-	 Acoustical Society ofAmerica, 36,
	 *4 Mills, A. W. (1960). Laterali-	 6. Sivian, L. .1., & White, S. D.
ing: The psychophysics of human	 2411-2413.	 zation of high-frequency tones.
	 (1933). On minimum audible
sound localization (I. S. Allen,3. Hershkowitz, R. M., & Our-
	
Journal of the Acoustical Society of sound fields- Journal of theTrans.). Cambridge, MA: MIT	 lach, N. I. (1969). Interaunl time	 America, 32, 132-134.	 Acoustical Society of America,
Press,	 and ampliludeiND's for a 500-Hz	 5. Rowland, R. C, & Tobias, J. F. 	 5, 288-321.
2. Hall, J. L. (1964). Minimum de-	 (1967). Intenural intensity differ-
tectable change in interaural time
Cross References	 2.812 Precision of localization(minimum audible angle);
range.
Variability
• Variability is large enough that the form of the function is
not well-defined, as shown by the vertical bars in Fig. 1,
which indicate total range.
2.803 Interaural intensity
differences;
2.809 Trading between interaural
intensity differences and interaural
time differences in auditory
laleralization;
2.813 Effect of frequency on the
localization of pure tones;
Handbook ofperception and
human performance, Ch. 15,
Sect. 3.2
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2.805 Interaural Time Differences
Key Terms
Auditory lateralization; auditory localization; direction; fre-
quency; interaural time differences; spatial localization
General Description
Because of the location of the ears on each side of the head,
all sounds except those on the median plane (directly in
front or behind) reach the two ears at slightly different
times. The ear closer to the sound source may receive the
sound as much as 700 Issec sooner than the ear farther
away.
Natural sounds usually have fairly abrupt onsets, and
may have additional abrupt changes later on in their enve-
lopes. Interaural delays in onset and envelope changes may
give rise to interaural time differences that serve as cues in
localizing the sound. For periodic sounds, an additional
temporal cue is possible which is related to phase or fine
structure (cycle-by-cycle changes). Not only does the sound
reach the ear nearer the sound source before it reaches the
other ear farther away, it also leads in phase in the nearer
ear. These interaural time differences serve as a primary
cue for the localization of sounds below - 1500-2000 Hz.
Sounds that differ in interaural time of arrival or interaural
phase are perceived as coming from different directions rel-
ative to the listener.
The difference in arrival time between the two ears de-
pends on the direction of the sound source and sound fre-
quency. Figure 1 shows interaural difference in arrival time
for tones of various frequencies and for clicks as a function
of azimuth (angular distance of the sound source from
straight ahead). The dashed curves are derived from a
model in which the head is treated as a hard sphere
with the ears replaced by two holes on opposite ends of a
diameter. The lower dashed curve is from the formula
= (rls) (0 + sin 0), where r = 0.0875 in (head radius)
and s = 344 m/sec (speed of sound in air), and is based
on simple geometric considerations. The upper curve
is from the formula t = (rls) (3 sin 0), which represents the
limiting case of diffraction theory as the frequency goes to
zero (Ref. 1). As can be seen from the figure, interaural dif-
ferences in time of arrival are greatest for sound sources
directly to the side (90 deg from the midline). Interaural
time delay tends to increase as frequency increases.
For low-frequency sounds, interaural delay causes the
sound to be localized toward the leading ear. As the inter-
aural time difference of a pure tone increases, perceived lo-
cation shifts increasingly toward the leading ear. When the
interaural delay reaches half the period of the tone, how-
ever, a single, fused sound image at a given location is no
longer heard, but two separate images (or a diffuse, poorly
localized image) are perceived. Results are similar for
broadband and narrow-band noise, but fusion of the image
may break down at different interaural time delays and in
different ways from a pure tone (Ref. 2).
250 H^6'
0.71
1000
0.5
0.4
0.3
0.2
0.1
0.0
0	 30	 60	 90 120 150 180
Front	 Side	 Back
Azimuth, 0 (degrees)
Figural. Differences in interaurai arrival time as a func-
tion of azimuth position of sound source and sound type
(clicks or tones). Dashed curves are derived from a formula
that assumes a hard sphere with two holes for the head
without diffraction (lower dashed curve) and with diffrac-
tion (upper dashed curve). Solid curves are measurements
made on the heads of a number of subjects in various ex-
periments. The click data are from Ref. 2, in which a probe
microphone was placed at the entrance to the ear canal In
each ear of 5 subjects and the time difference between the
arrival of the click in each ear was measured. The data for
pure tones are based on lnteraural phase measurements
made on artificial heads by several studies summarized In
Ref. 3. (From Ref. 2)
Discrimination of the elevation of a sound source and of
front from back on the basis of interaural time differences is
complicated by the so-called cones of confusion. The basis
for the cone of confusion can be understood by first con-
sidering a sound source that moves along a hyperbola at the
level of the two ears (Fig. 2a). The difference between the
time of arrival at the left ear and at the right ear remains
constant all along the hyperbola so that interaural time dif-
ferences cannot distinguish back from front (or the distance
of the sound source). If now the hyperbola is rotated, the
surface of the resulting cone (Fig. 2b) defines a family of
points all of which give rise to the same interaural time dif-
ferences. Thus up-down as well as front-back discrimina-
tion cannot be based reliably on interaural time differences.
However, the outer ear and head impose changes in the
spectrum that differ for sounds coming from the front and
back and from different elevations which can serve as cues
in localizing these sounds.
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It
LeftNear	 I	 F,/
roriaro 
(a)	 (b)
Figure 2. Positions of a sound source in space that yield the same Interaural time differ-
ences. Panel (a) shows the hyperbola along which all sounds In the same plane give Identi-
cal interaural time differences. On the basis of time delay alone a listener could not
distinguish sound sources In front from those In back when they lie along the same hyper-
bola. Panel (b) is the same hyperbola rotated to yield a cone of confusion, so-called be-
cause all sounds on the cone's surface produce the same interaural time differences,
which means that sound sources could be mlslocated with respect to elevation as well as
to front and back. (From Ref. 1)
Applications
Interaural time differences are the primary cue for the local-
ization of sounds with frequencies below - 1500-2000 Hz.
Constraints
• Studies have only been done in anechoic chambers.
• Under some circumstances, interaural time differences
can be compensated by differences in intensity between the
two ears (CRef. 2.809).
Key References	 (Eds.), Handbook ofperception IV: 4. Scharf, B., & Houtsma, A. J. M. *5 Shaw, E. A. G. (1974). The
Hearing (pp. 365-466). New York:	 (1986). Audition II: Loudness,	 external ear. In W. D. Keidel, &
I. Blauert, J. (1983). Spatial hear-	 Academic Press,	 pitch, localization, aural distortion, W. D. Neff (Eds.), Handbook of
ing: The psychophysics of human	 *3 Fedderson, W. E., Sandel, 	 pathology. In K. R. Boll, L. Kauf-	 sensory physiology (Vol. V/I,
sound localization. Cambridge,	 T. T., Teas, D. C., & Jeffress,	 man, & J. P. Thomas (Eds.),	 pp. 455-490). New York:
MA: MIT Press.	 L. A. (1957). Localization of
	
Handbook ofperception and
	 Springer-Verlag.
2. Durlach, N. I., & Callum, H. S. high-frequency tones. Journal	 human performance: Vol. I. Sen-
(1978). Binaural phenomena. In E. 	 of the Acoustical Society of	 sOry processes and perception.
C. Carterette, & M. F. Friedman	 America, 29, 988-991.
	
New York: Wiley.
Cross References	 2.807 Lateralization of clicks with 	 time differences in auditory
interaural time delay;
	 lateralization;
2.801 Sound localization; 2.809 Trading between interaural 	 2.812 Precision of localization
2.806 Discrimination of interaural	 intensity differences and interaural 	 (minimum audible angle)
phase differences for pure tones;
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2.806 Discrimination of Interaural Phase Differences for Pure Tones
_•1Dichotic phase	 '
ILH
Afl-ia
S	 15	
Acphas.:
s3
oatz
5	 I
.,	 I
1,03
Frequency (hertz)
Key Terms
Auditory lateralization; auditory localization; frequency; in-
teraural phase differences; interaural time differences; mini-
mum audible angle; pure tones; spatial localization
Figural. Just-noticeable Interaural differences in phase
of tone pulses as a function of frequency. Solid curve is
phase difference thresholds with earphone presentation
(Ref. 4). For comparison, dashed curve represents phase
differences corresponding to the minimum audible angle
(minimum discrlminabie difference in azimuth) at 0 deg
with free-field presentation (CRef. 2.812). (From Handbook
of perception and human performance, adapted from
Ref. 3)
General Description 	 phase difference rises precipitously for tones greater than
1500 Hz. At frequencies below — 1300 Hz, interaural
Because of the separation of the ears in the head, sounds	 phase difference thresholds for earphone presentation agree
that are not in the median plane arrive at the left and right 	 well with results for free-field localization of sound sources,
ears at slightly different times and lead in phase at the closer indicating that, for this frequency range, localization is
ear. With earphone presentation, listeners can detect phase	 based primarily on interaural phase-difference cues.
differences between the two ears of 2-5 deg for pure-tone
pulses of —250-1000 Hz. The smallest detectable interaural
Applications
Interaural phase differences are a primary cue for the
localization of periodic sounds with frequencies below
—1500 Hz.
Methods	 tone presented out-of-phase; di-	 Experimental Procedure	 the 75th percentile of the distribu-
chotic phase difference between
Test Conditions	 first and second tones was ran- 	
. Combined paired comparison 	 tion of the subject's left-right
• Pairs of auditory tones, identical 	 domly varied; 20 presentations at	
and two-alternative-forced choice 	 judgments
or right of the first tone;in frequency, presented binaurally each phase difference
	
(2AFC) methodologies	 • Subject's task: judge whether
through headphones in-or out-of- 	
Independent variables: sound 	 guessing was required on trials
• Four sound frequency conditions	 • Within-subjects, repeated mea-	
second tone originated from either
the le
phase; 50 msec rise and fall time 	 where no phase difference was ap-
(250, 500, 1000, and 1250 Hz) 	 sures design	
ft
for each tone; tone duration was 	 • Sound pressure level ranged	
•
—1 see 	 1 sec between tones;	 from 10-110 dB in 20-dB steps	
frequency, sound pressure level,
duration between to pairs was	 • Subjects were asked to determine	
and phase angle between first 	 6 subjects; no other subject in-
	
and	 parent to the subject
if second tone was presented to the	 second tones	
•
—3 six
• First tone always presented to	 right or left of the first tone 	
. Dependent variables; phase 	 formation given
angle difference corresponding to
medial plane of subject; second 
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• Listeners can detect differences <5 deg in the phase of a
tone pulse in the two ears for tone frequencies of — 1500 Hz
and below. At higher frequencies, phase difference thresh-
olds rise dramatically (Fig. 1 • solid curve).
• For comparison, Fig. I also shows interaural differences
in phase corresponding to the minimum audible angle about
the median plane (minimum detectable deviation from
o deg, or straight ahead) for free-field presentation of tone
pulses (dashed curve; CRef. 2.812 for methodological
details).
• For frequencies up to --1300 Hz, the functions for phase-
difference thresholds with earphone presentation and mini-
mum audible angle of actual sound sources coincide, indi-
cating that phase differences are used as the primary cue to
sound localization for sounds within this frequency range.
This cue is most effective for frequencies below — 800 Hz.
• Interaural time difference is related to interaural phase
difference by At = A4/360f where At = time difference
in seconds, A4 = phase angle difference in degrees, and
f = frequency in Hz. There is a delay of 3 jisec for each
millimeter between source and far ear.
Variability
For earphone presentation, variability was high, with stan-
dard deviations of 50-75% at 500 Hz. Individual variability
reported to diminish with practice.
Constraints	 • There are no interaural phase differences for sources in
the median plane (plane bisecting the body from back to
• Some aspects of the results do not generalize to clicks and front), except those introduced by individual anatomical
may not generalize to other complex sound sources. 	 asymmetries of the head or outer ear.
• Results may differ for different intensities of the sound	
• Application of sound-localization results is complicated
source.	 because materials and geometry of the natural environment,
• Results vary depending on the azimuth of the sound	 which is not a free field, cause differences from research
source.	 done in acoustically free fields.
Key References
1. Blauert, J. (1983). Spatial Hear-
ing: The psychophysics of human
sound localization (I. S. Allen,
Trans.). Cambridge, MA: MIT
Press.
3. Mills, A. W. (1960). Lateraliza-
lion of high-frequency tones. Jour-
nal of the Acoustical Society
ofAmerica,32, 132-134.
4. LwisiocKi, J., & reloman,
R. S., Jr. (1956). Just noticeable
differences in dichotic phase.
Journal of the Acoustical Society
ofAmerica, 28, 860-864.
minimum audible
30,237-246.
Cross References	 2.808 Lateralization of amplitude- 	 2.812 Precision of localization
modulated tones with interaural	 (minimum audible angle);
2.801 Sound localization; 	 time delay;	 2.813 Effect of frequency on the
2.805 Interaural time differences;	 2.809 Trading between interaural 	 localization of pure tones;
2.807 Lateralization of clicks with	 intensity differences and interaural 	 Handbook ofperception and
interaural time delay; 	 time differences in auditory	 human performance, Ch. 15,
Iateralization;	 Sect. 3.2
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2.8	 Localization
2.807 Lateralization of Clicks with Interaural Time Delay
Left leading	 Left lagging
Interaural Time Delay (microseconds)
Figural. Perceived locus of a dichotic click as a function
of difference in onset time at the two ears. Data are shown
for one subject. 0 indicates that the click appeared located
In the center of the head; 5, that the click appeared located
at the left or right ear, as shown. (From Ref. 1)
Key Terms
Auditory lateralization; auditory localization; complex
sound; interaural time differences; spatial localization
General Description 	 —630 j.asec, the apparent locus of the click is displaced in-
creasingly away from the center of the head toward the
When intensity is held constant and identical acoustic sig- 	 leading ear. At delays >630 p.sec, the click appears located
nals are presented to the two ears such that one lags behind 	 at the leading ear. Repetitive clicks give rise to multiple
the other, a fused sound image is reported that is lateralized	 acoustic images which can be lateralized independently.
toward the leading ear. As interaural delay increases up to
Applications
Creating separate sound images by imposing different inter-
aural delays enhances delectability. Testing of loudspeakers
in a stereo system may be accomplished by examining the
spread of loci for different frequencies of an auditory event.
Methods	 40-50 dB above threshold	 • Independent variable: interaural	 • Subject's task: select point on
• Stimuli presented via earphones	 time delay	 scale (5 being one ear, .5 other,
Test Conditions	 • Dependent variable: apparent lo- 0 center of head) corresponding to
• 100-psec binaural click in	 Experimental Procedure 	 cation of click in relation to the two perceived location of the "domi-
phase and at equal intensity in the 	 • Forced-choice identification of 	 ears	 nant image ' S of the click
two ears repeated every 6 msec at 	 location of click along a ten-point 	
• 3-5 subjects, making at least
scale	 10 judgments per point
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Experimental Results	 Variability
• For clicks with interaural delays of — 630 psec or less,	 Data are shown for one subject; results for other subjects
there is a linear change in perceived locus toward the lead- 	 were not significantly different. No specific information on
ing ear as a function of delay.
	
variability was given. Similar results have been reported for
• At longer interaural delays, the sound image is localized 	 speech and noise stimuli.
at the leading ear.
• Repetitive transient stimuli of the type used here produce
binaural interaction tones that can be separately attended to
and lateralized. Results shown in Fig. 1 are for the domi-
nant acoustic image.
Constraints
• Sound localization is influenced by the spectral content of
the sound and sound duration (CRefs. 2.808, 2.811,
2.813).
• There are individual differences in lateralization of stim-
uli with interaural time differences.
Key References	 2. Toole, F. E., & Sayers, B. M.(1965). Lateralization judgments
*1. Blauert, J. (1983). Spatial	 and the nature of binaural acoustic
hearing: The psychophysics of	 images. Journal of the Acoustical
human sound localization Q. S. 	 Society of America, 37, 319-329.
Allen, Trans.). Cambridge, MA:
MIT Press.
Repeatability/Comparison with Other Studies
Reference 2 found comparable results for two-component
tones.
Cross References
2.801 Sound localization;
2.805 Interaural time differences;
2.806 Discrimination of interaural
phase differences for pure tones;
2.808 Lateralization of amplitude-
modulated tones with interaural
time delay;
2.811 Effect of stimulus duration
on lateralization of pure tones and
noise;
2.813 Effect of frequency on the
localization of pure tones;
Handbook ofperception and
human performance, Ch. IS,
Sect. 3.2
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Localization
2.808 Lateralization of Amplitude-Modulated Tones with
Interaural Time Delay
Figural. Laterallzatian accuracy as a function of inter-
aural delay for a 300-Hz pure tone (modulation alone) and
for a 3900-Hz carrier frequency modulated at 300 Hz when
either the entire waveform or Just the modulation (wave-
form envelope) was delayed In one ear relative to the other.
Listeners had to discriminate when the signal to the right
ear was delayed by identifying which of two interaurally de-
layed signals appeared to be located more to the left. (From
Ref. 1)
Key Terms
Amplitude modulation; auditory lateralization; auditory lo-
calization; complex sound; frequency; interaural time dif-
ferences; spatial localization
General Description	 burst of higher frequency (2100-7500 Hz) is amplitude
modulated at a low frequency (50-300 Hz) and presented
Sounds presented via earphones, with arrival delayed at one with interaural delay, lateralization (localization) of the
ear relative to the other, will seem to be located at different modulated tone is as accurate as lateralization of an inter-
positions around the head depending on the amount of inter- aurally delayed low-frequency tone, regardless of whether
aural time difference. In general, interaural time delays can	 the entire complex waveform or only the waveform enve-
be detected only for pure tones of frequencies below	 lope is delayed in one ear. Accuracy of lateralization in-
- 1500Hz (CRefs. 2.805, 2.806). However, when a tone 	 creases as interaural difference in time of arrival increases.
Methods
Test Conditions
• 250-msec bursts of sinusoidal or
complex waveforms turned on and
off with linear rise and fall time of
50 msec; pure tone stimuli either
300 or 3600 Hz; complex wave-
forms produced by sinusoidal mod-
ulation of amplitude at 50-300 Hz
to produce stimuli s(t) of the form
s(t) = (I + mcos2irf,,,t)cos2mfd,
where: time, in = depth of
modulation (usually = I),
In = modulation frequency, and
= carrier frequency; identical
or different carrier frequencies
of 2100, 3300, 3600, 3900,
4200,4500,4750,4800,5700,
or 7500 Hz to the two ears; com-
plex waveform presented at over-
all level of 50 dB sound pressure
level (SPL)
• Pure tone, entire complex wave-
form, or waveform envelope only
delayed in one ear relative to other
by 0-260 msec; delayed waveform
had the form s(t - At) =
I + mcos(2irf,,, it - At)] cos[2'rrf
(t - At)],
 
where At = interaural
time delay in seconds; envelope
delay varied independently of en-
tire waveform; waveform with
M
11 + mcos[27fn (t— At)]}cos2iifs
• Low-frequency ( <600 Hz)
masking noise constantly present at
50-dB SIt spectrum level
• IWo intervals per trial; in first in-
terval, stimulus in one ear delayed
relative to stimulus in other ear and
ear of delay reversed in second
interval
• Signals presented binaurally over
earphones operating in phase
Experimental Procedure
• Two alternative forced-choice
procedure
• Independent variables: frequency
of stimulus or carrier, type of stim-
ulus (sinusoidal or complex), inter-
aural time delay, envelope delay
versus waveform delay, same ver-
sus different carrier to the two ears,
depth of modulation, modulation
frequency
• Dependent variable: percent cor-
rect Iateralization judgments
• Subject's task: select the interval
in which the right ear signal is de-
layed relative to the left, i.e., indi-
cate in which interval the stimulus
appeared further to the left
• 3 subjects with some practice
690	 Bell, K. R., & Lincoln, J. E. Enqineerinq Data Compendium: HumanPerception endPe,fonnance. AAMRL Wright-PattorsonAF8, OH, 1988.
Experimental Results
• Lateralization of a 300-Hz pure tone with interaural delay
is much better than lateralization of a 3900-Hz pure tone;
performance is about chance for the 3900-Hz tone at all de-
lays tested (<180 msec).
• For stimuli modulated in amplitude at 300 Hz, lateraliza-
tion is significantly better than chance at carrier frequen-
cies between 2100 and 5700Hz. Performance is best at
3900 Hz; at higher and lower carrier frequencies, ac-
curacy improves with increasing interaural delay at a
slower rate than for 3900 Hz stimuli.
• Lateralization performance for amplitude-modulated
stimuli is best with a modulation frequency of 300 Hz and
decreases at lower and higher frequencies.
• Lateralization accuracy is essentially equivalent with in-
teraural delay of a 300-Hz tone burst and with interaural
delay of a 3900-Hz tone burst amplitude-modulated at
300 Hz, regardless of whether the entire complex wave-
form is delayed or only the waveform envelope is delayed
(Fig. 1).
Constraints
• The delectability of interaural time differences may be in-
fluenced by stimulus duration (Ref. 2), especially at dura-
tions below 50-150 msec.
Key References	 2. Yost, W. A., Wightman, E L.,
& Green, D. M. (1971). Laterali-
* 1. Henning, G. B. (1974). Detect- zation of filtered clicks. Journal of
ability of interaural delay in high-	 the Acoustical Society ofAmerica,
frequency complex waveforms. 	 50, 1526-1531.
Journal of the Acoustical Society of
America, 55,84-90.
Auditory Acquisition of Information
	 2.0
• Lateralization performance decreases as depth of modu-
lation decreases.
• Lateralization of complex waveforms is poorer when the
carrier frequencies differ between the ears than when they
are the same.
Variability
Between-subject variability was high; for example, two
subjects needed three times the delay needed by the third
subject to reach the same accuracy level in some conditions.
Repeatability/Comparison with Other Studies
Reference 2 concluded that low-frequency information was
necessary for lateralization. However, in the present study
(Ref. I), presence of a low-frequency mask eliminated the
possibility that subjects were using the information from
low-frequency difference tones (distortion products) rather
than information from the amplitude modulation.
- - - - - -----------
phase differences for pure tones; 	 intensity differences and interaural
2.801 Sound localization;
	
	 time differences in auditory2.807 Lateralization of clicks with
2.805 Interaural time differences; 	 interaural time delay; 	 lateralization;
on lateralization of pure tones and
noise;
Handbook ofperception and
human performance, Ch. 15,
Sect. 3.2
691
S.
00)
2.5
4.
•$.$1.
+5
0
U
C
0—
It
Co
I
p9
0-
J
UI
I
I
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2.809 Wading Between Interaural Intensity Differences and
Interaural Time Differences in Auditory Lateralization
interaural intensity Difference, Si (decibels)
Al
Left Right
-3.0 I
-2.5-]	 .-
2.0
Al	 Al	 AlLeft Right	 Left Right -	 - Left - Right
3.5
20
	
	
40	 60	 80
Sensation Level (decibels)
Figural. The Interaural time difference (in msec) needed to offset an interaural intensity difference so that a noise click
or sound pulse presented via earphones appears centered in the head. Individual data points should be read against top
axis, which indicates difference in intensity between left and right ears (negative values indicate that stimulus in left ear
was louder). The solid curves were obtained from third-degree polynomial fits to the data. (From Ref. 2)
Key Terms
Auditory lateralization; auditory localization; interaural in-
tensity differences; interaural time differences; noise im-
pulse; spatial localization; time-intensity tradeoff
General Description 	 in the two ears can be made to appear centered in the head
if the stimulus to one ear is made to lead the stimulus to
When sound stimuli presented via earphones have different 	 the other ear in time. The greater the intensity difference
intensities or different arrival times at the two ears, the	 between the two ears, the greater the difference in inter-
sound image will not appear centered in the head, but will 	 aural arrival time required to offset it. At higher overall
appear located to the left or right of center. Interaural time	 intensity levels, smaller time differences are required to
differences and interaural intensity differences trade off 	 compensate for interaural differences in intensity.
against one another in determining where stimuli will be
lateralized. Noise impulses or clicks that differ in intensity
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Methods	 trials at each of seven values of in-high-pass filters; stimuli generated 	 Experimental Procedure	
• One series consisted of three
at ante of 20 pulses per sec and	
• Independent variables: interaural 	 teraural intensity difference forTest Conditions 	 presented via earphones intensity difference, overall inten-	 each of seven levels of reference• Overall reference intensities of 	
sity level, type of stimulus (im- 	 intensity; two series for each type• Stimuli were 100-p.sec impulses	 stimuli between 10 and 70 dB sen- 	 pulse or click) 	 of stimulus; data for the two seriesgenerated by multivibrators 	 sation level (SL; or, dB above 	
• Dependent variable: interaural 	 were combined for plotting andthrough amplitude discriminators threshold)
and delivered in correlated phase at • Seven interaural intensity differ-
	
time difference necessary for stim- 	 analysis
ulus to appear centered on head
	• 6 teenage female subjectsthe two ears, or 100-Itsec Gaussian enees (— 12 to + 12 dB in 4-dB
noise pulses (clicks) uncorrelated at 	 • Subject's task: adjust interaural 	 screened for normal hearing;the two ears; both stimuli passed	 steps), controlled by differential 	 time difference until sound image	 thresholds for impulses and clicksattenuators	
appeared at center of head 	 did not differ by >4 dBthrough 36 dB per octave 2000-Hz 	 • Time of stimulus onset could be
controlled in one ear to produce in-
teraural differences in arrival time
Experimental Results	 Variability
• A noise impulse or click, presented via earphones, which
appears located away from the center of the head because of
interaural differences in stimulus intensity can be shifted
back to center by imposing a difference in the time of arrival
of the stimuli at the two ears.
• The greater the interaural intensity difference, the greater
the time difference required to offset it.
• The interaural time difference required to compensate for
an interaural intensity difference decreases as overall inten-
sity level increases. At 10 dB SL, a time difference of about
0.5 msec is required to offset an intensity difference of
1 dB, whereas only 0.1 msec time difference is required to
compensate a I -dB intensity difference at 70 dB SL.
V4L4 WI (tiC U SUUJCL4S WCIC Mililidi. ncaut is mU HUL vaIy
from day to day.
Repeatability/Comparison with Other Studies
The time-intensity tradeoff values reported in the literature
vary widely, with the value measured for low-frequency
pure tones as much as 50 times less than the value for high-
pass clicks reported here. Some of the differences are due to
differences in the measurement ranges of the equipment
used. Reference 2 found results for pure tones and clicks
comparable to those presented here. Reference 2 reports
that the slope of the time-intensity tradeoff differs for low-
frequency and high-frequency impulsive stimuli and that
changes with intensity are frequency-dependent.
Constraints	 • Methodological problems such as noted above and wide
variations in time-intensity trade off values measured in dif-
• "Small" monaural-threshold differences between a sub-	 ferent studies make it difficult to generalize these results.ject's ears were ignored.	
• Under normal circumstances, interaural intensity differ-
* The artificial stimuli used in most time-intensity trading 	 ences and interaural time differences are perfectly cone-
experiments give rise to a spatially broad sound image or to	 lated (i.e., the ear receiving the more intense sound also
multiple sound images. Results depend on which image the receives the sound first). Only under specialized conditions
listener attends to in making lateralization judgments. 	 with earphone presentation can time differences and inten-
sity differences be manipulated separately.
Key References	 Binaural interaction of high-fre- 	 3. Harris, 0.0. (1960). Binaural
quency complex stimuli. Journal of interactions of impulsive stimuli
I. Rlauert, J. (1983). Spatial hear- 	 the Acoustical Society ofAmerica,	 and pure tones. Journal of the
ing. Cambridge, MA: MIT Press.	 31, 774-782.	 Acoustical Society ofAmerica, 32,
*2. David, E. E., Jr., Guttman,	 685-692.
N., & van Bergeijk, W. A. (1959).
Cross References	 2.804 Discrimination of interaural 	 2.807 Lateralization of clicks with
intensity differences for pure tones; 	 interaural time delay;
2.801 Sound localization;	 2.805 Interaural time differences; 	 Handbook ofperception and
2.803 Interaural intensity 	 2.806 Discrimination of interaural 	 human performance, Ch. IS, Sect.differences;	 phase differences for pure tones; 	 3.2
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2.810 Localization in the Median Plane
Key Terms
Auditory localization; frequency; high-pass noise; low-pass
noise; median plane; narrow-band noise; spatial localization
General Description
Localizing sounds is largely dependent on differences in in-
tensity and arrival time between the two ears. When the
sound source is equidistant from the two ears, as when it
falls in the median plane (the vertical plane bisecting the
body from front to back, CRef. 5.701), these interaural cues
are absent (except for those caused by individual asymme-
tries of the head and external ears), and localization of
sound to the front, back, above, or below must be based on
other information. Cues for median plane localization in-
clude head movements (which restore interaural differ-
ences), differential frequency filtering effects by the cavities
of the ear, and familiarity with the sound source. When
sounds are unfamiliar and head movements are not allowed,
listeners judge a sound to be located in front, in back, or
above on the median plane primarily on the basis of fre-
quency. For accurate median-plane localization, sounds
must be complex and must include frequency components
above 7000 Hz. Occluding or bypassing the outer ear (by
taping it down, covering it, or listening through a tube
placed in the ear canal) confounds median plane localization
as does narrow-band or low-pass filtering of noise with a
cutoff <8000 Hz. Occluding one ear switches the perceived
locus to the other ear, rather than to the median plane, but
this effect may be overcome in time.
Applications
Sound source localization is most accurate, both on and off
the median plane, when head movements are allowed, outer
ears are not occluded (no headphone or helmet), and sounds
have high-frequency components. These conditions will
likely enhance localization outside the median plane by pro-
viding more potent cues. Head movements to induce inter-
aural differences and spectral effects provide the only cues
for monaural and median plane localization.
Methods	 loudspeakers between —13 and
20 deg on the median plane with
Test Conditions	 0 deg = subject's eye level
• Study I (Ref. I): 113-octave 	 (Fig. 2; Ref. 4)
noise pulses of 100-1000 msec 	 Experimental Procedure
at 30, 40, 50, or 60 dB sound
pressure level (SPL) and from	 • Independent variable: spectral
125-16,000 Hz; signals presented	 composition of sound source
from loudspeaker in front or in	 • Dependent variable: judged loca-
back of subject; subject seated in 	 tion of sound source
darkened anechoic room with 	 • Subject's task: while keeping
head fixed	 head still, indicate apparent loca-
• Study 2 (Ref. 4): 600- or	 tion of sound source
4800-Hz tone bursts, low-pass 	 • 5-20 subjects per condition
filtered noise (<2000 Hz) or high-	 (Study I); 6 subjects each hearing
pass filtered noise (>2000 or	 80 presentations of each noise type
>8000 Hz) at 20 or 30 dB above	 (Study 2)
threshold presented from I of 13
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Figural. Judgments of direction in the median plane
(study 1). Percentage of judgments that a third-octave-
band noise signal came from In front (c), above (b), or be-
hind (a) plotted as a function of center frequency. The sig-
nal's sound pressure level varied as Indicated. (Total
percentage may exceed 100 at a given frequency because
simultaneous judgments In two categories were allowed.)
The bars at the top Indicate the frequency ranges where
each of the three categories of judgment predominates-Al-
though the noises were presented half the time from the
front speaker and half the time from the back, accuracy of
Judgments is not indicated. (From Ref. 1)
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Experimental Results
• Judgments of the location of narrow-band noise in the
median plane depend primarily on the center frequency of
the noise (Fig. I). "Front," "back," and "above" judg-
ments tend to predominate at different frequency ranges,
which have been termed "directional bands."
• Judgments of sound location on the median plane are not
affected by the intensity of the sound (Fig. 1).
• Subjects make 20% errors in median-plane localization
when both ears are open and 40% errors when one ear is
plugged; error rate is 80% when both ears are plugged for
wide-band noise signals (Ref. 1).
• The same general pattern of errors occurs for narrow-
band signals, but there are increasingly more errors under
each condition with successive lowering of the high-fre-
quency cutoff of the noise or raising of the low-frequency
cutoff to impinge on frequency transmission between 700
and 3500 Hz (Ref. 1).
• A subject's expectations of the locus of a sound source
can cause reversals in apparent location in the median plane
(Ref. 1).
• Localization of sounds in the median plane is much
poorer for pure tones or noise bands that are low-pass fil-
tered with a cutoff at 2000 Hz relative than for noise bands
with high-frequency components (Fig. 2).
• Localization of noise bands abruptly improves when
components between 7000 and 8000 Hz are added, but there
is no additional improvement for frontal plane judgments
when higher frequencies are added (Ref. 3).
• Median-plane localization is very poor when the outer
ears are pressed against the head (Ref. 3).
• Placing into the ears tubes that are funneled backward
causes the sound image to appear to be coming from behind
the subject (Ref. 1).
Repeatability/Comparison with Other Studies
Reference 3 has also shown that subjects bias their judg-
ments toward front or back depending on sound frequency
when they are deprived of relevant information for median-
plane localization. Reference 2 has substantiated the find-
Constraints
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Figure 2. Judged location in the median plane as function
of actual location and type of signal (Study 2). (From Ref. 4)
ings of Reference 3 regarding the contribution of higher
frequencies to median-plane localization, but has also
shown that some useful information is provided by frequen-
cies of 500-4000 Hz.
Variability
No variability information was given.
28
24
	 Corrroct
localization
• Under real-world conditions, listeners can distinguish
front from back for most sound sources by moving the head
or by familiarity with the sound source (due to differential
effects of the external ear).
• Heads are not always symmetric, and deviations from
symmetry around median plane will affect measurements.
Key References	 2. Gardner, M. B. (1973). Some 	 3. Hebrank, J., & Wright, D. 	 *4 Roffler, S. K., & Butler, R. A.
monaural and binaural facets of 	 (1974). Spectral cues used in the 	 (1968). Factors that influence the
*1. Blauert, J. (1983). Spatial	 median plane localization. Journal	 localization of sound sources on 	 localization of sound in the vertical
hearing: The psychophysics of 	 of the Acoustical Society of Amer- 	 the median plane. Journal of the	 plane. Journal of the Acoustical
human sound localization. Cam-	 ica, 54, 1489-1495.	 Acoustical Society ofAmerica, 56, 	 Society of America, 43,
bridge, MA: MIT Press.	 1829-1834.	 1255-1259.
Cross References	 2.801 Sound localization; 	 5.701 Terminology used to de-
n 0l pcc-t ,s c,,,
	 the	 scribe head and body orientation;2.201 Anatomy and physiology of 	 localization of pure tones; 	 Handbook ofperception andthe ear;	 human performance, Ch. IS,
Sect. 3.3
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2.811 Effect of Stimulus Duration on Lateralization of
Pure Tones and Noise
frL'I•J
320 I 1280
640
Signal Duration (milliseconds)
Figural. Minimum interaural time difference required to
tateralize a signal toward the leading ear as a function of
signal duration. Data are shown for pure tones (Ref. 3), oc-
tave-band noise (Ref. 2), and wide-band noise (Ref. 4). Dot-
ted line shows decrease in interaurai time difference
thresholds expected if the auditory system were using all
the temporal-disparity information available in the signal
throughout the stimulus interval. (From Ref. 1)
Key Terms
Auditory lateralization; auditory localization; broadband
noise; interaural time differences; narrow-band noise; spa-
tial localization
General Description 	 making optimal use of the available temporal information in
the signal. As signal duration reaches some asymptotic
Interaural time differences (time delay of the signal to one	 value, threshold ceases to decrease, and signal duration no
ear relative to the signal to the other ear) are cues for deter- 	 longer has any effect on the delectability of interaural time
mining the location of a sound source. Threshold for detec- 	 differences. The asymptotic value for the time-difference
tion of interaural time differences in stimuli presented via 	 threshold varies greatly. For wide-band noise, the asymp-
earphones decreases as signal duration increases, although 	 tote is ---700 msec; for a 1000-Hz pure tone, the asymptote
the decrease is less than would be expected if listeners were	 is ---'50 msec.
Methods	 interaural delays of 3-200 issec 	 interaurai delay followed after	 • Independent variables: stimulus(Ref. 2)	 0.1 sec by noise burst with	 duration, interaural delay (Refs. 2,
Test Conditions	 • 50 dB sound pressure level 	 0-40 tsec delay in either right or	 3, 4), tone frequency (Ref. 3)
• Octave-band noise with 500-Hz (SPL) tone bursts of 250, 500, or	 left ear; duration of second burst	 • Dependent variable: smallest in-1000 Hz; tone durations of 10, 25, 	 was 0.01-1.94 sec with interaural	 teraural time difference at which
center frequency; stimulus dura- 	 50, 100, and 205 msec; rise-fall 	 delays of 3-40 psec; 65 dB SPL 	 stimulus could be accuratelytions of 10, 30, 100,300, or time of 2.5 msec; two stimulus in- 	 for all but four shortest bursts; 	 lateralized1000 msec; signal intensity of
—50 dB above threshold; ear- tervals; signal to one ear led during 	 earphone presentation (Ref. 4) 	 • subject's task: indicate whethereither first or second interval; ear- 	 the second stimulus appeared to the
intervals: stimulus to left ear
phone presentation; two stimulus	 phone presentation (Ref. 3)	 Experimental Procedure	 right or the left of the first stimulusNoise bursts passed through	 • 1\vo interval forced-choice pro- 	 • 2 subjects (Ref. 2); 5 graduatedelayed during one interval,	 5000-Hz low-pass filter; 1.4 sec	 cedure (Refs. 2, 3); forced choice 	 student subjects (Ref. 4)stimulus to right ear delayed by	 binaural reference burst with no 	 (Ref. 4)equal amount during other interval;
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Experimental
• The minimum interaural time difference required to later-
alize a stimulus toward the leading ear decreases with in-
creasing signal duration for noise stimuli as well as for putt
tones of various frequencies.
• The asymptotic value beyond which stimulus duration no
Constraints
• There are individual differences in lateralization of stim-
uli with interaural time differences.
longer has an effect on interaural time difference thresholds
varies widely. The asymptote is --50 msec for a 1000-Hz
tone and —700 msec for wide-band noise.
• Interaural time difference thresholds for accurate laterali-
zation increase as frequency decreases for pure tones of
250-1000 Hz.
Key References
I. Hafter, B. R., bye, R. H., Jr.,
&Gilkey, R. H. (1979). Laterali-
zation of tonal signals which have
neither onsets nor offsets. Journal
of the Acoustical Society ofAmer-
ica, 65, 471-477.
*2. Houtgast, t, & Plomp, R.
(1968). Lateralization threshold of
a signal in noise. Journal of the
Acoustical Society ofAmerica, 44,
807-812.
*3 Ricard, G. L., & Hafter, B. R.
(1973). Detection of interaural time
differences in short duration low
frequency tones. Journal of the
Acoustical Society ofAmerica, 53,
335 (Abstract).
*4 Tobias, J. V., & Zerlin, S.
(1959). Lateralization threshold as
a function of stimulus duration.
Journal of the Acoustical Society of
America, 31, 1591-1594.
Cross References	 2.806 Discrimination of interaural
phase differences for pure tones;
2.801 Sound localization; 	 Handbook ofperception and
2.805 Interaural time differences;	 human peiformance, Ch. 15,
Sect. 3.2
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2.812 Precision of Localization (Minimum Audible Angle)
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Figural. Minimum audible angle as a function of fre-
quency of source tones and angle of source relative to
(04eg) reference point. Functions for 60 and 75 deg are
shown in two parts because of extreme values for the maxi-
mums. (From Ref. 3, based on Ref. 2)
Key Terms
Auditory localization; direction; frequency; minimum audi-
ble angle; spatial localization
The minimum audible angle is the angle measured at the
center of the head between lines drawn to two sound sources
that have just noticeably different spatial positions. Mini-
mum audible angle varies with location of the sound source
about the subject's head; the smallest minimum audible
angle is straight in trout and the largest is at 90 deg. For al-
most all locations, the minimum audible angle is smallest
for tones between 250 and 1000 Hz, rises rapidly to a maxi-
mum thereafter, falls to a second (and higher) minimum be-
tween 3000 and 6000 Hz, and then rises to a second
maximum at 8000 Hz.
Methods	 by each subject) or 30, 45, 60, 75, 	 locked in place at prescribed angle 	 • Dependent variable: minimum
or 90 deg to the subject's left, and	 to predetermined center (0 deg ref- 	 audible angle, as determined by
Test Conditions 	 the second tone a little to the left	 erence point)	 75% correct responses for direction
or right of the first; 1-sec interval 	 of movement
• Pairs of 1-sec pure tones,	 between members of a pair; 3-sec 	 Experimental Procedure 	 • Subject's task: judge whether the
—50 dB above threshold, with interval between pairs	 • Method of constant stimuli mod-	 second tone pulse was to the right70-msec rise-fall time, varying in	
• Subject tested in anechoic cham-	 ified for forced-choice procedure	 Or to the left of the firstfrequency from 250-10,000 Hz,
	 her with chin locked in headrest 	 • Independent variables: fre-	 • 3 male undergraduates with nopresented such that the first tone	 and sound coming from source on a 	 quency, azimuth relative to subjec-	 significant hearing lossappeared in center (as determined	 boom; for each location, chair 	 tive center
Experimental Results 	 1500-2200 Hz and frequencies above —5000 Hz, with good
localization at frequencies between these values.
• Minimum audible angle is smallest for sources directly 	
• Minimum audible angle at 90 deg is larger than the maxi-
in front of the listener (0 deg) and increases markedly for 	 mum of 40 deg that could be measured by the apparatus
sources at increasing angular displacements up to 90 deg.	 used, and results are not plotted for this azimuth.
• For all but the largest azimuths, minimum audible angle
is smallest for frequencies from 250-1000 Hz. 	 Variability
• At all azimuths, localization is poorest for frequencies of 	 Intersubject variability reported to diminish with practice,
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Constraints
• Sound localization is influenced by sound frequency, the
spectral content of the sound (complex sounds are localized
more easily than pure tones), direction of the sound source,
duration of the sound, head position, and the availability of
a visual context (CRefs. 2.811, 2.813, 2.814, 2.815).
1. Blauert, J. (1983). Spatial hear-
ing. Cambridge, MA: MIT Press.
2. Mills, A. W. (1958). On the
minimum audible angle. Journal of
the Acoustical Society ofAmerica,
30,237-246.
Proceedings of the International
Congress on Technology and
Blindness: Vol. 11 (pp. 111-139).
New York: American Foundation
for the Blind.
Cross References	 2.806 Discrimination of interaural 	 2.815 Effect of visual and propri-
phase differences for pure tones; 	 oceptive cues on localization;
2.801 Sound localization;	 2.811 Effect of stimulus duration	 Handbook ofperception and
2.804 Discrimination of interaural	 on lateralization of pure tones and
	
hwnanperfonnance, Ch. 15,
intensity differences for pure tones;	 noise;	 Sect. 3.2
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2.813 Effect of Frequency on the Localization of Pure Tones
9-f-lat 1 b
Frequency (hertz)
Figural. Error in localizing pure tones in the horizontal
plane as a function of tone frequency. Earlier and later
measurements were —1 yr apart. Except as Indicated, tones
were filtered to reduce the level of the harmonics. (From
Ref. 5)
Terms
Auditory localization; frequency; spatial localization
General Description
The ability to localize a pure tone in the horizontal plane
varies with tone frequency. Localization is most accurate
for low frequencies (<1000 Hz) and very high frequencies
(10,000 Hz). Errors in localizing a sound are greatest for
frequencies between 2000 and 4000 Hz.
Methods	 monies; frequency varied from	 ing from 0 deg (directly in front) to back confusions, although corn-60-10,000 Hz; tones of 400- 	 180 deg (directly behind) 	 mon, were not counted as errors
Test Conditions	 4000 Hz presented at 50-60 phons;	 • Subject's's task: indicate position
• Tone bursts presented from 9-cm other frequencies at-30 phons 	
Experimental Procedure	 of source of sound in horizontal
loudspeaker situated at the end of a 	 Subject seated in chair on top of	 • Independent variables: fre- 	 planequency, position along horizontal	 • TWO series of measurementsbeam at ear level, 3.6 m from	 roof to reduce sound reflections
subject	 • Tones presented at one of 13 O-	 plane	 taken - I yr apart; for second Se-
• Tone bursts had smooth onsets 	
sitions on tight side of subject only;	 • Dependent variable: error of lo-	 ties, ten judgments per subject at
and offsets; all but two tones 	
positions were 15 deg apart, vary-	 calization, defined as difference be- each azimuth position
filtered to reduce level of har-	 tween reported azimuth and actual 	
• 2 subjects with extensive
azimuth of sound source; front- 	 practice
Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
Perception andPertormance. AAMRL, Wright-Patterson AFB, OH, 1988.
of Information	 2.0
• Ability to localize tones under free-field conditions is
greatest for low frequencies (<1000 Hz) and very high fre-
quencies (10,000 Hz); localization is poorest for frequen-
cies between 2000 and 4000 Hz, as indicated by the curve in
Fig. 1.
• Errors in localization are smallest for tones located near
the median plane (vertical plane bisecting the body.from
front to back).
• Front-back confusions are common at all frequencies, but
occur nearly twice as often at frequencies below 2000 Hz.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Changes in accuracy of localization with frequency have
been generally confirmed in a more recent experiment in
which sounds were presented in an anechoic chamber
(Ref. 4).
Constraints	 localization. If these cases were included, the errors in lo-
calization would be much greater than indicated in Fig. 1,
• The effect of frequency on sound localization may not	 particularly at frequencies <2000 Hz.
necessarily hold under all environmental conditions. For	
• Data shown are for pure tones; localization errors are
example, in enclosed spaces reflections of sound from walls smaller with broadband spectra more typical of real-world
and other surfaces may alter the effect. 	 sounds.
• Other variables, such as onset time (Ref. 1) and stimulus 	
• Localization varies with azimuth of the sound source,duration (CRef. 2.811) may also alter the effect of fre-
	 head position, and the availability of a visual contextquency on localization. 	 (CRefs. 2.814, 2.815).
• In many types of localization tasks, front-back confu-
sions would probably be interpreted as significant errors in
Key References	 3. Kunov, H., & Abel, S. M.	 4. Sandel, T. T, Teas, D. C., Fed- *5 Stevens, S. S., & Newman,(1981). Effect of rise/decay time on
	
demon, W. E., & Jeffress, L. A. 	 E. B. (1936). The localization of
1. Blauert, J. (1983). Spatial hear-	 the lateralization of interaurally de-
	 (1955). Localization of sound from actual sources of sound. Amen-
ing. Cambridge, MA: MIT Press. 	 layed 1-kHz tones. Journal of the
	 single and paired sources. Journal	 can Journal of Psychology, 48,
2. Carterette, E. C., & Friedman, 	 Acoustical Society ofAmerica, 69, 	 of the Acoustical Society ofAmen- 	 297-306.
M. P. (Eds.). (1978). Handbook of 769-773. 	 ica, 27, 842-852.
perception: Vol. 4. Hearing. New
York: Academic Press.
Cross References	 2.814 Effect of static head position
on localization;
2.801 Sound localization;	 2.815 Effect of visual and propri-
2.811 Effect of stimulus duration	 oceptive cues on localization;
on lateralization of pure tones and	 Handbook ofperception and
noise;	 human performance, Ch. 15,
Sect. 3.2
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2.814 Effect of Static Head Position on Localization
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Figural. Changes In the
localization of sound during
and after head rotation. Ver-
tical axis shows where a
click source was presented
In relation to the head when
the click was heard as
straight ahead of the sub-
ject. Left panel shows dis-
placement In auditory
localization as a function of
time elapsed since head
was rotated in the direction
and by the amount Indi-
cated in the legend. Right
panel shows displacement
In auditory localization as a
function of time elapsed
since head returned to
straight-ahead following
3 min of indicated head
rotation. (From Ref. 2)
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Figure 2. Development of postural adaptation as a func-
tion of head rotation and elapsed time. The vertical axis
specifies the angle of the head to the torso upon return of
the head to the perceived straight-ahead following head ro-
tation of the amount and direction specified, held for the
time Indicated on the horizontal axis. (From Ref. 2)
Key Terms
Apparent straight-ahead; auditory localization; head posi-
tion; head rotation; intersensory interactions; postural adap-
tation; spatial localization
General Description	 been held rotated for several seconds, the position to which
the head is moved when it is felt to be centered is displaced
When the head is rotated away from center (and vision is 	 from true straight-ahead in the same direction as the original
precluded), the apparent location of a sound source is dis- 	 rotation (known as postural adaptation). This postural
placed in the direction of the head rotation. When the head	 adaptation is thought to be the cause of mislocalization of
is returned to straight-ahead, the displacement in auditory 	 sounds during head rotation.
localization remains for about 45 sec. After the head has
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Methods	 3 min after head returned to center 	 Experimental Procedure	 and actual straight-ahead position
position; clicks presented via	
• Independent variables: auditory 	 of head)
• Subject's task: auditory localiza-Test Conditions	 boom-mounted microphone from	 localization (degree and direction	 tion (indicate direction in which
Auditory localization: blind- 90 deg left to 90 deg right of 	 of head rotation, duration head held
midline	 in rotated or normal position), pos- 	 Sound Source should be moved tofolded subjects rotated their heads 	
• Postural adaptation: head held	
rural adaptation (duration head held 	 seem directly in front of head),postural adaptation (return head to
right of center; head stabilized by
to positions, 30 and 20 deg left and 	
rotated at 20 or 30 deg to left or	 in rotated position)	 perceived straight-ahead position)
bite-board; auditory stimulus was 	 right for 15-105 sec then returned 	 • Dependent variables: auditory	
• 24 trained undergraduates; all
1-Hz click at 40 dB above thresh-	 by subject to perceived straight- 	 localization (difference between	 subjects participated in posturalahead; experimenter noted any dis- 	 perceived and actual straight-ahead 	
adaptation condition, 12 subjectsold; auditory localization of click 	 crepancy and rotated subject's head	 location of clicks), postural adapta- 	 imeasured before head rotation, for	 to true straight-ahead	 tion (difference between perceived 	 n auditory localization condition3mm with head rotated and for
Experimental Results	 calization aftereffects decay within 45 sec after the head is
returned to straight-ahead.
• When the head is rotated, the apparent auditory 	
• When the subject's head is held rotated for a period, the
straight-ahead shifts in the direction of the head turn, 	 perceived position of the head is shifted (the head comes to
• Auditory displacement (mislocalization) develops over 	 feel less rotated than it actually is). The perceived shifts in
time, reaching a maximum at —2 mm.	 head position closely match the shifts in auditory localiza-
• The auditory shift is greater for 30 deg than for 20 deg of 	 tion during head rotation. This indicates that the displace-
head rotation.	 ment in perceived location of a sound source is due to
• When the subject's head is returned to the objective	 changes in the felt position of the head.
straight-ahead after being held rotated for 3 mm, auditory
displacements occur which are comparable in magnitude to 	 Variability
those that develop during 2 min of head rotation; these lo- 	 No information on variability was presented.
spectral content of the sound (complex sounds are localized
more easily than pure tones), direction of the sound source,
duration of the sound, and the availability of a visual con-
text (CRefs. 2.811, 2.813, 2.815).
• Auditory localization errors and misperceptions of head
position occur only when subjects are blindfolded or vision
is otherwise precluded (Ref. 2).
• Sound localization is influenced by sound frequency, the
Key References	 *2. Lackner, J. R. (1973). The role
of posture in sound localization.
I. Lackner, J. R. (1973). The role 	 Quarterly Journal of Experimental
of posture in adaptation to visual	 Psychology, 26. 235-25 1 -
rearrangement. Neuropsychologia,
11,33-44.
Cross References	 2.813 Effect of frequency on the
localization of pure tones;
2.801 Sound localization;	 2.815 Effect of visual and propri-
2.811 Effect of stimulus duration	 oceptive cues on localization;
on lateralization of pure tones and	 Handbook ofperception and
noise;	 human performance, Ch. 25, Sect.
2.3; Ch. 15, Sect. 3.
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2.815 Effect of Visual and Proprioceptive Cues on Localization
Figure 1. Accuracy In judging the spatial position of an au-
ditory target with eyes closed (AC) or eyes open (AO), or
the position of visual target (V). (Accuracy Is measured as
the standard deviation of subjects' responses In pointing to
the target smaller values Indicate greater precision.) (From
Ref. 3)
Key Terms
Auditory localization; spatial localization; visual facilitation
General Description
Figure 2. Accuracy in judging the spatial position of audi-
tory targets with eyes closed (AC), with eyes closed and
left arm and forefinger pointing straight ahead as propri-
oceptive reference (AP), or with eyes open In the presence
of a reference light (AV). (Localization accuracy measured
as the standard deviation of subjects' responses In point-
ing to the auditory target) (From Ref. 3)
With head fixed in position, subjects can localize an unseen
sound better with their eyes open than with their eyes
closed. Having a visual reference point yields better perfor-
mance than when the eyes are closed; having a propriocep-
five reference point (i.e., left forefinger pointed straight
ahead, eyes closed) does not have such a facilitative effect.
WI
Test Conditions
• Auditory targets: series of clicks
presented at two clicks per see;
sound source hidden from view
• Visual targets: points of light -
visible through cloth background
used to conceal sound source
• Auditory and visual targets pie-
sentedat tO, 15,2O deg left and
right of straight ahead, in horizon-
tal plane with subject's chin
• For 13Xp. 1 (rig. 1), conuitiOns
were: auditory targets with eyes
closed, auditory targets with eyes
open, visual targets
• For Exp. 2, conditions were:
auditory targets alone with eyes
closed, single reference light
placed straight ahead at 20.3 cm
(8 in.) above plane of auditory tar-
gets and simultaneously presented
with onset of series of clicks (vis-
ual reference condition), or audi-
tory targets with eyes closed and
subject's left forefinger placed on
marker directly in front 01 subject
(proprioceptive reference
condition)
• Head steadied in chinrest; sub-
ject's right hand (used to point at
target) concealed by shelf
Experimental Procedure
• Independent variables: target po-
sition in horizontal plane, type of
target presentation (visual only, au-
ditory with eyes closed, auditory
with eyes open for Exp. I; auditory
with eyes closed, auditory with
with visual reference for Exp. 2)
• Dependent variable: localization
accuracy, measured as standard de-
viation of pointing responses to tar-
gets at different positions
• Subject's task: point at location
of auditory or visual target with
concealed right forefinger
• 18 subjects, college students
with some practice in Exp. 1(18
second-graders and 18 sixth-grad-
ers also tested but results not re-
ported here), 18 college students in
Exp. 2
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Acquisition of Information	 2.0
Experimental Results
• Locating an auditory target with eyes closed is much less
precise than locating a visual target (p <0.01).
• Auditory localization is more precise when eyes are
open in a lighted environment than when eyes are closed
(p <0.02).
• Presence of a proprioceptive reference point does not fa-
cilitate auditory localization (when eyes are closed), but a
visual reference point directly in front of subject does facili-
tate auditory localization (p <0.01).
Variability
Variability as measured by standard deviation of responses
is the dependent variable in this study. The mean of these
standard deviations varied from <2 to >5 deg for different
groups and tasks; individual standard deviations scores had
a second deviation of 2-3 deg about the group task mean.
Constraints
• Sound localization is influenced by sound frequency, the
spectral content of the sound (complex sounds are localized
more easily than pure tones), direction of the sound source,
duration of the sound, and head position. These factors
must be considered in applying these data (CRefs. 2.811,
2.813, 2.814)
A follow-up experiment (Ref. 3), using 6 subjects, showed
that auditory localization is more accurate in a lighted envi-
ronment than in the dark, but that performance is the same
whether eyes are free to move or are fixated in a lighted en-
vironment, or opened or closed in a dark environment. Thus
the critical condition for facilitation is that the environment
be illuminated. Other experiments, however, have pro-
duced results suggestingxhat the critical element in the vi-
sual facilitation effect may be eye movements rather than
the mere presence of light. In a lighted environment, if eye
movements are not made, auditory localization is no more
accurate than in the dark (Ref. 2), but a facilitation effect
occurs when eye movements can be made freely in the di-
rection of the sound (Ref. I).
Key References	 2. Platt, B. B., & Warren, D. H.	 *3 Warren, D. H. (1970). Inter-
(1972). Auditory localization: The
	
modality interactions in spatial lo-
I. Jones, B., & Kabanoff, B.	 importance of eye movements and
	 calization. Cognitive Psychology,
(1975). Eye movements in auditory 	 a textured visual environment.	 1, 114-133.
space perception. Perception &	 Perception & Psychophysics, 12,
Psychophysics, 17, 241-245.	 245-248.
Cross References	 2.813 Effect of frequency on the
localization of pure tones;
2.801 Sound localization; 	 2.814 Effect of static head position
2.811 Effect of stimulus duration	 on localization;
on lateralization of pure tones and	 Handbook ofperception and
noise;	 human performance, Ch. 25,
Sect. 2.3; Ch. IS, Sect. 3.
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2.816 Localization in Noise
Figural. Localization of a 500-Hz tone presented in quiet
or In background noise at a high signal-to-noise ratio. Verti-
cal axis shows the probability of correctly localizing the
tone as left or right of center at a given angular distance
of the source from straight ahead. Data are shown for last
8 (solid line) and first 8 (dashed line) of 12 experimental se-
des with background noise and 8 series with background
noise (dotted line). MAA Is the minimum audible angle,
taken as the 50% point on each curve. Similar results are
obtained for a 3000-Hz tone. (From Ref. 1)
Figure 2. Localization of a 500-Hz (solid line) or 3000-Hz
(dashed line) tone with background noise at a low signal-to-
noise ratio- Vertical axis shows probability of correctly lo-
calizing the tone to left or right of center at a given angular
distance of the sound source from straight ahead. MAA de-
termIned as In Fig. 1. (From Ref. 1)
Key Terms
Auditory localization; minimum audible angle; noise mask-
ing; spatial localization
General Description	 to localize pure tones, presumably because more interaural
difference cues are available. In auditory localization in the
For signals in the quiet, auditory localization is determined 	 presence of noise, results replicate those obtained in the
by interaural intensity and time differences as well as by	 quiet. For signal-to-noise ratios >10-15 dB, noise has no
modifications of sound spectrum imposed by the presence	 influence on localization or on patterns of localization difti-
of the head and body and the external ears. It is generally 	 culty. At very low signal-to-noise ratios, higher frequency
easier to localize complex sounds, such as noise bands, than signals are detected before they can be localized.
Test Conditions
• Signals were pure tones of 500
and 3000 Hz and 113-octave white
noise bands with center frequencies
of 500 and 3150 Hz
• Background noise of 72 dB
(A weighting scale) filtered white
noise simulating traffic noise spec-
trum (0 dB at 63 Hz and rising to
falling to —20 dB at 8000 Hz)
• 1-sec signal (75-macc rise-fall
time) presented at 70 dB re 20 p.Pa
or, during most trials, additional
testing with signal at 3 d over
subject's masked threshold
• Stimuli presented over loud-
speakers in anechoic chambers;
reference loudspeaker in front of
subject and other speakers at angles
of 1, 2, 3,4,6, and 8 deg right or
left of reference speaker
Experimental Procedure
• Two-alternative forced-choice
• Independent variables: signal
type (pure tone or noise band), sig-
nal frequency, presence or absence
of background noise, signal loca-
tion, signal-to-noise ratio, trial
number
audible angle (at 0 deg azimuth),
defined as the angular position of
the stimulus that could be correctly
localized with respect to the refer-
ence (straight ahead) on 50% of
trials
• Subject's task: indicate whether
signal was to right or left of center
• 3 male and 3 female subjects;
ages 20-30, with normal hearing
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Experimental Results	 centered On 500 Hz (0.75 deg) and for a 500 Hz tone
(I 7-0 75 dee denendinu on nrnrtirp
• At the high signal-to-noise ratio used (>10-15 dB), the
presence of background noise has no effect on the ability to
localize pure tones (Fig. I).
• Localization of pure tones is poor at low signal-to-noise
ratios (Fig. 2). A 3000-Hz signal presented in noise could
be detected, but not localized, when the signal was only
3 dB above threshold.
• Noise bands are easier to localize than both pure tones
in noise and pure tones in quiet. Minimum audible angle
(smallest detectable angular difference in spatial position
of a sound source) is 0.90 deg for noise with a center fre-
quency of 3150 and 2.2 deg for a 300 Hz tone; there is less
difference between minimum audible angle for a noise band
• Localization accuracy for stimuli at I and 2 deg from
center improves with training (Fig. I).
Variability
Significance of results was tested with sign test. Consis-
tency across subjects was reported.
Repeatability/Comparisons with Other Studies
As frequency separation between signal and noise in-
creases, localization thresholds improve less rapidly relative
to detection thresholds for hearing-impaired subjects with
sensory nerve damage than for subjects with normal hearing
(Ref. 2).
Constraints	 signal onset by '-20 msec and signal and noise are close in
frequency (Ref. 2).
• Localization in noise is affected by the frequency re a-
	
• Sound localization is influenced by the spectral content of
tions between signal and noise. Localization is poorer when the sound, direction of the sound source, duration of the
signal and noise share the same critical band than when	 sound, head position, and the availability of a visual contextthey occupy different bands.
	 (CRefs. 2.811, 2.813, 2.814, 2.815).
• Localization is adversely affected if noise onset precedes
Key References	 2. Scharf, B., Canévet, G., Buns,
S., & Marchioni, A. (1982). Lo-
* 1. Jacobsen, T. (1976). Localiza-	 calization in noise by hearing !at-
Lion in noise (Technical Report 10). paired subjects. Paper presented at
Lyngby, Denmark: Technical Uni-	 the 16th International Congress of
versity of Denmark Acoustics
	 Audiology, Helsinki.
Laboratory.
Cross References	 2.812 Precision of localization	 2.814 Effect of static head position
(minimum audible angle);
	 on localization;
2.801 Sound localization;	 2.813 Effect of frequency on the
	 2.815 Effect of visual and propri-
2.811 Effect of stimulus duration 	 localization of pure tones; 	 oceptive cues on localization
on lateralization of pure tones and
noise;
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2.817 Echo Suppression in Localization
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Figural. Localization of single and double click pairs. (a) Percentage of trials on which dichotic clicks A and Bare local-
ized to the left of center as a function of the interaural time delay between the clicks (interval #4 (b) Percentage of "left"
localizations when clicks A and B are followed after 2 msec by a second pair of clicks (C and D) presented simultaneously
to the two ears, as a function of interaural time delay between A and B. The solid line at 50 0/6 indicates chance perfor-
mance. Data are shown for two subjects (both had a slight constant error to the right). Arrows indicate the values of inter-
aural delay between clicks A and B at which the stimulus was judged to the left of center or to the right of center on 75% of
trials. (From Ref. 2)
Key Terms
Auditory localization; echo; echo suppression; interaural
time differences; precedence effect; spatial localization
General Description 	 the precedence effect. Echoes are not heard as indepen-
dent sounds until they follow the original sound by
In laboratory settings the perceived location of a sound	 500-1000 msec (e.g., from a reflecting wall >150 m dis-
source may be manipulated by controlling interaural time 	 tant). In normal rooms, echoes follow the original sound by
and intensity differences. In the natural environment, inter- 	 20-30 msec and are attenuated 1-2 dB from the original; the
aural time and intensity effects are more complex because	 auditory system seems to suppress the later arriving infor-
of echoes. In a room, a sound on the right reaches the right 	 mation for localization purposes (but the sounds are still
ear first, arrives at the left ear later (slightly attenuated be-
	 audible). The initial interaural time difference is much more
cause of head shadowing), bounces off the left wall, echoes 	 important in establishing sound source location than subse-
into the left ear (slightly attenuated compared to the original 	 quent interaural time differences.
wave), and finally, echoes into the right ear with greater 	 An experimental study of the precedence effect using
attenuation.	 dichotic clicks presented via earphone showed that when
Given the appropriate timing and intensity relations, a 	 two pairs of clicks are presented close enough in time to ap-
sound and its echoes are not heard as separate sounds; in- 	 pear as a single, fused sound, the interaural time delay be-
stead, they are heard as a single sound coming from the	 tween the first pair of clicks largely determines where the
direction of thefirst arriving information; this is called 	 overall sound image will be localized (Figs. 1-3).
Test Conditions
• Two clicks (AB) presented bin-
aurally via earphones (A to left
ear, B to right ear) and followed by
a second pair (CD) of similar bin-
aural clicks (C to left ear, D to
right ear)
• 2-ms" interval between pairs
(entire set of 4 clicks perceived as
a single sound at this interval);
10-msec interval for one experi-
ment (click pairs perceived as a
double sound)
• First pair of clicks presented Si-
multaneously or separated by a
variable interval; second pair of
clicks presented simultaneously or
• Leading ear (left or right) varied
for each pair of clicks
• 7-sec interval between trials
Experimental Procedure
• Independent variables: within-
pair interval for first pair of clicks,
within-pair interval for second pair
of clicks, interval between pairs
• Dependent variable: judged loca-
tion of sound (for computations and
plotting, percent of 'left" judg-
ments for each stimulus condition
was used)
• Subject's task: report direction of
sound source as falling in one of six
sectors dividing an arc from ear to
ear
• 2 subjects, with some practice
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Figure 2. Relative effectiveness of two successive click
pairs In determining localization of the total sound image.
Dichotic clicks A and B were followed after 2 msec by dl-
chotic clicks C and D. The vertical axis shows the interaural
time delay between A and B required to offset the time
delay between C and D given on the horizontal axis, so as to
produce the perception of a sound image centered on the
head. Data are shown for two subjects. (From Ref. 2)
Figure 3. Localization of double click pairs as a function of
Interaural time delay of the second pair of clicks. Clicks A
and B presented simultaneously to the two ears were fol-
lowed after 2 msec with a second pair of clicks C and D with
interaural time delay (Interval #2) given on the horizontal
axis. (From Ref. 2)
Experimental Results	 tion of the interaural time delay of the second pair of clicks.
When interaural time delay of the second pair is 400 Itsec,
. Under the given listening conditions, the minimum inter-
	 the first pair of clicks is about 6 times more effective than
aural time difference required for subjects to localize (later- the second pair in determining where the overall sound im-
alize) clicks presented via earphones as to the left or right of age will be localized. When interaural delay of the second
center is 40-45 ssec. As interaural time delay increases, 	 pair increases to 600 Issec, however, the first pair is 16-20
stimuli are localized increasingly toward the leading ear 	 times more effective in determining localization (Fig. 2).(Fig. 1). Both subjects show a localization bias (clicks with 	
• When the first pair of clicks is presented with no inter-
no interaural delay are localized slightly to the right.)	 aural time delay (localization in the center of the head) and
• When a pair of clicks with interaural time delay is fol- 	 the interaural time delay of the second pair of clicks is var-
lowed closely in time by a pair of clicks with no time delay 	 ied, localization varies similarly. For small interaural de-
or a different delay (with all four clicks heard as a single 	 lays, the total sound is displaced toward the leading ear (of
sound image), the apparent location of the sound image de-	 the second click pair). As the delay increases, however, thepends primarily on the first pair of clicks (precedence ef-
	 effect weakens and at very large delays the sound returns tofect). However, the sound image is shifted slightly away	 the center, even though these delays are long enough to pro-
from the location favored by the first pair of clicks toward 	 duce localizations completely to the side of the leading ear
the direction favored by the second pair. For example, when if the second pair of clicks was presented alone (Fig. 3).
the time delay of the second pair of clicks is zero (favoring a • When the interpair interval is 10 msec and the within-pair
localization to the center), the minimum interaural time	 intervals are varied, subjects heard both sets of clicks anddelay of the first pair required for the sound image to be lo- 	 could localize each pair.loltSt,4nktnfrnn,nrcE,rnarh,,c_fl ,,cnrtha,.ca z 10 4441 5.lL JJ '_rA.?J	 L114411
the delay required when only the first pair of clicks is pre-
sented (comparison of Figs. I a and lb).
• The precedence given to the first pair of clicks in deter-
mining the localization of the total sound varies as a func-
Constraints	 e Dissimilar sounds are more easily separated than similar
sounds, and this decreases the precedent effect.
• The precedence effect occurs only when the sounds are 	
• Precedence cannot be defined for continuous sounds
fused to form a single image and may be overridden if the	 (e.g., steady tones).
second sound is sufficiently louder than the first.
Key References	 *2. Wallach, H., Newman, E. B.,
& Rosenzweig, M. R. (1949). The
1. Green, D. M. (1976). An intro-	 precedence effect in Sound beau-
ducrion to hearing. Hillsdale, NJ:	 zauion. American Journal of Psy-
Eribaum.	 chology, 62, 315-336.
Cross References	 2.806 Discrimination of interaural 	 Handbook ofperception andphase differences for pure tones;	 human performance, Ch. IS,
2.805 !nteraurai time differences; 	 Sect. 3.
Variability
Figures show data for both subjects run in the experiments.
No information on within-subject variability was reported.
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Notes
Organization of Entries
Acquisition of
information by
other senses
Cutaneous senses	 Vestibular system	 Kinesthesia
aici, 3.105	 3.204, 3.209, 3.210	 3.301
•i)
Anatomy and	 Vestibularphysiology of the	 sensitivity
vestibular system	 3.205-3.2063.201-3.203
Perception of	 Perception of 	 Sense of effort
movement	 position	 and muscle force
3.303-3.307, 3.315	 3.302, 3.303, 3.308-	 3321, 3.323-3.326
3.314, 3.316-3.322
Temperature senses	 Sense of touch
3.121-a124	 13.105
Sensitivity to
electrocutaneous
stimulation
3.125, 3.126
Physiology of touch 	 Pressure and
3.102-3.104	 vibration sensitivity
3.106-3.110, 3.117
ISensory magnitude I 	 Cutaneousof cutaneous	 localization
stimulation 3.115, 3.118-3.120
3.111-3.114,3.116
Acquisition of Information by Other Senses	 3.0
Contents
Section 3.1 Cutaneous Sensitivity
3.101 Cutaneous Sensitivity
3.102 Patterns of Tactile Sensory Innervation over
the Body
3.103 Tactile Sensory Innervation of the Skin
3.104 Types of Cutaneous Mechanoreceptors
3.105 Apparatus for Static and Vibratory
(Mechanical) Stimulation of the Skin
3.106 Pressure and Vibration Sensitivity
3.107 Vibrotactile Stimulation: Detectability of
Tactile Pulses of Varying Duration
3.108 Vibrotactile Stimulation: Effect of Frequency
and Type of Spatial Surround
3.109 Vibrotactile Stimulation: Detectability of
Intensity Differences
3.110 Vibrotactile Stimulation: Detectability of
Intensity Differences in the Presence of Spatial
Masking
3.111 Vibrotactile Stimulation: Perceived Magnitude
3.112 Vibrotactile Stimulation: Perceived Magnitude
as a Function of Number of Active Vibrators
3.113 Vibrotactile Stimulation: Summation of
Perceived Magnitude
3.114 Vibrotactile Stimulation: Enhancement of
Perceived Magnitude
3.115 Tactile Localization and Two-Point
Discrimination
3.116 Vibrotactile Stimulation: Effect of Adaptation
on Detectability and Perceived Magnitude
3.117 Vibrotactile Stimulation: Delectability in the
Presence of Masking
3.118 Tactile and Auditory Localization: Effect of
Interstimulus-Onset Interval
3.119 Tactile, Auditory, and Visual Shifts in Perceived
Target Location Due to Stimulus Interactions
3.120 Apparent Movement of Vibrotactile and Elec-
trocutaneous Stimuli
3.121 Sensitivity to Warmth: Effect of Stimulation
Area and Body Site
3.122 Detectability of Warmth and Cold: Effect of
Rate of Change in Temperature
3.123 Sensitivity to Warmth and Cold: Effect of
Adaptation Temperature
3.124 Perceived Coolness and Warmth: Effect of
Intensity and Duration of Stimulation
3.125 Electrocutaneous Stimulation: Effect of
Exposure Duration on Sensitivity
3.126 Electrocutaneous Stimulation: Perceived
Magnitude
Section 3.2 Vestibular Sensitivity
3.201 The Vestibular System	 3.206 Methods for Investigating Linear Acceleration
3.202 Dynamics of the Otolith Organs 	 3.207 Threshold for Linear Acceleration
3.203 Dynamics of the Semicircular Canals 	 3.208 Threshold for Angular Acceleration
3.204 Synergism of Body Rotation and Head Tilt 	 3.209 Long-Term Adaptability of the Vestibular System
3.205 Methods for Investigating the Effects of Rotation 3.210 Vestibular Illusions
Section 3.3 Kinesthesia
3.301 Kinesthesia
3.302 Measurement of Position Sense
3.303 Factors Affecting Sense of Position and
Movement of Body Parts
3.304 Passive Movement Detectability for Different
Joints
3.305 Detectability of Passive Movements of Finger,
Elbow, and Shoulder Joints
3.306 Detectability of Passive Rotation of the Hip
3.307 Detectability of Finger Movement
3.308 Perception of Head Position
3.309 Accuracy of Horizontal Arm Positioning:
Effect of Direction and Angular Placement
3.310 Perception of Arm Position: Effect of Duration
and Location of a Previously Held Arm Position
3.311 Perception of Arm Position: Effect of Active
Versus Passive Movement
3.312 Perception of Arm Position: Effect of Active
Versus Passive Movement and Practice
3.313 Position Matching of Elbow Angle and Arm
Orientation
3.314 Perception of Elbow Angle
3.315 Illusory Motion of the Elbow with Muscle
Vibration
3.316 Perception of Shoulder (Arm) Position
3.317 Memory for Shoulder (Arm) Position
3.318 Perception of Finger Displacement
3.319 Perception of Knee Position
3.320 Perception of Ankle (Foot) Position
3.321 Kinesthetic Aftereffects
3.322 Models for the Encoding of Joint Angle
3.323 Heaviness: Effect of Arm Fatigue
3.324 Heaviness: Effects of Anesthesia or Electro-
cutaneous Stimulation of the Fingers
3.325 Perception of Effort and Force: Effect of Muscle
Vibration and Anesthesia
3.326 Tonic Neck Reflex: Influence on Weight Lifting
Acquisition of Information by Other Senses	 3.0
Key Terms
)
Acceleration, constant, 3.210
Acceleration, linear. 3.206. 3.207,
3.210
Adaptation, 3.116
Adaptation, kinesthetic, 3.308. 3.310
Adaptation, thermal, 3.223, 3.124
Ampulla, 3.201
Anesthesia, skin, 3.303, 3.324,
3.325
Ankle joint, 3.320
Ankle rotation, 3.304, 3.320
Apparent movement, 3.120, 3.208
Ann fatigue, 3.323
Arm movement, 1304, 3.305, 3,315
Arm movement, apparent, 3.315
Arm position, 3.309-3.317
Arm-positioning accuracy, 3.309,
3.316, 3.317
Aubert effect, 3.210
Bantry chair, 3.205
Bode plots, 3.203
Body locus, 3.102
Centrifugation, 3.206
Cilia, 3.201
Cold. 1122-1124
Coriolis effects, 3.206. 3.210
Cristae. 3.201
Cupola, 3.201, 3.203, 3.204, 3.208
Cupulometry, 3.205
Cutaneous sensitivity, 3.101-3.216
Dermatome, 3.102
Detection. See Limb-movement
detection; tactile detection
Discrimination. See Tactile
discrimination; temperature
discrimination
Disorientation, spatial, 3.206,
3.208. 3.210
Elbow angle, 3.313. 3.314
Elbow movement. 3.304, 3.305,
3.315
Elbow rotation, 3.304. 3.305,
3.313-3.315
Electrocutaneous stimulation,
3.120. 3.125. 3.126. 3.324
Elevator illusion. 3.210
Endolymph. 3.201
Finger joint. 3.304. 3.305, 3.307,
3.338
Finger movement. 3304. 3.305,
3.307
Finger position. 3.318
Fool movement. 3.304
Foot position. 3.320
Fourier analysis, 3.205
Habituation. 3.209
Hand movement. 3.201, 3.304
Head position. 3.308
Head tilt. 3.204
Heal. 3.121-3.124
Heaviness. 3.321. 3.323. 3.324
Hip rotation, 3.304, 3.306
Illusion, weight, 3.321
Illusions, kinesthetic, 3.315, 3.321
Illusions, vestibular, 3.205. 3.208,
3.210
Illusory tilt, 3.210
Interaction, spatial, 3.108
Interaction, spatiotemporal, 3.120
Interaction, stimulus, 3.110, 3.113,
3.114, 3.117, 3.119
Interaction, visual-vestibular, 3.210
Inversion illusion, 3,210
Joint, 3.322
Joint movement, active, 3,302
Joint movement, passive, 3.302,
3.304-3.306
Joint-movement detection,
3.304-3.307
Joint-movement sense, 3.302-3.304,
3.306, 3.307, 3.315
Joint-movement velocity, 1304,
3.305, 3.307
Joint position, 3.303
Kinesthesia, 1301-1326
Kinesthetic adaptation, 3.308, 3.320
Kinesthetic aftereffects, 3.303,
3.308, 3.330, 3.321
Kinesthetic sensation magnitude,
3.306
Kinocilium. 3.201
Knee angle, 3.319
Knee joint, 3.304, 3.319
Knee rotation, 3.304, 3.319
Labyrinth, 3.201
Lateralization, 3.118
Learning, 3.312, 3.319
Leg movement, 3.304, 3.306
Leg position, 3.319
Limb movement, 3.303
Limb movement, active, 3.303,
3.311, 3.312, 3,319
Limb movement, apparent, 3.321
Limb movement, direction of, 3.309
Limb movement, illusory, 3.315,
3.321
Limb movement, passive. 3.303,
3.311, 3.312, 3.319
Limb-movement detection, 3.303,
3.305, 3.306
Limb-movement velocity, 3.303,
3.311
Limb position. 3,303. 3.321
Limb position, memory for, 3.303,
3.316. 3.317, 3.319
Limb-positioning accuracy, 3.303
Localization, auditory, 3,118, 3.119
Localization, tactile. 3.115, 3.118,
3.119
Localization, visual. 3.119
Lumen, 3.202
Maculae, 3.201. 3.202
Magnitude estimation. 3.207, 3.208
Magnitude summation, 3.113
Masking, tactile, 3.110, 3.117
Mechanical pressure. 3.104, 3.105
Mechanoreception, 3.103
Motion perception, 3.120
Movement, apparent, 3.120, 3.208
Mulder's constant, 3.208
Muller effect, 3.210
Muscle contraction, 1303, 3.315
Muscle effort, 3,325
-Muscle fatigue, 3.303, 3.315, 3.323
Muscle loading, 3.303, 3.314, 3,315,
3.318, 3.320
Muscle paralysis, 3.325
Muscle sense, 3.302, 3.303, 3.307,
3.315, 3,318, 3.323-3.325
Muscle tension, 3.325
Muscle vibration, 3.303, 3.314,
3.315, 3.325
Muscle weakness, 3.325
Nervous system, peripheral, 3.102,
3.103
Nystagmus, 3.208, 3.209
Oculogravic illusion, 3.210
Oculogyral effect, 3.205, 3.208
Orientation, spatial, 3.209
Otolith organs. 3.201, 3.202,
3.204 1207, 1210
Peripheral nervous system, 3.102,
3.103
Perrotatory procedure, 3.205
Position encoding, opponent
processing model of, 3.322
Position encoding, spatially tuned
receptor model of, 3.322
Position sense, 3.301-3.326
Post rotatory procedure, 3.205
Postural persistence, 3.308, 3.321
Practice, 1312, 3.319
Pressure, 3.104, 3.105
Pressure sensitivity, 3.103.
3.106-3.111, 3.115, 3.117, 3.125
Proprioception. 3.302
Recalibration. 3.209
Rotation, ankle, 3.304, 3.320
Rotation, body. 3.204. 3,205. 3.208
Rotation, elbow, 3.304, 3.305;
3.313-3.315
Rotation, hip. 3.304, 3.306
Rotation, knee, 3.304, 3.319
Rotation, shoulder, 3.304, 3.305,
3.309-3.312, 3.316. 3.317
Rotation, wrist. 3.304
Saccule, 3.201. 3.202
Saltation. sensory, 3.119
Self-motion. 3,207
Semi-circular canals. 3.201,
3.203-1204 3.208-3.210
Sensation magnitude, kinesthetic.
3.306
3.111-3.114, 3.116, 3.126
Sensation magnitude, thermal, 3.124
Sensitivity, 3.204. See also
Cutaneous sensitivity, pressure
sensitivity, temperature sensitivity,
vibration sensitivity
Shoulder joint, 3.304, 3.305,
3.309-3.312, 3.316, 3.317
Shoulder rotation, 3.304, 3.305,
3.309-3.312, 1316, 3.337
Skin anesthesia, 3.303, 3.324, 3.325
Spatial disorientation, 3.206,
3,208, 3.210
Spatial interaction, 3.108
Spatial orientation, 3.209
Spatial summation, 3.112, 3.121
Spatiotemporal interaction, 3.120
Statoconial membrane, 3.202
Synergy, 3.326
Tactile acuity, 3.115
Tactile detection, 3.106-3.108,
3.116, 3.125
Tactile discrimination, 3.109, 3.110
Tactile masking. 3.110, 3.117
Tactile resolution, 3.115
Tactile sensation magnitude,
3.111-3.114, 3.116, 3.126
Temperature discrimination, 3.123
Temperature sensitivity, 3.121-3.124
Temporal summation, 3.107, 3.125
Thermal adaptation, 3.123, 3.124
Thermal sensory magnitude, 3.124
Thermal stimulation, 3.121, 3,122
Tilt, body, 3.206
Tilt, head, 3.204
Tilt, illusory, 3,210
Toe movement, 3.304
Tonic neck reflex, 3.326
Torsion-pendulum equation,
3.202, 3.203, 3.208
Torsion swing. 3.205
Touch, 3.102-3.120
Two-point threshold, 3.115
IJtricles, 3.201, 3.202
Vestibular canals, 3.203, 3.204, 3.206
Vestibular illusions, 3.210
Vestibular sensitivity, 3.201-3.210
Vestibular system. 1201-3.204,
3.206. 3.208-3.210
Vibration, 3.105
Vibration sensitivity, 3,106-3.114,
3.115, 3.217
Vibrotactile stimulation, 3.105-3.114,
3.116, 3.117, 3.120
Visual-vestibular interaction, 3.220
Weight illusion, 3.321
Weight lifting, 3.326
Weight perception, 3.323, 3.324
Wrist joint. 3.304
Wrist rotation. 3.304
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Glossary
Absolute threshold. The amount of stimulus energy necessary to
just detect the stimulus. Usually taken as the value associated with
some specified probability of stimulus detection (typically 0.50
or 0.75).
Adaptation. A change in the sensitivity of a sensory organ to
adjust to the intensity or quality of stimulation prevailing at a
given time; adaptation may occur as an increase in sensitivity
(as in dark adaptation of the retina) or as a decrease in sensitivity
with continued exposure to a constant stimulus. Also called
sensory adaptation.
Afferent. Conveying neural impulses toward the central nervous
system, as a sensory neuron; sensory, rather than motor.
Bode plot. A plot in rectangular coordinates showing the magnitude
of the input-output ratio of a system (in decibels) and the mag-
nitude of the phase lag as a function of the logarithm of frequency.
Contactor. In studies of cutaneous sensitivity, a device that gener-
ates vibrotactile stimulation by moving alternately against and
away from the skin by force transmitted to it from an elec-
tromechanical vibrator. (CRef. 3.105)
Contralateral. Pertaining to, occurring on, or acting in conjuction
with a similar part on the opposite side of the body.
Cutaneous. Pertaining to the skin or receptors in the skin, or to
sensation mediated by receptors in the skin.
Decibel. A standard unit for expressing the ratio between the power
levels of the acoustic or electrical signals. The decibel is some-
times used in cutaneous studies to denote the ratio between two
stimulus intensities and is equal to 20 log 'U (where 1 and
12 are the intensities of the two stimuli in the dimension of
force, amplitude of displacement, or pressure).
Dependent variable. The response to a stimlus presentation
measured by the investigator to assess the effect of an experi-
mental treatment or independent variable in an experiment; for
example, the investigator might measure the recognition
accuracy (dependent variable) for tactile characters of different
dimensions to assess the effects of target size (independent
variable). (Compare independent variable.)
Difference threshold. The least amount by which two stimuli
must differ along some dimension (such as sound pressure
level or frequency) to be judged as nonidentical. Usually taken
as the difference value associated with some specified prob-
ability of detecting a difference (typically 0.50 or 0.75).
Distal. Away from the point of attachment or origin: e.g., the finger
is distal to the wrist. (Compare proximal.)
Dorsal Pertaining to the back or denoting a position toward the
back surface: also, on the limbs, the side opposite the palm or sole.
Efferent. Convey ing neural impulses away from the central nervous
system. as a motor neuron serving a muscle or gland: motor.
rather than sensory.
Electrocutaneous. Pertaining to electrical stimulation of the skin.
Electromyography. The recording and study of the electrical
properties of the skeletal muscles (i.e., the electrical activity
generated by muscular contraction).
Ergograph. An instrument for recording the amount of work
done by muscular exertion.
Factorial design. An experimental design in which every level or
state of each independent variable is presented in combination
with every level or state of every other independent variable.
Haversine pulse. A single cycle of a sine wave, the zero axis of
which is shifted to the minimum value to yield the appearance
of a unidirectional displacement.
Independent variable. The aspect of a stimulus or experimental
environment that is varied systematically by the investigator in
order to determine its effect on some other variable (i.e.. the
subject's response). For example, the investigator might
systematically alter the dimensions of a tactile character in
order to assess the effect of target size (independent variable)
on the observer's tactile recognition accuracy (dependent
variable). (Compare dependent variable.)
Innervation. The distribution or supply of nerves to a body part.
Interphalangeal. Situated between two contiguous joints of the
fingers or toes.
Interstimulus-onset interval. The time between the onset of one
stimulus and the onset of a second stimulus.
Isometric. Referring to contraction of a muscle against resistance
in which there is little shortening of the muscle but muscle
tone increases.
Lateral inhibition. Inhibitory interactions between neural units
serving spatially separated regions; evidenced as a reduction
in the sensation or response to stimulation of one area due
to stimulation of a nearby area, usually on the skin or on
the retina.
Masking. A decrease in the detectability of one stimulus due to
the presence of a second stimulus (the mask) which occurs
simultaneously with or close in time to the first stimulus.
Mechanoreceptor. A neural structure that responds to mechanical
stimuli such as a change in pressure, shape, or tension; the
mechanical stimulation may be internal (such as the
mechanical events associated with limb movement) or
external.
Medial plane. The vertical plane passing through the middle of
the body from front to back and dividing the body into left
and right. Sometimes called sagittal plane.
Method of adjustment. A psychophysical method of determining
a threshold in which the subject (or the experimenter) adjusts
the value of the stimulus until it just meets some preset
criterion (e.g., just is detectable) or until it is apparently equal
to a standard stimulus.
Method of constant stimuli. A psychophysical method of deter-
mining a threshold in which the subject is presented with
several fixed, discrete values of the stimulus and makes a judg-
ment about the presence or absence of the stimulus or indicates
its relation to a standard stimulus (e.g.. more or less intense).
Method of limits. A psychophysical method of determining a
threshold in which the experimenter varies a stimulus in an
ascending or descending series of small steps and the observer
reports whether the stimulus is detectable or not or indicates
its relation to a standard stimulus.
Motor. Pertaining to structures or functions connected with the
activation of muscles or glands.
Optacon. From OPtical-to-TActile CONverter; a reading aid for
the blind that converts printed or optical patterns (such as let-
ters) into a corresponding tactile pattern presented to the skin
of the index finger pad by means of an array of 144 small
vibrators covering an area of approximatley 2.7 x 1.2 em.
Passive movement. Movement of a subject's limb or body by a
device or by the experimenter while the subject keeps the
moved part as relaxed as possible.
Peripheral nervous system. The nervous system excluding the
brain and spinal cord.
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Probit analysis. A regression-like maximum-likelihood procedure
for finding the best-fittin g ogive function for a set of binomially
distributed data. Originally developed in connection with phar-
macological and toxicological assays to compute the lethal or
effective dose (dosage affecting 50% of treated organisms): the
procedure has also been applied in psychophysical studies in
analyzing all-or-nothing (yes/no) responses to compute the 50%
threshold (stimulus level eliciting a given response on 50% of
trials) and its confidence limits.
Proximal. Near the point of attachment of a limb or body part:
near the body; e.g., the wrist is proximal to the fingers. (Com-
pare distal.)
Psychometric function. A mathematical or graphical function
expressing the relation between a series of stimuli that vary
quantitatively along a given dimension, and the relative fre-
quency with which a subject answers with a certain category of
response in judging a particular property of the stimulus (e.g..
"yes" and "no" in judging whether a given stimulus is
detected, or "less than:' "equal to:' and "greater than" in
comparing the stimulus with a standard stimulus). (CRef. 1.657)
Randomized design. An experimental design in which the various
levels of the independent variable are presented in random
order within a given block of trials or experimental session.
Receptive field. For cutaneous neural units, the area of the skin
within which stimulation (as by pressure, vibration, etc.) influ-
ences the activity of a given sensory neuron. (CRef. 3.103)
Regression line. A line on a graph or an equation of a line for
predicting the value of one variable from the value of another:
the line is derived by statistical methods as representing the
relationship between the two variables that best describe a
given set of data.
Sensitivity. In a general sense, the ability to detect stimulation;
in psychophysical studies, refers in particular to the ability to
be affected by and respond to low-intensity stimuli or to slight
stimulus differences; commonly expressed as the reciprocal of
measured threshold.
Sensory adaptation. See adaptation.
Spatial summation. The combining of the sensory response to
tactile stimulation impinging simultaneously on spatially
separated regions of the skin.
Staircase procedure. A variant of the method of limits for deter-
mining a psychophysical threshold in which the value of the
stimulus on a given trial is increased or decreased depending
on the observer's response on the previous trial or group of trials.
Standard deviation. Square root of the average squared deviation
from the mean of the observations in a given sample. It is a
measure of the dispersion of scores or observations in the
sample.
Standard error of the mean. The standard deviation of the
sampling distribution of the mean: mathematically, the stan-
dard deviation of the given data sample divided by the square
root of one less than the number of observations. It describes
the variability of the mean over repeated sampling.
Temporal summation. The integration over time of the tactile
response to a stimulus falling on a given region of the skin or
the combining of the response to two or more stimuli imping-
ing consecutively on the same region of the skin.
Threshold. A statistically determined boundary value along a
given stimulus dimension that separates the stimuli eliciting
one response from the stimuli eliciting a different response or
no response (e.g., the point associated with a transition from
"not detectable" to "detectable" or from 'greater than" to
"equal to" or "less than"). (CRef. 1.657) (See also absolute
threshold; difference threshold.)
T-test. A statistical test used to compare the mean of a given
sample with the mean of the population from which the sam-
ple is drawn or with the mean of a second sample in order to
determine the significance of an experimental effect (i.e.. the
probability that the results observed were due to the experi-
mental treatment rather than to chance). Also known as Stu-
dent's t-test.
Two-alternative forced-choice paradigm. An experimental pro-
cedure in which the subject is presented on each trial with one
of two alternative stimuli and must indicate which stimulus oc-
curred: a response must be made on each trial even if the sub-
ject must guess. Commonly referred to as a "criterion-free"
method of determining sensitivity.
Two-point threshold. The smallest separation between two
punctate stimuli applied to the skin that can be discriminated
as two stimuli rather than one.
Vibrotactile stimulation, A mechanical vibration applied to the
skin by an electromechanical transducer such as a modified
loudspeaker or electrodynamic mechanical shaker, resulting in
a periodic displacement of the skin.
Von Frey hair (filament). Hairs of various thicknesses and lengths
calibrated to exert a constant force when pressed on the skin.
Weber ratio. See Weber's law.
Weber's law. A law which holds that the smallest detectable
change in the magnitude of a stimulus along some dimension
is always a constant proportion of the stimulus magnitude from
which the difference is noted. The law is expressed mathemat-
ically as MI! = Ic, where / is the magnitude of the stimulus,
Al is the smallest detectable change in magnitude, and Ic is a
constant which is often called the Weber fraction or Weber ratio.
(
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3.101 Cutaneous Sensitivity
General Description
	
	
proximal spatial judgments. Two typical measures, the error
of localization and the two-point threshold, demonstrate
Cutaneous sensitivity includes the apprehension of mechan- spatial resolution and can map its variation across the body's
ical, thermal, and electrocutaneous stimuli at the skin's 	 surface. Two-point resolution is ability to discriminate two-
surface. These categories, and their combinations, provide 	 point from one-point touch. At some body sites, two-point
for the majority of tactile experiences. Strictly speaking, 	 resolution may be as small as a millimeter or so (on the fin-
mechanical and thermal stimuli are the only adequate stim-	 gertip), or as large as 60min (on the thigh). A large degree
uli for the skin. That is, there appear to be receptors special- of spatial integration still occurs across these surfaces. With
ized in such ways as to be maximally sensitive to pressure	 compact arrays of contactors, for example, overall vibrotac-
or vibration, or to increases or decreases in normal skin 	 tile sensation magnitude (loudness) increases in direct pro-
temperature (physiological zero). Because of the bioelectri- 	 portion to the number of active elements in a pattern.
cal nature of nervous transduction, however, electrical	 Similarly, the ability to identify objects, such as knobs, by
stimuli with the appropriate parameters may produce sensa-	 handling (stereognosis) may require a fusion of tactual in-
tions from these receptor systems that mimic those pro-	 formation. Texture, temperature, hardness, and mass all are
duced by normal stimuli, or may produce sensations unique integrated, seemingly at a moment's touch, to enable us to
to that mode of activation. The only other major cutaneous 	 recognize and discriminate complex three-dimensional
sensation is that of pain, but the adequate stimulus for pain 	 objects.
is difficult to specify, and it is often (but not always) associ- 	 Similarly, owing to the temporal proximity between
ated with tissue damage. Consequently, pain has little value 	 events, neural interplay at local and higher levels in the
in display design, except perhaps for extreme emergency 	 transmission systems provides for the possibility of interac-
warning systems.	 tion of information from discrete stimuli. Such interactions
The patterns of sensitivity of the skin are, to a large de-	 are described in the literature as masking, summation, en-
gree, determined by the nature of the underlying neural fab- 	 hancement, or integration. At one level, this situatipn may
ric. The organization of this 2-m2 organ is more complex	 appear to degrade information transmission by limiting the
than is apparent on brief observation. Superficial inspection 	 rate at which discrete signals might be sent. On the other
reveals a dichotomy between hairy and hairless (or gla- 	 hand, because of this blurring of stimuli, including the
brous) skin. Closer examination discloses hills and valleys,	 smoothing of the transition between two successive signals,
pits indicating the presence of sweat glands, and the regular 	 chunking of information might more readily develop. In
corrugations of the fingertips, underlain by one class of cu-	 speech, for example, the characteristics of uttered sounds
taneous receptors, Meissner corpuscles. These and the other will depend on the preceding and following sounds. This is
receptor types in the skin are discrete structures that, with 	 owing primarily to the physical constraints on the produc-
threshold stimulus intensities, produce the characteristic 	 tion system ("She sells sea shells...), but, in any case,
punctuate sensitivity of the skin. This is simply demon- 	 the smooth ebb and flow of speech is readily apprehended.
strated by lightly touching the skin on the back of the hand 	 In fact, if, as in speech reading, a visual signal and only the
with a pencil, noting how the "bright" points of cold are 	 low-frequency prosity or rhythm of speech are available, an
distributed. A similar array can be recorded for vibrotactile untrained person can readily understand what is being said.
and warm stimuli. Furthermore, owing both to differences	 Another characteristic of tactile sensitivity associated
in innervation density and to characteristics of the skin sur- 	 with the temporal dimension is adaptation. In general, this
face, sensitivity and resolution change from site to site over 	 refers to a reduction in sensitivity following continued stim-
the surface of the body. 	 ulation. The definition of adaptation changes if one is study-
Nevertheless, under normal conditions, the receptor 	 ing physiological responses, or more complex behavior.
structures in the skin cannot be treated as isolated points of	 Nevertheless, continued stimulation tends to change the re-
sensitivity. Owing to the nature of the tissues in which they 	 sponse characteristics of all sensory systems. Before it is as-
are embedded, interactions of many kinds with distant 	 sumed, however, that adaptation has taken place, one must
structures may take place. With mechanical stimulation, for ensure that the stimulus indeed continues unabated. In the
example, rigid surrounds often ring the tip of the contactor 	 case of pressure stimuli, for example, adaptation was found
delivering the stimulation. In this case, travelling waves on	 to accompany the end of progressive indentation into the
the skin's surface might be blocked, but the underlying tis- 	 skin. In this case, adaptation was actually an instance of
sues can transmit compression and shear waves over con- 	 stimulus failure. That is, the adequate stimulus in a pressure
siderable distances. In addition, the presence of underlying	 stimulus was actually movement into the skin (indenting
bone or organ tissue tends to influence the sensation, partic- movement), and when that ceased, so did the sensation.
ularly from mechanical stimuli. These influences, as well as Vibrotactile adaptation does take place, but may not run to
the considerable overlap of receptive fields for tactile recep- completion even after 15 min of stimulation. However,
tors, contribute to spatial interactions of several types.	 cross-adaptation, in which the test frequency differs from
Because of these factors, the spatial resolving capabili-	 the adapting frequency, only occurs when both frequencies
ties of the skin are not very acute. Certainly whenever they 	 are either high or low in the response spectrum of roughly
are compared, vision tends to outstrip touch in fineness of
spatial discrimination. But touch is often used to verify
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20-400 Hz. lithe frequency of one stimulus is greater than
80-100 Hz, and the other smaller, then adaptation will be
minimal, if it occurs at all. It appears as though two differ-
ent receptor systems subserve the two frequency ranges,
and stimulation of one does not influence the sensitivity of
the other. Thermal adaptation similarly demonstrates the
differential performance of two different systems. Whereas
adaptation to warmth takes place rapidly and appears to
asymptote within 2-4 sec, the magnitude of cold sensations
continues to increase, albeit slowly, after even 30 sec of
continued stimulation.
The Anatomic Correlates of Touch
• The type of underlying receptor structures in the skin ap-
pears to influence the quality of tactile sensitivity at a site
(CRef. 3.103). Furthermore, the information from local
structures interacts with that from more distant sites as in-
formation travels towards the central nervous system
(CRef. 3.102).
• Local site characteristics, such as innervation density
and receptor population, will influence thresholds to pres-
sure and vibration (CRef. 3.106), and the sensation mag-
nitude of suprathreshold vibratory and thermal stimuli
(CRefs. 3.111, 3.121). Spatial acuity and resolution are
similarly influenced by body site (CRef. 3.115).
• Thresholds and suprathreshold sensation magnitudes de-
pend on stimulus frequency over the normal vibrotactile
dynamic range of 20-400 Hz, with maximal sensitivity cen-
tered — 200-250 Hz (CRrefs. 3.106, 3.108, 3.111). Fur-
thermore, because different receptor systems appear to
subserve low versus high frequency sensitivity, enhance-
ment and summation effects are similarly dependent on fre-
quency (CRefs. 3.113, 3.114).
• Certain temporal interactions take place only within
restricted spatial domains. Vibrotactile masking, for ex-
ample, is minimal if the stimuli are widely separated
(CRef. 3.117). Similarly, saltation (apparent displacement
in spatial location of a stimulus) (CRef. 3.119) has well-
defined spatial limits, e.g., the illusion cannot be observed
across the midline of the body.
• The spatiotemporal course of cutaneous saltation on
the thigh is the same as that on the forearm, and follows
a course similar to visual and auditory saltation
(CRef. 3.119).
• Thermal spatial summation, in which thresholds fall as
the area of the stimulation increases, progresses at the same
rate on the back, forearm, and forehead, although for a
given stimulator size, sensitivity increases from back to
forehead (CRef. 3.121).
Tactile Thresholds
• The absolute threshold for a single tap is a function
of body site (CRef. 3.106) and stimulus duration
(CRef. 3.107). Vibrotactile thresholds are a function of
body site (CRef. 3.106, 3.111), stimulus frequency
(CRef. 3. 108), and the nature of the surround-contactor re-
lationship (CRefs. 3.105, 3. 108), as well as contactor size
(inferred from CRef. 3.112).
• The vibrotactile frequency response for tactile contac-
tors >3-4 mm in diameter has a dipper-shaped function
(CRef. 3.108). (Below that size, thresholds tend to be high
and the function is much flatter.) Note that the range of
intensities over the decade 20-200 Hz can be as great at
20 dB or more. The response characteristics of the shakers
used as stimulators must be taken into account in a design
system, for the intensities required just to achieve thresh-
old at the lower frequencies may tax many systems
(CRef. 3.105). Suprathreshold stimuli, in the range of
1520 dB above threshold are usually comfortable for most
signaling purposes.
• Thermal thresholds are a function of the temperature to
which the skin has been adapted (CRef. 3.123), rate of
temperature change from physiological zero (CRef. 3.122),
and the area of the stimulus and site of stimulation
(CRef. 3.121). The mode of stimulation, however,
whether the heat is conducted or radiated, does not affect
the results (CRef. 3.121).
• Difference thresholds provide information on the reso-
lution of the system: what is the smallest perceptible
difference in the quality of stimulation? For vibration,
a difference of —20% in intensity is just perceptible at 160
Hz, regardless of baseline intensity from 14-35 dB above
threshold (CRef. 3.109), or level of masking stimulus
(CRef. 3. 110). For 2-msec taps, on the other hand, intensity
difference thresholds drop from 35% to --20% over the
same range of baseline intensities (CRef. 3.109).
• Difference thresholds for changes in temperature depend
on the level of thermal adaptation of the skin (CRef. 3.123).
• Thresholds for location on the skin's surface are deter-
mined by two methods: en-or of localization and two-point
threshold. These are well correlated over the surface of the
body, and are smallest (highest sensitivity) on the fingertips
and lips (CRef. 3.115).
Temporal Interactions
• Masking of one stimulus by another is only one of many
types of cutaneous temporal interactions. Depending on
the temporal (and spatial) proximity of a masking stimulus
to a test stimulus, the apparent intensity of the test may be
reduced, perhaps by as much as 20 dB re threshold
(CRef. 3.117). A masking stimulus does not appear to
affect the magnitude of vibrotactile difference thresholds
(CRef. 3.110).
• If two frequencies are within the same "half-band," i.e.,
above or below 80-100 Hz, and separated by 100-500 msec,
the subjective magnitude of the second may be enhanced by
the presence of the first (CRef. 3.114). If the two frequen-
cies do differ considerably, the overall loudness of the pair
may be found to sum over the same range of interstimulus
intervals (CRef. 3.113).
Spatiotemporal Interactions
• If two pulsing stimuli are presented to separate skin
sites < 10 cm apart, and if the interstimulus interval is less
than — 300 msec, certain types of illusions may appear
(CRefs. 3.118, 3.119, 3.120).
• If the interstimulus interval is less than —2 msec and the
stimuli are carefully matched in tactile loudness, their ap-
parent loci may fuse and appear closest to the locus of the
leading stimulus (CRef. 3.118). Changing the stimulus
onset asynchrony from + 2 to —2 msec moves the fused
image from one site to the other. This illusion has been
used to signal position in a prosthetic arm.
• For interstimulus intervals between 20 and 250-300 msec,
the perceived location of the second tap will be fairly close
to veridical, but the apparent locus of the leading tap will
be displaced toward that of the following tap. The shorter
713
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the time, the greater the displacement (CRef. 3.119).
Similar effects are seen in vision and audition.
• When interstimulus intervals are IOU msec and stimuli
are relatively tong vibratory bursts, apparent movement is
perceived. That is, a "gray ghost" of a sensation appears to
move from the first to the second site (CRef. 3.120). The
same functional relationship is seen for visual and electro-
cutaneous stimuli (CRef. 3.120).
Adaptation
• Vibrotactile adaptation and recovery may take many min-
utes to complete. Testing sensitivity to the same frequency
as is used for adaptation by either matching techniques or by
threshold testing shows adaptation continuing even after
15 min of stimulation (CRef. 3.116). When the test and
adapting frequencies are on either side of 80-100 Hz,
however, cross-adaptation is minimal.
• Thermal adaptation is familiar to anyone who swims or
washes dishes—the initial sensation of warmth or coolness
declines after continued exposure. There are limits, how-
ever, within which complete adaptation occurs—below
—31°C or above — 36°C, a persisting cool or warm sen-
sation exists regardless of the duration of stimulation
(CRef. 3.123). The speed of adaptation, as disclosed by
changes in sensation magnitude, appears to be much greater
for warmth than for cold (CRef. 3.124).
Eleetrocutaneous Stimulation
• Display systems employing electrocutaneous stimuli
often hold an advantage over vibrotactile systems because
of mechanical ruggedness. With new piezoelectric vibrator
materials, energy considerations are less significant. Never-
theless, temporal summation takes place with electrocuta-
neous stimuli in almost exactly the same manner as with
mechanical stimuli (CRefs. 3.108, 3.125).
• The growth of sensation magnitude for electrocutaneous
stimuli is more rapid than that for any other stimulus mo-
dality. The power function has an exponent close to 3.0
(CRef. 3.126), whereas vibrotactile exponents are in the
range ofl.0(CRefs. 3.111, 3.112).
Methods of Stimulation	 Previously, the common unit of measurement was
amplitude or unit of force per unit radius or per unit area.
Three major classes of mechanical stimuli are step func-	 However, due to the variation of skin impedance with fre-
tions, impulse functions, and periodic functions. With step 	 quency of the stimulus, energy is now considered a better
functions, displacement of the skin is effected and held for a measure of stimulus intensity.
significant period of time (1 sec or more). An impulse func- 	 The most commonly used devices for studying the ther-
tion is a transient of some given waveform imparted to the 	 mal sensitivity of the skin are radiant energy devices such as
skin for a few milliseconds. Periodic functions displace the	 high-intensity lamps, infrared heating lamps, and micro-
skin at constant or variable frequencies for several 	 wave energy sources, and devices that conduct heat toward
milliseconds.	 or away from the skin such as liquid heat exchangers and
These forms of stimuli are imparted to the skin mostly 	 electrical therinodes.
by electromechanical transducers (e.g., modified loud- 	 Electrocutaneous stimulation involves the passage of
speakers or electrodynamic mechanical shakers;	 electrical currents through the skin. Electrodes of many
CRef. 3.105).	 sizes, shapes, compositions, and configurations have been
Early studies used airjets, tuning forks, and von Frey	 used to stimulate a number of different body sites. Wave-
hairs (calibrated filaments pressed against the skin), 	 forms for electrical stimulation have generally been limited
Recently developed piezoceramic elements allow for the 	 to sinusoidal, rectangular, and triangular waveforms, as
design of compact arrays of many mechanical transducers. 	 well as white noise.Small accelerometers or solid-state resistive strain gauges
are generally used to quantify the movement of the driver
element.
Constraints	 • The absolute values of many of these measures are verydependent on the task demands. This is particularly well
• Because stimulation of the skin involves activation of 	 demonstrated by the history of the measure of the two-point
many receptor systems, assumptions regarding the under- 	 threshold. Methods such as the two-alternative forced-
lying populations of structures contributing to a sensation 	 choice procedure tend to produce lower and more consis-
should be made with caution. 	 tent thresholds than measures such as the method of limits.
• The magnitude of sensations produced by prolonged 	 • In many of these tasks, learning the task may play a sig-
stimulation will suffer from adaptation after several minutes nificant role in determining the final outcome. Even in as
of continued presentation. 	 simple a task as the measurement of the two-point thresh-
* Display systems using vibration frequency for encoding 	 old, sensitivity appears to increase by a factor of as much as
parameters of the display should (1) limit the number of 	 100 over 20 days of practice. Initial improvement is often
quencies to fewer than 7-9, and (2) employ changes in fre- 	 simply task-related: becoming comfortable with the keypad
quency >20%. If the display system depends on intensity 	 or getting used to the vibrotactile stimulus, for example.
changes, the number of levels should be limited to fewer	 Conclusions based on data obtained from early sessions
than four.	 should take such learning into consideration.
• The level of thermal adaptation of the skin will not only 	 • Perceptual learning may take hundreds of trials to go to
affect the perception of thermal changes, but will also affect completion. Consideration should be given to the potential
judgments of rate of vibration, as well as vibrotactile 	 sluggishness of learning, particularly in augmentation dis-
thresholds.	 play systems. It takes a child many months of practice to
• Individual differences in many of these measures are 	 learn to shape the repertoire of specific sounds that adults
great enough that thresholds should be taken on each subject call speech, and telegraphers may take almost a year to
if precise quantification of the function is desired. 	 learn to read and send Morse code at line rates.
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3.110 Vibrotactile stimulation: de- 	 3.116 Vibrotactile stimulation: ef-
tectability of intensity differences	 feet of adaptation on detectability
in the presence of spatial masking;	 and perceived magnitude;
3.111 Vibrotactile stimulation: per- 	 3.117 Vibrotactile stimulation:
ceived magnitude;	 detectability in the presence of
3.112 Vibrotactile stimulation: per- 	 masking;
ceived magnitude as a function of 	 3.118 Tactile and auditory localiza-
number of active vibrators;	 tion: effect of interstimulus-onset
3.113 Vibrotactile stimulation:
	 interval;
summation of perceived mag-
nitude;
3.114 Vibrotactile stimulation: en-
hancement of perceived magnitude;
3.122 Detectability of warmth and
cold: effect of rate of change in
temperature;
3.123 Sensitivity to warmth and
cold: effect of adaptation tem-
perature;
3.124 Perceived coolness and
warmth: effect of intensity and
duration of stimulation;
3.119 Tactile, auditory, and visual 	 3.125 Electrocutaneous stimula-
shifts in perceived target location 	 tion: effect of exposure duration
due to stimulus interactions; 	 on sensitivity;
3.120 Apparent movement of vibro-
tactile and electrocutaneous stimuli;
3.126 Electrocutaneous stimula-
tion: perceived magnitude
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3.1	 Cutaneous Sensitivity
3.102 Patterns of Tactile Sensory Innervation Over the Body
Figural. Regions of innervation showing (a) several dor-
sal root dermatomes, (b) peripheral nerve receptive fields
for the median (Mn), ulnar (U), medial (M), lower lateral cu-
taneous (LLC), and lateral cutaneous (IC) nerves, and (c)
areas of complete (black) and partial (dark stipple) anes-
thesia caused by severing the lateral cutaneous nerve.
(From Handbook of perception and human performance,
adapted from Ref. 3)
Key Terms
Body locus: dermatome; peripheral nervous system; touch
FIgure 2. Areas of skin (dermatomes) Innervated by cer-
vical roots or thoracic roots. (Dermatome overlap is not
shown.) (From Handbook of perception and human perfor-
mance, based on data of Ref. 1)
General Description 	 greater overlap on the trunk. Therefore, loss of any given
peripheral nerve produces only partial anesthesia in the
The afferent (sensory) portion of the peripheral nervous 	 served region (e.g., on the trunk) or a zone of complete
system is comprised of nerves that carry information about 	 anesthesia surrounded by an area of partial anesthesia (e.g.,
stimuli in the environment to the central nervous system	 on the arm, Fig. lc). In turn, the fibers that form peripheral
(the spinal cord and the brain). Each individual cutaneous 	 nerves gather into dorsal nerve roots which serve restricted
sensory nerve fiber serves a region of the skin, called a re-	 regions of the skin. An area of skin supplied by fibers of a
ceptive field, which overlaps with receptive fields of other	 given spinal root is called a dermatome (Figs. Ia, 2). Der-
individual nerve fibers. Individual fibers travel together in 	 matomes exhibit even more overlap, so that destruction of a
peripheral nerves and the receptive fields of the peripheral 	 dorsal nerve root produces only partial anesthesia in the as-
nerves also overlap (Fig. lb). Degree of overlap is location- sociated dermatome.
dependent; there is relatively little overlap on the hand and
Applications
Designs in which the relationship between regions of sensi-
tivity and patterns of innervation (distribution of nerves)
must be understood.
Methods	 • Receptive fields of peripheral 	 • Dependent variable: reported re- 	 three roots below an intact root and
nerves studied in patients with 	 gion of sensitivity	 examining the effects on sensitivity
• Microneurography used to map	 nerve injuries or blocks	 • Subject's task: report region of 	 • Peripheral nerves and derma-
receptive fields of individual fibers	 • Independent variables: periph-	 sensation or point of transition of	 tomes studied at various body sites
(CReI. 3.103); method of residual 	 eral nerve fiber stimulated; periph-	 sensation at borders of region	 • Data me representative of var-
sensibility used to map receptive 	 cmi nerves injured or blocked; 	 • Dermatomes (Fig. 2) can be 	 ious subjects in various investi-
fields of nerves and dennatomes	 nerve root severed	 mapped experimentally in animals	 gations
by severing three roots above and
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Experimental Results
• Although the regions depicted as dermatomes vary some-
what from subject to subject and with different methods of
investigation, those presented are generally accepted as the
standard clinical dermatomal map.
Constraints
• Different dermatomal maps have appeared as conse-
quence of the various methods of interfering with dorsal
root innervation.
Key References	 rology. London: Oxford University
Press.
*1. Foerster, 0. (1933). The der-	 *3 Sinclair, D. C. (1967). Cuta-
matomes in man. Brain, 56,1-39.	 neons sensation. London: Oxford
2. Head, H. (1920). Studies in nez.-
	
University Press.
with Other Studies
Similar results have been found using different methods of
investigation (e.g., Ref. 2).
Cross References
3.103 Tactile sensory innervation
of the skin;
3.104 'I'pes of cutaneous
mechanoreceptors;
Handbook ofperception and
human performance,
Ch. 12, Sect. 1.4
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3.1	 Cutaneous Sensitivity
3.103 Tactile Sensory Innervation of the Skin
Microelectrode inserted in arm Figural. (a)Apparatus
used to map responses of
single afferent (sensory)
units to tactile stimulation
(method of microneurogra-
phy). (b) Four afferent re-
ceptortype; with charac-
teristic response patterns
(vertical bars represent
nerve impulses; stimulus
duration Indicated by solid
bar under neural pattern).
(c) Mapping of a few repre-
sentative receptive fields,
showing location and ex-
tent. Filled solid black areas
are receptive fields for RA
units. The dark shading on
the middle finger indicates
a PC receptive field with P
marking point of maximal
sensifthrity. Open areas with
solid perimeters are SAl re-
ceptive fields. Open areas
with dotted perimeters are
SAIl receptive fields. Solid
arrows indicate directions
of skin stretch that increase
spontaneous SAIl activity.
Dotted arrows indicate di-
rections of stretch that in-
hibit spontaneous activity.
(From Ref. 4)
LWA
Key Terms
Mechanoreception; peripheral nervous system; pressure
sensitivity; touch
General Description 	 stimulation and has a small receptive field with distinct
borders
Microelectrode recordings from nerve structures responsive (2) Pacinian (PC)—adapts rapidly to mechanical stimula-
to the mechanical stimulation of the glabrous (hairless) skin	 tion and has a large receptive field with indistinct borders
of the hand reveal four types of sensory units (Fig. 1) which (3) slowly adapting I (SAI)—adapts slowly to mechanical
may be categorized on two dimensions: (a) rate of adapta- 	 stimulation and has a small receptive field with distinct
tion to skin indentation and (b) size and distinctiveness of 	 borders
the borders of their receptive fields (region of skin served 	 (4) slowly adapting II (SAII)—adapts slowly to mechani-
by the unit). The four types include:
(1) rapidly adapting (RA)—adapts rapidly to mechanical
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C corpuscleL Subcutaneous
fat
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cal stimulation and has a large receptive field with indistinct
borders.
The end-organs (organs at the terminus of the nerve
structure) believed to be associated with three of the unit
types are shown in Fig. 2. The Meissner corpuscles are as-
sumed to be associated with the RA receptive fields, Paci-
nian corpuscles with PC fields, and Merkel endings with
SAl fields. The Ruffini endings associated with the SAIl
fields (not shown in Fig. 2) are located in the dermis, away
from the epidermal-dermal border.
Applications
Designs incorporating hand-held objects used for control or
analysis. Designs in which the hand is involved in form,
<	 textural, or spatial analysis. Designs in which vibration of a
part of the hand is critical.
Constraints	 distribution, and mechanisms of innervation.
• Some researchers warn against associating types of
• Although there is general agreement regarding the role of neural elements with types of tactile sensitivity (e.g., me-the Pacinian corpuscle in mechanoreception in humans, 	 chanical or thermal).the exact functions of the other receptors so far identified
are not nearly as well understood as are their morphology,
1. Burgess, P. R., &Ped, E. R.
(1973). Cutaneous mechanorecep-
tors and nociceptors. In A. Iggo
(Ed.) Handbook of sensory physiol-
ogy, Vol.!!: Somatosensory system
(pp. 29-78). New York: Springer-
Verlag.
of cutaneous
roscience,5, 131.
3. Johansson, R. S. (1979). Tactile
afferent units with small and well
demarcated receptive fields in the
glabrous skin area of the human
hand. In D. R. Kenshalo (Ed.),
Sensory functions of the skin of
humans (pp. 129-152). New York:
Plenum.
4. Sherrick, C. B., & Cholewiak,
R. W. (1986). Cutaneous sensitiv-
ity. In K. R. Buff, L. Kaufman, &
I. P. Thomas (Eds.), Handbook of
perception and human perfor-
mance: Vol.!., Sensory processes
and perception. New York: Wiley.
5. VaIlbo, A. B., &Johansson,
R. S. (1978). The tactile sensory
innervation of the glabrous skin
of the human hand. In G. Gordon
(Ed.), Active touch: The mecha-
nism of recognition of objects by
manipulation: A multidisciplinary
approach (pp. 29-54). Oxford:
Pergamon.
Cross References	 mechanoreceptors;
Handbook of perception and
3.102 Patterns of tactile sensory	 human performance, Ch. 12,
innervation over the body;
	 Sects. 1.4,4.
3.104 Types of cutaneous
..Sweat gland and ducts
I	
/	 Surface
Epidermis
Dermal nerve
plexus
-- 7 / 14
- MC MD FNE •.
Markers
MD' complex
-----_,IN E:
)
Figure 2. Major non-neural and organized neural elements
In fingerprint skin. (From Ref. 4)
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3.104 Types of Cutaneous Mechanoreceptors
Key Terms
Pressure; sensitivity; touch
General Description 	 stimulation of increasing frequency and decreasing duration
(mean slope of tuning curve), (3) type of response to fran-
The mechanoreceptors of the cat are assigned to 11 groups	 sient skin indentation (ramp response), and (4) duration of
based on their response to stimulation (indentation) of the	 receptor response to a maintained indentation of the skin
skin. The table classifies receptor type in terms of the (1) 	 (plateau response).
conduction velocity of neural axons innervating the recep-
tor, (2) threshold behavior of the receptor to sinusoidal
Applications
Designs for which response of mechanoreceptors to stimu-
lation of the skin must be considered.
Constraints
• Conduction velocities for humans are 20% slower than
those for the cat.
• The relationship between cutaneous responses and kines-
thesia has not been extensively studied, and it is not known
if the skin plays any significant role in kinesthesia.
Table I. Characteristics of some mechanoreceptors. (Adapted from Ref. 1)
Receptor Type
C
AS
G2 hair
GI hair
G hair
F2 field
Ft field
F 1 field
T2 (Ruffini)
T1 (Merkel)
Pacinian
Mean Periph-
eral Conduc-
lion Velocity(m/sec)
<2
20
50
65
75
50
55
65
55
65
65
Mean Slope of
Tuning Curvea
No Response
-0.4
-0.2
-0.4
-0.15
-0.25
-0.6
0
0
-2
Type of R%mp
Response
yb
V
V/D
V
V/A
V/D
V
V
D
DN
A
Plateau
Response
<20 sec
Little or none
Little
None
None
<20 sec
None
None
Persists
Persists
None
a A slope of 0 Indicates pure displacement sensitivity; a slope of - I • pure velocity sensitivity; and a slope of —2. pure
acceleration sensitivity;
A = acceleration response (responds only at onset and offset of displacement);
D = displacement response (response increases with displacement);
V = velocity response (response to displacementis constant)
Boll, K. A., & Lincoln, J. E. Engineering Data Compendium: Human
Perception and Perfosmance. AAMRL, Wtight-PattersonAFe, OH, 1988.
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Key References
1. Hatch, K. W., ticket, R. P., &
Burgess, P. R. (1977). Akey to the
classification of cutaneous median-
oreceptors. Journal ofInvestigati we
Dermatology, 69, 75-82.
Cross References	 3.103 Tactile sensory innervation
of the skin;
3.102 Patterns of tactile sensory 	 Handbook ofperception andinnervation over thebody; 	 human performance,
Ch. 13, Sect. 2.1.2
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3.105 Apparatus for Static and Vibratory (Mechanical)
Stimulation of the Skin
ng&pado
^_^Oiher skin
Contactor	 'N.Riqid
that delivers	 support
stimulus
Figural. Schematic of single-channel apparatus typically
used to deliver vibrotactile stimuli to the skin when a static
surround is present. The diameter of the hole In the rigid
support Is usually 2 mm larger than the diameter of the con-
tactor when a static surround Is present (providing a 1-mm
gap) and much larger In diameter when a static surround Is
absent.
Key Terms
Mechanical pressure; touch; vibration; vibrotactile
stimulation
Mechanical stimulation of the skin involves the application
of force to the skin surface to bring about displacement in
skin position. The force applied to the skin may either be
constant over time (static) or may vary periodically (vibrate)
at some specified frequency. Both types of stimuli have
been used at sites over the entire body. The arms and hands
are usually used for studies not directly concerned with
body locus, primarily because these are the sites normally
employed in tactile exploration and manipulation of the en-
vironment. Table 1 lists some devices for mechanical stimu-
lation of the skin and describes their typical uses.
Tablet. Devices for mechanical stimulation of the skin.
Type of Force	 Device
Static	 Blunt-tipped stylus pressed against the skin with uncal-
ibrated force
Vibratory
Von Frey hairs that bend when pressed against the
skin (i.e., filaments of varying thickness that exert a
specific calibrated force as they bend)
Electromechanical devices designed for specific ex-
periments (size and shape vary)
Two blunt-tipped styli as calipers (distance between
points is calibrated)
Skin contactor alternately moved against and away
from the skin by an electromechanical vibrator (or vi-
bration transducer); a static surround may be present
or absent
Multi-channel systems of several contractors arranged
as an array
Typical Use
Clinical determination of presence or absence of skin
sensitivity; measurement of errors of localization
Determination of thresholds for pressure sensitivity
Apply stimuli of specified force and duration (e.g., to
determine thresholds)
Determination of two-point threshold (minimum spatial
separation for two points to be judged as two rather
than one)
Determine thresholds for vibration sensitivity under a
variety of experimental conditions (e.g., different dura-
tions or intensities)
Communicate an information-carrying pattern; e.g.,
the Optacon (Ref. 2), used as a reading aid for the
blind, employs a 24 x 6 array of contractors to encode
alphanumeric information
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Applications
Designs to replace or augment a lost or overloaded sensory
input channel, such as tactile aids for the hearing impaired,
and optical-to-tactile converters for the blind (Ref. 2).
Key References	 2. Bliss, J. C., Katcher, M. H., 	 3. Sherrick, C. B. (1965). Simple
Rogers, C. I-i., & Shepard, R. P.	 electromechanical vibration Inns-
1. Bliss, J. C. (1974). Summary of	 (1970). Optical-to-tactile image	 ducer. Review of Scientific Instru-
three optacon-related cutaneous ex-	 conversion for the blind. IEEE	 ments, 36,1893-1894.
periments. In P. Geldard (Ed.) Cu-	 Transactions on Man-Machine	 4, Sherrick, C. B. (1975). The art
taneous communication systems	 Systems, MMS-II, 58-64. 	 of tactile communication. Amen-
and devices. Austin, TX: The Psy-	 can Psychologist, 30, 353-360.
chonomic Society.
Cross References
3.101 Cutaneous sensitivity
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with scissors	 Pressure	 Vibration
Vibration (Ref. 2)
• 14 vibration frequencies from
25-1280 Hz delivered to a round
skin contactor with I-cm2 ama
• Multiple body sites tested (see
Fig. 2)
• Modified method of limits
• Independent variables: body site,
sex, side of body
• Dependent variable: threshold
(mean minimal perceived stimulus
amplitude for six determinations)
• Subject's task: detect and report
• Independent variables: stimulus
frequency of vibration, body site
• Dependent variable: threshold
(mean minimal perceived stimulus
amplitude for six determinations)
• 1 male subject
3.01	 Cutaneous Sensitivity
3.106 Pressure and Vibration Sensitivity
Figural. Average pressure thresholds for males (solid
lines) and females (dotted lines). (Adapted from Ref. 1)
Terms
Figure 2. Thresholds for 200-111z vibration for one male
subject. (Based on data from Ref. 2)
Pressure sensitivity; tactile detection; touch; vibration sensi-
tivity; vibrotactile stimulation
General Description 	 males (Fig. 1, solid lines). Sensitivity to vibration (mini-
mum perceivable amplitude of vibration applied to the skin)
The sensitivity profiles across body sites for pressure and	 is greatest on the hands and soles of the feet (Fig. 2).
vibration are different. Sensitivity to pressure (minimum 	 It is remarkable that the profiles of sensitivity to pres-
perceivable amplitude of pressure) is greatest on the face, 	 sure and to vibration over the body are not more alike, and
followed by the trunk and fingers. Females (Fig. 1, dotted 	 suggests the operation of different underlying receptor
lines) are generally 0.4-0.6 log units more sensitive than	 mechanisms.
Applications
Designs incorporating tactile or vibrotactile signals. Deter-
mination of amount of pressure necessary to cause aware-
ness of an event such as an accidental button press.
Methods	 • Six alternating ascending and 	 • Because of apparatus noise	 stimulus presence (ascending se-descending series per site	 (>200 Hz), subject's ears were	 ties) or disappearance (descending
Test Conditions	 • Subjects seated for above-waist 	 stopped with wax	 series)
tests and supine or prone for below-	 • 24 right-handed male and 24
Pressure (Ref. 1)	 waist tests; hair at test sites cut off 	 Experimental Procedure 	 right-handed female subjects
• Von Frey-type filaments (nylon
monofilaments that bend at a cali-
brated force) applied to the skin
• Multiple body sites tested for
both males and females (see
Fig. I); laterality (left and right
sides) tested for each body site;
means over both sides are shown
in figure
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Experimental Results
Pressure Sensitivity
• Sensitivity to pressure is greatest on the face, followed by
the trunk and fingers.
• Males and females have similar sensitivity profiles (rank-
order correlation = 0.73, p < 0.001), but females are gen-
erally 0.4-0.6 log units more sensitive than males.
• The left side of the body is more sensitive than the right
for all points but forehead, nose, breast, belly, and back.
Vibration Sensitivity
• The sensitivity profile for vibration differs from the pro-
file for pressure.
• Sensitivity to vibration is greatest on the hands and the
soles of the feet.
• ror nngerttps, me lowest tnresnoias are tor Lou
vibration (results for 200Hz are shown in Fig. 2).
Variability
Analysis of variance used for pressure sensitivity. Vibration
data are comparable to those for two other male subjects of
the same age. Vibration thresholds show daily variations by
a factor of 5-10.
Repeatability/Comparison with Other Studies
Pressure-sensitivity profiles for two-point thresholds (mini-
mum spatial separation necessary for two points to be
judged as two points) and for stimulus localization task (ac-
curacy of localizing a touch on the skin) are also available
(CRef. 3.115).
Constraints	 duration, use of a stimulator with a static surround, and skin
temperature (Ckefs. 3.107, 3.108).
• Cutaneous sensitivity may decrease when a subject per- 	
• Comparisons of pressure and vibration thresholds may
forms simultaneous tasks involving touch, such as operating not be informative because of differences in stimulus char-
aircraft controls.	 acteristics and in characteristics of the skin tested (e.g.,
• Vibrotactile sensitivity varies with vibration frequency 	 smooth forehead versus calloused sole of foot).(Ref. 2; CRef. 3.108). Pressure and vibration sensitivity are • The vibration data are based on only one male subject and
also influenced by the size of the stimulated area, stimulus	 may not generalize to other males and to females.
(pp. 195-222). Springfield, IL:
Thomas.
*1. Weinstein, S. (1968). Intensive	 *2 Wilska, A. (1954). On the vi-
and extensive aspects of tactile 	 brutional sensitivity in different re.
sensitivity as a function of body	 gions of the body surface. Actapart, sex, and laterality. in D. R.	 Physiologica Scandinavica, 31,Kenshalo (Ed.), The skin senses	 285-289.
Cross References	 3.107 Vibrotactile stimulation: de-	 feet of frequency and type of spa-
tectability of tactile pulses of vary-	 tin! surround;
3.105 Apparatus for static and vi-	 ing duration;	 3.115 Tactile localization and two-bratory (mechanical) stimulation of 3.108 Vibrotactile stimulation: ef-
	 point discriminationthe skin;
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3.107 Vibrotactile Stimulation: Detectability of
Tactile Pulses of Varying Duration
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Figure 1. Threshold amplitude for pulses to the fingertip
as a function of pulse duration. (From Ref. 1)
Key Terms
Pressure sensitivity; tactile detection; temporal summation;
touch; vibration sensitivity; vibrotactile stimulation
General Description
Detectability of taps (rectangular vibrotactile pulses) to the
fingertip increases exponentially (threshold amplitude de-
creases exponentially) as pulse duration increases from
110 msec. Thresholds are constant for pulse durations from
10-100 msec.
Applications
Design situations in which pulsatile rather than vibrotactile
signals must be used, e.g., because of a need for a flat fre-
quency response.
Methods	 in a 2.3-mm (0.090-in.) hole of 	 Experimental Procedure	 • Dependent variable: threshold
static surround (sample pulses
Test Conditions	 shown in Fig. 1) 	 • Method of limits (ascending Se- 	
amplitude (in pm)
ries only)	 • Subject's task: report when pulsestimulus could first be detected as
Pulses (taps) of 0.35-100 msec 	 • Pulses presented at rate of two 	 • Independent variable: stimulus
(0.2 msec rise-fall time) delivered	 sec	 duration	 amplitude was increased& 
to the fingertip by 0.64-mm (0.025- • Amplitude of pulse slowly in- 	 • 1 subject
in.) diameter skin contactor seated 	 creased until just perceived
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• The displacement amplitude required to detect a tactile
pulse (tap) decreases exponentially as the pulse duration in-
creases from 1-10 msec. Threshold amplitude remains con-
stant at2 jim from lO-lOOmsec.
• The data are well fit by an exponential function of the
form
At = 2/{l - exp(—tII.5)}
where At is the threshold amplitude in tm and t is pulse du-
ration in msec. The equation models an integrator with a
triggering threshold and a time constant of 1.5 msec.
• The function demonstrates the phenomenon of temporal
summation at durations of <2 msec: Longer stimulus dura-
tions result in lower thresholds, to a point.
Variability
Thresholds at the same body locus were repeatable to within
10% on successive measurements.
Repeatability/Comparison with Other Studies
A similar function relating threshold intensity and stimulus
duration is found for electrocutaneous stimuli (Ref. I;
CRef. 3.125).
Constraints
• Vibrotactile sensitivity is affected by the size of the stim-
ulated area, the frequency of vibration, use of a stimulator
with a static surround, body site of stimulation, and skin
temperature (CRefs. 3.106, 3.108).
• Generalizability is restricted because only 1 subject was
used to obtain the measurements.
Key References	 2. Rothenberg, M., Venillo,
R. t, Zahorian, S. A., Brachman,
1. Hill, J. W. (1967). The percep-	 M. L., &Bolanowski, S. J., Jr.
lion of multiple tactile stimuli	 (1977). Vibrotactile frequency for
(Technical Report No. 4823-1). 	 encoding a speech parameter. Jour-
Palo Alto, CA: Stanford Univer-	 nal of the Acoustical Society of
sity, Electronics Laboratory.	 America, 62, 1003-1012.
Cross References	 3.106 Pressure and vibration	 3.116 Vibrotactile stimulation: ef-
sensitivity;	 fect of adaptation on detectability
3.105 Apparatus for static and vi- 	 3.108 Vibrotactile stimulation: ef-	 and perceived magnitude;bratory (mechanical) stimulation of feet of frequency and type of spa-
	 3.125 Electrocutaneous stimula-
the skin;	 hal surround;	 tion: effect of exposure duration on
sensitivity
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3.1	 Cutaneous Sensitivity
3.108 Vibrotactile Stimulation: Effect of Frequency
and Type of Spatial Surround
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Figural. Absolute vlbrotactile thresholds at the base of
the thumb for different stimulus frequencies with a static
surround either present or absent (From Handbook of
perception and human performance, adapted from Ref. 1)
Key Terms
Pressure sensitivity; spatial interaction; tactile detection;
touch; vibration sensitivity; vibrotactile stimulation
General Description
Sensitivity to vibrotactile stimuli varies with vibration
frequency. Lowest threshold (i.e., greatest sensitivity)
is found for stimuli of —200-400 Hz. Sensitivity to a
vibrotactile stimulus is generally greatest when a static sur-
round is not used (except at frequencies below 40-50 Hz,
where sensitivity is less for some stimulus diameters).
Methods	 60-mm diameter hole (27.5-mm 	 tinuous threshold tracking (inten-	 (mean stimulus intensity for threegap) for no-surround condition 	 sity lowered until the signal 	 1-2 min periods of threshold
Test Conditions	 • Continuous train of 1-sec-oaf 	 disappears, then raised until it reap- tracking)
• I-sec vibrotactile bursts with	 I-sec-off stimulus presentations	 pears; adjustments made continu- 	 • Subject's task: increase or de-
l00-msec rise-fall time delivered 	 with stimulus intensity changing in 	 ously around threshold); trials	 crease stimulus intensity until sen-
by a 5-mm diameter (0.2 cm') con- 	 steps of I dB re 1.0 jim displace- 	 blocked by surround conditions	 sation appears or disappears
tactor depressed 1 mm into the skin 	 ment per sec at each presentation	 and by stimulus frequency	
• Subjects in isolation booth heard
of the base of the thumb (thenar	 • Ten stimulus frequencies be-	 • Independent variables: stimulus 	 narrow-band noise (centeredtween 25 and 700 Hz	 frequency, presence or absence of 	 around stimulus frequency)
eminence) of the right hand a static surround	 through earphones
• Support table had a 7-mm diam-	 Experimental Procedure 	 • Dependent variable: threshold 	 • Swell-trained subjects
eter hole (1-mm gap around contac-
tor) for surround condition and a 	 • Method of adjustment with con-
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Experimental Results
	
Variability
• Sensitivity to a vibrotactile stimulus varies with stimulus
frequency. Sensitivity is greatest between 200 and 400 Hz.
• The presence of a static surround generally reduces sensi-
tivity by —6-8 dB (re 1.0 p.m peak displacement). At fre-
quencies of 50 Hz or less, however, a surround improves
sensitivity (lowers threshold) with a contactor of 5-mm
diameter.
Standard errors of the mean range from 1-3 dB across
frequencies.
Repeatability/Comparison with Other Studies
Reference 1 cites comparable results from other studies.
Similar data were reported in Ref. 2, which also presents
comparable results for the forearm and tongue.
Constraints	 • Small contactor sizes (<1.0-mm diameter) produce a
threshold that is high (-5-10 p.m peak) and nearly constant
• Results may vary considerably with different experimen-
	 across frequencies.tal conditions and methodological procedures. For example, • Vibrotactile sensitivity is affected by the body
removal of the surround from a 3.0-cm2
 contactor has little 	 site stimulated, stimulus duration, and skin temperature
effect on threshold values.	 (CRefs. 3.106, 3.107).
Key References	 2. VethIlo, R. t (1968). A duplex
mechanism of mechanoreception.
1. Ciescheider, G. A., Captain, 	 In D. R. Kenshalo (Ed.), The skin
A. I., Frisina, R. D., Hamer,	 senses (pp. 139-159). Springfield,
R. D., & Verrillo, R. t (1978).	 IL: Thomas.
The effects of a surround on vibro-
tactile thresholds. Sensory Pro-
cesses, 2,99-115.
Cross References	 3.106 Pressure and vibration 	 3.110 Vibrotactile stimulation: de-
sensitivity;	 tectability of intensity differences
3.105 Apparatus for static and vi-	 3.107 Vibrotactile stimulation: de- 	 in the presence of spatial masking;bratory (mechanical) stimulation
	 tectability of tactile pulses of vary- 	 Handbook ofperception and
of the skin;	 ing duration;	 human performance. Ch. 12,
Sect. 4.3
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3.1	 Cutaneous Sensitivity
3.109 Vibrotactile Stimulation: Detectability ofIntensity Differences
Eu
10
Sensation Level (decibels)
Figural. Relative dlscrimlnabiiity of intensity differences
for taps and vlbrotactlle stimulation of the skin as a func-
tion of stimulus intensity. I = stimulus intensity; M = small-
est detectable Intensity difference. (From Handbook of
perception and human performance, after Ref. 1)
Key Terms
Pressure sensitivity; tactile discrimination; touch; vibration
sensitivity; vibrotactile stimulation
General Description
The ability to detect a difference in intensity (A!) between
two vibrotactile stimuli is essentially constant across a
range of stimulus amplitudes from 14-35 dB above thresh-
old. In contrast, delectability of a difference in intensity be-
tween two taps decreases with decreasing amplitude of the
taps.
Methods	 • Stimuli presented to right index	 response relationship determines	 • Subject's task: indicate which offinger; standard and comparison	 whether difference between stimuli two sequential stimuli is more in.
Test Conditions	 signals presented I sec apart 	 is increased or decreased on next	 tense; feedback provided on each
trial	 trial
• Vibrotactile stimuli were 160-Hz Experimental Procedure	 • Independent variables: type of 	 • - 100 trials per difference thresh-bursts lasting 200 msec with
10-msec rise time; taps were	 • Block up-and-down method for 	 stimulus, intensity of standard
	
old; 10 difference-threshold
2-msec square-wave pulses 	 two-interval forced-choice proce-	 stimulus	
measurements
• Stimuli delivered by a 6-mm di- 	 dure in which previous and current 	
• Dependent variable: difference	 • 2 female undergraduates with
meter skin contactor at intensities	
threshold in decibels (defined as	 extensive practice
of 14-35 dB above threshold for 	 20 log 11 - A1}/!; also plotted asWeber ratio [Al/1])
each stimulus
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Experimental Results
• The ability to detect a difference in intensity between two
vibrotactile stimuli is essentially constant across intensity
levels of 14-35 dB above absolute threshold. The stimuli
must differ in intensity by — 20% (Weber ratio of 0.20) to be
reliably discriminated.
• The ability to detect a difference in intensity between two
taps decreases (difference threshold increases) at lower in-
tensities; at higher intensities, the ability to detect a differ-
ence in intensity is approximately the same as for
vibrotactile stimuli.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
The 20% difference threshold for vibrotactile stimuli is sim-
ilar to the difference thresholds for step changes of pressure.
Constraints	 • Results should not be generalized to intensities <15 dB,
where the difference threshold for vibrotactile stimuli rises
• Because a number of factors (such as contactor size and 	 sharply with increasing intensity.
level of static force) can affect the energy delivered to the 	
• Because stimulus levels are defined with reference to
skin, values obtained are difficult to compare to those ob-	 threshold, the fact that vibrotactilé thresholds vary across
tamed by other methods of measurement.	 the body may not affect the shape of this function.
Key References
*1. Craig, J. C. (1963). Difference
threshold for intensity of tactile
stimuli. Perception & Psychophys-
ics,)), 150-152.
Cross References	 3.106 Pressure and vibration
sensitivity;
3.105 Apparatus for static and vi-	 3.110 Vibrotactile stimulation: de-bratory (mechanical) stimulation of	 tectability of intensity differences
the skin;	 in the presence of spatial masking
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3.1	 Cutaneous Sensitivity
3.110 Vibrotactile Stimulation: Detectability of IntensityDifferences in the Presence of Spatial Masking
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Figural. Vibrotactile difference thresholds for Intensity expressed as Weber ratios (left axis) or as number of decibels
above threshold (right axis) with or without mask. The Weber ratios (MI) in Fig. to are calculated normally without con-
sidering mask intensity. The corresponding functions In Fig. lb are plotted with the mask intensity Included In the baseline
(M/fI+I,jJ). The horizontal axis shows the baseline intensity (intensity level from which a change In intensity had to be
discriminated) in decibels above absolute threshold, measured with (open symbols) or without (filled symbols) a masking
stimulus present. (From Ref. 2)
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Key Terms
Pressure sensitivity; stimulus interaction; tactile discrimina-
tion; tactile masking; touch; vibration sensitivity; vibrotac-
tile stimulation
General Description 	 tensity change is being compared (sometimes called the
Weber ratio) increases as the intensity of the masking stimu-
When a subject must detect a difference in intensity 	 lus increases. However, when the difference threshold is
tween two vibrotactile stimuli delivered to the same body 	 considered as a proportion of baseline stimulus intensity
site, the difference threshold (smallest detectable change in 	 plus effective mask intensity, the effect of masking is elimi-
intensity) increases when a masking stimulus is presented 	 nated. The intensity difference threshold decreases in pro-
simultaneously to a nearby body site. The difference thresh- 	 portional size (discriminability increases) as baseline
old as a proportion of baseline intensity with which the in-	 intensity increases.
Methods	 ing stimulus presented to right little	 Experimental Procedure	 of relative discriminability, defined
finger simultaneously at amplitudes	
• Block up and down method for 	 as Weber ratio (Al/1) and ratio ad-Test Conditions	 of 2.0, 6.3, or 20 Ixm	 two-alternative forced-choice	 jsted to include intensity of mask
• 'Bvo i-sec observation intervals	 procedure in which previous and	 (1)1/I + lmask) data also plotted asper trial; test stimuli of two differ- 	 current response relationship deter- difference threshold in decibels
ent intensities presented, one in
	 mines whether difference between
• Both test stimuli and mask were 	
(20 log! + An/1)160-Hz bursts lasting 200 msec
with l0-msec rise time delivered	
each interval; in masking condi-	
stimuli is increased or decreased	 • Subject's task: indicate which ofby 6-mm diameter skin contactors	 tions, masking stimulus presented
in each interval simultaneously
	
• Independent variables: baseline
on next trial	 two observation intervals containsthe more intense target stimulus• Contactors rested on the finger 	
• ioo trials per observation; 7-21
test stimulus held constant during
	 tensity (lmn
with static force of 20 gm inside 	
with test stimuli; intensity of one 	 test stimulus intensity (I); mask in-	
observations per data point, de-8-mm hole of fixed surround l..0 pending on masking condition• Test stimuli presented to right 	 session at baseline of 1,4,7, 10,index finger at six baseline intensi- 	 IS, or 20 dB above threshold, in-
	
• Dependent variable: smallest in-	
• 1 male and 2 female college stu-tensity difference detectable on	 dents with some practiceties from 1-20 dB above masked	 tensity of other stimulus varied in
	 75% of trials (Al, differencethreshold (absolute threshold with
masking stimulus present); mask- 0.3-dB steps	 threshold); data are plotted in terms
Experimental Results	 lated not in relation to the baseline intensity of the test stim-
ulus alone but in relation to the baseline intensity of the test
• Discriminability of a difference in intensity between two	 stimulus plus the effective intensity of a simultaneous mask
vibrotactile stimuli presented successively to the index 	 (MIII + 'mask]), the functions for different mask intensitiesfinger decreases (difference threshold increases) with in- 	 are more similar to each other (Fig. lb) than when the mask
creasing intensity of
	
stimulus presented simul-	 intensity is not added to the baseline (Fig. Ia).
taneously to the little finger (Fig. Ia).
• The amplitude of the masking stimulus has a progres-
sively smaller effect as the baseline intensity of the test
stimulus (i.e., intensity from which a change must be dis-
criminated) increases, and is negligible at a baseline inten-
sity of 20 dB above threshold (Fig. I a).
• When the discriminability of an intensity change is calcu-
Constraints
• Discriminability of intensity differences can vary with
body site and with the interval between presentation of tar-
get and mask (CRef. 3.117).
Key References	 *2 Craig, J. C. (1974). Vibrotac- 	 3. Sherrick, C. B. (1959). Effect of
tile difference thresholds for inten-	 background noise on the auditory
1. Craig, J. C. (1972). Difference	 sity and the effect of a masking 	 intensive difference limen. Journal
threshold for intensity of tactile
	 stimulus. Perception & Psycho- 	 of the Acoustical Society ofAmer-
stimuli. Perception & Psycho- 	 physics, 15, 123-127.	 ica, 31, 239-242.
physics, II, 150-152.	 -
Variability
Standard errors of the means range between 0. 1 and 0.4 dB.
Repeatability/Comparison with Other Studies
Similar results are reported in Ref. 1. Reference 3 reports
comparable data for auditory stimuli.
Cross References	 tectability of intensity differences;
3.117 Vibrotactile stimulation: de-
3.105 Apparatus for static and vi- 	 tectability in the presence ofbratory (mechanical) stimulation of masking;
the skin;
3.109 Vibrotactile stimulation: de-
	
Handbook ofperception and
hurnpeij'ortimnce, Ch. 12,
Sect. 4.3
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3.111 Vibrotactile Stimulation: Perceived Magnitude
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Figura l. Perceived magnitude of vibratory stimulation (measured in terms of assigned
numbers) as a function of stimulus intensity (a) with static surround and (b) without static
surround for finger pad, base of thumb (thenar eminence), and arm. (From Ref. 2)
Key Terms
Pressure sensitivity; tactile sensation magnitude; touch; vi-
bration sensitivity; vibrotactile stimulation
General Description
The perceived magnitude of a vibrotactile stimulus in-
creases with increasing stimulus intensity. The slope of this
function varies with the site of stimulation and the presence
or absence of a static surround.
Applications
Data are of particular importance in applications where
changes in the perceived intensity of a vibrotactile stimulus
must be encoded, because these changes are determined by
the slopes of the functions shown.
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Methods	 • Contactor had static surround 	 • Independent variables: stimula-	 combined results of procedures av-
with 8-mm diameter hole	 tion site, stimulus intensity, pres- 	 eraged to produce magnitude bal-
Test Conditions	 • Ten different stimulus intensities	 ence or absence of static surround	 ance function plotted in figure
• 250-Hz bursts lasting 900 msec 	 presented	 • Dependent variable: perceived	 • Subject's task: to assign numbers
magnitude of stimulus, measured 	 to different stimulus intensitiesdelivered to 6-mm diameter	 Experimental Procedure	 by numbers assigned by subject to
	 (magnitude estimation), or to set(0.23 cm2 area) contactor indented
0.5 nun into skin	 • Method of numerical magnitude	 ten different stimulus intensities 	 stimulus intensities to match desig-
• Contractor positioned at base of 	 balance (nonnormalized combina- 	 (no reference standard presented) 	 nated numbers (magnitude produc-
thumb (thenar eminence), outer- 	 tion of method of magnitude esti- 	 for magnitude estimation, or by in- 	 tion), in proportion to their
most pad of right middle finger, or 	 mation and method of magnitude	 tensity of stimulus set by subject to	 perceived magnitudes
inner forearm	 production); stimulus order ran- 	 match numbers presented by exper- • Data from first series discarded;domized separately for each of	 imenter for magnitude production;	 data from second and third series
three series of stimulus intensities	 averaged for each subject
or numbers	 • 9 subjects, some practice
Experimental Results	 Variability
• The subjective magnitude of a vibrotactile stimulus
increases with increasing stimulus intensity.
• The slope of the upper arm of this function varies with
site of stimulation and presence or absence of static sur-
round. The presence of a static surround increases the
slopes for finger (0.42 to 0.45) and base of thumb (0.40 to
0.50), but decreases the slope for arm (0.77 to 0.65).
No information on variability was given. Other studies indi-
cate that the standard deviation of the mean can range from
3-10dB as stimulus intensity increases for magnitude esti-
mation and from 3-8 dB for magnitude production (Ref. 3).
Repeatability/Comparison with Other Studies
Similar results were found by Stevens (Ref. 1) for a 60-Hz
stimulus presented to the ann.
Constraints	 • The upper portion of the curves may be most represen-
tative of the system's operation because the lower (steeper)S Many factors, such as stimulus duration, size of area	 portion of the curves probably reflects near threshold
stimulated, number of vibrators, presence of another stimu- properties.
lus in close spatial or temporal proximity, and sensory adap- • The growth of subjective magnitude will vary at other
tation, influence the apparent magnitude of a vibrotactile 	 body sites, possibly as a function of the density and number
stimulus and should be considered in applying these results 	 of receptors activated by the stimulus.
under different conditions (CRefs. 3.112, 3.113, 3.114).
Key References	 *2. Verrillo, R. t, & Chamber- 	 3. Verrillo. R. t, Fraioli, A. 3., &
lain, S. C. (1972). The effect of 	 Smith, R. L. (1969). Sensation
I. Stevens, S. S. (1959). Tactile vi- 	 neural density and contactor sur- 	 magnitude of vibrotactile stimuli.
bration: Dynamics of sensory in- 	 round on vibrotactile sensation	 Perception & Psychophysics, 18,
tensity. Journal of Experimental	 magnitude. Perception & Psycho-	 128-136.
Psychology, 57,210-218. 	 physics, 11, 117-120.
Cross References
3.105 Apparatus for static and vi-
bratory (mechanical) stimulation of
the skin;
3.112 Vibrotactile stimulation: per-
ceived magnitude as a function of
number of active vibrators;
3.113 Vibrotactile stimulation:
summation of perceived magnitude;
3.114 Vibrotactile stimulation:
enhancement of perceived magnitude
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Figural. Perceived magnitude of a vibrotactiie pattern
(measured in terms of magnitude of standard adjusted to
match pattern in apparent intensity) as a function of the
number of vibrating contactors in an 8 x 8 matrix. H indi-
cates stimulus intensity of 202 pm; M Indicates 136 pm;
L indicates 92 pm. (From Ref. 1)
Key Terms
Spatial summation; tactile sensation magnitude; touch; vi-
bration sensitivity; vibrotactile stimulation
General Description
The perceived magnitude of a vibrotactile pattern increases
with an increase in the number of active vibrators compris-
ing the pattern. The rate of growth in perceived magnitude
is independent of stimulus intensity.
3.1	 Cutaneous Sensitivity
3.112 Vibrotactile Stimulation: Perceived Magnitude as
a Function of Number of Active Vibrators
Methods	 • 1-49 contactors energized at	 Experimental Procedure	 tactor (in dB above threshold)
250 Hz for 200 msec at three
Test Conditions	 intensity levels (L = 92 p.m;	
• Method of adjustment; trials	 required to match perceived inten-
• 645-mm diameter (0.2 cm2) skin	 p	
• Subject's task: adjust intensity of
	
m; H = 202 ram) in a	 blocked by number of active con- 	
sity of pattern matrix
M = 136
contactors rested with average	
square or almost square pattern 	 tactors with 2 sec between blocks
static force of 10 gin on 15-mm	 •	
standard contactor until it appeared
Standard contactor positioned on	 • Independent variables: number
centers of 8 x 8 matrix	 200-Hz 2
left middle finger and activated by	 of vibrators in pattern matrix, stim-	
equal to intensity of pattern matrix
• Vibrotactile matrix positioned on a	 , ®-msec signal alter-
	
ulus intensity	 •	
trials per data point per
left front thigh of seated subject 	 nating with the matrix stimulus 	
• Dependent variable: apparent
	 subject
at an interstimulus interval of	 magnitude of pattern matrix, mea-	
• 4 experienced male subjects
500 msec	 sw-ed as intensity of standard con-
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Experimental Results
• Perceived magnitude of a vibrotactile array (in decibels
above threshold) increases linearly with the logarithm of the
number of active vibrators comprising the pattern.
• The straight lines in Fig. I were fit to the data for each in-
tensity level by the method of least squares. The slopes of
Constraints
• Many factors, such as body site, stimulus duration, size
of area stimulated, use of vibrator with a static surround,
presence of another stimulus in close spatial or temporal
proximity, and sensory adaptation, influence the apparent
Key References	 2. Gescheider, C. A., & Wright,
J. H. (1968). Effects of sensory
*1. Cholewiak, R. W. (1979). Spa- adaptation on the form of the psy-
hal factors in the perceived iriten .
	chophysical magnitude function
sky of vibrotactile patterns. 	 for cutaneous vibration. Journal
Sensory Processes, 3. 141-156.	 of Experimental Psychology, 77,
308-313.
Cross References	 3.111 Vibrotactile stimulation: per-
ceived magnitude;
3.105 Apparatus for static and vi- 	 3.113 Vibrohactile stimulation:bratory (mechanical) stimulation of summation of perceived magnitude;
the skin;
3.114 Vibrotactile stimulation: en-
hancement of perceived magnitude
Acquisition of Information by Other Senses	 3.0
the functions are parallel
of the vibrotactile matrix.
Variability
Standard errors of the mean are <2 dB for each intensity for
the 16-vibrator matches.
magnitude of a vibrotactile stimulus and should be con-
sidered in applying these data under different conditions
(CRefs. 3.111,3.113,3.114).
• Stimulation frequencies of <40 Hz yield functions with
much shallower slopes.
C;
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3.1	 Cutaneous Sensitivity
3.113 Vibrotactile Stimulation: Summation of
Perceived Magnitude
Figural. Summation of perceived overall magnitude of a
pair of vibrotactile stimuli as a function of the interstimulus-
onset interval between the two stimuli. Subjects were in-
structed to match the magnitude of a comparison stimulus
to the overall magnitude of the pair. Magnitude summation
Is measured as the difference (In dB) between the Intensity
of the comparison stimulus required for this match and the
Intensity required to match the second member of the pair
presented alone. (From Ref. 1)
Key Terms
Magnitude summation; stimulus interaction; tactile sensa-
tion magnitude; touch; vibration sensitivity; vibrotactile
stimulation
General Description	 is less than '-40 Hz than when both frequencies are higher
than or less than —40 Hz. The effect decreases as inter-
When two vibrotactile stimuli are presented in close tern- 	 stimulus-onset interval increases for very different fre-
poral succession, the perceived overall magnitude of the	 quencies, but the effect is relatively independent of the
pair (i.e., amount of magnitude summation) is dependent on interstimulus-onset interval when the two frequencies are
the relative frequencies of the two stimuli. Summation is 	 close together.
greater when one frequency is higher than —40 Hz and one
Methods	 stimulus equated to the same sub-	 subjects adjusted the intensity (per- between matched setting of thejective level	 ceived magnitude) of the compari- 	 comparison stimulus to the overall
Test Conditions	 • Interval from onset of first stimu- 	 son stimulus to match the upper 	 magnitude of the stimulus pair and
lus to onset of second stimulus var- 	 and lower limits of the overall per-	 its matched setting to the second
• 25-500 Hz vibrotactile bursts 	 ied from 35-500 msec over trials in 	 ceived magnitude of the pair, and 	 stimulus of pair presented alone
lasting 20 msec with 25-msec rise-	 random order	 then matched to the center of that	 • Subject's task: match the per-fail time delivered via 19-mm di- 	
• comparison stimulus (80 Hz or 	 delimited interval 	 ceived magnitude of the compari-
ameter (2.9 cm2) contactor pressed	 300 Hz) presented 750 msec after 	 • Independent variables: frequen- 	 son stimulus to the overall0.5 mm into skin of base of thumb 	 second stimulus	 cies of first, second, and compari-	 magnitude of the stimulus pair(thertar eminence)	 son stimuli; interstimulus-onset	 • Subjects in isolation booth with
• Contactor centered in 2t-mm 	 Experimental Procedure	 interval	 narrow-band noise (centered
hole of static surround
• Second stimulus set at sensation 	 • Method of limits for threshold	
• Dependent variable: magnitude	 around stimulus frequency)
level of 24 dB re threshold and first 	 determination; method of bracket- 	
summation of stimulus pair, mea- 	 • Two to six trials per condition
ing for summation, in which 	 sured as intensity difference (in dB) • Swell-trained subjects
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Experimental Results	 quency of the comparison stimulus was similar to one of the
stimulus pair's frequencies. Subjects tended, in direct con-
The perceived overall magnitude of a pair of successively tradiction to the experimenter's instructions, to match the
presented vibrotactile stimuli is greater when one frequency comparison stimulus to the stimulus more similar in fre-
is higher than and one lower than —40 Hz than when both	 quency rather than matching to either the combined magni-
frequencies are higher or both lower than —40 Hz.	 tudes of the stimulus pair or to one of the stimulus pair.
• When the two frequencies are very different, the effect
decreases as the interstimulus-onset interval increases. The
effect is relatively independent of the interstimulus onset
interval when both frequencies are above or both
below —40 Hz.
• Duration of interstimulus interval effects and frequency
of the stimulus pair effects were negated when the fit-
Variability
Standard deviations of the means ranged between
0.09 and 1.88 dB.
Repeatability/Comparison with Other Studies
Similar results are found for auditory stimuli (Ref. 2).
Constraints	 adaptation, may affect the apparent magnitude of vibrotac-
tile stimuli and should be considered in applying these re-
Many factors, such as body site, stimulus duration, size 	 suits under different conditions (CRefs. 3.111, 3.112,
of area stimulated, number of vibrators, use of vibrator with 3.114).
a static surround versus no surround, presence of another
stimulus in close spatial or temporal proximity, and sensory
Key References	 2. Zwislocki, J. J., & Ketkar, I.(1972). Loudness enhancement and
* 1. Verrillo, R. T., & Gescheider,	 summation in pairs of short sound
C. A. (1975). Enhancement and	 bursts. Journal of the Acoustical
summation in the perception of two	 Society ofAmerica, 51, 140.
successive vibrotactile stimuli.
Perception & Psychophysics, 18,
128-136.
Cross References	 3.112 Vibrotactile stimulation: per-
ceived magnitude as a function of
2.604 Effect of bandwidth on the 	 number of active vibrators;
loudness of two-tone complexes; 3.114 Vibrotactile stimulation: en-
3.111 Vibrotactile stimulation: per- hancement of perceived magnitude
ceived magnitude;
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3.1	 Cutaneous
3.114 Vibrotactile Stimulation: Enhancement of
Perceived Magnitude
• = 25; 300 Matched by 300 Hz
7	 . = 25; 25 Matched by 25 Hz
&
£ = 300; 300 Matched by 300 H
6 
Stimulus order
1 -
-
t -. 2-750 msec -. 3
100; 100 Matched by 100 Hz
•	 +10dB
• 0dB
A = — 10dB
0 100 200 300 400 500 600 0 100 200 300 400 500 600
(a)	 (b)
Interstimulus-Onset interval, t (milliseconds)
Figural. Change in perceived magnitude of the second of a pair of vibrotactile stimuli as
a function of interstimulus-onset interval. (a) Effect of frequency differences; the first stim-
ulus of the pair is 10 dB more intense than the second stimulus. (b) Effect of intensity dif-
ferences; the relative intensity of the first stimulus is —10 dB, 0, or + 10 dB as shown in the
figure legend. Subjects were instructed to match the magnitude of a comparison stimulus
to the magnitude of the second stimulus of the pair. Magnitude enhancement (positive val-
ues of the vertical axis) and reduction (negative values) are measured as the difference
(in dB) between the intensity of the comparison stimulus required for this match and the
Intensity required to match the second member of the pair presented in isolation. (From
Ref. 1)
Key Terms
Magnitude enhancement; stimulus interaction; tactile sensa-
tion magnitude; touch; vibration sensitivity; vibrotactile
stimulation
General Description
	
	
frequencies differ considerably (e.g., 25 Hz and 300 Hz as
shown in Fig. Ia).
When two vibrotactile stimuli are presented in close tem- 	 In contrast, if the first stimulus is weaker than the see-
poral succession, the perceived magnitude of the second ond, there is a slight reduction in the judged magnitude of
stimulus may be enhanced, depending on the relative ampli- the second stimulus (Fig. lb); the size of the reduction de-
tudes and frequencies of the two stimuli. If the first stimulus creases as the interstimulus-onset interval increases. There
is more intense than the second stimulus and both frequen- 	 is no effect (either enhancement or reduction) if the intensi-
eies are greater than or less than —40 Hz, enhancement is 	 ties of the two stimuli are equal (Fig. Ib).
maximized. Enhancement decreases as the interstimulus-
onset interval increases. The effect disappears if the two
740
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Methods
Test Conditions
• 20 msec of vibration (25-300 Hz)
with 25-msec rise/fall time deliv-
ered via 19-mm diameter contactor
pressed 0.5 man into skin at base of
thumb (thenar eminence)
• Contactor centered in 21-mm
hole of a static surround
• Second stimulus set at sensation
level of 24 dB re threshold; first
stimulus set at 10 dB above second
stimulus, at the same subjective
or at
• Time between onsets of first and
second stimuli (interstimulus-onset
interval) varied from 35-500 msec
in random order
• Comparison (third) stimulus pre-
sented 750 msec following second
stimulus at 25-300 Hz
Experimental Procedure
• Method of limits for baseline
threshold determination; method of
bracketing br enhancement in
which subjects adjusted the inten-
sity of the comparison stimulus to
match the upper and lower limits of
the second stimulus in perceived
magnitude, and then matched to the
center of that delimited interval
• Independent variables: frequen-
cies of first, second, and compari-
son stimuli; interstimulus-onset
interval
• Uepenaent varianie; ennance-
mentor reduction of perceived
magnitude as measured by intensity
difference (in dB) between
matched settings of the comparison
stimulus to the second stimulus
(when following the first stimulus
and presented alone)
• Subject's task: match the per-
ceive magnitude of the comparison
stimulus to that of the second
stimulus
• No to six trials per condition
• 6 well-trained subjects
Experimental Results	 two stimuli are very different (i.e., one stimulus is less than
—40 Hz and the other is greater than '-40 Hz).
• The perceived magnitude of the second member of a suc-
cessively presented pair of vibrotactile stimuli is enhanced
relative to its magnitude when presented alone if the first
stimulus is greater in intensity than the second stimulus. If
the first stimulus is weaker than the second, there is some
reduction in the perceived magnitude of the second
stimulus.
• These effects decrease as the interstimulus-onset interval
increases.
• There is no enhancement or reduction when the two stim-
uli have equal intensities, or when the frequencies of the
Constraints	 • The first stimulus can act to mask (inhibit) the second if
presented at a different body site (Ref. 2).
• The subjects often matched the comparison stimulus to 	 S Many factors, such as stimulus duration, size of area
the most perceptually similar portion of stimulus pair even	 stimulated, number of vibrators, use of vibrator with a static
when instructed to match to the second stimulus. Thus the 	 surround, and sensory adaptation, influence the apparent
characteristics of the comparison stimulus can influence the magnitude of vibrotactile stimuli and should be considered
results.	 in applying these results under different conditions.
(CRefs. 3.111,3.112,3113)
Key References	 2. Verrillo, R. T., & Oescheider,	 3. Verrillo, R. T., &Gescheider,	 4. Zwislocki, J. J., & Ketkar, 1.
G. A. (1976). Effect of double ipsi- 	 G. A. (1979). Backward enhance- 	 (1972). Loudness enhancement and
* I. Verrillo, R. T., & Oescheider,	 lateral stimulation on vibrotactile	 ment and suppression of vibrolac-	 summation in pairs of short sound
G. A. (1975). Enhancement and	 sensation magnitude. Sensory	 tile sensation. Sensory Processes,	 bursts. Journal of the Acoustical
summation in the perception of two Processes, 1, 127-237.	 3, 249-260.	 Society ofAmerica, 51, 140.
successive vibrotactile stimuli.
Perception & Psychophysics, 18,
128-236.
Cross References	 3.112 Vibrotactile stimulation: per-
ceived magnitude as a function of
3.105 Apparatus for static and vi- 	 number of active vibrators;
bratory (mechanical) stimulation of 3.113 Vibrotactile stimulation:
the skin;	 summation of perceived magnitude
3.111 Vibrotactile stimulation: per-
ceived magnitude;
Variability
Standard deviations of the means at each interstimulus in-
terval range between 0.09 and 0.88 dB. Variability de-
creases as interstimulus-onset intervals increase.
Repeatability/Comparison with Other Studies
Results for stimulating different loci are reported in Ref. 2,
and the effects of the second stimulus on the first in Ref. 3.
Similar results for auditory stimuli are reported in Ref. 4.
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3.115 Tactile Localization and Two-Point Discrimination
'	 400
200	 = Two-point localization 	 - Two-point locali±ation
100	 Point localization	 - = Point localization
40
E 20
10
*£
IC
.2
(a)	 (b)
Figural. Mean threshold for two-point discrimination and point localization as a function
of body site for (a) males and (b) females averaged across left and right sides of body.
(Adapted from Ref. 4)
Key Terms
Pressure sensitivity; tactile acuity; tactile localization; tac-
tile resolution; touch; two-point threshold
General Description 	 highly correlated with each other, but vary across body
sites. Results for males and females are highly correlated
The ability to detect a separation between two points of tac-	 and the fingers, face, and toes are generally the most sensi-
tile stimulation (two-point threshold) and the ability to iden- tive body sites.
tify the position of a tactile stimulus (tactile localization) are
Applications
Designs in which the loci of multiple stimuli must be sepa-
rately perceived.
Methods	 and away from reference point 	 • Multiple body sites tested for 	 that can be detected as two points;
along each of three arms of Y-	 both males and females (see 	 error of localization, defined as the
Test Conditions 	 shaped grid; points delivered by 	 Fig. I); both left and right sides of 	 avenge distance of most distant
• Double (two-point) stimuli de- 	 3.2-mm' tip	 body tested for each site 	 point identified as occurring at the
livered by machinist's calipers with	 • For two-point thresholds, six se- 	 • Subjects seated for above-waist	 reference point
two points that could be separated 	 ries per site, alternating ascending 	 tests and supine or prone for below- • Subject's task: indicate if two
by 1-120 mm; single stimuli deliv-	 and descending series, with two	 waist tests; hair at test sites cut off 	 points of stimulation are double or
ered by one point with a surface 	 double and two single stimulations	 with scissors	 single stimulation; indicate if a sin-
area equal to the sum (3.2 mm) of	 presented randomly at each separa- 	 gle point of stimulation occurs at
the two points	 tion; thresholds always determined 	 Experimental Procedure	 the same or at a different site than a
• For point localization, reference 	 along longitudinal axis 	 • Method of limits	 reference stimulus
point presented to center of 	 • For both measures, separation of	 • Independent variables: body site, • 24 tight-handed male and
shaped grid stamped on skin (arms 	 points change in I-mm steps for 	 type of threshold, sex, side of body 24 right-handed female subjects,
of Y diverging at 120 deg, tail , 	 face and fingers; 2.5-mm steps for 	 • Dependent variables: two-point	 ages 19-37 yr
ented toward body); comparison 	 all other body sites 	 threshold, define as avenge mini-
points presented in series toward	 mum distance between two points
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• The minimum detectable separation between two points
(two-point threshold) and point localization vary with the
site of stimulation.
• Variations by body site in the two-point threshold and
point localization are highly correlated (rank-order correla-
tion = 0.92). The difference between the two-point thresh-
old and the point localization threshold is relatively constant
across all body sites. The mean ratio of the two-point
threshold to localization threshold is 3.5:1 (standard error
of the mean = 10%).
• Neither measure is correlated with sensitivity to pressure
(CRef. 3.106).
• Results for males and females are highly correlated
for both the two-point threshold (rank-order correla-
tion = 0.89).
• Sensitivity is generally highest at the fingers, face, and
toes (for males and females for both measures).
• The apparent paradox that the error of localization at a
site is less than the distance required to perceive two points
is explained by Békésy (Ref. 2) as reflecting the action of
neural funneling produced by lateral inhibition.
Variability
Analysis of variance used to evaluate results for both
measures.
Repeatability/Comparison with Other Studies
Similar results were reported in Ref. 3 and discussed in
Refs. 1 and 2.
I TWo-point thresholds can be greatly reduced with
practice.
• Other methods of evaluating tactile spatial resolution
have indicated much smaller threshold values.
ey uieerences	 Z. beKesy, U. von (LYD!). aensory	 4. Weinstein, . i9Oo). intensiveinhibition. Princeton, NJ: Prince-	 and extensive aspects of tactile sen-
I. Boring, E. G. (1942). Sensation	 ton University Press. 	 sitivity as a function of body part,
and perception in the history of ex-	 3. Ruch, T. C., Patton, H. D.,	 sex and laterality. In D. R. Ken-perimental psychology. New York:	 Woodbury, J. W., & Towe, A. L.	 shalo (Ed.), The skin sensesAppleton-Century.	 (Eds.). (1965). Neurophysiology. 	 (pp. 195-222). Springfield, IL:
Philadelphia: W. B. Saunders. 	 Thomas.
Cross References	 3.119 Tactile, auditory, and visua
shifts in perceived target location
3.105 Apparatus for static and vi- 	 due to stimulus interactions;
bratory (mechanical) stimulation of Handbook ofperception and
the skin;	 human performance, Ch. 12,
3.106 Pressure and vibration	 Sect. 4.3
sensitivity;
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3.1	 Cutaneous Sensitivity
3.116 Vibrotactile Stimulation: Effect of Adaptation onDetectability and Perceived Magnitude
0 -JJ"'"	 4aaç. .......................
-1	 I	 I	 I	 I	 I	 'hi	 I	 I	 I	 I	 I
0 1 2 3 4 5 6 7 8 9 10 15 16 1718 19 20 21 22
Time (hundreds of seconds)
Figural. Decline in tactile sensitivity after adaptation to a 60-114z vibrotactile stimulus, ex-
pressed as the difference In stimulus intensity required to reach detection threshold (left
vertical axis, tilled symbols) or match a standard stimulus in apparent magnitude (right
vertical axis, unfilled symbols) before and after exposure to the adapting stimulus (in deci-
bels re threshold intensity before adaptation). Adaptation measurements were taken im-
mediately after the adapting stimulus was turned off; recovery measurements, at various
Intervals after offset of the adapting stimulus. (From Ref. 2)
Terms
Adaptation; tactile detection; tactile sensation magnitude;
touch; vibration sensitivity; vibrotactile stimulation
General Description 	 more strongly affected by the duration of previous adapta-
tion than is its perceived magnitude. Relative changes in
When sensitivity to a vibrotactile stimulus is measured by	 threshold are almost three times greater than changes in per-
determining either minimal perceptible intensity (absolute 	 ceived magnitude, and recovery to baseline levels of sensi-
threshold) or perceived magnitude (matching), sensitivity 	 tivity (following adaptation period) is slower.
decreases as length of prior stimulus exposure (adaptation
period) increases. The absolute threshold for a stimulus is
Applications
Control systems with high levels of continuous vibration
where signals must be superimposed at similar frequencies.
744	 Boll, K. A., & Lincoln, J. E. Engineering Data Compendium: HumanPerceptlonandPerformance. AAMRL. Wright-Patterson AFB, OH, 1988.
UI LUIJ IIlCVlidlHCUf/ sLII jj uIuLjuj t UI
the skin;
3.106 Pressure and vibration
sensitivity;
3.108 Vibrotactile stimulation: ef-
fect of frequency and type of spa-
tial surround;
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Test Conditions
• 60-Hz vibration presented con-
tinuously by 6-mm diameter skin
contactor exerting a static force of
20 gm and positioned on the left or
right index finger pads
• During adaptation, adapting
stimulus maintained at a constant
intensity of 200 lkm displacement
(mean of 34-dB sensation level for
10- 1500 sec
• For threshold measurements, test
stimulus presented through same
contactor as adaptation stimulus
• For magnitude-matching meas-
urements, standard stimulus was a
1-sec presentation of adapting stim-
ulus; comparison stimulus was de-
livered to index finger of opposite
hand via duplicate contactor system
Experimental Procedure
• Modified method of limits (stim-
ulus intensity changed continu-
ously rather than in steps; only
ascending series used)
• Independent variable: duration of
adaptation period
• Dependent variables: change in
minimal stimulus intensity required
for detection (absolute threshold),
change in stimulus intensity re-
quired to match perceived magni-
tude of standard
• Subjects task: indicate point at
which stimulus is just detectable
(absolute threshold) or point at
which comparison stimulus is equal
in perceived magnitude to standard
stimulus
• Seven threshold measurements
per adaptation duration; 12 magni-
tude matches per adaptation
duration
• 3 well-practiced subjects
Experimental Results	 • For both methods of measurement, adaptation is still in-
creasing (i.e., sensitivity is decreasing) even after 1500 sec
• - Delectability and perceived magnitude of a vibrotactile	 (25 mm) of exposure to the adapting stimulus.
stimulus decrease with increasing duration of a prior adapt-
ing stimulus.
• The change in stimulus delectability (absolute threshold)
after adaptation is 2.8 times greater than the change in ap-
parent stimulus magnitude (matching).
• Recovery to baseline sensitivity (following termination of
adaptation) is faster for matching than for absolute threshold
measurements. Recovery requires —50% of the duration of
the adaptation.
Constraints	 function for threshold is estimated to be — 1.5 dB too low
and the adaptation function for matching, --1.0 dB too low.
• Subjects' magnitude matches after adaptation are ex- 	
• Vibrotactile sensitivity and apparent magnitude are af-pressed in terms of ratios of adapted to unadapted matches 	 fected by many factors, including the size of the stimulated
to correct for time-order errors resulting from successive	
area, the frequency of vibration, stimulus duration, use of apresentation of standard and comparison stimuli,
	 stimulator with a static surround, body site of stimulation,
• Some recovery occurred during the delay between the
	 and skin temperature (CRefs. 3.106, 3.107, 3.108, 3.111,
offset of the adapting stimulus and the time the first mea- 	 3.112, 3.113, 3.114). These factors should be considered in
surement could be made. Because of this, the adaptation 	
applying these results under different conditions.
Key References	 *2. Hahn, J. F. (1966). Vibrotactile
adaptation and recovery measured
I. Clescheider, G. A., & Wright, 	 by two methods. Journal of Experi-
J. H. (1968). Effects of sensory	 mental Psychology, 71, 655-658.
adaptation on the form of the
	 3. Hahn, I. F. (1968). Low fre-psychophysical magnitude for 	 quency vibrotactile adaptation.
cutaneous vibration. Journal of	 Journal ofExperimental Psycho!-Experimental Psychology, 77,	
ogy, 78,655-659.308-313.
Cross References	 3.107 Vibrotactilestimulation: de- 	 3.111 Vibrotactile stimulation: per- 	 3.113 Vibrotactilestimulation:
tectability of tactile pulses of vary- 	 ceived magnitude; 	 summation of perceived
3.105 Apparatus for static and vi- 	 ing duration;	 3.112 Vibrotactile stimulation: per-
	
magnitude;
--	 ceived magnitude as a function of
	 3.114 Vibrotactile stimulation: en-
number of active vibrators; 	 hancement of perceived magnitude
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Similar results for other stimulus frequencies are reported in
Ref. 3. Using a different psychophysical method, Ref. 1
found perceived magnitude of vibratory stimulus to increase
as a power function of vibration amplitude with time fol-
lowing offset of adapting stimulus.
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3.117 Vibrotactile Stimulation: Detectability in
the Presence of Masking
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Figural. Masking of one vlbrotactlle stimulus (target) by a second vlbrotactlle stimulus
(mask) as a function of the Interval between the onsets of the stimuli. Masking is measured
as the threshold Intensity of the target when the mask Is present, in decibels re threshold
Intensity when the mask is absent (i.e., threshold elevation for the masked versus the un-
masked target). Inset shows waveform of input pulse at the surface of the skin. Negative
values for Interstimulus-onset Interval indicate that the mask was presented after the tar-
get; positive values Indicate that the mask preceded the target. The mask was always pre-
sented to the right Index finger. The target was presented to the right Index finger, right
little finger, or left index finger. (From Ref- 3)
Key Terms
Pressure sensitivity; stimulus interaction; tactile masking;
touch; vibration sensitivity; vibrotactile stimulation.
General Description 	 though this masking effect is reduced as the distance be-
tween stimulation sites is increased, it is never eliminated,
The intensity required to detect a vibrotactile stimulus in-	 and persists even when target and mask are presented to dif-
creases with a decrease in the time interval between the 	 ferent hands.
onset of this target stimulus and the onset of a second,
masking stimulus (the interstimulus-onset interval). Al-
Applications
Designs incorporating multiple tactile signals which occur
close together in time and/or space.
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Test Conditions
• Pairs of I .0-msec pulses pre-
sented through 6.5-mm diameter
skin contactors; (wavefonn of
pulse at skin surface shown in inset
to Fig. 1)
• Pulse pairs presented at rate
of one pair per 1.5 sec with
Interstimulus-onset interval
from 0-100 msec; mask could
precede or follow presentation
of target
• Target stimulus presented to
right index finger (RIP), right little
finger (RLF), or left index finger
(LIP)
• Masking stimulus presented to
right index linger (RIP) at intensity
of 20 dB above threshold
Experimental Procedure
• Method of adjustment
• Independent variables: intersti-
mulus-onset interval, location of
target stimulus
masking, defined as threshold ele-
vation in decibels
• Subject's task: adjust intensity of
target stimulus until target could
not be perceived
• Two determinations per
condition
• 3 trained subjects
Experimental Results	 Variability
• The intensity required to detect a vibrotactile target stim- 	 Standard errors of the mean range between 1 and 2 dB
across all conditions.ulus increases as the time interval between the target and a
second vibrotactile masking stimulus (preceding or follow- 	 Repeatability/Comparison with Other Studies
ing presentation of the target) decreases from 100 to  msec. Results are similar to those reported in Ref. 3 for electrocu-
• This masking effect increases as the physical distance be- taneous stimuli and in Refs. 1 and 2 for auditory stimuli
tween target and masking stimulus decreases.	 (CRef. 2.312)
Constraints
• Results are likely to vary with different body loci
(CRef. 3.106).
Key References	 2. Rub, D. H. (1961). Forward	 *3 Shenick, C. E. (1964). Effect
and backward masking between	 of double simultaneous stimulation
1. Elliott, L. L. (1962). Backward	 acoustic clicks. Journal of the	 of the skin. American Journal of
masking: Monotic and dichotic 	 Acoustical Society of America, 33,	 Psychology, 77, 42-53.
conditions. Journal of the Acousti- 	 137-139.
cal Society ofAmerica, 34,
1108-1115.
Cross References
2.312 Auditory sensitivity in noise:
nonsimultaneous masking;
3.105 Apparatus for static and vi-
bratory (mechanical) stimulation of
the skin;
3.106 Pressure and vibration
sensitivity
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3.118 Tactile and Auditory Localization: Effect of
Interstimulus-Onset Interval
LOCUS	 OF	 SENSATION
Figural. Perceived location of two tactile stimuli to the
arm and two dichoticaily presented auditory stimuli as a
function of Interstimulus time delay. The vertical axis
shows the Interval between the onset of the first and sec-
ond stimulus of each pair for each sensory modality; posi-
tive values indicate that the left stimulus occurred first. For
tactile stimuli, size of the circle marking perceived locus in-
dicates the relative apparent size of the tactile sensation.
(From Ref. 2)
Key Terms
Auditory localization; lateralization; tactile localization;
touch
General Description 	 a single phantom stimulus positioned between the stimu-
lated locations. For tactile stimulation, the phantom stimu-
The apparent position of two tactile pulses or two auditory 	 lus decreases in apparent intensity and increases in apparent
clicks changes as the interval between the onsets of the two 	 size as it moves toward the center position; for auditory
stimuli (i.e., the interstimulus-onset interval) approaches 	 stimulation, the apparent intensity and size of the phantom
zero. At stimulus-onset intervals >2 msec, the stimuli are	 stimulus stay constant.
perceived as occurring at separate locations. At shorter in-
terstimulus-onset intervals, the two stimuli are perceived as
Soft, K. R., & Uncoin, J. E. Engineering Data Compendium: Human
Perception and Pertormance. AAMRL, Wright-PattersonAFB, OH, 1988.
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Methods	 Experimental Procedure	 • Dependent variables: apparent
• Interstimulus-onset intervals v&	 location of stimulus source, appar-ent intensity of stimulusTest Conditions	 ied in ascending and descending Se- 	
• Subject's task: indicate apparent
• Pairs of tactile pulses of equal 	 ties, but changes are not described	 location and intensity of sensation,perceived intensity delivered by	 as continuous or discrete	 usually by pointingtwo skin contactors placed 12 cm 	 . Independent variables: intersti- 	
• No information given on number
apart on the inner arm	 mulus-onset interval, sensory mo-	 or characteristics of subjects
• Pairs of auditory clicks of equal 	 dality that is stimulated
loudness presented dichotically to
the two ears
Experimental Results	 • The same movement phenomena occur when one tactile
stimulator has a ten times larger surface than the other. but
• For both tactile and auditory pulse pairs, presented se-
quentially, as the interstimulus-onset interval decreases to
—2 msec, the apparent intensity of the first stimulus in-
creases and that of the second stimulus decreases until a sin-
gle sensation occurs at the location of the first stimulus.
• As the time delay decreases from 2 msec to zero, the sin-
gle tactile sensation decreases in intensity and increases in
size as it moves to a perceived position between the two
points of stimulation. The single auditory sensation remains
constant in size and intensity as it moves to a central
position.
• As the onsets of the stimuli are reversed (i.e., the second
stimulus becomes the first and vice versa) and the intersti-
mulus-onset interval increases, the effects reverse and the
single phantom stimulus separates into two stimuli.
Constraints	 compensate for one another in determining apparent loca-
"on of stimulus pairs (Ref. 1, CRef. 2.809).
• The two stimuli must have the same sensation magnitude • The apparent spread in the area of sensation for tactile
to yield a smooth movement, 	 stimuli localized as a single, central phantom diminishes for
• Differences in the apparent magnitude of the two stimuli 	 smaller interstimulus distances and for more densely inner-
can lead to shifts in localization comparable to those pro-	 vated body parts (Ref. 1).
duced by interstimulus time delays. Perceived intensity dif-
ferences and time delays interact and can be made to
Key References	 3. Gescheider, G. A. (1974). Tem-poral relations in cutaneous stimu-
1. Alles, D. S. (1970). Information	 lation. In F. A. Geldard (Ed.),
transmission by phantom sensa-	 Cutaneous communication systems
tion. IEEE Transactions on Man- 	 and devices (pp. 33-37). Austin,
Machine Systems, II, 85-91.	 TX: Psychonomic Society.
*2. Békésy, G. von (1960). Experi-
ments in hearing. New York:
McGraw-Hill.
Cross References	 3.105 Apparatus for static and vi-bratory (mechanical) stimulation of
2.807 Lateralization of clicks with 	 the skin;
interaural time delay;
2.809 Trading between interaural
intensity differences and interaural
time differences in auditory
lateralization;
the area of sensation is great; for the larger stimulus and
even greater when the sensation is in the middle.
Variability
Some variability among subjects is reported, but no esti-
mates are provided. The two stimuli never became one sen-
sation for some subjects.
Repeatability/Comparison with Other Studies
Similar patterns of location change occur on the finger and
other parts of the skin. Similar results also occur when the
skin is anesthetized by local cooling with ethyl chloride
spray and when electrocutaneous stimulation is used. Com-
parable illusory tactile sensations have been reported in
Ref. 1. Reference 3 found that a time delay of 2-4 msec was
needed to produce full phantom localization for tactile
stimuli.
3.119 Tactile, auditory, and visual
shifts in perceived target location
due to stimulus interactions;
3.120 Apparent movement of vi-
brotactile and electrocutaneous
stimuli
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3.119 Tactile, Auditory, and Visual Shifts in PerceivedTarget Location Due to Stimulus Interactions
Saltation
•	 ,	 Tactile: forearm
•---• Tactile: thigh
= Tactile: forearm
•..... .- Tactile: forearm
Visual
= Auditory
N
.5C0
N
E
a!  00
	
-
50
25	 50	 75	 100
Apparent Displacement (percent)
Figural. Relation between the interval separating the onset of one stimulus (P 2} from the onset of a second stimulus (P3)
at a different location, and the apparent spatial displacement of the first stimulus toward the second. Apparent displace-
ment Is expressed as the perceived distance between the two stimuli as a percentage of the actual distance between
them. When apparent displacement Is 0%, the first stimulus appears located at its true position; when displacement Is
100%, It appears located at the same position as the second stimulus. (From Handbook of perception and human perfor-
mance: tactile data are from several different studies described in Refs. I and 2; auditory data from a study described In
Ref. 2; and visual data from a study reported in Ref. 1)
Key Terms
Auditory localization; sensory saltation; stimulus interac-
tion; tactile localization; touch; visual localization
General Description	 ulus is shifted in the direction of the following stimulus.
This perceived displacement, known as sensory saltation,
When a tactile, auditory, or visual stimulus is followed 	 increases as the interval between onset of the first and sec-
closely in time by another stimulus in the same sensory mo-	 ond stimuli decreases.
dality at a second site, the apparent location of the first stim-
Applications
Displays incorporating signals presented close together in
time at different spatial locations; interpretation of aug-
mented cueing or simulation.
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Test Conditions
• Tactile stimulus was 10-12 dB
pulses above threshold, delivered
via two vibratory skin contactors
separated by 10-15cm, and resting
with a static force of 10 gm on
either the anterior thigh or the
forearm; some of the tactile
studies used haversine pulses and
others used unidirectional rec-
tangular pulses
• Auditory stimuli were 0. 1-msec
rectangular pulses passed through a
stimuli were presented at 40 dB
above threshold through two ear-
phones 60 deg apart to the left of
subject's midline and suspended
1.25 m from the subject in a room
with sound attenuation
• Visual stimuli were 0.5-deg di-
ameter strobe flashes separated ver-
tically by 5 deg of visual angle and
presented peripherally at 35 deg
from the fixation point
• Typical trial sequence: a stimu-
lus, P,, was presented as a location
marker; the first test stimulus (132)
was presented at the same site after
an 800-msec delay; after another
a sec-
ond test stimulus (P,) was pre-
sented at a second site; trial
sequences were presented repeat-
edly (e.g., 10 trials per mm)
• All stimuli in each sensory mo-
dality were of equal apparent
intensity
Experimental Procedure
• Method of adjustment with frac-
tionation procedure
• Independent variables: propor-
tion of apparent P,-P3 distance to be
matched by subject; stimulus
modality.
• Dependent variable: interstimu-
Ins-onset interval between P2 and P3
at which I', appeared at a specific
spatial location
• Subject's task: adjust time delay
between P2 and 1>3 until 1>3 appeared
to be located at a specific fraction
of the distance between P and 1>3
(e.g., at one-fourth, one-half, or
three-fourths the P,-P3 distance, or
at the same location as either 1> 1 or
P,)
• Tactile data obtained over a se-
ries of years by a variety of investi-
gators and subjects; auditory data
obtained from 8 subjects; visual
data obtained from 3 subjects
C;
C;
Experimental Results	 interval equals 20-50 msec. In visual perception, the per-
ceived distance between the two stimuli is never less than
• Perceived displacement of a prior stimulus (P2) toward	 20% of the actual distance (i.e., the two stimuli never ap-
the location of another stimulus (F3), presented after a brief	 pear to be located at the same place regardless of interstimu-
delay, occurs in cutaneous perception, audition, and vision. 	 lus-onset interval).
• For all stimuli, perceived distance between the two stim-
uli become more accurate with longer intervals between
stimulus-onset times. The slope of the function is least for
tactile stimuli.
• The presentation of multiple taps at the P2 site yields the
perception of a series of taps that begins at the P 2 site and
ends at the P3 site, as long as the total duration of the
P2 train + P3 is approximately 250 msec or less.
• In cutaneous and auditory perception, the two stimuli are
perceived at the same location when the interstimulus-onset
Constraints
• Increasing the distance between stimulation sites can
eradicate the effect.
• Saltation cannot be induced across the midline for skin
and eyes; a midline bather for the ear has not been
demonstrated.
Key References	 *2, Geldard, F. A. (1982). Salta-	 3. Geldard, F. A., &Sherrick,C. B. 4. Sherrick, C. B. (1982). Cuta-
tion in somesthesis. Psychological	 (1983). The cutaneous saltatory	 neous communication. In W. E.
* 1. Geldard, F. A. (1975). Sensory	 Bulletin, 92, 136-175.	 area and its presumed neural basis. 	 Neff (Ed.). Contributions to
saltation: Metastability in the per- 	 Perception & Psychophysics, 33, 	 sensory physiology (Vol. 6,
ceptual world. Hillsdale, NJ:	 299-304.	 pp. 1-42). New York: Academic
Erlbaum.	 Press.
Cross References	 tion: effect of interstimulus-onset
interval;
2.801 Sound localization; 	 3.120 Apparent movement of vi-
3.105 Apparatus for static and vi- 	 brotactile and electrocutaneous
bratory (mechanical) stimulation of	 stimuli;
the skin;	 Handbook ofperception and
3.118 Tactile and auditory Iocaliza-	 human performance, Ch. 12,
Sect. 4.4
C;
Variability
Standard errors of the means range from 1.3 at the 0% dis-
tance setting to 34.5 msec at the 100% setting for tactile
stimuli (across all studies) and from 8.5-45.5 msec for audi-
tory stimuli.
Repeatability/Comparison with Other Studies
Many related studies showing similar results are cited in
Ref. 2.
751
.5
C
a
N
E
S
0
C
N
0
N
E
N
0
£
• = Vibrotactile
o Electrocutaneous
£ = Visual
3.1	 Cutaneous Sensitivity
3.120 Apparent Movement of Vibrotactile and
Electrocutaneous Stimuli
0
fr441
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Stimulus Duration (milliseconds)
Figural. Interval between onsets of two stimuli at different spatial locations yielding op-
timal apparent movement as a function of stimulus duration for vibrotactile and olectrocu-
taneous stimulation. The inset is an oscillographic tracing of a 50-msec burst of 150-Hz
sinusoId used for one of the vibrotactile stimulus pairs. Data for visual stimuli (from Ref. 2)
are shown for comparison. (From Ref. 4)
Key Terms
Apparent movement; electrocutaneous stimulation; motion
perception; spatiotemporal interaction; touch; vibrotactile
stimulation
General Description	 interval yielding the greatest degree of apparent movement
increases as stimulus duration increases for exposure time
Two vibrotactile or two electrocutaneous stimuli pre-	 >25 msec. This relationship is similar to that observed for
sented in rapid succession at different spatial locations will	 apparent movement between two visual stimuli.
appear as a single moving source. The interstimulus-onset
Applications
Displays in which actual movement cannot be produced but
can be simulated with only two generating loci.
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Methods
Test Conditions
• Vibrotactile stimuli were ISO-Hz
bursts of sinusoids presented at an
intensity of 15 dB (re threshold for
200-msec burst at distal locus) to
6-mm diameter skin contactors
with a static force of — 100 gin
• Electrocutaneous stimuli were
l-kllz signals at 3-dB sensation
center
and 6.8-ca? surround
• Stimuli presented to front thigh
at various interstimulus distances
(range not reported)
• Vibrolactile stimulus durations
25400 msec with single transient
tap presented for 3 msec; electro-
cutaneous stimulus durations
• Method of adjustment
• Independent variables: stimulus
modality, stimulus duration, inter-
stimulus distance
• Dependent variable: interstimu-
lus-onset interval for best apparent
movement, defined as longest unin-
terrupted feeling of stimulus mov-
ing between first and second
stimulation sites
one stimulus duration per session;
sessions covering a period of
14 months
• Subject's task: adjust interstimu-
lus-onset interval for best apparent
motion
• 4 subjects with extensive
practice
Experimental Results	 Variability
• An illusion of movement between spatial locations occurs
when two vibrotactile or electrocutaneous stimuli are pre-
sented at different spatial locations in rapid succession.
• The interstimulus-onset interval that produces the best
apparent movement increases as stimulus duration increases
for interstimulus-onset intervals >25 msec.
• Functions relating interstimulus-onset interval and stimu-
lus duration are very similar for both vibrotactile and elec-
trocutaneous stimuli, and closely parallel the results for
visual apparent movement. (Visual data from Ref. 2 are
shown in Fig. 1 for comparison,)
• The interstimulus-onset interval for best apparent move-
ment is not affected by interstimulus distance when the
stimulation sites are <30 cm apart.
Constraints
• The quality of apparent movement is rapidly degraded
when stimulation sites are >30 cm apart or are on opposite
sides of ajoint.
Key References	 bewegung. Archiv für die GesamtePsychologie, 75, 315-458.
1. Kirman, J. H. (1974). Tactile
apparent movement: The effects of
interstimulus-onset interval and
stimulus duration. Perception &
Psychophysics, 15, 1-6.
2. Neuhaus, W. (1930). Experi-
mentelle Untersuchung der Schein-
Standard errors of the means range from 3-11 msec for
vibrotactile stimulation. For 400-msec stimuli (not shown
in the figure), the mean interstimulus-onset interval for
best apparent movement was 246 msec (standard devia-
tion = 86 msec) for vibrotactile stimulation and 223 msec
(standard deviation = 97 msec) for electrocutaneous stimu-
lation. No other information was given on variability for
electrocutaneous stimulation.
Repeatability/Comparison with Other Studies
The tactile results have been replicated almost exactly
(Ref. 1) using different methods and stimulation sites. Simi-
lar results with only one stimulus duration have been re-
ported for audition (Ref. 2),
3. permit, D. R. (1974). Auditory
apparent motion. Journal ofAudi-
tory Research, 14, 163-169.
*4, Sherrick, C. E., & Rogers, R.
(1966). Apparent haptic move-
ment. Perception & Psychophys-
ics, 1, 175-180.
3.105 Apparatus for static and vi-
bratory (mechanical) stimulation of
the skin;
shifts in perceived target locati
due to stimulus interactions;
5.401 Types of visual apparent
motion;
tionships in visual apparent motion;
Handbook ofperception and
human performance, Ch. 12,
Sect. 4.4
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3.121 Sensitivity to Warmth: Effect of Stimulation Area
and Body Site
t	 sBack. conducted
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Figural. Elevation in skin temperature necessary to produce a sensation of warmth as a function of area of stimulation,
for radiant and conducted heat. Data are plotted on (a) linear and (b) log-log coordinates. Thresholds are shown for con-
ducted and radiant heat for stimulation sites on the back, forearm, and forehead. Hyperbolic functions as shown were fit
to the data in (a). In (b), mis the slope of the fit functions and indicates the extent of spatial summation. (See text for de-
tails.) (From Ref. 3)
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Key Terms
Heat; spatial summation; temperature sensitivity; thermal
stimulation
General Description
Sensitivity to radiant or conducted heat increases (i.e.,
thresholds to warm stimuli decrease) as the area of stimula-
tion increases. The forehead is most sensitive, followed by
the forearm and then the back.
Methods
Test Conditions
• Radiant heat produced by hot-
plate coil, presented through round
apertures of 1-12 cm 2 placed 5mm
from the skin
• Conducted heat produced
by stimulators with an area of
1.7-14.4 cm2 resting on the
skin with a force of 11 g/cm2
• Both radiant and conducted
heat presented for 3-sec periods
at 3-mm intervals
• Intensity of radiant stimuli mea-
sured by an Eppley thermopile po-
sitioned at location of test site
• Intensity of conducted heat stim-
uli measured by a thermocouple
placed between the skin and the
stimulator surface
• Test sites were center of fore-
head, inner forearm 5 c below
elbow, and back 4cm below shout-
der blade and 4cm to left of the
spinal column
Experimental Procedure
• Method of limits
• Independent variables: con-
ducted or radiant heat, size of stim-
ulated area, test site
• Dependent variable: threshold
for warmth, as measured by eleva-
tion of skin temperature (°C) neces-
sary for subject to report a
sensation of warmth
• Subject's task: report sensations
of warmth or no warmth to thermal
stimuli
• Skin blackened with India ink
30 min before the session started
• Eight measurements (four as-
cending and four descending se-
ries) per stimulus area per test site
• 1 male and I female subject with
extensive practice
Experimental Results	 body sites tested are approximately equal to - 1.0. This in-
dicates almost perfect spatial summation, i.e., the change in
• Sensitivity to radiant or conducted heat increases as the 	 temperature required to reach threshold is halved when the
area of stimulation increases,	 area of exposure is doubled.
• When the data are plotted on linear coordinates (Fig. I a), • The forehead is more sensitive to heat than is the fore-
a rectangular hyperbolic function of the form AT = K + LIA arm, which in turn is more sensitive than the back.
shows a good fit to the data, where AT is the threshold for 	
• Sensitivity is not affected by the method used to increase
warmth in °C, K is the threshold in °C for very large areas 	 skin temperature (radiant versus conducted heat)./flAflA	 r :...,.t_LUUu en! ), L is a MtCUOpC!tUC!tL ctfl!StaIIL CA)1CSSCU LII
°C per cm, and A is the area of stimulation in cm'. This
method of plotting shows that warmth threshold reaches an
asymptote as the area of stimulation grows in size.
• Figure lb shows the same data plotted on log-log scale.
When plotted in this way, the relation between warmth
threshold and stimulation area is linear and can be described
by the function AT = K + LA', where AT, K, L, and  are
defined previously and the exponent m indicates the extent
to which spatial summation is complete. Exponents for all
Constraints
• Sensitivity to warmth and coldness is influenced by the
temperature to which the skin is adapted (CRef. 3.123), and
the rate of change in stimulus temperature (CRef. 3.122).
Key References	 2. Kenshalo, D. It (1972). The cu- *3 Kenshalo, D. R., Decker, T.,
taneous senses. In J. W. Kling &
	
& Hamilton, A. (1967). Spatial
I. Hardy, J. D., & Oppel, T. W. 	 L. A. Riggs (Eds.), Woodworth &
	
summation on the forehead, fore-
(1938). Studies in temperature sen-	 Schlosberg's experimental psychol-	 arm, and back produced by radiant
sation. IV. The stimulation of cold	 ogy (3rd ed.) (pp. 117-168). New	 and conducted heat. Journal of
sensation by radiation. Journal	 York: Holt, Rinehart & Winston. 	 Comparative and Physiological
of Clinical Investigation, 17, 	 Psychology, 63, 510-515.
771-778.
Variability
Standard error bars are based on means of eight measure-
ments per condition.
Repeatability/Comparison with Other Studies
Similar effects for cold are reported in Ref. 1. Partial sum-
mation of temperature thresholds between two separate
stimulation sites is reported in Ref. 2.
C'
References
3.122 Detectability of warmth and
cold: effect of rate of change in
temperature;
3.123 sensitivity to warmth and
cold: effect of adaptation
temperature;
Handbook ofperception and
human performance, Ch. 12,
Sect. 5.3
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3.1	 Cutaneous Sensitivity
3.122 Detectability of Warmth and Cold: Effect of Rate of
Change in Temperature
Figural. Change from normal skin temperature neces-
sary to produce the sensation of warmth or coldness, as a
function of the rate of temperature change. (Normal skin
temperature, T0, Is --31.5°C for the subjects of this study.)
Smooth curves represent hyperbolic functions fit sepa-
ratelyto the thresholds for warmth and coldness as shown
(see text for details). (From Ref. 1)
Key Terms
Cold; heat temperature sensitivity; thermal stimulation
General Description 	 temperature change is necessary (i.e., sensitivity decreases
rapidly) when slower rates are used. The effect is greater for
The threshold for detecting warmth or cold (in relation to 	 detecting warming stimuli than for detecting cooling
normal skin temperature) is constant for stimuli changing in 	 stimuli.
temperature at rates of 0.1°C/sec and above, but a larger
Methods	 • Stimulator maintained at target	 Experimental Procedure	 non of warmth, cold, or no change
temperature for 10 sec following	
• Method of limits	 in stimulus temperature
Test Conditions	 temperature change at prescribed	 • Independent variable: rate of 	 • Hair shaved at experimental site
rate for ascending and descending
• Thermal stimulator with surface 	 temperature change	
at least 10 hr before session and
area of 14.44 cm2 rested on the	 series	 • Dependent variable: thermal	
subjects did not eat or smoke for
shaved skin of the forearm with a	 • Stimulator maintained at normal threshold, defined as mean change	 I hr before session
• measurements per rate of
pressure of 10.5 gm/cm2	 skin temperature for 55 sec be- in temperature (°C) from normal
• Stimulator provided temperature 	 tween test periods	 skin temperature for a stimulus to 	
change for each subject
changes at rates between 0.01 and 	 be perceived as warm or cold 	
• 3 male subjects, extensive
0.30C/sec	 • Subject's task: indicate percep-	 practice
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Experimental Results
	
	
• Data for both warmth and cold thresholds can be fit by a
rectangular hyperbolic function of the form AT = K + LIR,
• The amount by which the temperature of a thermal stithu- where AT is the threshold temperature change (in °C), K islus must be raised or lowered to produce a sensation of
	 the asymptotic threshold level at very high rates of change
warmth or cold is relatively constant when the temperature
	 (in °C), L is a range-specific constant (in °C/sec), and R is
of the stimulus changes at rates above 0.1°C/sec. For rates
	 the rate of change in temperature (in °C/sec).
-..	 IUI	 . IJCIUW U. I ,n I °r' tUUWCVCI, iiicicasiugiy IwgcI LC111
perature changes are necessary, the slower the rate of
change in temperature.
• This decrease in thermal sensitivity with slow rates of
temperature change is greater for warming stimuli than for
cooling stimuli.
Constraints
• Sensitivity to thermal stimuli varies with test site and size
of area stimulated, (CRef. 3.121) as well as with adapting
temperature (CRef. 3.123).
Key References
I. Kenshalo, Ii R., Holmes,
C. E., & Wood, P. B. ( 1968).
Warm and cool thresholds as a
function of rate of stimulus tem-
perature change. Perception
& Psychophysics, 3, 81-84.
Cross References
3.121 Sensitivity to warmth: effect
of stimulation area and body site;
3.123 Sensitivity to warmth and
cold: effect of adaptation
temperature;
Handbook ofperception and
human performance, Ch. 12,
Sect. 5.3
Variability
Standard error bars are based on 54 measurements per
condition.
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3.123 Sensitivity to Warmth and Cold: Effect of
Adaptation Temperature
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Figural. Absolute changes In thresholds for warmth and coolness, as a function of temperature to which the skin Is
adapted. Absolute thresholds for warmth and coolness are shown by the filled symbols. Open symbols show thresholds
for a change in temperature (difference thresholds). Shaded areas represent zones of thermally neutral sensation.
(From Ref. 1)
Key Terms
Cold; heat; temperature discrimination; temperature sensi-
tivity; thermal adaptation
General Description 	 tral to warm or cold) and difference threshold (a perceived
change in intensity of warmth or coolness). The temperature
Sensitivity to a change in temperature varies with the tern-	 range for complete adaptation (no residual sensation of
perature to which the skin is adapted. This is true for both	 warmth or coolness after continued exposure) is 31-36°C.
absolute threshold (a perceived change from thermally nets-
Methods	 • Stimulator maintained at adapt-	 • Dependent variables: absolute	 • Subject's task: report when aing temperature of 2840°C for 	 threshold, defined as the minimum 	 change is perceived in stimulus
Test Conditions	 45 min prior to testing 	 change from the adapting tempera-	 temperature, identify the sensation
• Stimulator temperature changed	 lure necessary for a stimulus to be 	 as warm or cool
• Thermal stimulator with a con- 	 during testing at rate of 0.3°C/sec	 perceived as changing from neutral • Six measurements per condition
tact area of 14.4 cm2 rested on the	 to warm or cold; difference thresh- 	 • 7 male subjects with extensive
shaved skin of back forearm 3 c 	 Experimental Procedure	 old, defined as the minimum per-	 practice
below the elbow with a force of	
• Method of limits	 ceptibte change in temperature11.5 gm/cm2	
• Independent variable: adapting
temperature
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• Sensitivity to a change in temperature varies with the
temperature to which the skin has been adapted (physiologi-
cal zero).
• Adapting temperatures between 31-36°C produce ther-
mally neutral sensations (no residual feeling of warmth or
coolness) after continued exposure. For adapting tempera-
tures in this range, the absolute threshold (delectability of a
change from neutral to warm or cold) and difference thresh-
old (delectability of a change in intensity of warmth or cool-
ness) coincide.
• Even after prolonged exposure, adapting temperatures
greater than -'-36°C are perceived as warm and adapting
temperatures less than — 31°C are perceived as cool (i.e.,
complete adaptation never occurs).
Repeatability/Comparison with Other Studies
Similar results for warmth and coolness thresholds are re-
ported in Ref. 3.
Constraints • There are large individual differences in the temperature
• Sensitivity to warmth and coolness is influencedby the
	
range for complete adaptation, with the range boundaries
body site stimulated and the size of the stimulated area
	
varying from 36-40°C for warmth and 28-31°C for
coolness.(CRef. 3.121), as well as the rate of change in stimulus 
temperature (CRef. 3.122).
Key References	 2. Kenshalo, D. R. (1972). The	 3. Lele, P. P. (1954). Relationship
cutaneous senses. In J. W. Kling &
	 between cutaneous thermal thresh-
l. Kenshalo, D. R. (1970). Psy-	 L. A. Riggs (Eds.), Woodworth &
	 olds, skin temperature and cross-
chophysical studies of temperature 	 Schlosberg's experimemal psycho!-
	 sectional area of stimulus. Journal
sensitivity. In W. D. Neff (Ed.),	 ogy (pp. 117-168). New York:	 of Physiology (London), 126,
Contributions to sensory physiol-	 Holt, Rinehart & Winston.	 191-205.
ogy. New York: Academic Press.
Cross References	 cold: effect of rate of change in
temperature;
3.121 Sensitivity to warmth: effect Handbook ofperception andof stimulation area and body site; 	 hu,,npeonwiue, Ch. 12,
3.122 Detectability of warmth and	 Sect. 5.3
• For adapting temperatures in the zone of persisting ther-
mal sensation (>36°C and <31°C), temperature changes in
the opposite direction to the residual sensation pass through
a thermally neutral zone before changing sign. For exam-
ple, at a high adapting temperature, a warm sensation per-
sists indefinitely. When a downward temperature change is
introduced, a reduction in the persisting warm sensation is
first felt. As the temperature is decreased further, the sub-
ject experiences a period of thermal neutrality, followed by
a change to a cool sensation.
Variability
Standard error bars for representative points shown in the
figure are based on the means of six measurements per
condition.
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3.124 Perceived Coolness and Warmth: Effect of Intensity and
Duration of Stimulation
Key Terms
Cold; heat; temperature sensitivity; thermal adaptation;
thermal sensory magnitude
General Description
Perceived coolness increases as exposure time to a thermal
stimulus increases, but perceived warmth is almost invar-
iant for exposure durations from 2-12 sec. Perceived magni-
tude of warmth and cold varies with stimulus intensity
(thermal irradiance), but the functions relating perceived
magnitude to stimulus duration are parallel for all intensi-
ties, indicating similar rates of sensory adaptation across
intensity levels.
Applications
Designs in which the durations of thermal stimuli may
change and where constant sensation magnitude is
important.
Methods	 relative humidity <30%, and sub-ject irradiated to thermal neu-
Test Conditions	 (rat ity during non-test periods
• Front surface of body irradiated
by bank of heat lamps positioned
1. 5-m  above bed in which the sub-
ject lay in a supine position
• Baseline skin temperatures (tem-
perature of subjective thermal neu-
trality) determined prior to testing
• Stimuli presented in random
order after skin temperature re-
turned to baseline at the end of each
trial
• For judgments of warmth
(Ref. I), irradiance increased
from baseline skin temperature
by 14-90.6 mW/cm2 for exposure
times of 2-12 sec; room tempera-
ture maintained at 20°C with
relative humidity of 30%
• For judgments of coolness
(Ref. 2), irradiance decreased
from baseline skin temperatures
by 9.8-29.8 mW/cm2 for exposure
times of 3.9-30.9 sec; room tem-
perature maintained at 34°C,
Experimental Results
• The apparent intensity of a cool stimulus increases as a
negatively accelerated function of length of exposure. Al-
though the rate of increase slows at longer exposure times,
magnitude judgments are still growing, indicating that
adaptation is not complete even after 30 sec of stimulation.
• The apparent intensity of a warm stimulus increases only
slightly with increasing exposure time- Adaptation is close
to complete within the first 2 sec of stimulation.
15
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Figural. Subjective magnitude of (a) cold or (b) warmth as
a function of stimulus duration, for various levels of stimu-
lus Intensity (Irradiance Increase or decrease from baseline
skin temperature). (From Ref. 2)
Variability
Baseline skin temperatures vary — 8°C across subjects.
Repeatability/Comparison with Other Studies
The results for a small stimulus applied to the forearm or the
hand immersed in water are reported in Ref. 3.
Experimental Procedure
• Method of magnitude estimation
• Independent variables: duration
of stimulus presentation, change in
irradiance from baseline skin
temperature
• Dependent variable: intensity
magnitude estimates (in assigned
numbers)
• Subject's task: assign numbers in
proportion to the apparent intensi-
ties of warmth and cold
• For cold judgments, temperature
changes are avenges measured
across 30 different body sites and
corrected for skin reflection; for
judgments of warmth, temperature
was measured at the center of sub-
ject's chest
• 14 subjects for judgment of cold;
16 subjects for judgments of
warmth
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Constraints S Sensitivity to warmth and cold is influenced by the
• Different methods of presentation may produce different
	
body site stimulated and the size of the stimulated area
relations between apparent and actual thermal intensities.
	
(CRef. 3.121), the temperature to which the skin is adapted
• After 12-15 sec, sweating and vasomotor action may
	
(CRef. 3.123), and the rate of change in stimulus temper-
affect the time-course of sensation for warmth.
	
attire (CRef. 3.122).
Key References	 2. Marks, L. E., & Stevens, J. C.	 3. Stevens,!. C., & Stevens, S. S.
(1972). Perceived cold and skin 	 (1960). Warmth and cold: Dynani-
* J Marks, L. E., & Stevens,!. C.
	 temperature as functions of stimu-
	 ics of sensory intensity. Journal of
(1968). Perceived warmth and skin lation level and duration. American	 Experimental Psychology, 60,
temperature as functions of the du- 	 Journal ofPsychology, 85,	 183-192.
ration and level of thermal irradia-
	 407419.
tion. Perception & Psychophysics,
4,220-228.
Cross References	 3.123 Sensitivity to warmth and
cold: effect of adaptation
3.121 Sensitivity to warmth: effect
	 temperature;
of stimulation area and body site;
	 Handbook ofperception and
3.122 Delectability of warmth and
	 human performance, Ch. 12,
cold: effect of rate of change in 	 Sect. 5.3
temperature;
761
3.1	 Cutaneous Sensitivity
3.125 Electrocutaneous Stimulation: Effect of
Exposure Duration on Sensitivity
.5C0
a= Ref. 3
• = Ref. 5
A Ref. 2
• = Ref. I
• Ref. 4
Filled syntOls: eleotrocutaneokis
stimulation
Open symbols mechanical
stimulation
.03 .05	 .1	 .2 .3	 .5	 1:0	 2.0 3.0 5.0	 10.0
Pulse Duration (mIlliseconds)
Figural. Threshold for electrical and mechanical stimulation as a function of pulse dura-
tion. The data for each study were normalized to the threshold for a 1-msec pulse. (From
Handbook of perception and human performance)
Key Terms
Electrocutaneous stimulation; pressure sensitivity; tactile
detection; temporal summation
General Description
Detectability of an electrocutaneous stimulus (electric cur-
rent applied to the skin) increases (threshold intensity de-
creases) as the duration of the stimulus increases. The
pattern of results agrees closely with that for mechanical
stimulation of the skin.
Methods	 abdomen (Ref. 4), Or middle finger	 • Stimuli presented for durations 	 intensity (in decibels re threshold at
with ring electrodes (Ref. 1)	 ofO.02-l0.Omsec	 I msec)
Test Conditions 	 • Mechanical stimuli (Ref. 3) con- 	 • Subject's task: report occurrence
• Electrocutaneous stimuli were 	 sisted of single pulses delivered to 	 Experimental Procedure	 or absence of sensation to stimulus
single, constant-current, square- 	 through a 0.64-mm	 • Method of limits	 pulses0wave pulses presented through 	 (.025-in.) diameter contactor	 • Independent variable: duration of • One subject for mechanical stim-
electrodes to the right palm and	 (CReL 3.107 for futher detail), 	 stimulus pulse	 plus; 1-4 subjects for electrocute-
index finger pad (Ref. 2), palm side	 • Dependent variable: threshold	 neous stimuli
of forearm (Ref. 5), forehead and
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Experimental Results
	
Variability
• As stimulus duration increases, detection threshold for
electrocutaneous stimuli decreases (stimulus delectability
increases). The delectability of mechanical and electrocuta-
neous stimuli increases at comparable rates when data are
normalized to threshold for l-msec pulse duration.
• Absolute threshold reaches near-asymptotic levels at
stimulus durations in the 1-1 0-msec range for several
studies.
• In the studies reported here, threshold intensity for a
1-msec electrical pulse applied to the skin is 0.44 mA
(Ref. 5), 0.76 mA (Ref. 2), and 1.76 mA (Ref. 1); thresh-
old for a 1-msec mechanical pulse is 3.9 jxm (Ref. 3).
The ranges for two of the data points are shown in Fig. I.
Differences in electrode paste may lead to threshold varia-
bility (Ref. 4).
Repeatability/Comparison with Other Studies
The data for the studies can be compared when the data are
normalized to the threshold for a common duration (e.g.,
1 msec). However, differences among studies with other
comparisons indicate different mechanisms may be respon-
sible for electrocutaneous and mechanical pulse detection
(Refs. 3, 5).
Constraints	 pulse train length (e.g., with adaptation), and repetition
rate (frequency).
• The delectability functions may not be fully generalizable • Some variables interact (e.g., pulse duration and train
because some studies had very few (1-3) subjects.
	 length; see Ref. 5).
• Detectability of electrocutaneous pulses will also vary
with electrode size, stimulation site, stimulus waveform,
Key References	 *2. Hahn, J. F. (1958). Cutaneous	 *4 Girvin, I. P., Marks, L. B., 	 *5• Rollman, G. B. (1974).
vibratory thresholds for square- 	 Antunes, J. L., Quest, D. 0.,	 Electrocutaneous stimulation. In
*1. Buchthal, F, & Rosenfaick, A. wave electrical pulses. Science,	 O'Keefe, M. D., Ning, P., & Do-	 F. Geldard (Ed.), Cutaneous(1966). Evoked action potentials
	 127, 879-880.	 belle, W. H. (1982). Electrocuta-	 communication systems and de-
and conduction velocity in human 	
*3 Hill, J. W. (1967). The percep-	 neous stimulation!. The effects of	 vices (pp. 38-51). Austin, TX: Psy-
sensory nerves. Brain Research, 3,	 tion of multiple tactilestimuli
	
stimulus parameters on absolute 	 chonomic Society.
1-122.	 (Tech Rep. No. 4823-1). Palo
	
threshold. Perception & Psycho-
Alto, CA: Stanfoid University, 	 physics, 32, 524-528.
Electronics Laboratory.
Cross References	 3.126 Electrocutaneous stimula-
tion: perceived magnitude;
3.107 Vibrotactile stimulation: de-
	 Handbook ofperception andtectability of tactile pulses of vary-	 human performance, Ch. 12,ing duration	 Sect. 8.2
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3.126 Electrocutaneous Stimulation: Perceived Magnitude
FE
m3.52
[-
:Tperimo nti
 = Experiment 2
xperiment 3J
10	 100
Current (milliamperes)
E
SUI0
.5
C
C
I
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Figural. Growth of apparent magnitude of electrocute-
neous stimuli with electric current mis the slope of the
power function fit to the data. Standard stimulus used for
comparison In assessing magnitude was 1-sec 0.19-mA
pulse In Exp.1, 0.5-sec 0.37-mA pulse in Exp. 2, and 0.5-sec
05-mA pulse In Exp. 3. (From Ref. 3)
Eleetrocutaneous stimulation; tactile sensation magnitude
General Description 	 to other classes of stimuli (e.g., vibrotactile or thermal
stimulation). Individual differences can also be much
The apparent intensity of an electrocutaneous stimulus 	 greater for electrical stimulation than for other classes of(electric current applied to the skin) increases with increas-	 stimuli.
ing current at a rate which is extremely rapid in comparison
Methods	 • Reference stimuli were: I-sec 	 presented first and assigned the	 • Subject's task: assign numbers to
electrical pulse of 0.79 mA	 magnitude "to"	 the apparent intensities of electrical
Test Conditions	 (Exp. I), 0.5-sec pulse of 0.37 mA	 stimuli in proportion to a reference
• All stimuli were 60-Hz electrical	 (Exp. 2), or 0.5-sec pulse of 	 Experimental Procedure	 stimulus labeled "10"0.5 mA (Exp. 3); each experiment 	 • Method of magnitude estimation • 1\vo presentations of stimuluspulses delivered to two fingers 	 included a test series of 7-9 stimuli 	 • Independent variable: electric	 series per experiment; series ran-(usually first and third) immersed 	 at different current levels centered 	 current level (in mA)	 domized separately for each subjectup to the first joint in jars of saline 	
on the reference value 	 • Dependent variable: magnitude	 • 10 subjects in Exp. 1 IS subjectssolution	
• Reference stimuli were always 	 estimates of stimulus intensity (in 	 in Exp. 2; 4 subjects in Exp. 3
assigned numbers)
Experimental Results	 Variability
e The apparent intensity of an electrocutaneous stimulus
increases with increasing current at a very steep rate. When
the data are plotted on log-log coordinates, the slope of the
power function fit to the data is close to 3.5, i.e., the per-
ceived magnitude of the electrical stimulus grows approxi-
mately as the electric current raised to the exponent 3.5.
Estimate values in Fig. 1 were rescaled so that 1.0 equalled
perceived magnitude of 0. 3-mA current.
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For Exp. 2, interquartile ranges for estimates of the mean
are from 1.5-5.5 dB re the geometric mean; these are
greater than those usually obtained from magnitude esti-
mates of other types of stimuli. No information on variabil-
ity was given for Exps. 1 and 3.
Repeatability/Comparison with Other Studies
A similar slope is found for cross-modality matching of cur-
rent pulses to auditory loudness and to vibration (Ref. 2).
Most experimenters have not found an exponent as high as
3.5 for magnitude growth of electrocutaneous stimuli.
Don, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
PerceptionandPen'ormance. MMRL, Wright-Patterson AFB, OH. 1988.
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 References	 2. Stevens, S. S. (1959). Cross-	 *3, Stevens, S. S., Carton, A. S.,
modality validation of subjective 	 & Shickman, G. M. (1958). A
I. Roliman, C. B. (1974). Electra-	 scales of loudness, vibration, and	 scale of apparent intensity of elec-
cutaneous stimulation. In F. 	 electric shock. Journal of Experi-	 tric shock. Journal ofExperimental
Geldard (Ed.), Cutaneous commu-	 mental Psychology, 57, 201-209.	 Psychology, 56, 328-334.
Mention systems and devices
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FIgure 2. Cut-away view of
an ampulla of a semicircular
duct (From Ref. 5)
3.2	 Vestibular Sensitivity
)chlea
3.201 The Vestibular System
Figure 1. Diagram of the
Inner ear showing the vesti-
bular apparatus, the coch-
lea, and their associated
nerves. (From Ref. 4,
based on Rot. 3)
Posi
vertical
chlear
erve
766	 Bolt, K. R., & Lincoln, J. E. Engineering Data Compendium: HumanPerception andPerformance. MMRL, Wright-Patterson AFB, OH, 1288.
Acquisition of Information by Other Senses
	 3.0
Key Terms
Ampulla; cilia; cristae; cupula; endolymph; hand move-
ment; kinocilium; labyrinth; lumen; maculae; otolith or-
gans; saccule; semicircular canals; utricles; vestibular
system.
General Description 	 proximately vertical and —45 deg from the sagittal and co-
rnnni nl,,npc (('P pf 701 ) The anterior rnn,il on oneThe sense organs embedded in the temporal bone on each
side of the human head are the labyrinthine organs, or the
labyrinths. The non-auditory labyrinths comprise the vesti-
bular system, which detects signals arising from head
movements, but does not inform us about the state of the
external world.
The membranous labyrinth lies within a sculptured cav-
ity, or osseous labyrinth, in the temporal bone. It is com-
posed of the vestibular apparatus and the cochlea, the organ
of hearing. They share a cavity known as the inner ear and
are connected, but the cochlea, which is sensitive to acous-
tic vibration, has an entirely different structure and function
from the vestibular system, which is sensitive to both angu-
lar and linear movement of the head and to its attitude rela-
tive to gravity.
The vestibular apparatus (Fig. 1), which is about the
size of a pea, is made up of three curved tubes (the semicir-
cular canals) and two sack-shaped otolith organs (the utricle
and the saccule). Each of the semicircular canals is sensitive
to rotary acceleration of the head about the x-, y-, or z-axis.
The saccule and utricle are sensitive to tilt of the head with
respect to gravity and linear acceleration of the head. The
three canals, roughly orthogonal to each other, open into the
utricle, which in turn connects with the saccule below.
These interconnecting structures (and the cochlea) are filled
with endolymph, a liquid with a low viscosity and anionic
composition high in potassium and low in sodium. Between
the membranous labyrinth and the bony labyrinth is a fluid
called perilymph, which is in ionic (high sodium, low po-
tassium) and osmotic equilibrium with the cerebrospinal
fluid.
Semicircular Canals
It is misleading to call the canals "semicircular," because
each canal functions as a complete and independent circuit.
Near the junction of a canal with the utricle, each elliptical.
cavity, or lumen, swells to form the ampulla (Fig. 2).
Across the floor of the ampulla lies a saddle-shaped ridge,
the crista ampullaris, which contains the sensory cells. Ex-
tending from the crista transversely across the ampulla is the
cupula, a gelatinous mass which invests the cilia (the spe-
cialized sensory receptors) and forms a seal across the am-
pulla. This prevents the free circulation of endolymph
within the canal, but allows a small displacement of endo-
lymph that deflects the cilia (CRef. 3.203).
The three canals are the anterior-superior, which has a
radius of curvature of —2.2 mm, and the posterior-inferior
and the lateral (or horizontal), each with a radius of curva-
ture between 1.6 and 1.8 mm. The mean diameter of the
lumen of the canals is 0.3 mm. When the head is tilted for-
ward —30 deg, the plane of the lateral ducts is horizontal
and the planes of the anterior and posterior ducts are ap-
of the head is nearly parallel to, and thus forms a working
pair with, the posterior canal on the other side (Fig. 3a).
The sensory cells of each ampulla are optimally stimulated
by an angular acceleration acting in the plane of that duct,
so that any angular head movement alters activity in a pair
of ducts, one on each side of the head. This pairing of the
canals allows resolution of many otherwise ambiguous sen-
sory inputs from the vestibular system, which operates on a
difference signal from the two sides that is probably com-
puted at the level of the vestibular nuclei.
Otolith Organs
Both the utricle and saccule contain ciliated sensory end or-
gans located on their inner walls. These maculae are com-
plexly curved, like a cupped hand, but the principal plane
of the utricular macula is roughly parallel to the plane of
the lateral canal (Fig. 3b). The saccular macula's plane is
more or less parallel to the sagittal plane of the head
(CRef. 5.701) and perpendicular to the utricular macula.
The ciliated cells of the maculae are also invested by a
gelatinous structure, but above it is the otolith (or stato-
conical) membrane (with an area of 1.5-2.0 mm2) contain-
ing a packed layer of calcium carbonate crystals whose spe-
cific gravity is 2.74, three times that of endolymph
(CRef. 3.202).
Sensory Cells
Both the cristae and maculae contain sensory cells; a bundle
of 60-100 cilia (hair cells) projects from each sensory cell.
A transverse section through the cilia shows a roughly hex-
agonal pattern, within which one cilium, the kinocilium, is
longer and more complex in structure. The other cilia are
graded in length, with the shortest being farthest from the
kinocilium (Fig. 4). The majority of these hair cells have a
resting discharge that increases when the cilia are deflected
toward the kinocilium and decreases when the cilia are de-
flected away from the kinocilium. Afferent messages about
head position are transmitted to the vestibular nuclei and be-
yond to the cerebellum and cerebral cortex.
Functions
In the normal course of maintaining posture, input from the
vestibular system interacts with visual information and so-
matosensory inputs from the muscles and joints. The vesti-
bular system is concerned with the detection of signals
arising from movements of the head. The utricle is sensitive
to the magnitude and direction of linear acceleration and the
canals to the magnitude and direction of rotary acceleration,
although there is some overlap. In addition, the vestibular
system plays a large role in preserving vision during head
movement (CRef. 1.910).
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Figure 3. Diagram of prin-
cipal planes of (a) the semi-
circular ducts and (b) the
maculae. (From Ref. 1)
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3.202 Dynamics of the Otolith Organs
Key Terms
Maculae; otoliths; saccule; statoconial membrane; torsion-
pendulum equation; utricle; vestibular system
General Description
The sack-shaped otolith organs, the utricle and saccule, are
part of the human vestibular system (CRef. 3.201) and are
found in the inner ear. On the floor of the utricle and on the
inner wall of the saccule are the maculae, which contain
sensory end organs called hair cells or cilia. The utricular
macula is more or less horizontal with respect to the head,
and the saccular macula (tilted inward from the vertical by
20 deg) is roughly perpendicular to the utricular macula
(Fig. 1). Like the vestibular canals, the otolith organs are
filled with endolymph.
The cilia of the macula protrude into a gelatinous mass,
the statoconial (or otolithic) membrane, which contains
crystals of calcium carbonate (the statoconia or otoliths)
whose specific gravity (2.74) is almost three times that of
endolymph (Fig. 2). In effect, the cilia support the weight
of the statoconial layer so that when the plane of a macula is
horizontal, there is little distortion of the cilia because the
force of gravity is perpendicular to the macula. It takes con-
siderable force to deflect the bristles of a brush by pushing
straight down on them, but a slight shearing force, parallel
to the surface of the brush, deflects the bristles easily. In the
same way, when the macula is tilted out of the horizontal, or
linear acceleration occurs, the cilia are deflected by the ef-
fective weight of the otoliths occurring as a shearing force
(Fig. 3). The deflection of the cilia from their equilibrium
position changes the basic rate of firing of the cells. Because
each hair cell has a directional sensitivity (patterns of direc-
tional sensitivity are mapped as arrows in Fig. 1), linear ac-
celeration or tilt of the head relative to gravity in a given
direction will cause some cells to be excited, some to be in-
hibited, and others not to change from the base rate. The
hair cells exhibit an increase in sensitivity with frequency of
head tilt, making them responsive to both acceleration and
rate of change of acceleration.
Dynamics
If the density of the endolymph is assumed to be 1, then the
excess mass of the statoconial membrane (13) is its mass in
minus the mass of the same volume of endolymph, and can
be expressed as:
13 = 
m (p_i)
where p is the density of the statoconial membrane.
The shearing force acting on an otolith organ is equal to
the product of the excess mass of the statoconial membrane
and the linear acceleration acting in the plane of the macula
(a). This is opposed by several kinds of resistance: (a) elas-
Constraints
• Signals from the otolith organs have a fundamental ambi-
guity. The effect of horizontal linear acceleration (a) is in-
distinguishable from the effect of tilting the head through an
angle whose sine is a (Fig. 3).
Left side
A Utricles	 Right side
I I ••.- Strioia
Anterior
Figural. Orientation of the maculae in the otolith organs,
with arrows indicating polarization. (From Ref. 5)
tic, or position-dependent (k); (b) viscous, or velocity-
dependent (r); and (c) acceleration-dependent (m).
Where m is the effective mass of the otolith membrane
and x is the linear displacement of the otoliths, the differen-
tial equation for the torsion-pendulum can be used to ex-
press the relationship between the force acting on the
otoliths and their displacement:
Pot = kx + r(dxldt) + m (d2x/dt2)
Direct measurements of these constants have been made in
fish (Ref. 2); the statoconial membrane of the saccule was
displaced --33 LLm by a tangential force induced on the
mass by 1 g (9.8 mlsec2). The human threshold for saccule
stimulation is — 0.005 g (Ref. 3). If similar values hold for
humans, the threshold displacement of the saccule would be
—
0.15 lam—a distance within molecular dimensions. This
suggests that the crucial event in afferent stimulation is a
deformation of organic molecules.
Time Constants
The statoconial membrane appears to be critically damped
and fully displaced within 5 msec of the application of a
constant tangential force as measured during oscillatory
stimulation. Unlike the recovery time of the vestibular ca-
nals, the otolith membrane returns to its normal position
very rapidly after stimulus offset. Since these time constants
of latency and recovery are inferred from behavioral mea-
sures, there may be some confounding of other neural re-
sponse times with those of the peripheral otolith organs.
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3.203 Dynamics of the Semicircular Canals
Key Terms
Bode plots; copula; semi-circular canals; torsion-pendulum
equation; vestibular canals; vestibular system
General Description
The time semicircular canals on each side of the head allow
us to detect rotation or angular acceleration. When the head
turns in a given direction, the endolymph lags behind the
movement of the canal walls (in the plane of the head move-
ments), and thus flows in a direction opposite that of head
rotation. The diaphragm-like cupula, which seals the am-
pulla of the canal, is pushed by the endolymph and bulges in
the direction opposite rotation. The endolymph and copula
are displaced through angle 0; when the head rotates with
angular acceleration a, the force acting on the cupula is aH,
which is the product of acceleration (a) and the movement
of inertia of the endolymph and cupula (H).
The Torsion-Pendulum Equation
The relation of the force acting on the cupula to the amount
of cupula displacement can be expressed (to a first approxi-
mation) by the differential equation for the torsion
pendulum:
all = K0 + r(dOldt) + H(&0/dt2)	 (1)
-lead rotation
Relative
endolymph
motion
Am pu It of U 9 at
cupula
\deflection
Utriclo
Vestibular nerve
Figural. Vestibular canal and complete fluid circuit
(From J. H. Milsum & G. MeM1I Jones, Dynamic asymmetry
In neural components of the vestibular system, Annals of
the New YorkAcademy of Sciences, 156. Copyright 1969 by
New York Academy of Sciences. Reprinted with
permission.)
where H equals the moment of inertia, or coefficient of
mass-dependent resistance of the cupula and endolymph
(estimated to be 2.4 >( io glcm2); K equals the coefficient
of elastic, or position-dependent resistance, and r equals the
coefficient of viscous, or velocity-dependent resistance.
The viscous resistance coefficient can be calculated from
Poiseuille's law (r = 16V2R3 , where V is viscosity of
endolymph and R is the radius of the canal torus) as
0.043 dynes/cm/sec. The coefficient of elasticity of the cu-
pula has not been calculated directly. Because cupula dis-
placement is at most only 10 Ism, it is difficult to observe.
Implications of Canal Characteristics
The lumen (bore) of a vestibular canal is 0.3 mm in mean
diameter. The mass of the endolymph is small and viscous
resistance is high even at moderate velocities; the elasticity
of the copula is minimal. Thus the first and last terms of Eq.
(1) become so small when compared to the second term that
the equation can be rewritten:
aH = r(dOldt).	 (2)
H and rare constants, so doidt is proportional to a; that is,
the angular velocity of the copula is proportional to head ac-
celeration. Integrating both sides of the relationship with re-
spect to time demonstrates that the angular displacement of
a copula is proportional to the head's angular velocity.
The semicircular canals are integrating accelerometers
or angular speedometers, detecting angular velocity at nor-
mal velocities and durations of head rotations. For slow
head rotation, the viscous resistance becomes smaller than
the inertial resistance; the third term of Eq. (1) becomes
dominant and the system's response becomes proportional
to the head's acceleration. For head rotations lasting
<3 sec, integration of the velocity signals in the central
nervous system yields accurate estimations of the angle
through which the head has turned.
Advantages of the canal's small bore and high viscous re-
sistance are that they:
(a) prevent turbulence in endolymph flow;
(b) provide viscous damping to prevent oscillation;
(c) reduce endolymph flow so the cupula deflection is
small in a range where its characteristics are most lin-
ear; and
(d) reduce latency of copula deflection to keep it in phase
with head rotation.
Parameters of Physical Response of Canals
Latency is the time it takes for the cupula to deflect to lie of
its maximum value, where e is the base of the natural loga-
rithm. This time is given by the ratio HIR, which is the iner-
tial time constant of the cupula (also known as the short
time constant); values are in the 3-5 msec range.
Recovery time is the time it takes for the copula to return
to its normal resting position after stimulus offset; it is rep-
resented by rik, or the elastic time constant (the long time
constant); although difficult to measure, it has been re-
corded as 3.8 sec in monkeys.
Phase-lag can be determined by assuming that the cu-
pula system is a linear system; then the relation of input to
output can be analyzed by Fourier analysis. The input signal
is a function relating head velocity and time, and the output
is displacement of the cupula as a function of time. The
phase shift of the system is defined as the phase angle be-
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3.201 The vestibular system;
3.202 Dynamics of the otolith
organs;
3.204 Synergism of body rotation
and head tilt;
3.205 Methods for investigating
the effects of rotation;
3.209 Long-term adaptability of
the vestibular system;
3.210 Vestibular illusions
FIgure 2. Bode plot show-
ing gain and phase theoreti-
cally derived from the
simple torsion-pendulum
equation of cupula dynam-
ics. (From G. MelvIll Jones &
J. H. Milsum, spatial and dy-
namic aspects of visual fix-
ation, IEEE Transactions in
Biomedical Engineering,
BME-12. Copyright © 1965
by IEEE. Reprinted with
permission.)
(a)
Frequency (radlansisecond)
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tween the input and output functions for a defined frequency pula per unit head acceleration) and T and T2 are the short
of input, with both functions superimposed on a time ab- 	 and long time constants, respectively.
scissa; phase shift varies as a function of the input frequency	 The range of input frequencies of head rotation for
and can be shown graphically in a phase Bode plot (Fig. 	 which cupula displacement is a function of head velocity is
2b); this defines the extent to which cupula displacement	 0.5-5.0 Hz. Phase of displacement relative to head velocity
leads or lags head velocity as a function of the frequency of 	 is constant over this range (Fig. 2). Below this range, cu-
head oscillation.	 pula displacement leads and, at very low frequencies,
Gain is the ratio of copula displacement to head velocity reaches a limiting value of 90 deg. At this point, displace-
and indicates the sensitivity of the system. When measures 	 ment becomes proportional to head acceleration. Above this
of input and output differ, an arbitrary rate can represent a	 range of natural head movements, displacement lags up to a
gain of one and the other values are relative gain; a plot of 	 limiting value of 90 deg. At this point, cupula displacement
log gain as a function of input frequency is a Bode plot of	 and head displacement are proportional. The gain of the
gain (Fig. 2a). For a linear control system, a transfer func- 	 system is estimated to be at a maximum and constant over
tion describes the phase shift and gain over input frequency. 	 the range of movements for which the phase lag is zero.
Although the transfer function of the copula is embodied in 	 Gain falls off outside this range, indicating that the system
the torsion-pendulum equation, it is usually expressed in a 	 is less sensitive.
simpler form known as the Laplace transform (denoted	 When a person turns voluntarily, acceleration is fol-
by s);	 lowed immediately by deceleration and the two opposed de-
OIcc " = 1/"T . + P	 + 1\1	 fiections of the cupulae (and the opposed afferent signals)I	 r 2	 tend to cancel. The case is very different for imposed rota-
where 0 is the gain of the system (displacement of the cu-
	 tions (CRef. 3.205).
Key References
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Sensory processes and perception.
New York: Wiley.
2. Mclviii Jones, 0., & Mitsum, J.
H. (1965). Spatial and dynamic as-
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3.2	 Vestibular Sensitivity
3.204 Synergism of Body Rotation and Head Tilt
Figural. Cross-coupling between head tilt and body rotation; see text for explanation
Angie ft indicates the degree of head tilt during rotation of velocity w around a vertical axis.
(From Ref. 1)
Key Terms
Body rotation; cupula; head tilt; semicircular canals; vesti-
bular canals; vestibular system
General Description 	 same time, the horizontal canals lose a fraction of the origi-
nal momentum equal to w cos 9. leaving them with momen-
Subjects rotating around a vertical axis who move their
heads through aforward angle sense lateral head move-
ment, and feel as though they are falling sideways. This
synergism of head tilt and body rotation results from the ef-
fects of changing momentum on the semicircular canals.
During vertical rotation, the lateral and horizontal semicir-
cular canals move at angular velocity to; the vertical canals
are not affected because they are in the plane of rotation.
Endolymph in the horizontal and lateral canals lags and de-
flects the cupula in the direction opposite the rotation
(CRef. 3.203).
If the head tilts forward through angle 0, the vertical ca-
nals move into the plane of rotation and become subject to a
momentum component of that rotation, to sine 0. At the
Constraints
• The movement has to be made within 2 sec for the effect
to occur.
• The tilting movement has to be made before the vestibu-
lar canals habituate to the rotation for these calculations to
apply (CRef. 3.205).
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turn of w( 1 - cos 9). Momentum from each of the canals
adds as vectors do; just after the head reaches its new posi-
tion, the resultant momentum over the three canals exceeds
(0. The resulting momentum excess (&).,) drives the endo-
lymph clockwise, which causes a counterclockwise sensa-
tion equivalent to a stimulus intensity:
0res = to {(l - cos 9)2 + 2 sin2 0 1112
For a forward head tilt and vertically rotating body, to., has
been calculated for different angles of tilt (Table 1). w de-
notes a factor by which the actual to of rotation must be
multiplied to produce the sensation of falling over.
of Information by Other Senses	 3.0
I. Groen, J. J. (1961). The prob-
lems of the spinning top applied to
the semicircular canals. Confinia
Neurologica (Base!), 21, 454-455.
bular system. In K. R. Boff,
L. Kaufman, & LP. Thomas
(Eds.), Handbook ofperception
and human performance: Vol. 1.
Sensory processes and perception.
New York: Wiley.
Cross References	 3.206 Methods for investigating
linear acceleration;
3.201 The vestibular system; 	 3.208 Threshold for angular
3.203 Dynamics of the semicircu- 	 acceleration;
lar canals;	 3.209 Long-term adaptability
3.205 Methods for investigating	 of the vestibular system;
the effects of rotation;	 3.2 10 Vestibular illusion
Table 1. Relationship of angle of tilt to factor chang-
Ing rotation momentum. (From Ref. 1)
Angie	 Wres
30
	
0.72
45
	
1.05
60
	
1.32
90
	
1.73
160	 2.00
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3.2	 Vestibular Sensitivity
3.205 Methods for Investigating the Effects of Rotation
Variable weight for altering period
of rotation
Figural. The torsion swing, which provides sinusoidal ro-
tation of the subject's body. (From Ref. 2.)
(a)	 Step	(b) Trapezoidal
TIME
(c) Triangular	 (d) Sinusoidal
Figure 2. Four velocity profiles used as inputs to control rotary acceleration and deceler-
ation of subjects. (From Ref. I)
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Key Terms
Bárány chair; cupulometry; Fourier analysis; oculogyral ef-
fect; postrotatory; perrotatory; semicircular canals; torsion
swing
Thresholds for rotary acceleration (CRef. 3.208) are deter-
mined by perrotatory and postrotatory procedures. Postrota-
tory measures are easier to use because the subject has come
to rest after rotation, and there are no vibrations or noise
present. In contrast, perrotatory measures are recorded
while the subject is rotating. Response to rotation can be
measured by responses such as nystagmic eye movements,
which are involuntary rapid movements of the eyeball, and
the oculogyral effect, which is the apparent movement of a
point of light in the dark. Subjective judgments may also be
used.
Perrotatory Procedures
For perrotatory measures, a subject's response (e.g., the re-
flex nystagmic response of the eye) is recorded while the
subject is experiencing rotary acceleration. A rotational de-
vice that allows a wide range of steady accelerations or os-
cillates over a wide range of frequencies is used to rotate the
subject; it may also be possible to set the rotation axis to any
angle with respect to the vertical or to the subject's body
axis. A rotating Bárány chair or the torsion swing (Fig. 1)
is used for routine clinical testing.
One not-very-successful approach has been to use a
step-velocity profile (Fig. 2a) that provides an impulsive
acceleration-deceleration to control the rotational device.
Other stimulus profiles are also used. A pseudo-random se-
quence of rotational accelerations (analogous to white noise
in acoustics) has been designed to serve the same purpose as
Constraints
• All response measures include neural processing as well
as the influence of semicircular canal processing.
the step profile. The trapezoidal profile (Fig. 2b) separates
the effects of accelerative and decelerative impulses and
provides a very high level control of each. The triangular
(Fig. 2c) and sinusoidal (Fig. 2d) velocity profiles are used
because they resemble the stimulus profiles of ordinary head
movements.
Postrotatory Procedures
For postrotatory procedures, the subject is quickly deceler-
ated to zero velocity after having been rotated at a steady
velocity long enough for perrotatory effects to cease. Re-
sponses to the decelerative impulse (e.g., nystagmic eye
movements) are recorded during the immediate postrotatory
period. Thresholds cannot be determined with this proce-
dure (using the Barany chair) because of the large decelera-
tion; therefore cupulometry was developed to provide
threshold information. A subject is rotated at different
steady velocities and postrotatory data are collected for de-
celerations of various amplitudes. The cupulogram is the
function yielded by plotting the duration of the postrotatory
response against the amplitude of the decelerative impulse.
The ideal cupulogram is a linear function and the subject's
threshold for rotary acceleration is quantified by the inter-
cept of the function on the impulse magnitude axis. Ideally,
the slope of the function quantifies the long time constant
of the vestibular response (CRef. 3.203). However, the
function varies with practice and with response measure
(e.g., the oculogyral effect or the nystagmic response)
(CRef. 3.208).
Key References	 (Eds.), Handbook ofperception	 2. Jongkees, L. B. W. (1975). On
and human performance: Vol.!. 	 the physiology and examination of
1. Howard, I. P. (1986). The vesti-	 Sensory processes and perception. 	 the vestibular labyrinths. In R. F.
bular system. In K. R. Boft', 	 New York: Wiley.	 Naunton (Ed.), The vestibular
L. Kaufman, & J. P. Thomas	 system. New York: Academic
Press.
Cross References	 3.2O8 Threshold for angular
acceleration;
3.201 The vestibular system; 	 3.209 Long-term adaptability of
3.203 Dynamics of the semicircu- 	 the vestibular system;
lar canals;	 3.210 Vestibular illusions
3.204 Synergism of body rotation
and head tilt;
Figural. The parallel
swing used to stimulate the
otollth organs sinusoidally.
(From Ref. 3)
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3.2	 Vestibular Sensitivity
3.206 Methods for Investigating Linear Acceleration
Key Terms
Body tilt; centrifugation; Coriolis effects; linear accelera-
tion; otolith organs; semicircular canals; spatial distorienta-
tion; vestibular canals; vestibular system
Oscillating Linear Acceleration
For oscillating acceleration over a fixed linear path, the ve-
locity profile is usually sinusoidal, although others are pos-
sible. A convenient apparatus for producing sinusoidal
oscillation without rotary stimulation is the parallel swing
(Fig. 1). With sinusoidal oscillation, velocity is 90 deg out
of phase with displacement and with acceleration. Peak ac-
celeration is given byflo, wheref is the frequency (in radi-
ans/sec) and 0 the amplitude, and occurs momentarily twice
during each cycle. The periodic variation in the magnitude
of the resultant linear vector is small for moderate accelera-
tion, compared with the variation in its duration.
Constant Linear Acceleration
Three procedures for achieving constant linear acceleration
are: (a) to tilt the subject in a specific plane through a speci-
fied angle; (b) to rotate the subject in a centrifuge; and (c) to
accelerate the subject along a linear track in a defined direc-
tion with respect to gravity and to the subject's body axis.
Tilting
If the subject is upright with the utricular macula horizontal,
the direction of tilt specifies the direction of the linear ac-
magnitude of the shear force (CRef. 3.202, Fig. 3).
When a subject is tilted, those semicircular canals (CRef.
3.201) which lie on the plane of the tilt are activiated, as are
the otolith organs. Providing an additional cue to tilt, the
vestibular canal response may contaminate the linear
threshold determination. However, if the effect of varying
only the direction of a linear vector is of interest, tilting is
preferable to centrifuging.
Centrifugation
When a subject at a distance r from the center of rotation is
rotated at angular velocity w, a centrifugal acceleration vec-
tor of magnitude co2r is produced and the result of the or-
thogonal centrifugal and gravitational forces is a linear
vector of magnitude {(w2r)2 + gn21 112 acting on an angle of
arc tan &r/g,, to the vertical.
For small values of w2r, the main factor is its change in
direction because the increase in vector magnitude is small.
As long as the body maintains its natural orientation to
gravity, the effects of low magnitude centrifugation on the
otolith organs are similar to those produced by tilting the
body through arc tan w2r/g, but the activation of the semi-
circular canals does not occur because there are not acceler-
ative forces acting in the plane of force displacement. Every
time the centrifuge rotates, the subject's body rotates about
a vertical axis; the plane of this rotation is orthogonal to the
linear vector displacement, but the turning sensation may be
distracting. There is also the danger that Coriolis effects
may occur if the head is allowed to move (CRef. 3.204).
For large values of o 2r, the increase in the resultant
force becomes the dominant factor. The centrifuge provides
the best method for exposing subjects to forces in excess of
1 g for long periods of time. Another advantage is that the
General Description	 celerative vector acting on the statoconial membrane(CRef. 3.202). The sine of the angle of tilt specifies the
Humans are constantly exposed to a linear accelerative
force of 1 g (9.8 m1sec2), considered the baseline in deter-
mining thresholds for linear acceleration. Linear accelera-
tion thresholds can be determined by moving a subject to
and fro over a fixed linear path to produce an oscillating ac-
celerative force, or by exposing a subject to a constant lin-
ear accelerative force which differs in direction and/or
magnitude from a baseline condition, usually the natural
force of gravity acting through a specified axis of the body
(CRef. 5.701).
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subject's body axis may be inclined to any angle to the re-
sultant force. The same distracting effects of rotation and
Coriolis forces are still possible. After centrifuge rotation
has started, it takes several seconds before sensations of
body tilt are felt; when the stationary body is tilted, effects
are felt immediately.
Tracking
If a subject is accelerated at a rn/sec2 along a horizontal
track, the direction of the resultant linear vector is displaced
from the vertical in the direction of motion through arc tan
aign. The component vectors are orthogonal, so the magni-
tude of the resultant vector is increased to {a2 + g,,211/2.
Along a vertical track, the magnitude of force is changed to
g + a or g - or downward or upward motions.
Long, smooth linear tracks are difficult and expensive to
construct. A constant stimulus value can be maintained for
only short periods as velocity becomes great. There are,
Acquisition of Information by Other Senses	 3.0
however, no rotary stimuli, so that if the track is smooth and
acceleration is free from detectable transients, such tracks
provide the least contaminated procedure for measuring
thresholds for linear acceleration.
Responses
Subjects are asked to make different judgments, depending
on the stimulus procedure.
• For oscillation or track procedures, subjects report the
first sensation of motion, or indicate the direction of
motion.
• For tilting and centrifugation, subjects report when the
body first feels tilted relative to the initial position.
Thresholds for the first sensation of motion are lower
than for reporting direction of motion. Thresholds for direc-
tion of motion are lower than for sensation of tilt (Ref. 4).
Constraints
Regardless of the procedure employed, thresholds for linear
acceleration cannot be considered as otolith thresholds, be-
cause somaesthetic receptors for touch and pressure are also
stimulated and a verbal response requires other neural
activity.
Key References	 *2. Howard, 1. P. (1986). The yes-	 3. Jongkees, L. B. W. (1975). On 	 4. Jongkees, L. B. W., & Groen,
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3.2	 Vestibular Sensitivity
3.207 Threshold for Linear Acceleration
'o.00	 d.	 0:02	 0:03	 004	 0.05	 0.06	 0.07
Acceleration Magnitude (g units)
Figural. Latency of detection of vertical acceleration as a function of rate of acceleration (8 subjects; bars give standard
errors). (From Ref. 3)
Key Terms
Linear acceleration; magnitude estimation: otolith organs;
self-motion
General Description 	 and directions reliably detected motion. A threshold value
of 10 cm/sec2 is equivalent to a utricular shear force of
The least contaminated procedure for determining thresh- 	
—0.01 gn per unit mass. Except for the unusually high
olds for linear acceleration is to accelerate subjects along a	 threshold for seated subjects firmly strapped in, the thresh-
smooth linear track (CRef. 3.206). A subject accelerated 	 olds do not vary much, considering all the variables.
along a vertical track reports the direction of motion as soon Thresholds are 
— 6 cm/sec2 , regardless of direction and
as possible over several values of acceleration. That accel- 	 body axis.
eration at which response latency greatly increases is con- 	 Magnitude-estimation methods measure how sensations
sidered the absolute threshold. Response latency (Fig. l)	 vary with stimulus magnitude, revealing how the system re-
lengthens considerably at an acceleration of <0.01g. From sponds at suprathreshold levels. Subjects estimate the mag-
the function relating acceleration to latency, it is inferred	 nitude of the stimulus, and the logarithms of the estimates
that a particular velocity has to be achieved before move- 	 are plotted against the logarithm of stimulus magnitude. For
ment is reported; the mean value of this constant linear ye- 	 the function R = ks", where R is the response magnitude
locity is 2.16 rn/sec (Ref. 3). 	 and S is the stimulus magnitude, the value of the exponent
	
Table 1 shows human thresholds for linear acceleration 	 (n) is the slope of the function. For a large n value (a steep
under different experimental conditions. Subjects can be ac- slope), small changes in stimulus magnitude produce large
celerated along vertical or horizontal tracks; body position 	 differences in sensation. Using the physical displacement of
can be altered so that the x-, y-, or z-axis (CRef. 5.701) is 	 the parallel swing (CRef. 3.206) as the stimulus magnitude,
parallel to the direction of motion. The period of oscillatory 	 the mean exponent of the power function varied between
motion can also be varied. Although subjects' response can 	 1.45 and 2.2. The exponent was smaller for vertical head
take several forms, the response mode for thresholds shown position than for tilted head position; the exponent increased
here was to report the first sensation of motion. The table	 after a prolonged period of oscillation (Ref. 5). Rotary ac-
gives the mean or range of threshold values for peak accel- 	 celeration (CRef. 3.208) produced exponents of 1.3-1.5.
eration at which subjects accelerated in various positions
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Table 1. Human thresholds for the detection of linear acceleration along either a vertical or a horizontal
track with the Indicated period of oscillation. (Adapted from Handbook of perception and human
performance)
Posture of
Subjects
Upright
Firmly seated
facing movement
Seated facing
movement, but
free to move
Standing facing
movement
Standing sideways
to movement
Supine
Prone
Supine
Prone
Prone
Axis ofOscillation
Vertical
Horizontal
Horizontal
Horizontal
Horizontal
Horizontal
Horizontal
Vertical
Vertical
Horizontal
Period of
	
Oscillation	 Number of(sac)	 Subjects
	
7	 1
	
2-8	 2
	
2-8	 2
	
2-8	 2
	
2-8	 2
	
3	 13
	
3	 13
	
4	 7
	
4
	
7
	2.6	 6
Maximum
Acceleration
at Threshold(cm!sec2)
10-12
20-25
8
8
5
8.2
7.0
6.3
5.5
6-12
References
Ref. 2
Ref. 6
Ref. 6
Ref. 6
Ref. 6
Ref. 7
Ref. 8
Ref. 4
Constraints
• Subjects are more likely to be confused about the direc-
tion of vertical motion than that of horizontal motion.
• Thresholds for first sensation of motion are lower than for
detection of direction of motion (CRef. 3.206).
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velocity-dependent response.
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	 4. Parker, D. B., Gulledge, W. L., 	 Aviation, Space & Environmental 	 ogy, 53,439-445.
sory processes and perception. 	 Thbbs, R. L., & Littlefield, V. M.	 Medicine, 50, 1112-1121. S. Walsh, E. G. (1964). The per-New York: Wiley.	 (1978). A temporary threshold shift 	 6. Travis, R. C., & Dodge, R.	 ception of rhythmically repeated2. Mach, E. (1875). Grundlinien	 for self-motion detection following 	 (1928). Experimental analysis of	 linear motion in the vertical plane.derLehre von der Bewegungsemp- 	 sustained oscillating acceleration, 	 the sensorimotor consequences of 	 Quarterly Journal of Experimentalfindungen. Leipzig: Engleman.	 Perception & Psychophysics. 23,	 passive oscillation, rotary rectum-	 Physiology, 49,58.65.46l-467.
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3.201 The vestibular system;
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3.2	 Vestibular Sensitivity
3.208 Threshold for Angular Acceleration
14
0
1 2	 F Data points Irom Ref. 11= Curve calculated from1 a	 torsion-pendulum equation
pa-
2	 4	 6	 8	 10
Response Latency (seconds)
Figural. Latency of detection of rotation as a function of
rotary acceleration. (From Ref. 7)
Key Terms
Angular acceleration; apparent movement; body rotation;
copula; magnitude estimation; Mulder's Constant; nystag-
mus; oculogyral effect; semicircular canals; spatial dis-
orientation; torsion-pendulum equation; vestibular system
General Description	 magnitude to stimulus magnitude have been found to vary
between 1.3 and 1.5. Because the vestibular system adapts
With a rotating chair or torsion swing, angular acceleration 	 to maintained acceleration, this value falls as the sensitivity
thresholds can be assessed by rotating a subject over a range of the system declines. (CRef. 3.209).
of accelerations or oscillating a subject over a range of fre- 	 If a constant suprathreshold stimulus is applied, it still
quencies. Thresholds can be defined as the point at which 	 requires time before it is detected; the minimum duration of
(a) subject reports a feeling of rotation; (b) nystagmus oc- 	 stimulation is an inverse function of stimulus magnitude.
curs; or (c) the oculogyral effect (apparent movement of a	 Mulder's Constant states that the product of acceleration and
stationary target) is seen. 	 stimulus duration for a threshold stimulus is constant. Al-
The methods of stimulus presentation in these accelera- 	 though the inverse relation between acceleration and dura-
tion threshold experiments vary. Psychophysical methods 	 tion holds, the product has been found to be a linearly
include the method of limits, in which angular acceleration 	 increasing function of stimulus duration (Ref. 4) rather than
is increased gradually or in discrete steps until the subject	 a constant. Extrapolation from the function relating re-
responds or reports a sensation. Different stimulus magni- 	 sponse latency to stimulus magnitude can determine the
tudes are presented in random order with the method of 	 magnitude at which latency approaches infinity. This
constant stimuli, thereby overcoming the problem of 	 asymptotic acceleration value is often used as a threshold
anticipatory responding. A more efficient modification of 	 measure. Response latencies (shown as open circles in
the method of constant stimuli is the double staircase	 Fig. 1; see Ref. 11) have an asymptotic acceleration of
method: stimulus values above and below the estimated 	
—0.3 deg/sec2 . The curve in Fig. 1 was derived from the
threshold alternate at random, with values moved closer to 	 torsion-pendulum equation describing cupula dynamics
or away from that estimated value, depending on the sub- 	 (CRef. 3.203 and Ref. 7).ject's previous two responses. The stimulus values eventu-	 The table lists method of response, psychophysical
ally converge at the same value, the actual threshold. 	 method, stimulus, exposure time, subject number, thresh-
Magnitude-estimation procedures have been used to re-	 olds, and sources of more detailed information.
late the perceived velocity of rotation to various parameters
of the stimulus. Values of the exponent relating sensation
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Tablet. Measure of thresholds for angular acceleration. (From Ref. 10)
Number of
Response	 Method	 Stimulus	 Exposure	 Subjects
First reports of
	 Rotating chair
	 30 sec	 30
rotation
Staircase	 Rotating chair
	 10 sec	 92	 Range 0.05418	 Ref. 3
Mean 0.44
Oculogyral	 Human centrifuge 80 sec
	 5	 Mean 0.12	 Ref. 5
illusion	 with response
assessed every
20 sec
Staircase
	
Rotating chair	 10 sec	 92	 Range 0.03-0.59	 Ref. 3
Mean 0.11
Staircase	 Rotating chair
	 20 sec	 300	 Range 0.02-0.95	 Ref. 12
Median 0.1
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3.2	 Vestibular Sensitivity
3.209 Long-Term Adaptability of the Vestibular System
Key Terms
Habituation; nystagmus; recalibration; semicircular canals;
spatial orientation; vestibular system
General Description
	
along visual-vestibular signals; the point at which habitua-
tion should more properly be called recalibration is not
For eye movements triggered by vestibular stimulation, sig- clear.
nals from the visual scene are used to trim the gain of the 	 Most attempts to define the time course of recalibration
system (which operates in the dark in a feed-forward condi- use the objective measure of changes in nystagmus, or in-
tion without correction). The vestibular control system ap- 	 voluntary eye movements, but some subjective responseparently adjusts to changes during an individual's growth, 	 measures are used. The table describes situations where
and vision must also provide the feedback necessary for 	 adaptability has been studied, shows the time course of
such long-term, or parametric, adjustments. The vestibular 	 adaptation as well as whether one adjustment is considered
system also adapts in other ways. Habituation is the gradual 	 habituation or recalibration, and cites sources of additional
removal of inappropriate responses, such as the cessation of information. Short-term cupula restoration and sensory
sea sickness on a long sea journey; recalibration is the initi-	 adaptation have been added to the table for comparative
ation of new response patterns to stimulus conditions. There purses
appears to be habituation to various combinations of anom-
Constraints
• Under normal conditions, head acceleration is followed
immediately by deceleration and the two opposed deflec-
tions of the cupula (and the two neutral events) tend to can-
cel, leaving little residual deflection or aftereffects.
Key References	 3. Gauthier, 0. M., & Robinson, 	 5. Gonshor, A., & Melvill Jones, 	 L. Kaufman, & J. P. ThomasD. A. (1975). Adaptation of the	 G. (1976). Short-term adaptive 	 (Eds.), Handbook ofperception
I. Collins, W. E. (1964). Task- 	 human vestibular-ocular reflex to 	 changes in the human vestibule- 	 and human performance: Vol. 1.
control of arousal and the effects of magnifying lenses. Brain Re-
	
ocular reflex. Journal of Physiol-
	Sensory processes and perception.
repeated unidirectional angular ac- 	 search, 92, 331-335.	 ogy, 256, 361-379.	 New York: Wiley.
celeration of human vestibular re- 	 Gonshor, A., & Melville Jones, 	 6. Guedry, F. E. (1964). Visual	 8. Stratton, G. M. (1897). Upright
sponses. Acta Otolaryngologica,	 G. (1973). Changes of human yes-	 controlof habituation of complex 	 vision and the retinal image. Pay-
Suppl. 190, 1-34.	 tibulo-ocular response induced by 	 vestibular stimulation in man. Ann 	 chological Review, 4, 182-187.
2. Dowd, P. J., & Cramer, R. L.	 vision-reversal during head rota- 	 Otolaryngologica, 58, 377-389.	 9. Stratton, G. M. (1897). Vision(1967). Habituation transference in tion. Journal of Physiology, 234,	 *7, Howard, 1. P. (1986). The per- 	 without inversion of the retinalCoriolis acceleration. Aerospace 	 102103.	 ception of posture, self motion, and image. Psychological Review, 4,Medicine, 38, 1103-1107.	 the visual vertical. In K. R. Buff,
	 341-360.
Cross References	 3.203 Dynamics of the semicircu-lar canals;
3.201 The vestibular system;	 3.205 Methods for investigating
3.202 Dynamics of the otolith	 the effects of rotation;
organs,	 3.210 Vestibular illusions
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Table 1. Adaptability of the vestibular system.
Adaptation: Habituation orSituation	 Recallbratlon
Recovery from motion sickness dur-
	 Long-term habituation
ing a long sea voyage represents ha-
bituation of vertigo-induced nausea(when noxious visual-vestibular con-
flict repeats without consequences)
Time Course	 References
From incidental observations, oc- 	 Ref. 7;
curs within a few days 	 CRef. 3.205
Men rotated sinusoidally for 1 hr each
day for 3 days show no evidence of
response decrement.
Lack of habituation (there is no con-
flict between visual-vestibular input
and no post-rotary effects when oscil-
latory motion is used)
Ref.4
After repeated uni-directional rota-
tion, postrotatory nystagmus, subjec-
tive reaction, and oculogryral illusion
show response decrements
After days in the rotating room with
Coriolis effects every time head is
tilted, subjects still experience nys-
tagmus, dizziness, and nausea; how-
ever, symptoms subside when head
tilt is practiced in a given direction
Room speed has to be increased
very gradually and many head mo-
tions made at each velocity, but there
is adaptation at eventual rotation of
10 rpm
After 6 days of wearing spectacles
that reversed and inverted the visual
scene, the sensation of anomalous
motion of the visual scene disappears
When optical reversal of visual scene
is maintained for 2-27 days, the gain
of the slow phase of nystagmus in-
duced by rotation of the body in the
dark decreases steadily. During the
second week, a nystagmus of re-
versed phase begins to appear and
the gain gradually improves
Thought to be due to central factors
rather than fatigue of sensory adapta-
tion; rate of habituation is higher for
some responses than for others; ha-
bituation is specific to direction induc-
ing it
Suggests active recalibration of
system
After leaving rotating room, subjects
experience an opposite-direction nys-
tagmus when head is tilted in prac-
ticed direction
Recalibration
Results during second week suggest
recalibration
May last up to 1 month	 Ref. 1
Ref. 6
Ref. 2
6 days	 Ref. 5
By end of 7 days was almost zero 	 Refs. 8,9
7-14 days
Normal vision is restored after revers- Nystagmus returns to normal after 	 2 h
ing spectacles have been worn
	 2 hr
Wearing magnifying spectacles (fac-
tor of 2 magnification) Visual stability is regained after4 days; there is also a 70% increase
in the gain of nystagmus
4 days	 Ref. 3
As a short-term effect, when subject
is rotated at constant velocity for
longer than 20 sec, the endolymph
slips in the canal, so that the cupula
returns to normal relation with canal.
There is a reverse effect for decelera-
tion. However, when acceleration is
continued, vestibular input weakens
but rapidly recovers when accelera-
tion stops
Cessation of velocity stimulus; neural
adaptation at peripheral and possibly
control levels for acceleration
20 sec for return to normal during
constant-velocity rotation; accel-
eration effect occurs within sec-
onds during any period of
continued constant acceleration
and recovers within seconds or, at
most, minutes after acceleration
stops
CRef. 3.203
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3.210 Vestibular Illusions
Aubert effect; constant acceleration; Coriolis effects; eleva-
tor illusion; illusory tilt; inversion illusion; linear accelera-
tion; Muller effect; oculogravic illusion; otolith organs;
semicircular canals; spatial disorientation; vestibular illu-
sions; vestibular system; visual-vestibular interaction
General Description 	 thus there is an illusory perception of the position or mo-
tion of the body; and (b) some motions cause visual
The vestibular system consists of the otolith organs 	 illusions.(the utricle and saccule) and the semicircular canals 	 The table lists those illusions caused by otolith stimula-
(CRef. 3.201). Although there is some overlap in function, 	 tion and those caused by canal stimulation, describes the il-
in general the otoliths detect linear acceleration and the 	 lusion, explains the cause or inducing condition, and lists
canals detect angular acceleration. Certain dynamics of	 entries or sources where more information is available.
the system (CRefs. 3.202, 3.203) lead to illusions of two
general kinds: (a) some motions are misunderstood, and
Constraints
• The position illusions do not generally occur unless there
is an absence of visual cues.
• A small percentage of the normal population does not ex-
perience some of these illusions.
Key References	 (Eds.), Handbook ofperception
and human performance: Vol.!.
1. Howard, I. P. (1986). The per- 	 Sensory processes and perception.
ception of posture, self motion, and New York: Wiley.
the visual vertical. In K. R. Boff,
L. Kaufman, &J. P. Thomas
Cross References	 3.201 The vestibular system; 	 3.204 Synergism of body rotation 	 5.802 Illusory spatial
3.202 Dynamics of the otolith 	 and head tilt; 	 displacements;1.652 Orientation-selective effects organs;	 5.607 Factors affecting target 	 5.804 Body tilt: effects on per-
on contrast sensitivity;	 localization;	 ceived target orientation (the3.203 Dynamics of the semicircu- 	 Aubert and MUller Effects);1.923 Factors influencing duration	 lar canals;	 5.705 Visual factors influencing
of postrotary nystagmus; 	 postural stability;	 6.304 Role of reference frames in
1.957 Factors affecting countertor- 	 5.708 Illusory self-inclination; 	 perception
sion of the eyes;
Table 1. Illusory sensations associated with stimulation of the vestibular system. (Adapted from Ref. I)
Name Description Cause/inducing Condition Reference
Stimulation of Otollths
Illusory lilt
	
Linear acceleration is interpreted as 	 A shear force acting on the otolith maculae	 Ref. 1
tilt of the body	 caused by linear acceleration is ambigu-
ously interpreted as the shear force caused
by tilt in the absence of visual cues for
disambiguation
Unperceived tilt 	 Subject with body aligned with gravi- 	 The otohth maculae are normal to the gravi-
toinertial force fails to perceive tilt of 	 toinertial force caused by a banking plane,
vehicle	 and in the absence of visual cues to disam-
biguate, this is interpreted as the normal
upright
Inversion illusion
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In zero gravity conditions (or in a
	
The upside-down position is that in which 	 Ref. 1
prone position) a person may feel up-	 discharge from the utricles is lowest, so the
side down	 absence of gravity and low utricle discharge
are misinterpreted
Bolt, K. ft. & tAwokt J. a Engineering Data Compendium: Human
Perception and Per!ormance. MMRL, Wright-PattersonAFB, OH, 1988.
Negative: deceleration causes sen-
sations of turning and falling in the
opposite direction to the prolonged
rotation
Positive: sensation of moving in same
direction as the original induced pro-
longed rotation occurs after negative
(anti-phase) sensation subsides
Postrotatory sensations
Adaptation to constant
acceleration
Sensation that velocity is not
increasing
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Name	 Description	 Cause/Inducing Condition	 Reference
Coriolis effects	 A linear motion toward or away from	 In a centrifuge, linear movement and rotary
the center of rotation of a rotating ye-	 motion are not perceived, but are combined
hide causes tangential displacement	 into one illusory percept
of gravitoinertial force
Oculogravic illusions 	 Motions that change the magnitude 	 After prolonged rotation in centrifuge in the 	 Ref. 1
and direction of gravitoinertial force 	 dark, when the gravitoinertial force has been
are experienced as the apparent dis-
	 changed in direction and magnitude without
placement of visual objects	 the sensation of rotation, the force on the
otolith organs is interpreted as normalgrav-
ity so that visual objects are interpreted as
displaced
Elevator illusion	 Change in the magnitude of gravito-
inertial forceproduces the apparent
elevation or depression of visual
objects
Muller effect	 When the body (or head) is tilted
slightly to the left or right in the dark, a
vertical or horizontal line appears to
tilt in the same direction as body tilt
This is one cause of an oculogravic illusion	 Ref. 1
in which only the magnitude of the force on
the otoliths causes objects to appear to be
higher or lower
Degree of body (or head) tilt must be be-
	
GRef. 5.802
tween 20 and 60 del 	upright with no
visible cues to establish truly vertical
Aubert effect
Stimulation of Canals
When the body (or head) is tilted far 	 Degree of body (or head) tilt must be be-
to the left or right in the dark, a verti- 	 tween 70 and 90 del 	upright with no
cal or horizontal line appears to tilt in	 visible cues to establish truly vertical
the opposite direction to the body tilt
CRef. 5.802
Ref. 1Unperceived constant velocity	 Rotation of constant velocity is unde- 	 After —20 sec of constant velocity, the cu-
tected by the vestibular system	 puts resumes its normal position with re-
spect to its canal
Subject is decelerated after prolonged rota- 	 Ref. 1;
tion has allowed the cupula to return to nor-
	 CRef. 1.923
mal position
Inertial force of endolymph causes cupula to
deflect in opposite direction at deceleration;
effect lasts —30 sec
Due to recovery from vestibular adaptation,
the in-phase secondary phase has a longer
recovery time of —80 sec, but has been ov-
ershadowed by negative anti-phase
There is a decrease in the effective strength	 Ref. I
of stimulation during a period of maintained
acceleration
Cross-coupling effects 	 Sensation of falling to one side	 If head is tipped forward as body rotates	 CRef. 3.204
(Coriolis)	 about a vertical axis, it causes a sensation
that one is falling sideways
Oculogyral illusions	 Sensation that objects are moving or	 During or after prolonged rotation, the vesti-
	 Ref. 1
displaced with respect to head; pilots 	 bular inputs are interpreted as movements
sometimes report an apparent visual 	 (headcentric) of visual objects, rather than
bending of the artificial horizon after 	 as movements of the head
strong vestibular inputs during rolling
movements
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3.301 Kinesthesia
General Description	 target position established verbally (CRef. 3.309), visu-
ally, or kinesthetically (CRef. 3.31 6), detecting excur-
This section deals with the conscious awareness of the rela-
tive positions and movements of the limbs and body parts,
the sense of effort one experiences with muscle contraction,
and the awareness of the force of a muscle contraction. Ki-
nesthesia refers specifically to those sensations that arise
from sensors located in the limb or part itself: the muscles,
tendons, skin, and the capsules and ligaments of the joints.
The term "kinesthesia" is often used interchangeably with
"proprioception."
The kinesthetic sense is but one means available for the
awareness of the positions and movements of the limbs.
One can use visual and tactile cues, or rely on the accuracy
and dependability of the motor system to place a limb to a
desired position without the need for cues at all. However,
without sensory cues, one could not tell whether an act was
performed as intended. From the perspective of overall per-
formance, it makes little difference what senses a subject
uses to do a task, though knowledge of the mechanisms in-
volved and the effect of different factors, such as vibration,
muscle loading, and fatigue, can assist the designer in antic-
ipating changes in performance under new and unusual cir-
cumstances, such as the weightlessness encountered in
space.
Studies of kinesthesia have dealt mainly with elucidat-
ing underlying neural mechanisms; therefore no body of lit-
erature explores and documents kinesthetic performance to
provide a set of guidelines for the equipment designer.
However, these studies provide the designer insight into the
methodology used to study kinesthesia plus some data about
human performance and factors that can influence the accu-
racy and reliability of kinesthetic perception.
The senses of limb movement, static-position, force de-
veloped by a muscle, and effort are independent senses that
involve different mechanisms although they may involve
the same receptor populations and neural pathways. Static-
position sense derives from the muscle spindle receptors
that measure muscle length and rate of change of length.
Movement sense derives from both the muscle spindle re-
ceptors and receptors in the skin, most of which exhibit only
rate responses with little or no static response. The sense of
muscle force presumably derives from receptors in the mus-
cle tendons that monitor tension. The sense of effort derives
from an internal monitoring of the command signals des-
tined for the muscles and requires no sensory input at all.
The sense of muscle force or tension is subtle and is con-
fused with the much more vivid sense of effort; laboratory
conditions are needed to distinguish these two senses. Simi-
larly, the awareness of static-position is a subtle awareness
that requires careful experimental design to reveal. One
should note that most studies of position sense in the litera-
ture have tested movement sense and not position sense.
Static-Position Sense and Movement Sense: Methods
and Models
• Several methods exist for testing position sense; these
include matching one limb to its opposite member
(CRefs. 3.311, 3.312, 3.314, 3.319), placing a limb at a
sions of a joint using movement speed or amplitude as
variables (CRefs. 3.302, 3.305, 3.307), or estimating the
magnitude of joint excursion (CRef. 3.306). Measurements
of "limb-position sense" (CRef. 3.302) almost always test
some combination of static-position sense and movement
sense. Distinguishing the two senses is difficult
(CRefs. 3.302, 3.319); one cannot move ajoint without
altering its position, and vice versa. Early studies made
little distinction between static-movement sense, and
used the term "position sense" with imprecise meaning;
most studies of "position sense" have measured only
movement sense.
• Static-position sense is distinguished from movement
sense by moving a joint sufficiently slowly (<1 deg/min)
that movement signals from the limb are below threshold
for perception, leaving only true position signals
(CRef. 3.319). Subjects have no sensation of movement
with slow rotations, but they sense changes in alignment.
• Awareness of static-position derives from length recep-
tors in muscles (CRef. 3.322); the lengths of the muscles set
the angles of the joints that determine limb position. Spa-
tially tuned receptors in joints were thought to provide
static-position sense (CRef. 3.322), but this is unlikely.
Receptors in skin (CRef. 3.104) can signal movement of
a joint, but not its static-position (CRef. 3.322).
• A memory for limb-position exists that is accurate and
stable over long time periods (CRefs. 3.317, 3.319). Tasks
that require placing a limb in a previously held position uti-
lize this memory. Whether a similar long duration memory
exists for movement, force, or effort is not known.
Performance Characteristics
• Accuracy of matching position (angle) of one joint to its
opposite varies with the target position. Mean error is great-
est (i.e., there is least accuracy) toward extremes of flexion
or extension, and the error is directed toward the mid-posi-
tion (subject underestimates amount of flexion or exten-
sion). However, matching variability (standard deviation) is
least (i.e., there is greatest precision) near the extremes
(CRef. 3.314). Reproducing a target position with the
shoulder using the finger to point to targets on concentric
rings in front of the subject produces errors between 1.7 and
5.8 cm (with 70 cm radius) (CRef. 3.316). Using a stylus in
one hand to point to a target in the other hand yields smaller
errors (median error 8 mm with active placement of the tar-
get hand, 18 mm with passive placement) (CRef. 3.316).
• Matching accuracy (mean error) varies considerably be-
tween subjects (e.g., between ± 8 deg error for the elbow,
50 subjects) (CRef. 3.314). However, matching precision
(standard deviation) about the perceived mean position var-
ies little between subjects (CRefs. 3.314, 3.319).
• Most tests use a single joint (CRef. 3.302), but when
more joints are involved, subjects perceive the orientation
of the limb more accurately than the angle of a joint
(CRef. 3.313).
• Displacement needed to detect joint movement (e.g.,
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with 70% correct detections) varies with the speed of the
	 ity (intra-modal matching), whether vision or kinesthesis
movement (CRefs. 3.304, 3.305, 3.307). Values range
	 (CRefs. 5.1010, 5.1016). However, for judgment of target
from 0.08-1.4 deg as "thresholds" for detection for various distance (extent of a movement), target presentation in one
joints (CRefs. 3.304, 3.306). However, differences in
	 modality and matching to a perceptually equivalent location
methods (criteria for detection, subject bias, and speed of
	 in another modality (cross-modal matching) is not less ac-
rotation) make it difficult to meaningfully compare these
	 curate than intramodal matching (CRef. 5.1010).
values. In general, subjects detect fractional degree excur-
sions with fast movements (>1 deg/sec), but larger excur-
	
Influence of Muscle Loading
	 -
sions (up to several degrees) are needed as speed decreases
	
• Perceived position of a limb can vary with the amount of
below I deg/sec. The interphalangeal joints of the fingers
	
force exerted by the limb (CRefs. 3.318, 3.320). The de-
require larger and faster excursions (CRefs. 3.304, 3.305,
	
gree of bending of the foot is increasingly underestimated as
3.307).	 the magnitude of the load increases, irrespective of the di-
e Sensitivity to movement is greater with proximal joints 	 rection of the exerted force (CRef. 3.320); however, the ab-
(closer to the torso) than with distal joints (CRef. 3.304),
	
sence of a difference dependent on the direction of the force
though movement sensitivities are similar if one compares
	
may not always hold true.
joints on the basis of changes in muscle length rather than
	
• Humans lack an awareness of the true static-positions of
joint angle (CRef. 3.305). No right versus left side differ- 	 the fingers (the interphalangeal joints) (CRef. 3.318), and,
ences exist; age decreases movement sensitivity 	 under some conditions of loading, perceived position of a
(CRef. 3.304).	 fingerjoint becomes confused with the force exerted by the
• Perception of position and movement of the limbs are in-
	
finger (CRef. 3.318).
fluenced by a variety of factors (CRef. 3.303), summarized
	 Kinesthetic Aftereffectsin the followin2 naraarauhs.
Influence of Target Location and Direction of Movement
Accuracy of reproducing a target location with the arm is
affected by the location of the target, the direction of the
movement, and the distance from the starting position to the
target (CRef. 3.309). When the target is located near the
front of the subject, accuracy is better when the primary
movement is toward the front, and with targets to the side,
accuracy is better with movements toward the side. How-
ever, when the locus of the movements is disregarded to get
an overall view of accuracy, adjustments toward the side
are more accurate than adjustments toward the front
(CRef. 3.309). Movements away from the body yield
smaller percentage errors in placement than movements
toward the body (CRef. 3.309).
Position Sense Accuracy with Active Versus Passive
Movements
• Location of a target position is perceived more accurately
if the subject moves the limb to the target by normal, volun-
tary muscle contraction (active positioning) than if the ex-
perimenter moves the subject's limb (passive positioning)
(CRefs. 3.311, 3.312, 3.319). The movement appears to be
the important variable; actively maintaining a target posi-
tion set passively does not improve accuracy, and passively
maintaining a target position set actively does not worsen
accuracy (CRef. 3.311).
• Speed of the movement to a target position and the length
of time a limb remains at the target before its position is
estimated can affect perception of target location
(CRefs. 3.311, 3.320). With either active or passive move-
ment, the elevation of the target-indicating arm is increas-
ingly underestimated as the arm speed increases and as the
delay increases between positioning the reference arm
and matching with the indicator arm (CRef. 3.311). The de-
gree of flexion (bending) of the foot changes from overesti-
mation to underestimation as the delay increases between
positioning the reference and matching with the indicator
foot (CRef. 3.320).
Cross-Modal Effects
• Judgment of target location is more accurate if both target
presentation and matching are done within the same modal-
* A previously held position of a limb produces a shift in
the perception of a current position in the direction of the
previous position (kinesthetic aftereffect) (CRef. 3.321).
For example, if with the eyes closed, one holds an out-
stretched arm at 11 o'clock for about 10 or 15 sec and then
attempts to position the arm to the horizontal, one finds the
arm positioned a few degrees above the horizontal. The
amount of offset increases with the distance between the
previous and the current positions, and the length of time
the part is held at the previous position (CRef. 3.310).
• Exerting a torque with a limb may alter the perception of
subsequent positions (CRef. 3.3 10), though not all studies
have found this (CRef. 3.308).
Effects of Vibration
• Vibration coupled to a muscle can produce illusions of
movement and of altered position of a stationary limb
(CRefs. 3.314, 3.315). The limb feels like it is moving and
is displaced in a direction that would stretch the vibrated
muscle. Vibration strongly excites length/velocity detectors
in the muscle, simulating an increase in muscle length that
the nervous system interprets as a change in joint angle or
limb position (CRef. 3.314).
• The illusions of limb movement and altered limb position
are independent and experimentally separable simply by
asking the subject to attend either to the movement of the
limb or to its position (CRef. 3.314). The movement illu-
sion can be quite vivid and readily noticed; the illusion of
altered position is not apparent unless one compares per-
ceived position to actual position (CRef. 3.314). Frequency
and mode of application of vibration can selectively en-
hance movement or positional illusion; tensing muscles di-
minishes the illusions (CRef. 3.315).
Heaviness and the Sense of Effort
• Apparent heaviness of a weight increases with fatigue or
weakness of the muscles that do the lifting (CRef. 3.323).
Sense of heaviness derives from an internal monitoring of
command signals destined for the muscles (an internal
"sense of effort") (CRefs. 3.323, 3.324); larger command
signals are needed to lift a weight with weakened muscles
and this is interpreted as an increase in heaviness
(CRef. 3.323).
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3.316 Perception of shoulder (arm)
position;
3.317 Memory for shoulder (arm)
position;
3.318 Perception of finger
displacement;
3.319 Perception of knee position;
3.320 Perception of ankle (foot)
position;
3.321 Kinesthetic aftereffects;
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Ia-
tion of the fingers;
3.325 Perception of effort and
force: effects of muscle vibration
and anesthesia;
5.1010 Cross-modal versus intra-
modal perception of distance and
location;
5.1016 Intermodal and cross-modal
spatial pattern recognition
3.3	 Kinesthesia
• Vibration of muscles can alter apparent heaviness of a 	 increases perceived heaviness (compared to normal) of
weight if vibration sets up reflex contraction of muscles 	 weights lifted by flexion of either digit and decreases heavi-
(tonic vibration reflex). If the reflex assists the lifting mus- 	 ness when lifting is done by extension of the thumb. Electri-
des, the weight appears to be lighter; if it opposes, the 	 cal stimulation of the normal thumb or index finger, during
weight will appear to be heavier (CRef. 3.325).	 anesthesia of the opposing digit, will eliminate the increase
• Numbness of the digits can alter perceived heaviness of 	 in perceived heaviness caused by the numbness
weights lifted with the index finger or thumb muscles tested	 (CRef. 3.324).
(CRef. 3.325). Numbness of either thumb or index finger
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Cross References	 3.307 Detectability of finger 	 3.313 Position matching of elbow	 3.322 Models for the encoding of
movement;	 angle and arm orientation; 	 joint angle;
3.104 1`ypes of cutaneous	 3.308 Perception of head position; 	 3.314 Perception of elbow angle; 	 3.323 Heaviness: effect of ann
mechanoreceptors; 3.309 Accuracy of horizontal arm 	 3.315 Illusory motion of the elbow	 fatigue;
3.302 Measurement of posit on	 positioning: effect of direction and	 with muscle vibration;	 3.324 Heaviness: effects of anes-
sense;angularplacement;	 -.
3.303 Factors affecting sense of
position and movement of body
parts;
3.304 Passive movement detects-
bility for different joints;
3.305 Detectability of passive
movements of finger, elbow, and
shoulder joints;
1306 Detectability of passive rota-
tion of the hip;
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effect of duration and location of a
previously held arm position;
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effect of active versus passive
movement;
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3.3	 Kinesthesia
3.302 Measurement of Position Sense
Key Terms
Active joint movement; joint-movement sense; muscle
sense; passive joint movement; position sense;
proprioception
General Description	 unrestricted space or along a track or other tangible guide.
Perceived target position may be indicated by moving either
Measurement of position sense (orientation of a limb or 	 the limb used in experiencing the target position or the con-
digit) involves presentation of a target (reference) position	 tralateral limb to produce a match. Table I describes sev-
by an experimenter and a response by a subject indicating	 eral alternative methods for presenting the target (or
the perceived position. Visual and other nonkinesthetic cues reference) position; Table 2 summarizes various means by
are eliminated in the presentation and/or response stages. which perceived position can be indicated by the subject.
Limb or digit movement to a target location may occur in
Constraints	 • Movement of a limb may cause gross body movements
that might alter the orientation of the limb relative to the tar-
Because measurement of position sense generally in- 	 get and affect the measurement of position sense for that
volves movement of a limb or digit, it is often difficult to	 limb.
determine if the measurements reflect position sense or
movement sense.
Key References
*l. Clark, F.J.& Hunch, K.W.
(1986). Kinesthesia. In K. R. Buff,
L. Kaufman, & J. F. Thomas
(Eds.), Handbook ofperception
and human performance: Vol. 1.
Sensory processes and perception.
New York: Wiley.
Cross References
3.303 Factors affecting sense of
position and movement of body
parts
FEN
Table 1. Methods of presenting target (reference) position.
Method	 Description
Passive positioning	 Experimenter moves subject's relaxed limb or body
part to target position. Often the limb is supported in an
apparatus designed for transporting the limb
Active positioning	 Subject moves own limb as directed by the experimen-
ter, or until contacting a target stimulus
Visual presentation	 Target is viewed at its spatial position
Verbal presentation	 Target position is verbally specified, using a scale of
reference with which the subject is familiar
Comments
Variables such as movement, velocity, and direction,
can be controlled and quantified when an apparatus is
used for limb transport
Movement variables are less easily controlled or quan-
tified when they are voluntary, but subjects can learn to
move as instructed by the experimenter
It is usually necessary to eliminate from the back-
ground extraneous visual cues that might provide a
basis for judging location
Familiarity with the scale of reference is increased
through practice
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Table 2. Methods for indicating perceived position.
Method	 Description
Passive positioning Subject's relaxed limb or body part is passively trans-
ported by a supporting carrier mechanism. Subject in-
dicates arrival at target position either verbally or by
manipulating carrier controls to terminate movement
Comments
Complete relaxation of the muscles is usually difficult
to achieve without training
Active positioning
Active pointing
Subject moves own limb by stopping at perceived tar-
get location
Subject points index finger to perceived target location
Movement may be restricted, for example, in an at-
tempt to maintain a particular joint angle or to slide a
pointer that moves along a track on which the target
position is located
Scale of reference may be familiar or adapted for use
in experiment
Visual indication	 Scale corresponding to spatial positions or display of
target alternatives is visually presented. Using the
scale or display as a reference, subject indicates per-
ceived target position. Alternatively, subject may ma-
nipulate a control to vary position of visual target
Verbal indication 	 Subject verbally specifies perceived target position
using a scale of reference
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3.323 Heaviness: effect of arm
fatigue;
3,324 Heaviness: effects of anes-
thesia or electrocutaneous stimula-
tion of the fingers;
3.325 Perception of effort and
force: effects of muscle vibration
and anesthesia;
5. 1007 Spatial localization in the
presence of intersensory conflict;
5.1016 Intermodal and cross-modal
spatial pattern recognition;
5.1101 Adaptation of space percep-
tion;
5.1112 Effects of adaptation to
prismatic displacement of the vi-
sual field;
9.204 Blind positioning: effects of
prior target expo&ire
3.3	 Kinesthesia
3.303 Factors Affecting Sense of Position and Movement of
Body Parts
Key Terms	 limb-positioning accuracy; memory for limb position; mus-
cle contraction; muscle fatigue; muscle loading; muscle
Active limb movement; joint position; joint-movement 	 sense; muscle vibration; passive limb movement; position
sense; kinesthetic aftereffects; limb movement; limb posi- 	 sense; skin anesthesia
tion; limb-movement detection; limb-movement velocity;
General Description
Perception of the position and movement of the limbs and
other body parts relies on information from specialized sen-
sory receptors regarding joint angle, and muscle and tendon
tension. The table summarizes factors that affect the sense
of body position and movement.
Constraints
• Interactions may occur among these factors, but such in-
teractions have not generally been studied.
Key References	 (Eds.), Handbook ofperception
and human performance: Vol. 1.
1. Clark, F. J., & Horch, K. W.	 Sensory processes and perception.
(1986). Kinesthesia. In K. R. Boff, 	 New York: Wiley.
L. Kaufman, & J. R Thomas
Cross References	 3.310 Perception of arm position:	 3.318 Perception of finger 	 5.1008 Spatial localization in the
effect of duration and location of a 	 displacement; 	 presence of visual-proprioceptive
3.302 Measurement of position	 previously held arm position;	 3.319 Perception of knee position; 	 conflict: effect of amount of inter-
sense;	 3.311 Perception of am position:	 3.320 Perception of ankle (foot) 	 sensory discrepancy;
3.304 Passive movement detecta-	 effect of active versus passive 	 position;	 5.1010 Cross-modal versus intra-
bility for different joints; 	 movement; 3.321 Kinesthetic aftereffects; 	 modal perception of distance and
3.305 Detectability of passive 	 3.312 Perception of arm position:	 location;
movements of finger, elbow, and 	 effect of active versus passive
shoulderjoints; 	 movement and practice;
3.307 Delectability of finger 	 3.314 Perception of elbow angle;
movement;	 3.315 illusory motion of the elbow
3.308 Perception of head position;	 with muscle vibration;
3.309 Accuracy of horizontal arm 	 3.316 Perception of shoulder (arm)
positioning: effect of direction and	 position;
angular placement;
	 3.317 Memory for shoulder (arm)
position;
Factor	 Effect on Sense of Position and Movement
Limb or joint position	 Accuracy in estimating the position of a limb or joint varies with position
Accuracy decreases toward extreme positions of a joint, with errors
directed toward mid-positions of the joint (e.g., 90 0 for the elbow, arm
horizontal for the shoulder)
Limb or joint moved	 Sensitivity to movement is greater for joints closer to the trunk (proximal
joints) than for joints further away from the torso (distal)
References
CRefs. 3.309, 3.316
GRef. 3.304
Sensory modality used in 	 Accuracy in reproducing a target limb or joint described verbally is much 	 CRefs. 5.1010, 51016
presenting and estimating limb 	 poorer than accuracy in matching limb to a position experienced earlier
or joint position	 For active positioning movement, position is judged more accurately
when the same modality (vision or kinesthesia) is used to present the
target position and to indicate perceived location (intramodal matching)
than when one modality is used to establish the target position and
another modality is used to judge perceived location (cross-modal match-
ing): cross-modal judgments are superior for passive movement
Visual pattern recognition is better for patterns presented visually than
for patterns presented kinesthetically (by tracing)
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Factor	 Effect on Sense of Position and Movement	 References
Passive versus active movement	 Position judgments based on active movement are more accurate than 	 CRefs. 3.311, 3312,
those based on passive movement 	 3.319, 5.1010
Cross-modal position judgments are more accurate for passive
movement
Distance of movement 	 In making positioning movements to a given target location, short
distances are overestimated and long distances underestimated
Relative error decreases and variability increases with increasing
distance of positioning movement
Direction of movement	 Positioning movements to the side of the body are more accurate than
movements to the front of the body
CRef. 9.204
CRef. 3.309
between presenting and
g limb or joint position
ing from memory)
Movements toward an extreme position (straight ahead or straight out to
the side) are more accurate than movements away from an extreme
position
Error is greatest and variability least for matching joint angles at extreme 	 CHefs. 3.314, 3.324
flexion or extension
Movements of a joint are easier to detect if the muscles that move thejoint are contracted slightly rather than relaxed
Detectability of movement increases with increasing movement velocity. 	 CHefs. 3.305, 3.307,
As the velocity of arm positioning movements increases, arm elevation 	 3.311
becomes increasingly underestimated
Accuracy in estimating shoulder position is reduced and variability is in- 	 CRefs. 3311, 3317,
creased with increasing delays, but only to a small to moderate extent 	 3.320
even over a 24-hour interval
Increasing delay changes judgment of foot flexion or arm position from
overestimation to underestimation
Muscle contraction (flexion/
extension)
Velocity of movement
Duration of holding position 	 The longer a starting position is held, the more position is overestimated
	 CHefs. 3.308, aaio,(aftereffects) 	 when the arm is moved a short distance to a second location, but not 	 3.321
when the arm is moved a long distance
Perceived head or arm position is shifted in the direction of a previously
held position
Vibration	 Application of vibration to muscle of a limb produces the illusion of limb	 CHefs. 3.314, 3.315
movement and of altered limb position
Application of vibration causes reflex muscle contraction
Vibration increases error in estimating an exerted force and in matching
an applied force
Load on muscle
Muscle fatigue
Anesthesia
Load affects judgment of foot flexion 	 CRefs. 3318, 3.320
Judged position is in the direction of an isometric force exerted against
an imposed load
Judged heaviness increases with increasing muscle fatigue 	 CHef. 3.323
Anesthesia of the skin of the thumb alters perceived heaviness when 	 CHefs. 3324, 3.325judging weights lifted with the thumb. Weights lifted by flexion of the
thumb are perceived as heavier, and those lifted by extension of the
thumb as lighter
There is no alteration by anesthesia when weights are lifted by the elbow
using the muscles of the thumb only to maintain the thumb in a fixed
position
Anesthesia of the skin of the fingers increases error in estimating ex-
erted force or matching an applied force using the finger muscles
Electrical stimulation	 Electrical stimulation of the index finger decreases perceived heaviness
	 CHef. 3.324
of a weight lifted by the thumb; stimulation of the thumb decreases
perceived heaviness of a weight lifted by the index finger
Distortion of the visual scene 	 Prolonged exposure to visual distortion (such as produced by wedge	 CHefs, 5.1101, 5.1112
prisms and other optical devices) can lead to changes in the felt position
of body parts
Discrepancy between visual and	 Under special conditions where visual information about the environ- 	 CHefs. 5.1007, 5.1008
kinesthetic senses
	 ment contradicts information from the position or joint-movement sense(kinesthesia), the felt position of body parts may be altered
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3.304 Passive Movement Detectability for Different Joints
Ankle rotation; arm movement; elbow movement; elbow
rotation; finger joint; finger movement; foot movement;
hand movement; hip joint; hip rotation; joint-movement de-
tection; joint-movement sense; joint-movement velocity;
knee joint; knee rotation; leg movement; passive joint
movement; shoulder joint; shoulder rotation; toe movement;
wrist joint; wrist rotation
General Description 	 compare movement delectability measurements for the
elbow joint and for several other joints, respectively, ob-
The smallest passive (externally imposed) movement of a 	 tamed by studies using different criteria of delectability, dif-joint which subjects can detect varies for different joints of 	 ferent methods of moving the joint, and different rates of
the body. Table 1 compares delectability for forelimb and 	 joint movement.
leg joints as a function of the subject's age. Tables 2 and 3
Test Conditions
• Data in Table I based on passive
movements of 10 deg/min
• Studies in Table 2 used velocities
of 0.08-1.4 deg/sec for movement
of elbow joint
• Velocities of 0.15-5.0 deg/sec
used to passively move joints tested
in the studies in Table 3
• No visual feedback was present
Experimental Procedure
• Method of constant stimuli
(Table I); various methods for
footnotes to table)
• Independent variables: age
(Table 1), joint moved, velocity of
movement
• Dependent variable: detectability
of joint movement
• Subject's task: indicate whether
joint moved; specifying direction
of movement required in some
studies
• For Table 1,40 subjects,
17-35 yr. and 20 subjects, 50-85 yr
Experimental Results	 Variability
• Delectability of joint movement varies with the joint 	 Delectability on the two sides of the body is essentially the
moved, the method used to move the joint, and the method	 same. Older age group (Table 1) made a higher percentage
of defining detectability,	 of errors in judging the direction of passive movement than
• Proximal joints (those closest to the torso) appear to be 	 did younger age group. Errors were related to training and
more sensitive to movement than distal joints (those farther 	 capacity for detailed observation.
away from torso).
Constraints
• Delectability of joint movement depends on both the
speed and the amplitude of the excursion (CRef. 3,305).
Table 1. Minimum joint displacement detected by subjects of two age groups.
(From Ret. 7)
Modal Threshold Displacement (deg)
Joint
Shoulder
Elbow
Wrist
First MCP
Second MCP
Third MCP
Fourth MCP
Fifth MCP
Hip
Knee
Ankle
First MTP
Under 40 yrs of age	 Over 50 yrs of age
Up	 Down	 Up	 Down
0.4	 0.3	 0.5	 0.5
0.4	 0.4	 0.5	 0.7
03	 0.5	 0.5	 0.5
0.5	 0.6	 0.5	 0.5
0.5	 0.5	 015	 0.5
0.4	 04	 0.6	 0.5
0.4	 0.5	 0.6	 0.6
0.5	 0.7	 0.5	 0.5
0.2	 0.2	 0.4	 0.5
03	 03	 0.5	 0.6
03	 03	 015	 0.6
0.7	 0.7	 not done
MCP = metacarpophalangeal (finger joint)
Ml'? = metatarsophalangeat (toe joint)
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Table 2. Smallest detectable angular movement of elbow joint: comparison of
results from different investigations. (From Ref. 3)
Number of
References	 Subjects
Ref.4	 1
Ref.8	 3
Ref. 10
	 7
Ref. 7	 60
Ref.3	 4
Range of
Speeds(deglsec)
0.7-1.4
0.33
0.08-0.56
0.16
0.10-0.25
Range of
Thresholds
(deg)
0.40.0.76*
0.43-0.89
020280b
0.80-1.8V
'Threshold defined as value"just perceived for at least half the trials
bThreshold defined as average value of displacement where subjects perceived movement
°Threshold defined as displacement value for which direction of movement identified correctly on 80% of trials
Key References
1. Browne, K., Lee, J., & Ring,
P. A. (1954). The sensation of pas-
sive movement at the metatarso-
phalangeal joint of the great toe in
man. Journal of Physiology. 126,
448458.
2. Clark, F. 1., &Horch, K. W.
(1986). Kinesthesia. In K. R. Boff,
L. Kaufman, & J. R Thomas
(Eds.), Handbook ofperception
and human performance: Vol. 1.
Sensory processes and perception.
New York: Wiley.
3. Cleghom, T. E., & Darcus,
H. D. (1952). The sensibility to
passive movement of the human
elbow joint. Quarterly Journal of
Experimental Psychology, 4,
66-77.
4. Goldscheider, A. (1889). Unter-
suchungen fiber den Muskelsinn.
ArchivfurAnatomie and Physiolo-
gie, 3, 369-502.
5. Grigg, P., Finerman, C. A., &
Riley, L. H. (1973). Joint-position
sense after total hip replacement.
Journal of Bone and Joint Surgery,
1016-1025.
6. Kokinen, E., Bossemeyer,
R. W., & Williams, W. J. (1977).
Quantitation of motion perception
in the digits: A psychophysical
study of normal human subjects.
Annals ofNeurology. 2, 279-284.
7. Laidlaw, R. W., & Hamilton,
M. A. (1937). Astudy of thresh-
olds in apperception of passive
movement among normal control
subjects. Bulletin of the Neurologi-
cal Institute ofNew York, 6,
268-273.
8. Pillsbury, W. B. (1901). Does
the sensation of movement origi-
nate in the muscle? American Jour-
nal ofPsychology, 12, 346-353.
9. Provins, K. A. (1958). The ef-
feet of peripheral nerve block on
the appreciation and execution of
finger movements. Journal of
Physiology, 143,55-67.
10.Winter, J. E. (1912). The sen-
sation of movement. Psychological
Review, 19, 374-385.
Cross References	 3.306 Delectability of passive rota-
tion of the hip;
3.305 Delectability of passive 	 Handbook ofperception andmovements of finger, elbow, and	 human performance, Ch. 13,shoulderjoints;	 Sect. 2.1
Table 3. Smallest detectable angular movement of several joints. (From Ref. 2)
Joint
Hip (Ref. 5)
Second MCP (Ref. 9)
Second and fifth MCP
and first MTP (Ref. 6)
First MTP (Ref. 1)
Number of
Subjects
2
7
12
14
82
Velocity
(deglsec)
0.15
0.6
0.63
0.5'
5.0
1&2
Average
Threshold (deg)
0.22*
6.69
6.100
4.20°
0.8-1.0
0.4-0.6
4.44
Method of constant stimuli (constant amplitude displacement)
"Joint moved passively at constant rate; subjects indicated when they experienced definite sensation of movement
°Finger relaxed
dwith voluntary flexion (20.50 g force)
With voluntary extension (20-50 g force)
Sinusoidal rotation of joint with slowly increasing amplitude until subject perceived movement, then amplitude
decreased until sensation disappeared; threshold defined as amplitude halfway between these two values.
MCP = metacarpophalangeal (finger joint)
MTP metatarsophalangeal (toe joint)
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3.305 Detectability of Passive Movements of Finger, Elbow, and
Shoulder Joints
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Figural. Mean amplitude of displacement necessary for
70% correct Identification of direction of passive move-
ment of Joints. Movements were randomly mixed flexions
and extensions, with angular velocities as shown by the
x-axis. (From Ref. 2)
Key Terms
Arm movement; elbow movement; elbow rotation; finger
joint; finger movement; joint-movement detection; joint-
movement velocity; limb-movement detection; passive joint
movement; shoulder joint; shoulder rotation
Figure 2. Data from Fig. 1 converted to the linear displace-
ments and velocities (log scale) occurring at the fingertip
as each of the test joints Is rotated. (From Ref. 2)
General Description	 the elbow and shoulder is superior to performance at the fin-
ger (Fig. 1). However, when assessed in terms of linear dis-
The ability to detect passive (imposed) excursions of a joint 	 placement and linear velocity of the fingertip, the order of
increases with both the amplitude of the excursion and an- 	 performance abilities is reversed (Fig. 2). Detection perfor-
gular velocity. An excursion too small for reliable detection mance is similar for elbow and finger joints when measured
at a particular velocity may become easily detected at a 	 as a function of the proportional changes in the length of the
higher velocity. When expressed in terms of angular dis- 	 muscles operating these joints (Fig. 3).
placement and angular velocity, detection performance at
Methods	 moved at 1.25-160 deg/sec, elbow	 Experimental Procedure 	 proportional change in length ofjoint at 0.156-80 deg/sec, and	
• Method of constant stimuli. 	 muscles
Test Conditions	 shoulderjoint at 0.125-64 deg/sec	 • Independent variables: velocity 	 • Dependent variable: displace-ment required for 70% correct de-
. Movements executed in	 of movement, measured as angularForearm positioned in apparatus 	 0.	
0.1-I .0-deg increments for
25-I .0-deg increments for 	 tion of direction of movementthat passively moved joint to 	 finger,	 movement at joint (angular veloc-	 •
tec
Subject's task: indicate perceived
tested; movement was shielded	 elbow and shoulder 	 ity), linear movement at fingertip
	
direction of movement
from subject's view	
• Ten flexions and tell 	 (linear velocity), and velocity of 	 • 10 subjects
• Terminal joint of middle finger	 for each condition
79B	 Boff, K. R., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Pertormance. PAMRL Wñght-PattorsonAFB, OH, 1908.
• = Brachialis
£Biceps song head)
• = Biceps (short head)
* = Brachioradiolls
• =Triceps (long head)
*=Triceps  (medial head)
*=Triceps  (loteral head)
o = Flexor digilorum profundus
o = Extensor digitorum
I
o	 0
it
0
t 0
0
;;
.53
St
a...
C ascc£
U
0.9
0.8
0.7
0.6
0.5
0,4
0.3
0.2
0.1
Acquisition of Information by Other Senses	 3.0
Experimental Results
• Delectability of angular rotation imposed upon the elbow,
shoulder, or fingerjoint increases with an increase in the ve-
locity of movement.
• When delectability is measured in terms of the angular
movement of the joint (Fig. 1), the elbow and shoulder are
superior to the finger (paired t test, p C 0.001). However,
this pattern reverses when delectability is measured in terms
of linear displacement of the fingertip (Fig. 2).
• Delectability of proportional changes in the length of
joint muscles is similar at the elbow and finger (Fig. 3).
Variability
Bars in Figs. 1 and 2 represent standard errors of the means,
based on a random set of ten flexions and ten extensions.
Frequency of false positions (movement detected, direction
incorrect) was <5%.
Repeatability/Comparison with Other Studies
The results are consistent with the widely cited findings of
Goldscheider (Ref. I), where proprioceptive acuity, ex-
pressed as angular rotation needed for detection, is greater
at more proximal joints (joints closer to the torso).
Velocity
(percent change In test lengthlsecond)
Constraints
• Delectability of active movement is likely to be different
from the delectability reported here for passive movement
of the joints.
• Movement per se can be detected before the direction of
movement is known.
Key References	 *2. Hall, L. A., & McCloskey,
D. 1. (1983). Detections of move-
1. Goldscheider, A. (1889). Unter- menu imposed on finger, elbow
suchungen fiber den Muskelsinn 	 and shoulderjoints. Journal of
(Examination of the muscle sense). Physiology, 335, 519-533.
ArchivfurAnatomie undPhysiolo-
gie. 3,369-502.
Cross References
3.304 Passive movement detecta-
bility for dilferentjoints;
3.307 Delectability of finger
movement;
Handbook ofperception and
human performance, Ch. 13,
Sect. 2.!
Figure 3. Data for the elbow and finger joints in Fig. 1 con-
veiled to percentage changes In the lengths of fascicles in
Individual muscles. Conversion of data was done by mea-
suring the median length of Individual muscle fascicles in
each muscle and the alteration in those lengths per degree
of angular rotation. Data are given as the percentage
change of test length of fascicles as a function of the veloc-
ity of such changes (log scale). (From Ref. 2)
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3.306 Detectability of Passive Rotation of the Hip
Stimulus Magnitude (degrees)
Figural. Perceived magnitude of hip movement as a func-
tion of actual rotation amplitude. Results are for a patient
who had one normal hip and one hip which had undergone
surgery. Data presented for normal hip only. Subject as-
signed a value to each rotation amplitude based on its ap-
parent magnitude in relation to a reference rotation of
1.5 deg which was assigned the value "15" (Ref. 1).
Key Terms
Hip joint; hip rotation; joint-movement detection; joint-
movement sense; kinesthetic sensation magnitude; leg
movement; limb-movement detection; passive joint
movement
General Description
The smallest detectable passive (externally imposed) rota-
tion of the hip is 0.66 deg. Estimates of the amplitude of hip
movement correlate highly with the objective amplitude of
movement.
Methods	 assigned the number 15 and sub- 	 • Independent variable: amplitude rations to estimate extent ofjects used this reference to judge	 of hip joint rotation (in degrees) 	 rotation
Test Conditions 	 rotations of 0.5-5 deg in 0.5 deg	 • Dependent variables: threshold, 	 • Ten measurements per threshold
Subjects lay in supine position	 steps and 5-15 deg in 2.5 deg steps 	 defined as just-detectable rotation 	 • Thresholds based on data from
while hipjoint was passively ic 	 • No visual or auditory feedback	 in degrees; perceived magnitude of 10 subjects; magnitude estimations
tated by mechanical movable arm	 was present	 rotation measured in terms of num- based on I subject; all subjects
• For detection thresholds, rota-
	 ben assigned to rotations based on	 were patients who had undergone
tions at a rate of 0.6 deg/sec were 	 Experimental Procedure	 a reference rotation of 7.5 deg =	 unilateral total hip replacements
terminated by subject's use of a cut- • Method of adjustment for thresh- 	 number 15	 2 weeks prior to testing (data pre-
off switch at moment of detection 	 old determinations; method of 	 • Subject's task: employ cut-off 	 sented here for normal hip only; no
• For estimations of movement 	 magnitude estimation for magni- 	 switch to terminate rotation at point further description of subjects was
magnitude, 7.5-deg rotation was 	 tude judgments 	 of detection; assign numbers to to- 	 given)
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Experimental Results
	
Variability
• Mean threshold for detection of passive movement of the
hip joint at displacements of 0.6 deg/sec is 0.66 deg.
• Subjects' estimates of the magnitude of hip joint excur-
sion correlate highly with the objective magnitude of move-
ment (r = 0.844).
Key References
*1. Grigg, P., Finerman, a
Riley, L. H. (1973). Joint-position
sense after total hip replacement.
Journal of Bone and Joint Surgery,
55A, 1016-1025.
Cross References
3.304 Passive movement detecta-
bility for different joints;
Handbook ofperception and
human performance, Ch. 13,
Sect. 4.3
No specific information on variability of threshold judg-
ments or magnitude estimates was given. Data were ob-
tained mainly to compare hip joint movement sense in
normal and operated hip of subjects who had undergone
total hip replacement.
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3.307 Detectability of Finger Movement
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Figural. Mean number of correct judgments of direction of movement of 10-deg dis-
placements at various angular velocities. No distinction Is made between scores obtained
for movements into I lexion and movements Into extension. (a) Data from 12 subjects plot-
ted together (b) data grouped Into velocity ranges (1.0 . 1.9 deg/sec, 2.0-2.9 deg/sec, etc.),
averaged for all subjects and plotted as mean number of correct judgments (± 1 standard
error) In ten trials at each point. (From Ref. 3)
Finger joint; finger movement; joint-movement detection;
joint-movement sense; joint-movement velocity; muscle
sense
General Description
Delectability of finger movement increases with increasing
angular velocity and/or increasing amplitude of the excur-
sion. The ability to detect movement of the finger is greatly
impaired if the contribution of muscle sense is eliminated
and only skin and joint mechanisms are able to signal finger
movement.
Methods	 or disengaged (i.e., muscles either 	 Experimental Procedure	 judgments of movement and
able or unable to move joint)	 o Method of constant stimuli 	 direction)
Test Conditions	 • Terminal joint of middle finger
Fingers were positioned so that 	 mechanically flexed or extended
	 variables: presence 	 • Subject's task: indicate whether
or absence of muscle tension on 	 finger joint was moved and in what
the muscles that move the distal	 10 deg for 1.2 sec at 1-10 deg/see 	 terminal joint of middle finger, an- 	 direction
Interphalangeai (terminal) joint of in 1-deg steps
• No visual feedback 	 gular velocity of movement 	
• Ten trials per flexion; ten trials
middle finger were either engaged 	 • Dependent variable: delectability per extension for each condition
of movement (in number of correct 	 • 12 subjects
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0
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Experimental Results	 Variability
• Detectability of finger displacement with the muscle
sense engaged is superior to detectability in the absence of
the muscle sense.
• Delectability of finger displacement increases with in-
creasing angular velocity of displacement and with increas-
ing amplitude of displacement.
Error bars showing ± I standard error of the mean are based
on the means of 20 judgments (flexion and extension
combined).
Repeatability/Comparison with Other Studies
Similar results have been found in other studies (Refs. I, 2).
Key References	 2. Gandevia, S. C., Hall, L. A., 	 *3, Gandevia, S. C., & Mc-
McCloskey, D. I., & Potter, B. K.
	 Closkey, D. 1. (1976). Joint sense,
1. Clark, F. 3., Burgess, R. C., &
	 (1983). Proprioceptive sensation at
	 muscle sense, and theircombina-
Chapin, J. W. (1983). Humans lack the terminal joint of the middle fin-
	 tion as position sense, measured at
of sense of static-position of the 	 ger. Journal of Physiology, 335,
	 the distal inlerphalangeal joint of
fingers. SociflyforNeuroscience
	 507-517.
	 the middle finger. Journal of Physi-
Abstracts, 9, 1033.	 ology, 260, 387-407.
Cross References
3.318 Perception of finger
displacement;
Handbook ofperception and
human performance, Ch. 13,
Sect. 4.2
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3.308 Perception of Head Position
Key Terms
Head position; kinesthetic adaptation; kinesthetic after-
effects; position sense; postural persistence
General Description
If the head is rotated to one side for a fixed period, an at-
tempt to restore the head to its normal (straight ahead) posi-
tion results in a bias in head position in the direction of the
prior rotation. This effect does not occur if the head is kept
straight ahead while straining against a force that tries to ro-
tate it to the side.
Methods	 • Test conditions involved return- 	 • Subject satin darkness during all	 perceived bead position, measureding the head to perceived straight-	 tests	 as the difference between position
Test Conditions	 ahead position from any of six	 of head or hands when set to per-
10-min adaptation pen o'is con- 	 starting positions (12, 24, and 	 Experimental Procedure 	 ceived straight ahead before and
sisted of keeping the head at a fixed 36 deg to right and left of center), 	 • Method of adjustment	 after adaptation to head rotation
rotation of 24 deg to the right or 	 or moving pointer with index fin-	 • Independent variable: head rota- 	
• Subject's task: position head to
maintaining a straight-ahead posi- 	 gers to position directly in front 	 tion condition (rotated, not rotated, 	 normal straight ahead position or
or opposing a force)	 point to location directly ahead oftion while straining against a 94-g 	 of the nose for head rotations of
force to the left 	 0 or 24 deg to left or right 	 • Dependent variables: shift in 	
the nose
• 12 subjects
Experimental Results	 Variability
• After the head is held rotated to one side for a period of
time, the perceived position of the head is shifted in the di-
rection of the previously maintained head rotation. This ef-
fect is reduced if the head is rotated in a direction opposite
that during adaptation just prior to testing.
• The perceived position of the head is not affected by
straining against a force to one side.
Constraints
• Shift in perceived head position following prolonged
head rotation will be manifested only if subject is tested in
the absence of vision (blindfolded or in the dark).
Ninety-five percent confidence limits are given in the table.
Repeatability/Comparison with Other Studies
Similar results have been found for arm position (Ref. 2).
Reference 3 found that arm muscle strain likewise had no
effect on pointing accuracy.
Tablet. Mean error In Judging position of head after adaption to head rotation.
(From Ref. 4)
Adaptation
Condition
Head rotated 24
deg to right
Head held straight
ahead, strained to left
Head held straight
ahead, relaxed
(control condition)
Test
Head to	 Fingers to Head at
Straight Ahead +24 deg 	 0 deg	 -24 deg
+59 ± 1.3*	 -6.2 ± 1 . 6*	 -6.8 ± 1.6*	 3.4 ± 1.0*
+0.9 ± 2.1	 -0.4 ± 1.2	 -1.0 ± 15	 -0.3 ± 1.7
—0.01 ± 1.1	 +0.8 ± 0.8	 +0.4 ± 1.1	 —0.5 ± 1.8
* Significant atp <0.001 (two-tailed I test).
Note: Values represent differences (in degrees) between means judged position (± 95% confidence inter-
vals) before and after prolonged head rotation to right; positive values indicate shifts to the right.
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Key References
I. Clark, F. I., & Horch, K. W.
(1986). Kinesthesia. In K. R. Buff,
L. Kaufman, &J. R Thomas
(Eds.), Handbook ofperception
and human performance: Vol.!.
Sensory processes and perception.
New York: Wiley.
2. Craske, B., & Crawshaw, M.
(1974). Differential errors of kines-
thesis produced by previous limb
position. Journal ofMotor Behav-
ior, 6,273-278.
Acquisition of Information
3. Heide, J., & Molbech, S.
(1973). Influence of after-move-
ment on muscle memory following
isometric muscle contraction.
Ergonomics, 16, 787-796.
by Other Senses	 3.0
*4 Howard, IF., &Anstis, T.
(1974). Muscular and joint-recep-
tor components in postural persist-
ence. Journal ofExperimental
Psychology, 103, 167-170.
Cross References	 fect of duration and location of a
previously held arm position;
3.302 Measurement of position	 Handbook ofperception and
sense;	 human performance, Ch. 13,
3.3 10 Perception ann position: ef- 	 Sect. 2.2
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3.309 Accuracy of Horizontal Arm Positioning: Effect of
Direction and Angular Placement
Key Terms
Arm position; arm-positioning accuracy; direction of limb
movement; position sense; shoulder joint; shoulder rotation
General Description
When subjects must move the outstretched arm in a hori-
zontal plane to a location 10 deg from a starting point, posi-
tioning accuracy is greater for movements toward the side
than toward the front. Placement is more accurate when the
arm is moved toward, rather than away from, an extreme
position (straight ahead or straight out to the side).
Methods	 • Independent variables: angularposition of starting point; direction
Test Conditions	 of required movementRight arm maintained at shoulder • Dependent variables: positioning
accuracy, measured in terms ofheight and moved horizontally into constant error (degrees) and stan-
starting positions between 0 deg 	 daril deviation of mean error; sub-(straight ahead) and 90 deg(straight out to the right); ten start-	 was informed of accuracy ofjudgments after each trialing positions varied in 10-deg 
• Subject's task: move arm into aincrements 
• Subject was told angular position position either 10 deg greater or
of starting point (in degrees) and 	 less than the angular position of the
was then required to move ann to a	 starting point
• 20 trials per starting point;position subjectively 10 deg greater 
or less than starting point	 20 practice trials and 20 test trialsper
• No visual feedback was present 	 day for 20 days12 subjects
Experimental Procedure
• Method of adjustment
Experimental Results
• The outstretched arm can be more accurately placed at
horizontal target positions requiring movements toward the
side of the body than toward the front.
• Accuracy in making a 10-deg arm movement is greater
when the arm is moved toward an extreme position (directly
ahead or straight out to the side) rather than away from an
extreme position.
Variability
Practice resulted in less variability, but did not affect the di-
rection of movement or mean extent of errors. Standard de-
viations of positioning error are shown in Fig. lb.
Repeatability/Comparison with Other Studies
Similar results have been reported in Ref. 1, which also
showed that movements away from the body result in
smaller percentage errors in placement than movements
toward the body.
Constraints
• The results might better be interpreted as reflecting the
ability to produce a constant 10-deg displacement from dif-
ferent starting points than the ability to locate particular an-
gular positions.
Figural. Accuracy of Judging 10-dog arm movement as a
function of final target position and direction of movement
measured as (a) constant error and (b) standard deviation.
Straight ahead = 0 deg, straight out to right side = 90 deg.
Target position is the position to which arm was to arrive
after 10 deg movement. Constant error Is the average
amount by which the arm movement exceeded (positive
values) or fell below (negative values) the target value of
10 deg Standard deviation indicates the dispersion of the
errors about the mean error. (From Handbook of perception
and human pertormance, based on data from Ref. 2)
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Key References	 tent. American Journal of Psycho!- horizontal place as influenced by
ogy. 61, 167-182.	 the direction and locus of the pri-
1.Brown, J. S., Knauft, E. 	 &	 *2 Caldwell, L. S. (1956). The ac-	 tryndstemovement (Rep.
Rosenbaum, G. (1948). The accu-	 curacy of constant angular dis-	 No. 233, pp. 1-16). Fort Knox,
racy of positioning reactions as a	 placement of the arm in the	 KY: Army Medical Research
function of their direction and ex- 	 Laboratory.
Cross References	 9.204 Blinder positioning: effects
of prior target exposure;
3.310 Perception of ann position:	 Handbook ofperception and
effect of duration and location of a	 human performance, Ch. 13,previously held arm position, 	 Sect. 2.2
3.316 Perception of shoulder (arm)
position;
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3.310 Perception of Arm Position: Effect of Duration and
Location of a Previously Held Arm Position
.5
•1
Ce
—t
to
0 IL
to
40 deg starling position
starling position
Exposure Time (seconds)
Figural. Mean error in judged position of the arm as a
function of exposure duration for starting positions of
25 and 40 dog to right of midline (1 deg equals --12.25 mm
at arm's length). (Adapted from Ref. 2)
Key Terms
Arm position; kinesthetic adaptation; kinesthetic after-
effects; position sense; shoulder joint; shoulder rotation
General Description 	 distance between the first and second positions increases. At
short distances, the effect also increases with the time the
When the arm is held motionless in one position for several 	 arm is held in the starting position.
seconds, then moved to a second position in the horizontal 	 Errors are slightly less with active positioning (self-
plane, the arm feels farther away from the starting position 	 movements) than with passive positioning of the arm.
than it actually is. The aftereffect (error) increases as the
Methods	 • Arm held in starting position for 	 Experimental Procedure 	 tion in reference to values on a visi-
3 or 30 sec before moving left to 	
• Independent variables: radial 	 ble scale
Test Conditions 	 one of ten test Positions centered 	 distance between starting and to t -• Tenjudgments per starting posi-tion (25 and 40 deg) per exposureabout midline and separated by
	 positions, duration for which art- 	 time (3 and 30 see)
•
• Right aim horizontally posi- 	 stdeg	 ing position held	
• Each subject performed all taskstioned in a wheeled cradle	 After I-sec pause at this posi- 	
• Dependent variable: judged loca- 	 (40) once; order of presentation
scale to estimate kinethestically	
• Subject
• Subject (with eyes closed) 	 tion, subject opened eyes to read	 tion of arm	
was randomizedmoved ann from the midline divid-	
's task: indicate Position
	
• 16 subjects, trained to move arming body into right and left halves 	 perceived arm position (am hidden (unseen) arm by estimating loca- 	 57to a starting position 25 or 40 deg 	 from view)
to the right
• When the right arm is held for several seconds in a hori-
zontal position either 40 or 25 deg to the right of the midline
(median plane) of the body, then moved to a second position
closer to the midline, the arm is judged to be farther from
the starting position than it actually is (when tested with
eyes closed).
808
• Error of position judgments is greater for a starting posi-
tion 40 deg from the midline than for a starting position
25 deg away (p C 0.001).
• The duration for which the arm is held at the starting po-
sition has no effect on error when the initial position is
40 deg from the midline; error is greatly increased for
longer duration with a 25-deg starting position.
Bull, K. R., & Lincoln, J. E. Engineering Data Compendium: Human
Perception andPerformance. AAMRL, Wright-Patterson AFB, 01-I, 1988.
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Variability
Errors are means of ten judgments made at the ten test posi-
tions. A three-way analysis of variance was performed on
the 64 means (4 conditions X 16 subjects) to determine
significance.
Repeatability/Comparison with Other Studies
These results are comparable to those of other studies re-
porting kinesthetic aftereffects (CRef. 3.321). Such after-
effects alter perceived location of the limb or apparent
heaviness of body part, and are a consequence of maintain-
ing a limb or body part in a fixed position for some period.
When a target position of an arm is reproduced after
being held against an external force, the arm feels displaced
from the target position in a direction opposite that of the
force exerted by the subject to maintain arm position; this
alteration in perceived position may conflict with other find-
ings (CRef. 3.308).
Key References	 *2. Craske, B., & Crawshaw, M.	 3. Craske, B., & Crawshaw, M.(1974). Differential errors of kines-	 (1975). Shifts in kinethesis through
I. Collins,!. K. (1971). Isolation 	 thesis produced by previous limb	 time and after active and passive
of the muscular component in a	 position. Journal ofMotor Behav-	 movements. Perceptual and Motor
proprioceptive spatial aftereffect,	 joy, 6, 273-278.	 Skills, 40,755-761.
Journal of Experimental Psychol-
ogy, 90,287-299.
Cross References	 3.321 Kinesthetic aftereffects;
33	 Handbook ofperception and02 Measurement of position 	 human performance, Ch. 13,dense;	 Sect. 2.2
3.308 Perception of head position;
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Perception of Arm Position: Effect of Active
Versus Passive Movement
3.311
Key Terms
Active limb movement; arm position; limb-movement ve-
locity; passive limb movement; position sense; shoulder
joint; shoulder rotation
General Description
Judgments of arm elevation, as indicated by the ability to
match the vertical position of one hand to the apparent verti-
cal position of the other (with eyes closed) is more accurate
when the reference arm is moved by the subject's own mus-
cle activity (active movement) than when the limb is posi-
tioned by an experimenter (passive movement). With either
active or passive movement, the elevation of the arm is in-
creasingly underestimated as the delay between elevating
the arm and indicating its perceived position increases.
Methods	 • Independent variables: type of
movement (active or passive) used
Test Conditions	 to place target arm into position,
method of maintaining target posi-
• Index fingers held sliders that 	 tion after the initial placement (ac-
moved along two parallel vertical 	 tive or passive), delay betweentracks
• One hand moved to target posi- 	 positioning reference arm and
tion either by subject (active move- 	 matching apparent position withopposite arm
ment) or by experimenter's	
• Dependent variable: matching
manipulation of a cradle in which 	 error of arms as measured by dif-
arm rested (passive movement) 	 ferenee in elevation (in millime-
• Reference position was main-	 tars) between reference hand andtamed actively (by subject's effort) 	 test hand
or passively (by cradle) 	
• Subject's task: move matching
• After O-l2 sec, other hand arm to a position subjectively equal
moved by subject to subjectively 	 to that of the reference ann
equal position	
• 20 trials per condition (Fig. I);
• Subject's eyes covered through- 	 24 trials per condition (Fig. 2)
out the experiment 	
• 7 subjects (Fig. l);Ssubjects
Experimental Procedure	 (Fig. 2)
• Method of adjustment
SP = Self-positioned
PP = Passively positioned
SM = Self-maintained	
-FPM Passively maintained
E	
*
E
I
0
t
UI
Thai condition
Figural. Median error in matching one arm to perceived
elevation (vertical position) of the other (reference) arm
(measured as vertical distance between Index fingers of
reference and matching hands). Reference arm was placed
and maintained In target position either by active (subject-
Initiated) or by passive (externally Imposed) movement
(From Rot. 1)
Experimental Results	 tween the placement of the arm and judgment of its position
-	 (where nnnarent nosition is indicated b y raising
 the opposite
e Judgment of the elevation (vertical positron) of the arm
(with eyes covered) is more accurate when the arm is ac-
tively positioned by the subject than when moved passively
into place by an apparatus (x2 test, p<0.001).
• Passive versus active maintenance of the arm in its refer-
ence position has little effect on accuracy of position
judgment.
• With active positioning of the arm, the tendency to un-
derestimate position increases with increasing delay be-
arm to an apparent elevation match). With passive position-
ing, this initial overestimation in vertical position changes
to underestimation as delay between positioning and judg-
ment increases.
Variability
Error bars in Figs. I and 2 show interquartile ranges for the
median scores.
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* 1. Paii!ard, J., & Brouchon, M.
(1968). Active and passive move-
ments in the calibration of position
sense. InS.). Freedman (Ed.), Th(
nearopsychology of spatially oH-
entedbehaWor (pp. 37-55). Home-
wood, IL: Dorsey.
*2. Paillard, J., & Brouchon, M.
(1974). A proprioceptive contribu-
tion to the spatial encoding of posi-
tion cues for ballistic movements.
Brain Research, 71, 273-284.
Cross References	 3.312 Perception of arm position: 	 3.319 Perception of knee position;
effect of active versus passive	 Handbook ofperception and3.302 Measurement of position	 movement and practice; 	 hunwn performance, Ch. 13,sense;	 Sect. 2.2
Delay Between Positioning and Judging (seconds)
FIgure 2. Median error in Judging elevation of a target arm by matching its perceived post.
Non with the other arm, as a function of the time Interval between positioning and Judging.
Left panel: Target arm self-positioned and self-maintained in place. Right panel: Target arm
passively positioned and passively maintained in place. Error measured as vertical dis-
tance between index fingers of target and matching hands. (From Ref. 1)
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3.312 Perception of Arm Position: Effect of Active
Versus Passive Movement and Practice
Key Terms
Active limb movement; arm position; learning; passive limb
movement; position sense; practice; shoulder joint; shoulder
rotation
General Description
If the position of one hand is judged by moving the second
hand to a perceptually corresponding position, error is much
greater when the reference hand has been positioned pas-
sively (by the experimenter) rather than actively (by the
subject). As the delay between positioning one hand and es-
timating its position increases, the dispersion (variability) of
the error increases and does not change with practice. For
both active and passive conditions, increasing the speed of
the target positioning movement results in increasing under-
estimation of vertical arm position; slower-than-normal
speeds result in overestimation.
Methods	 Experimental Procedure
Test Conditions	 Study 1
Method of adjustment
Study 1 (Ref. 2)	 • Independent variables: type of
• With head and trunk position	 movement (active or passive) in
fixed, subject's hands moved along	 placing and maintaining arm posi-
two parallel vertical tracks 60 cm in	 tion, day of testing
length at a distance of 60 cut 	 • Dependent variable: error in p0-
9 Index finger of left hand self-po-	 sitioning right arm as measured by
sitioned or passively positioned by
	
difference between right and left
movement of a cradle in which arm	 ann positions (mm)
was fixed	 • Subject's task: move right ann
• Position was self-maintained or 	 along track into a position per-
passively maintained	 ceived as equal to the position of
• Subject actively moved right	 the left arm
hand into perceptually comparable 	 • I trained subject for practice ef-
position after 0-12 sec	 feet; 5 untrained
• For practice effect, 20 trials per 	 Study 2
condition per session, two sessions
per day; otherwise, 24 trials per 	 • Independent variable: speed of
condition	 arm movement
Dependent variable: error in po-
Study 2 (Ref. 3)	 sitioning arm
• Subject held target in left hand	 • Subject's task: touch center of
with index finger at target's center; 	 target with stylus
in right hand, subject held stylus	 • 6 subjects
aligned with index finger
• Target ann moved to meet refer-
encearm at 0. 3, 5,or9.5nVsec
Experimental Results
• Accuracy in positioning one arm to the same elevation
(vertical position) as the other is greatly increased if the ref-
erence arm is self-positioned (actively moved) rather than
moved passively into place (chi-square test, p < 0.001).
• Active versus passive maintenance of arm position has
little effect on positioning accuracy.
• As the delay between positioning one arm and estimating
its position increases, position accuracy decreases progres-
sively. For active positioning, subjects underestimate posi-
tion. For passive positioning, direction of error changes
from an overestimation of arm position (+ 18 mm at zero
—SP,PM
Li-
"+f
HA_^^
(a)
40-	
—SP,SM35
30-
-10 	 J
(b)
Days
Figural. Positioning error of self-positioned (5P) and pas-
sively positioned (PP) conditions for (a) passively main-
tained (PM) and (b) self-maintained ISM) hand positions for
6 days of testing (study 1) (From Ref. 2)
delay) to an underestimation beginning at 2-sec delay
(--6 mm error).
• Positioning accuracy is relatively stable across six days of
testing, showing no effects of practice.
• Figure 2 (Study 2) shows increasing underestimation of
target position with increasing speed of target positioning
movement. Speeds slower than those naturally used result
in overestimation.
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Variability
Bars represent interguartile ranges for means of 40 trials.
Chi-square test was used to assess differences in positioning
accuracy between active and passive movements.
Repeatability/Comparison with Other Studies
Results are consistent with those obtained for active and
passive movements of the leg (Ref. I).
Constraints
• Differences between active and passive movement condi-
tions can be affected by the muscle contractions that the dif-
ferent conditions require.
• Only 1 subject was studied for practice effect.
Key References	 sense. In S. J. Freedman (Ed.). The
neuropsychology of spatially on-
I. Lloyd, A., & Caldwell, L. S.
	 ented behavior (pp. 37-55). Home-(1965). Accuracy of active and
	 wood, IL: Dorsey.
passive positioning of the leg on 	
*3 Paillard, J., & Brouchon, M.the basis of kinesthetic cues. Jour-
	 (1974). A proprioceptive contribu-
nat of Comparative and Physiolog- 	 tion to the spatial encoding of posi-ical Psychology, 60,102-106. 	 tion cues for ballistic movements.
*2. Pailiard, 3., & Brouchon, M.
	 Brain Research, 71, 273-284.(1968). Active and passive move-
ments in the calibration of position
Cross References
3.302 Measurement of position
sense;
3.311 Perception of arm position:
effect of active versus passive
movement;
Handbook ofperception and
human performance, Ch. 13,
Sect. 2.1
I
E
E
• Passive positioning
• = Active positioning
0.3	 5	 OS
Slow	 Medium	 Fast
Speed (meterslsecond)
Figure 2. Mean constant error in judging the elevation of
the reference arm by matching its perceived position with
the other arm, as a function of the speed with which the
hand is moved into the reference position (Study 2). "Me-
dium" speed represents the speed spontaneously adopted
by subjects In performing such a positioning task. (From
Ref. 3)
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3.313 Position Matching of Elbow Angle and Arm Orientation
Key Terms
Arm position; elbow angle; elbow rotation; position sense
General Description
The ability to match the orientation (angle) of one arm by
positioning the second arm to the same orientation (with
eyes closed) is greater when the match is made to the per-
ceived orientation of the limb rather than to the perceived
angle at the elbow.
Methods	 Experimental Procedure
• Method of adjustmentTest Conditions	
• Independent variables: angles of
• Right arm movements were di- 	 flexion at shoulder (Or) or extension
rected toward a 40-x 60-cm panel	 at elbow (4,), type of matching re-
placed parallel to medial plane	 quired (orientation or angle)
(longitudinal plane bisecting body 	 • Dependent variable: positioning
into left and right), to the right of	 error, defined as the difference be-
the subject; required movements 	 tween left and right elbow angles
resulted in 0-60 deg forward	 (4j and 4,) or left and right limb
flexions at shoulder (0,) and	 orientation (4, and 3,)
60-150 deg extensions at elbow	 • Subject's task: move left arm to
(4,,) (Fig. I)
	
position matching perceived angle
• Left ann (matching) movements 	 at right elbow or perceived orients-
conducted with upper arm, vertical 	 tion of right ann
(01 = 0) and eyes closed	 • 6 subjects
Experimental Results
• The accuracy of judging the orientation of the arm is sig-
nificantly greater than the accuracy of judging the angle of
the elbow joint (see "Variability" below).
Variability
The standard deviation of the error was 9.6 deg for match-
ing elbow angles and 6.7 deg for matching limb orientation
(1 test, p <0.005). Data shown for one subject in Fig. 1 are
representative for all subjects tested.
Key References
9. Soechting, I. F. (1982). Does
position sense at the elbow reflect a
sense of elbow joint angle or one of
limb orientation? Brain Research,
248, 392-395.
Cross References	 3.322 Models for the encoding ofjoint angle;
3.302 Measurement of position
sense;
Figural. schematic illustration of angular coordinate
system. Both arms are positioned parallel to the median
plane. Or defines the angle of forward flexion at the shoul-
der and 4, defines the angle of extension at the elbow. The
left arm Is vertical (01 = 0). The angle0 defines the orienta-
tion of the forearm (Pi is Identical to 41). (From Ref. 1)
Repeatability/Comparison with Other Studies
The reported results are unaffected by an inequality in the
load (weight) on the two arms for 3 subjects tested (Ref. 1).
Handbook ofperception and
human performance, Ch. 13,
Sect. 2.2
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Figure 2. Judgment of limb orientation and joint angle. (a) Subject attempted to match ori-
entations of forearms (i.e., to equalize (,, and 13,). Plotted is the angle between the left arm
and the vertical as a function of the angle between the right arm and the vertical. (b) Sub-ject attempted to reproduce the same amount of extension of the elbow (i.e., to equalize 4,g
and Q. Plotted is the angle of the left elbow as a function of the angle of the right elbow.
The different symbols Indicate the range of forward flexion at the right shoulder. Data are
for one subject. (From Ref. 1)
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3.314 Perception of Elbow Angle
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Figural. Error in position-
lng matching arm as a func-
lion of the elbow angle of
reference (target) arm sub-
ject is attempting to match.
(From Ref. 4)
Key Terms
Arm position; elbow angle; elbow rotation; muscle loading;
muscle vibration; position sense
General Description 	 extension target angles, but variability is least at the ex-
treme positions. Loading and/or vibrating the arm muscles
Subjects vary considerably in sensing the angle of the	 gives rise to positional illusions in which the angle of the
elbow, as measured by the ability to position one arm to the	 elbow is misperceived.
same angle as the other arm (with eyes covered). Mean
error in position matching is greatest at extreme flexion and
Applications
Designs in which operators move the elbow joint against a
load and/or with vibration of the arm.
Methods	 applied to biceps muscle of arm; 	 Experimental Procedure	 • Figure 2 based on five matches
loads applied by suspending	
• Method of adjustment 	 for each of five reference angles
Test Conditions	 weights (5.4-6.8 kg) from wrist of 	 • Independent variables: elbow	 (10, 20, 50, 70, and 80 deg fromfull extension); Table I based on
• Elbows rested	 vibrated arm; it is not clear whetheron table top while	 loads were added before or during 	 angle of reference aim, vibration 	 ten nonconsecutive trials per(presence or absence), load (pres- 	 conditionone forearm was moved into a 	 vibration	 ence or absence)	
• 50 normal and 7 congenitallyspecified reference position; second • Subject's task: move test ann to
ann was moved into a matching po- 	 • Dependent variables: error in	 blind subjects (Fig. I); 6 subjects
sition while subject blindfolded 	 same position as reference aim 	 matching elbow angle, as mea- 	 (Fig. 2)-1 14-15 subjects (Table I)
• In Table I, reference angle was 	 sured by difference between elbow
always 50 deg; vibration of 100 Hz 	 angles of the arms
Experimental Results	 extreme flexion or extension. However, variability (stan-
dard deviation) is least at the extreme positions.
• Subjects differ considerably in mean error for matching 	
• Loading a muscle of the arm causes the apparent position
the elbow angle of one arm to that of the other arm (with 	 of the arm to shift as it would if the muscle in question were
eyes covered),	 lengthened. Loading the biceps muscle causes the arm to
• Mean errors are greatest for matching reference angles at 	 feel more extended than it really is. Loading the triceps
muscle causes the arm to feel more flexed than it is,
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Table 1. Mean error (±1 standard deviation) In matching angle of left elbow
joint to right elbow angle of 50 deg from full extension, with and without vibra-
tion and loading of biceps muscle. (From Handbook of Perception and Human
Performance, adapted from Ref. 3)
Subject
2
3
4
5
6
7
8
9
10
11
12
13
14
15
Mean
Control(dog)
-0.8 ± 0.95
-4.5 ± 1.58
-0.1 ± 1.90
-0.4 ± 1.61
-3.3 ± 1.39
-7.5 ± 2.12
-3.8	 2.12
+0.7 ± 1.45
-5.4 ± 1.99
-2.7 ± 1.49
-2.7 ± 2.02
-2.3 ± 2.28
-1.9 ± 2.28
0.0 ± 2.02
-1.2 ± 2.02
sw4
Load
Alone(dog)
+1.6 ± 177b
+0.9 ± 1.900
+6.6 ± 3.640
+4.3 ± 0.44°
+1.6 ± 1.58°
+0.3 ± 2.12°
+5.0 ± 3.860
+1.9 ± 2.28
+0.6 ± 1.26°
+0.5 ± 0.70
+0.7 ± 1.64
+5.3 ± 1.01
+3.4 ± 2.81
+1.4 ± 2.91
+3.4 ± 3.10
+2.5
+6.0 ± 3.23°
+0.9 ± 1.170
+8.8 ± 2.81
+3.1 ± 4.1 1
-1.0 ± 145b
+6.4 ± 2.15°
+5.2 ± 4.460
3,3 ± 285b
+4.3 ± 1.61°
+4.8 ± 2.47°
+0.2 ± 1.74
+2.1 ± 1.42
+4.0 ± 2.47'
+3.2 ± 1.010
+3.7
+ 4.9 ± 3.70
+ 7.7 ± 2.750
+12S ± 1.710
+10.9 ± 2.880
+ 3.6 ± 1.17°
+11.9 ± 1.080
+ 7.8 ± 3.98
+ 6.6 ± 1.77'
+ 4.7 ± 3.26
+ 3.7 ± 2.06
+ 7.0 ± 1.52
+ 5.8 ± 1170
+ 7.9 ± 1.30'
+ 5.8 ± 0.760
+ 7.2
Vibration	 Vibration
Alone	 Plus Load(dog)	 (dog)
Mean error is the average amount by which the arm movement exceeded or tell below the target value. Stan-
dard deviation indicates the dispersion of errors around the mean error.
Positive values indicate errors in extension; negative values indicate errors in flexion. Control condition is with no
loading and no vibration.
asigniflcantly different from control values (P < 005).
bsignificantly different from control values to < 0.01).
'Significantly different from control values	 < 0.001).
dsignificantiy different from vibration-alone values 	 c 0.01).
'Significantly different from vibration-alone values (in c 0.001).
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• Vibration of the arm muscles has a similar effect, causing
the arm to appear more or less flexed than it really is de-
pending on whether the triceps or the biceps muscle is
vibrated.
• Loading a muscle during vibration increases positional
error.
Variability
In Fig. 1, variability is not correlated with mean error (error
bars show ± 1 standard deviation). The test used five differ-
ent target angles, but shows only a single measure of varia-
bility; therefore any differences versus target angle are
obscured. In Fig. 2, standard deviation, which is a measure
of the variability in matching the target position, varies with
target angle. Variability is least at extreme flexion and
extension.
Repeatability/Comparison with Other Studies
The finding that maximal error and minimal variability in
judging elbow angle are found at extremes of flexion and
extension has also been reported for the ankle joint (Ref. 4).
Constraints
• Caution must be used in applying data presented in Fig. 2
(for reference angles of 10-80 deg) because matching accu-
racy varies with target angle.
• Magnitude of position errors varies with the frequency of
the vibration applied to the arm muscle.
Key References
14"
\	 S = stanor deviation
	
1	 \	 • = Constant error
	
Ill	 n
I	 I	 I	 I	 I	 I
45 61 75 91 106 121 136 151 165
Flexion	 Extension
Elbow Angle of Reference Arm (degrees)
Figure 2- Error in positioning test arm to match elbow
angle of reference arm for 50 normal and 7 congenitally
blind subjects. Each point represents the average for five
target angles from 10-80 deg from full extension. (From
Ref. 1)
9. Erickson, R. P. (1974). Parallel
"population" neural coding in fea-
ture extraction. In P. 0. Schmitt &
F. G. Warden (Eds.), The neuro-
sciences: Third study program
(pp. 155-169). Cambridge: MIT
Press.
2. Goodwin, G. M., McCloskey,
P. I., & Matthews, P. B. C.
(1972). The contribution of muscle
afferents to kinesthesia shown by
vibration induced illusions of
movement and by the effects of
'paralyzing joint afferents. Brain,
95. 705-748.
•3. McCloskey, P. I. (1973). Dif-
ferences between the senses of
movement and position shown by
the effects of loading and vibration
of muscles in man. Brain Re-
search, 63, 119-131.
*4 ,
 McCloskey, P. 1. (1980). Kin-
esthetic sensations and motor com-
mands in man. Progress in Clinical
Neurophysiology, 8, 203-214.
Cross References
3.302 Measurement of position
sense;
3.313 Position matching of elbow
angle and arm orientation;
3.315 Illusory motion of the elbow
with muscle vibration;
3.320 Perception of ankle (foot)
position:
Handbook ofperception and
human performance, Ch. 13,
Sects. 2.2, 4.4
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3.315 Illusory Motion of the Elbow with Muscle Vibration
15	 30	 45	 60
	 105
	 120
Load (newtons)
Figural. Angular velocity of the illusory movement of the elbow joint into extension, in-
duced by vibration of the biceps muscle of the arm, as a function of the load at the wrist
borne by tensing the biceps. in fatigue condition, biceps muscle fatigued by supporting a
weight before velocity measurements were made and load imposed continuously during
measurements; in control condition, rest periods permitted between velocity measure-
ments at each load level. (From Ref. 2)
Key Terms
Apparent arm movement; arm movement; arm position;
elbow movement; elbow rotation; illusory limb movement;
joint-movement sense; muscle contraction; muscle fatigue;
muscle loading; muscle sense; muscle vibration; position
sense
General Description 	 as if the elbowjoint were being extended, i.e., as if the vi-
brating muscle were lengthening continuously). The veloc-
When 100-Hz vibration is applied to the biceps muscle of 	 ity of this illusory movement slows as the load borne by the
the arm, a reflex contraction of the muscle causes the arm to muscle increases and as muscle fatigue increases.
bend involuntarily (the tonic vibration reflex). The vibration
also produces the illusion of arm movement (the arm feels
Methods	 to match angular velocity of lAo- 	 matched velocity of reference arm 	 velocity of illusory movement as
sory movement with opposite arm	 as weight decreased in 1.36-kg in-	 measured by velocity of matching
Test Conditions	 • Loads applied by suspending	 crements (no recovery periods)	 arm
• Elbows rested on table top while	 weights from wrist of reference
	
• Subject's task: move test arm at
tendon of biceps muscle of refer-	 arm (1.36kg increments to a total	
Experimental Procedure 	 same apparent velocity as reference
encearmwasvibrated(lOOHz) 	 of —8.2kg)	 • Method of adjustment 	 Mm
• No fatigue condition: recovery	 • Independent variables: load 	 • Number of subjects varied acrossand that ann was gently restrained 	 periods permitted between support 	 (presence or absence), biceps con-	 experiments; including both sub-by experimenter from flexing under periods of 30 sec or less
	 dition (normal or fatigued)	 jects with extensive practice andthe tonic vibration reflex
• Fatigue condition: subjects sup- 	 • Dependent variables: perceived	 subjects briefly trained to be accus-
• Blindfolded subjects attempted 	 ported —8.2-kg weight until they	 tomed to sensations and move-
judged biceps to be fatigued, then 	 ments produced by vibration
818	 Boff, K. A., & Lincoln, J. E. Engineering Data Compendium: HumanPerception andperformance. AAMRL, Wright-PattersonAFB, OH, 1988.
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• The velocity of illusory arm movement produced by vi-
bration of the biceps muscle decreases as the magnitude of
an applied load increases(t test, p <0.001).
• In 6 of 9 subjects, fatigue of the biceps muscle caused a
marked slowing of angular velocity of the illusory move-
ments at all added loads.
Variability
Test of significance for effect of fatigue was that all points
collected during loading under fatigue were below a line
two standard errors of estimate below the line of best fit
drawn through the previously collected velocity-load
points. Although Fig. I indicates that velocity-load points
fall on a straight line during fatigue, this was not true in all
subjects, possibly because of the changing state of fatigue
throughout the procedure.
Repeatability/Comparison with Other Studies
These results are similar to those reported in Ref. 1
Constraints	 • There are large individual differences in the velocity of
illusory motion perceived and in the slopes of the velocity-The illusion can be heightened by passive extension of
	 load relationship.
the vibrated arm. It can be diminished by tensing of the
	
• Vibration also produces a separate and independent illu-
muscles.	 sion of altered limb position, as though the vibrated muscle
• Because subjects' self-reports were used to determine ex- were longer than its objective length (CRef. 3.314).
tent of muscle fatigue, the actual degree of fatigue probably
varied across subjects.
Key References	 vibration induced illusions of	 *2. McCloskey, D. I. (1973). Dii-
movement and by the effects of	 ferences between the senses of
I. Goodwin, G. M., McCloskey, 	 paralyzing joint afferents. Brain,	 movement and position shown by
D. 1., & Matthews, l B. C. 	 95,705-748.	 the effects of loading and vibration
(1972). The contribution of muscle	 of muscles in man. Brain Re-
afferents to kinesthesia shown by	 search, 63, 119-131.
Cross References
3.314 Perception of elbow angle;
Handbook ofperception and
human performance, Ch. 13,
Sect 4.4
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3.316 Perception of Shoulder (Arm) Position
Figure 1. Frequency distribution of shoulder positioning error. (From Ref. I)
Terms
Arm position; arm-positioning accuracy; memory for limb
position; position sense; shoulder joint; shoulder rotation
General Description
There is considerable variability across individuals in the
ability to place the shoulder (with eyes closed) so that the
position of the outstretched arm matches the position held
a few seconds earlier.
Methods	 • 48 reference targets arranged in 	 again extended toward target (with 	 error as measured by distance be-four concentric groupings of 12 	 eyes still closed)	 tween reference target and place-
Test Conditions	 • Index finger extended to touch	 ment positions
reference target, after which sub-	 Experimental Procedure 	 • Subject's task: with eyes closed,
Target board placed in front of
the subject at a distance of the ex-	 ject closed eyes and withdrew hand 	 • Method of adjustment	 replace index finger at target loca-to side	 • Independent variable: location of tion just previously held
tended arm and with the center
. Following a brief pause, arm 	 target on concentric ring	 • One trial per target location
aligned with the subject's shoulder	
raised —90 deg and index finger 	 • Dependent variable: positioning	 • 91 subjects
Experimental Results	 4 o'clock directions of the frontal field, while the smallest
errors were for target locations nearest the center of the
• Average error in placing the shoulder in a previously held
position is 13 cm. (Subject touched target with outstretched
finger, lowered arm, then attempted to touch target again
with eyes closed. Error is distance of index finger from
target.)
• There are large differences among individuals in the ac-
curacy of shoulder positioning (see "Variability" below).
• Largest and smallest positioning errors tended to be
grouped in certain locations of the frontal field of the shoul-
der for a given individual. The largest errors were generally
found for reference targets located along the 2 o'clock and
Bolt, K. A., & Uncoin, J. E. Engineering Data Compendium: Human
Perception and Pertormance. MMRL, Wright-Patterson AFB, OH, 1988.
field.
• Mild distraction or moderate degrees of fatigue did not
affect accuracy of position sense.
Variability
Positioning errors are means of responses to 48 reference
targets per subject. Mean errors ranged from L7-5.8 cm.
Individual means were corrected to a standard arm length of
70 cm. Daily variation of accuracy in individuals was much
less than variation among individuals.
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Constraints
• Only single trials per reference point were studied. Multi-
pie trials would show whether distribution around a given
reference point is random or patterned.
• Although vertical swaying of the body was minimal, re-
corded errors in pointing might include the effects of
changes in vertical orientation of the body.
Key References	 2. Paillard, I., & Brouchon, M.(1968). Active and passive move-
1. Cohen, L. A. (1958). Analysis 	 ments in the calibration of position
of position sense in human thou!- 	 sense. In S. J. Freedman (Ed.),
der. Journal of Neurophysiology,	 The neuropsychology of spatially
21, 550-562.	 oriented behavior (pp. 37-55).
Homewood, IL: Dorsey.
Cross References
3.302 Measurement of position
sense;
3.317 Memory for shoulder (arm)
position;
Handbook ofperception and
human performance, Ch. 13,
Sect. 2.1
with
Smaller errors are seen using a stylus held in one hand to
point to a target plate held in the opposite hand; median
error was 8 mm with active movement of the target hand
and 18 mm with passive placement of target hand (Ref. 2).
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3.317 Memory for Shoulder (Arm) Position
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Figural. Accuracy of repositioning arm to match target position (a) immediately after original placement, (b) with I -min-
ute delay, and (c) with 24-hour delay. (From Handbook of perception and human performance, based on data from Ref. 1)
Key Terms
Arm position; arm-positioning accuracy; memory for limb
position; position sense; shoulder joint; shoulder rotation
General Description
Subjects can remember positions of the shoulder with an ac-
curacy that decreases slightly with increased time interval
between target presentation and match from memory. Errors
tend to be in the direction of the horizontal position. Varia-
bility in matching target position increases with length of
the time interval.
Methods	 5 '_-_ before being returned to the 	 Experimental Procedure	 test positions of the extended index
side; eyes of subject were closed or
ns	 covered during arm positioning 	
• Method of adjustment 	 finger
Test Conditio
Outstretched ann supported in a	 of	
Independent variables: target po- • Subject's task: remember posi-
• Immediately following the return 	 • Independent
sling passively moved to target (ref- 	 m to the side, or after delays of 	
sition (angle of shoulder joint in de- position when instructedtion of arm and return arm to this
erence) position within range of 	 1 minor 24 hr, subjects attempt to 	
gs), length of delay
55 deg above (+) to 55 deg below	 reposition ann at target position	
• Dependent variable: accuracy of 	 • 25 trials per subject per delay
(—) the horizontal (0 deg); arm	 using the extended index finger as a 	
repositioning as measured by dif- 	 length; several days or weeks be-ting with different delay
maintained in target position for 	 pointer	
ference (in deg) between target and 	 tween teslengths
• 5 subjects
Experimental Results Variability
• As the delay between the passive positioning of the arm
and its active repositioning increases, accuracy in reproduc-
ing the target position decreases. Coefficients of correlation
between target position and matching position, derived
from least-squares linear regression analyses of the data are
0.99,0.89, and 0.85 for no delay, 1-min delay, and 24-hr
delay, respectively.
Bolt, K. R., & Lincoln, J. E. Enqineerinq Data Compendium: Human
Perception andPerlomiance. AAMRL,Wright-PattersonAFB, OH, 1988.
With increased delays, the variability of positioning re-
sponses increases (least-squares regression yields slopes of
1.01 for immediate matches, 0.790 for 1-min matches, and
0.809 for 24-hr matches). Errors tend to be in the direction
of the horizontal position of the shoulder.
822
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Key References
*1. Clark, F. J., & Burgess, R. C.
(1984). Long-term memo,yforpo-
sition of shoulder joint. Unpub-
lished manuscript, University of
Nebraska Medical Center, Omaha.
Cross References
3.302 Measurement of position
sense;
3.316 Perception of shoulder (arm)
position;
Handbook ofperception and
human performance, Ch. 13,
Sect. 2.2
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3.318 Perception of Finger Displacement
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Figural. Perception of passive displacements of the right index finger estimated from
matched displacements of the left index finger by one subject. (a) Sequence of trials show-
ing the displacement of the proximal Interphalangeal (second) joint of the right Index (ref-
erence) finger and perceived displacement, as reflected In displacements of the proximal
Interphalangeal joint of the left index (test) finger. (b) Test finger (left index) displacement
as a function of reference finger (right index) displacement. Regression line fined by
method of least squares. Slope = 0.76, ordinate intercept = 1.13. Data shown are for 9 sub-
jects. (From Ref. 5)
Key Terms
Finger joint; finger position; muscle loading; muscle sense;
position sense
Judgment of finger displacement is independent of the force
exerted by the finger unless the force is isometric. With
isometric loading (the subject exerts different forces with
the finger, but the amount of finger displacement remains
constant), juaged finger oisptacement correlates wan me
force applied by the finger rather than its actual displace-
ment. Although displacements in finger position can be ac-
curately sensed, humans lack an awareness of the true static
position of the fingers (data not presented here).
Methods	 lion for 5 sec; after I sec at refer-	 • For isometric condition (Fig. 3), 	 ment of reference finger, force ap-
ence position, the test (left index)	 subject exerted force against a de-	 plied to reference finger
Test Conditions	 finger was moved by subject to a	 vice that moved the reference fin- 	 • Dependent variable: accuracy of
• Forearms rested on a table top,	 perceptually matching displace- 	 ger through the same 4-deg 	
perceived displacement as mea-
ment	 excursion irrespective of the force	 sured by difference between dis-
with reference (right index) finger
attached to motor-driven frame that • For applied-force condition 	 • Subject was unaware of the con- 	 placement of reference and test(Fig. 2), the finger was loaded with 	 ditions of the experiment; subject	 fingers
could move finger through a speci- 	
a constant initial force and then a 	 used test finger to match perceived 	 • Subject's task: reproduce dig-fled angle and/or impose a force 	
ramp and hold change in force was 	 displacement of reference finger 	 placement of reference finger by
• For no-force condition (Fig. I),
reference finger moved passively	 applied, causing displacement of 	
moving test finger by the same
reference finger	 Experimental Procedure 	 amount
at a constant angular velocity of
S deg/sec and held in test posi- • Method of adjustment 	 • 6, 8, or 9 subjects
Independent variables: displace-
Experimental Results	 • When an isometric force is exerted by the finger, judged
finger displacement correlates with magnitude of the force
• When the finger is moved passively (not under subject's 	 rather than with the objective displacement of the finger
control), judgment of finger displacement is relatively accu- 	 (Fig. 3).
rate (Fig. 1, F test for significance of regression line shown • All 9 subjects were unable to recognize reliably the pres-
inFig. lb,p. <0.01).	 enceor absence of movement of< I deg.
• Accuracy in judging finger displacement is unaffected by
an imposed load on the finger (Fig. 2).
824	 Bolt, K. A., & Lincoln, J. E. Engineering Data Compendium: Human
Perception andperiormance. AAMAL, Wrlght-PattersonAFB, OH, 1988.
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Although the data figures plot performance of a single ob-
server, they are representative of all subjects tested under
each condition.
Repeatability/Comparison with Other Studies
Results are similar to those reported for the ankle (Ref. 4)
but are at variance with those reported for the elbow
(Ref. 3). Other studies reveal the lack of a static-position
sense for the interphalangeal joints of the fingers
(Refs. 1, 2).
Key References	 the effects of loading and vibration
of muscles in man. Brain Re-
l. Clark, P.J., Burgess, R.C.,& 	 search, 63, 119-131.
Chapin, J. W. (1983). Humans lack 4. Monster, A. W, Herman, R., &
a sense of static-position of the fin- 	 AltIand, N. R. (1973). Effect of thegers. Society for Neuroscience Ab- 	 peripheral and central "sensory"
stracts,9, 1033.	 component in the calibration of po-
2.Clark, F. I., Burgess, R. C., &	 sition. In J. E. Desmedt (Ed.), New
Chapin, J. W. (1985). Propriocep- developments in electromyography
tion with the interpha langeal joint	 and clinical neurophysiology
of the index finger: Evidence for a	 (Vol. 3, pp. 383-403). Basal:
movement sense without a static- 	 Karger.
position sense. Manuscript submit- 	 5. Rymer, W. Z., & D'Almeida,ted for publication.	 A. (1980). Joint position sense:
3.McCloskey, D. I. (1973). Dif- 	 The effects of muscle contraction.
ferences between the senses of	 Brain, 103, 122.
movement and position shown by
Cross References
3.302 Measurement of position
sense;
3.307 Delectability of finger
movement;
3.314 Perception of elbow angle;
3.320 Perception of ankle (foot)
position;
Handbook ofperception and
human performance, Ch. 13,
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FIgure 2. Perception of displacement Ina finger support-
ing a load. Themagnitude of perceived displacement was
tested under three conditions for one subject. Slopes and
Intercepts of regression lines fitted by method of least
squares are 0.92 and 2.6 for low force, 0.94 and 0.4 for mod-
erate force, and 1.02 and 0.6 for passive movement.
Regression slopes are not significantly different from each
other (ttest,p >0.05). Data shown are for 8 subjects. (From
Ref. 5)
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Figure 3. Interference with the estimation of joint position by the production of Isometric
force. (a) Reference finger (right index) was periodically subjected to external flexion
movements while the subject tried to match a visually displayed target force by increasing
flexion force. The resultant force is shown in the upper panel. Unknown to the subjects, all
finger displacements (flexions) were 4 deg In magnitude. The final position of the right
Index finger was estimated during the "hold" or isometric phase of the movement using
matched movements of the left index (test) finger, which are depicted in the lower panel.
(b) Magnitude of perceived finger displacement as a function of isometric force. The slope
of the fitted regression line, a measure of error magnitude, is 2.25 deg/N and the ordinate
Intercept is 4.55 deg (versus 4 deg actual movement). Data shown are for 1 subject. (From
Ref. 5)
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3.319 Perception of Knee Position
C
S
.5
S
at
CC
E
IIAVERAGE ERRO• = Active
X = Passive
cacTnT ERROR
£Posslve
• = Active
[.Ze	 1e.1';lef'Ii]
Reference Angle (degrees)
S
a
'S
...A fill
S If
1!
2	 3
Subject
:
I
A.
as ..a
£
A
I
I
•	 First block attests
£= Second block of tests
I
	
M
e
Figural. Error in estimating (matching) knee angle for ac-
tive and passive positioning of the knee. Constant error
(lower curves, not connected to end points) is the arithme-
tic mean of the errors in estimating joint angle, which indi-
cates the bias in subjects' perception of position; average
error (upper curves, connected to end points) Is the mean
of the absolute values of judgment errors, which gives an
estimate of subjects' overall accuracy. Positive values indi-
cate error in the direction of greater extension; negative
values, in the direction of greater flexion. (From Ref. 3)
Figure 2. The effect of experience on individual subjects'
accuracy of matching test and target knee joint angles. A
positive error indicates the test knee was more extended
than the target knee; a negative error indicates that the test
knee was more flexed. Each subject had a different bias
angle (as indicated by the shift in the scores away from
zero), but comparable scatter around the bias angle. There
was no statistically significant difference in the means or
standard deviations in the scores for the first block and the
scores for the second block. (From Ref. 1)
Key Terms
Active limb movement; knee angle; knee joint; knee rota-
tion; learning; leg position; memory for limb position; pas-
sive limb movement; position sense; practice
General Description	 passively (by the experimenter). The time between posi-
A	
tioning of the reference and test knees generally has no ef-ccuracy in bending one knee joint to the same angle as the
o	
fect on accuracy, nor does prior experience in a positioning
ther knee joint (with eyes covered) is affected by whether 
the reference knee is positioned actively (by the subject) or	 task with no feedback.
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Methods
Test Conditions
• For active condition (Fig. 1),
subject moved knee to an angle
verbally specified; for passive
condition, the knee was passively
positioned and subject verbally es-
timated perceived angle
• For measuring the effect of prac-
tice (Fig. 2), left knee was fixed in
position, and right knee angle was
passively changed by 5 deg at
C I deg/min, starting from a posi-
tion perceived as matched by the
subject. The knee angle was re-
matched by passive positioning of
right leg as verbally directed by the
subject. The first block of tests took
place over 2 days and the second
block took place over 2 subsequent
days
For measurements involving po-
sitioning delay, right leg was pas-
sively positioned and maintained
for I min while subject matched its
position with left leg (direct com-
parison); or right leg was passively
moved into reference position,
maintained for 15 sec, then re-
turned to its resting position; 45 sec
later, left leg actively matched the
reference position (memory match)
• The experimental apparatus was
set up so the subjects could not see
the position of their legs
Experimental Procedure
• Method of adjustment
• Independent variables: reference
angle of knee, type of positioning
movement (active or passive), time
between positioning of reference
and test (matching) knee
• Dependent variable: error of
match as measured by difference
(deg) between reference angle and
test angle of knees
• Subject's tasks: position one
knee to the perceived angle of the
other knee; verbally judge the di-
rection of misalignments and direct
the experimenter how to move the
leg to achieve a rematch
• Figure 1 based on 48 trials per
reference position; Fig. 2 based on
four extensions, four flexions and
two control (no movement) trials
per block of tests; memory meas-
urements based on 24 trials per
angle
• 40 subjects (Fig. I); 5 subjects
(Fig. 2); 8 subjects (for memory
match)
• When the knee joint is passively moved into a given posi-
tion, knee angle tends to be overestimated (knee joint ap-
pears more extended than it really is) (Fig. 1).
• When the subject actively positions the leg to match a
given knee joint angle, accuracy is greatest for the range of
angles involved in normal walking (10-40 deg) (Fig. 1).
0 Practice in judging knee position (without feedback re-
garding accuracy) does not affect performance (Fig. 2).
• Subjects generally are equally accurate in matching the
knee angle of the test leg to the knee angle of the reference
leg regardless of whether matches are done simultaneously
(while reference angle is being held) or after a short delay
(45 sec after reference leg has returned to resting position)
(Ref. 2; data not shown).
Key References	 2.Horch,K.W, Clark, F.J.,& 	 *3. Lloyd, A.,&CaldwellLS
Burgess, P. R. (1975). Awareness
	
(1965). Accuracy of active and
* 1. Clark, F. J., Horch, K. W., 	 of knee joint angle under static con- 	 passive positioning of the leg on
Bach, S. M., & Larson, C. F. 	 ditions. Journal of Neurophysiol-	 the basis of kinesthetic cues. Jour-(1979). Contribution of cutaneous 	 ogy. 38, 1436-1447.	 nat of Comparative and Physiolog-
and joint receptors to static knee- 	 ical Psychology, 60, 102-106.
position sense in man. Journal of
Neurophysiology. 42, 877-888.
Cross References
3.302 Measurement of position
sense;
Handbook ofperception and
human performance. Ch. 13,
Sect. 2.2
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3.320 Perception of Ankle (Foot) Position
I,0S
S
-C
I
2	 ILoad towards PF
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Load of 13.4 no to 
.1:
V
Delay (seconds)
Figural. Error In estimating ankle position as a function
of delay between positioning reference foot and matching
perceived foot position with other foot, for load and no-load
conditions. Load was toward downward rotation (plantar-
flexion, PF) or upward rotation (dorsiflexion, DF), of toes.
Negative error indicates excessive piantarf lexion of match-
ing foot (underestimation of foot position). (From Ref. 1)
Key Terms
Ankle joint; ankle rotation; foot position; muscle loading;
position sense
General Description
The perceived position of one foot (reference foot) flexed at
the ankle, as estimated by matching its position with the
other (matching) foot, varies with the muscle load on the
reference foot and the delay between positioning the refer-
ence foot and the matching foot.
Figure 2. Estimation error for fast and slow passive posi-
tioning of the reference foot with Increasing delay. For
comparison, square symbols show rate of decay of dis-
charge of a thalamic neuron in the monkey during main-
tained wrist position as given in Ref. 2. (From Ref. 1)
Methods	 torque of 13.4 N-m; other (match- 	 either a slow speed or a speed 2.5 	 • Dependent variable: position es-ing) foot moved into perceptually 	 times as fast (exact parameters not 	 timation error as measured by dif-
Test Conditions 	 comparable position after 0-12 sec 	 specified); test foot moved after 	 ference in rotation of test foot and
• Feet rested in two parallel rotary	 (Fig. 1)	 0-IS sec (Fig. 2) 	 reference foot
cradles, with knees flexed at 45 deg 	 • Neither visual nor auditory feed-	 • Subject's task: position matching
• Reference foot moved by subject back is present except during initial 	 Experimental Procedure 	 foot at same angle of flexion as ref-
into dorsiflexion (ankle rotated to 	 training period 	 • Method of adjustment 	 erence foot
raise toes) or piantarflexion (ankle	 • Under no load, reference foot 	 • Independent variables: length of 	 • I practiced subject
rotated to lower toes) against a load	 moved passively into position at 	 delay, speed of flexion, direction offlexion, muscle load
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• Under conditions of no imposed load, subjects' judg-
ments of the position of the foot change from overestima-
tion (too much upward flexion) to underestimation (too
much downward flexion) as the delay between positioning
of the reference and matching foot increases.
• Under an imposed load, the apparent flexion of the foot is
first increasingly underestimated, but then becomes overes-
timated, as the delay between positioning of the reference
and matching foot increases.
• The direction of the torque applied to the reference foot
(upward or downward) has no effect on position judgment
errors.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
The effects of delays on judging foot position are similar to
those found for the arm (Ref. 3) and relate well with neuro-
logical studies from the monkey thalamus (Ref. 2).
Constraints
• The interaction between muscle load and length of delay
can be expected to vary with the load on the muscle.
Key References	 raphy and clinical neurophysiology Neurophysiology, 26, 807-834.(Vol. 3, pp. 383-403). Base!:	 3. Paillard, .1., & Brouchon, M.
* I. Monster, A. W., Herman, R.,	 Karger.	 (1968). Active and passive move-& Altland, N. R. (1973). Effect of
	 2. Mountcast!e, V. B., Foggia,
	 ments in the calibration of positionthe peripheral and central "sen-
	 0-F, & Werner, G. (1963). The
	 sense. In S. J. Freedman (Ed.), The
sory" component in the calibration 	 relation of thalamic cell response	 neuropsychology of spatially on-
of position. In J. E. Desmedt ( E4 ), to peripheral stimuli varied over an
	 ented behavior (pp. 37-55). Home-New developments in electrontyog- 	 intensive continuum. Journal of	 wood, IL: Dorsey.
Cross References	 3.318 Perception of finger
displacement;
3.302 Measurement of position	 Handbook ofperception and
sense;	 hunperf'ornce, Ch. 13,
3.3l4 
p
erception of elbow angle; 	 Sect. 2.2
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3.321 Kinesthetic Aftereffects
Key Terms
Apparent limb movement; heaviness; illusory limb move-
ment; kinesthetic aftereffects; limb position; position sense;
postural persistence; weight illusion
General Description
	
	
(CRef. 3.308). This type of phenomenon has been called
postural persistenqe. Another aftereffect produces the
Kinesthetic stimulation resulting from maintaining a limb or weight expectancy illusion (Ref. 3): lifting a heavy weight
body part in a fixed position for several seconds, or from	 prior to lifting a lighter one causes underestimation of the
contracting the muscles to lift a weight, can produce after- 	 lighter weight; conversely, lifting a light weight prior to a
effects that alter the perceived location of the limb or the ap- heavier one causes overestimation of the heavier weight. A
parent heaviness of the weight. For example, when the arm related phenomenon results when upward isometric force is
is held briefly extended horizontally to the side, the per-	 exerted by the arms against an immovable restraint (the
ceived straight-ahead position of the arm is displaced in the 	 Kohnstamm effect); following such an effort, the arms rise
direction of the previously held location (CRef. 3.310). A 	 almost without the subject's conscious effort (Refs. 2, 4).
similar effect occurs if the head is held rotated prior to as-
sessing the perceived straight-ahead position of the head
Applications
Designs in which operators must maintain limb positions for
extended periods or exert force against a fixed restraint or a
movable load.
Constraints
• The magnitude of these aftereffects will vary with the
magnitude and duration of the inducing conditions.
Key References	 2. Crafty, B. J., & Duffy, K. E.	 curring in the tactile-kinesthetic do- muscle in man. American Journal(1969). Studies of movement after- 	 main: The gravimetric aftereffect,	 of Physiology, 78, 81-303.
1. Craske, B., & Crawshaw, M.	 effects. Perceptual and Motor	 Ps-ychologicalResearch, 40,	 5. Howard, I. P., & Anstis, T.(1974). Differential errors of kines- 	 Skills, 29, 843-860.	 415-422.	 (1974). Muscular and joint.iecep-
thesis produced by previous limb3. de Mendoza, J-L. J. (1979).
	
4. Forbes, A., Baird, P. C., &	 tor components in postural persist-
positions. Journal ofMotorBehav-	 Demonstration of an aftereffect oc- 	 Hopkins, A. M. (1926). The invol- ence. Journal of Experimental
ior, 6, 273-278.	 untary contraction following iso-	 Psychology, 103, 167-170.
metric contraction of skeletal
Cross References
3.308 Perception of head position;
3.310 Perception of ann position:
effect of duration and location of a
previously held ann position;
Handbook ofperception and
human performance. Ch. 13,
Sect 2.2
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Notes
3.322 Models for the Encoding of Joint Angle
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Figural. Spatially tuned receptors in the knee joint of the cat. Each curve shows the fir-
ing rate of an Individual sensory ending as a function of Joint angle. Each unit Is narrowly
tuned, that is, it responds best to a small range of Joint angles. Different neural units have
different preferred joint angles. (Figure is not representative of the distribution of endings
In the range from flexion to extension.) According to the spatially tuned receptor model,
Joint position is encoded by a population of neural units such as these. One knows joint
angle by knowing which neural units of the population are active. (From Ref. 9)
Joint; opponent processing model of position encoding;
position sense; spatially tuned receptor model of position
encoding
Two models have been developed for explaining how the
static position of joints is encoded in the nervous system.
One model, focusing on spatially tuned receptors, is based
on the activity of individual neural units, each responsive
("tuned") to only a limited range of joint angles. In this
model, each unit responds maximally to a particular joint
angle, with responsiveness (frequency of nerve impulses)
decreasing rapidly with a change from the optimal joint po-
sition. Joint angle is thereby coded by which specific neural
units in the population are responding, rather than by the
frequency with which they are responding.
Applications
Processing models can be used to predict sensitivity to
movements of joints and discrimination of joint angles.
[he second model, opponent processing, is based on the
pattern of activity across the population of neural units. In
this model, neural units belong to one of two populations,
signaling movements either of flexion or of extension.
Movement in one direction will increase the frequency of
impulses in the population of units sensitive to that direction
while decreasing the impulse frequency in the population of
units sensitive to movement in the opposing direction. Joint
angle is thus represented by the pattern of activity across all
participating units in the population. Both models can be in-
corporated into a two-stage processing theory, whereby the
activity of spatially tuned receptors is integrated into an op-
ponent-processing code at more central levels.
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Neurological evidence for the first model (spatially tuned
receptors) comes from several studies of the knee joint in
the cat (Refs. 1, 2, 9). (See Fig. 1.) These studies show a
spatial tuning of -'15-30 deg, with considerable overlap in
the response ranges of the individual joint receptors tested.
This scheme is similar to the scheme for encoding sound
frequency in the cochlea of the inner ear. Evidence for the
Constraints
• Although spatially tuned receptors have been identified in
several studies, other research has failed to confirm such re-
sults (Refs. 3,4,6,8, 10).
secona model kopponent processing) comes Irom me stuoy
of thalamic (third-order) neurons in macaque monkeys
(Ref. 7). (See Fig. 2.) An opponent-processing mechanism
is also found in color vision and is consistent with the activ-
ity of muscle groups; nearly every action that shortens some
muscles will also lengthen others. Recent work showing
that static-position sense derives entirely from receptors in
muscle (Ref. 5) favors an opponent-processing scheme;
skeletal muscles are always arranged in opponent groups.
Key References
I. Andrew, F. L., & Dodt, B.
(1953). The deployment of sensory
nerve endings at the knee joint of
the cat. Acta Physiologica Scandi-
navica, 28, 287-296.
2. Boyd, I. A., & Roberts,
T. D. M. (1953). Proprioceptive
discharges from stretch receptors
in the knee-joint of the cat. Journal
of Physiology, 122, 38-58.
3. Clark, F. J. (1975). Information
signaled by sensory fibers in medial
articular nerve. Journal ofNeuro.
physiology, 38, 1464-1472.
4. Clark, F. J., & Burgess, P. R.
(1975). Slowly adapting receptors
in cat kneejoint: Can they signal
joint angle? Journal of Neurophysi-
ology, 38, 1448-1463.
5. Clark, F. J., Burgess, R. C., &
Chapin, J. W. (1985). The role of
intramuscular receptors in the
awareness
6. Millar, J. (1975). Flexion-exten-
sion sensitivity of elbow joint affer-
ents in cat. Experimental Brain
Research, 24,209-214.
*7 Mountcastie, V. B., Poggio,
G. F. • & Werner, G. (1963). The
relation of thalamic cell response
to peripheral stimuli varied over an
intensive continuum. Journal of
Neurophysiology, 26, 807-834.
8. Rossi, A., &Origg, P. (1982).
Characteristics of hip joint mech-
anoreceptors in the cat. Journal of
Neurophysiology, 47, 1029-1042.
*9 Skoglund, S. (1956). Anatom-
ical and physiological studies of
kneejoint innervation in the cat.
Ada Physiologica Scandinavica,
36(Suppl. 124), 1-101.
10. Tracy, D. J. (1979). Character-
istics of wrist joint receptors in the
cat. Experimental Brain Research,
34, 165-176.
Cross References	 position and movement of body
parts;
3.302 Measurement of position 	 Handbook ofperception and
sense;	 human performance, Ch. 13,
3.303 Factors affecting sense of 	 Sect. 3.3
Figure 2. Receptors producing a graded discharge over a large range of joint angles. Each
curve shows the relative firing rate of an individual hinge-joint ventro-based thalamic
(third-order) neuron of the macaque monkey. Solid curves show neurons which increase
firing as the joint moves toward extreme flexion; dotted curves, neurons which Increase
discharge with increased joint extension. Neither neuron population responds over the en-
tire range of joint angles, but the response profiles of the two groups overlap. According to
the opponent process model, joint angle is encoded by the ratio of activity between two
neural populations with characteristics such as these. (From Ref. 7)
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3.323 Heaviness: Effect of Arm Fatigue
1 2 3 4 5 6 7 8 9 10 ii
Time (minutes)
Figural. Accuracy of matching weight to the weight sup-
ported by a normal and fatigued reference arm as a func-
tion of time supporting reference weight. Reference weight
was supported continuously by reference arm for fatigue
condition; reference arm rested between trials for normal
condition. (From Ref. 3)
Key Terms
Arm fatigue; heaviness; muscle fatigue; muscle sense;
weight perception
General Description
When one arm estimates the heaviness of weights supported
by the other arm, the perceived weight increases as the du-
ration of muscle contraction (and fatigue) in the reference
arm increases.
Methods	 with weights in increments of 	 contraction for up to 10 min and 	 heaviness of reference weight as0.45-1.36 kg until subjective	 weightjudgrnents made at various	 measured by matched weight cho-
Test Conditions	 match was produced	 intervals during this period	 sen with comparison arm
• Both elbows rested on a table top • Normal conditions: weightjudg- 	 • No visual feedback present	 • Subject's task: indicate if com-
at right angles	 ments made immediately following 	
parison weight is same or different
• Each wrist supported weights in	 flexion of reference ann, reference 	
Experimental Procedure	 from reference weight and achieve
a bucket coupled to wrist by rope 	 arm rested between trials; fatigue	 • Method of limits	
a perceived match by asking exper-
and-pulley arrangement; reference 	 condition: reference arm supported 	 • Independent variable: duration of imenter to add or remove weight
arm loaded with 4.09-kg (40-N)	 weight continuously by muscle	 arm flexion	 from comparison arm
weight; comparison arm loaded 	 • Dependent variable: apparent	
• 9 subjects
Experimental Results	 Variability
e The judged heaviness of a weight increases as it is sup- 	 Although the data presented in Fig. 1 are from a single sub-
ported for longer periods of time by a flexed arm. 	 ject, the results are similar to those obtained for 8 other
• When the reference arm is rested, the heaviness of the	 subjects.
support weight is estimated fairly accurately.
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Repeatability/Comparison with Other Studies
Similar results are obtained when factors other than fatigue
induce muscle weakness (Refs. 1, 2).
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Key References
I. Gandevia, S. C. (1982). The
perception of motor commands or
effort during muscular paralysis.
Brain, 105, 151-159.
Cross References
2. Gandevia, S. C., & McCloskey,
D. I. (1977). Changes in motor
commands, as shown by changes in
perceived heaviness, during partial
curarizalion and peripheral anaes-
thesia in man. Journal of Physiol-
ogy, 272, 673-689.
*3 McCloskey, D. I., Ebeling, V.
&Goodwin.G. M. (1974). Esti-
mation of weights and tensions and
apparent involvement of a sense
of effort." Experimental Neurol-
ogy, 42, 220-232.
4. Roland, P. E., & Ladegaard-
Pedersen, H. (1977). A quantitative
analysis of sensations of tension
and of kinesthesia in man. Evi-
dence for a peripherally originat-
ing muscle sense and for a sense of
effort. Brain, 100, 671-692.
3.324 Heaviness: effects of anes-
thesia or electrocutaneous stimula-
tion of the fingers;
Handbook ofperception and
human performance, Ch. 13,
Sect. 2.3
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3.324 Heaviness: Effects of Anesthesia or Electrocutaneous
Stimulation of the Fingers
Figural. Apparatus and position of right hand in weight-
matching task. (a) Flexing the terminal joint of the thumb
depressed one end of "see-saw" and lifted the weight
(b) Flexing the Index finger, predominantly at the proximal
interphalangeal (middle) Joint, lifted the weight over the
pulley. For all modes of lifting, the left hand used a similar
apparatus. (From Ref. I)
FIgure 2. Accuracy in estimating weight of 1 kg lifted by
thumb flexion and 0.5 kg lifted by thumb extension with
anesthesia of the thumb. Estimates are given In percent-
ages of control matches (weight estimates with no anes-
thesia). Results for individual subjects are indicated by
numerals on the right and left edges of the figure. (From
Ref. 1)
Key Terms
Electrocutaneous stimulation; heaviness; muscle sense; skin
anesthesia; weight perception
General Description 	 the skin will decrease the perceived heaviness. The effect of
P
anesthesia depends on whether lifting is done by flexion or
erceived heaviness of weights lifted with the thumb or 
i	
extension movements; during anesthesia, weights lifted by
ndex finger is affected by sensory inputs from the skin: 
anesthesia of the skin will increase perceived heaviness of	
extending the thumb feel lighter than normal.
weights lifted by flexing the digit; electrical stimulation of
Test Conditions
• Thumb or index finger of left
hand lifted a weight by flexion or
extension of the digit
• For the thumb, finger held on up-
right rod while thumb rested on a
lever from which a weight (I kg for
flexion; 500 gin for extension) was
suspended in a 100-gm bucket
• For the index linger, the distal
intcrphalangcal joint (terminal
joint) was placed in a ring to which
a pulley was attached that sus-
pended a 2-kg weight in bucket
• For both conditions, right hand
operated corresponding apparatus
to manipulate adjustable compari-
son weights
• For some conditions, the thumb,
index finger, or little finger of left
hand was anesthetized with 2% hg-
nocaine (anesthesia judged by loss
of touch, pressure, and pain) or
stimulated by a 60-Hz electrical
pulse delivered through surface
electrodes
• No visual feedback was
presented
Experimental Procedure
• Method of limits
• Independent variables: digit used
to lift weights, digit receiving treat-
ment, treatment condition (stimula-
tion or anesthesia)
• Dependent variable: perceived
heaviness, expressed as the ratio of
or stimulation to matched weight in
the absence of stimulation or anes-
thesia (control)
• Subject's task: indicate if weight
supported by left hand was equal to
weight supported by right hand,
and guide experimenter in increas-
ing or decreasing weight until a
match was achieved
• ID trials per condition
• 6 subjects
836	 BOIl, K. fl., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and Performance. MMRL, Wright-PattersonAFB, OH, 1988.
-0
Eca).eo
o.9	 oc
E
t C	 CU)	 'C	 C
a > >
E C 0) (0 0)
o 2 0 -Th 0o - S S
—u-.u-
00E
-	 C
0)	 <
.0	 .0
E ECC	 -
o .2	 ao
E C
Co <
LIFTING WITH THUMB
(b)
r-ANJ
LIFTING WITH FINGER
(0)
C
aUI-
a
a.
£U4
a
2
24#C0
U
Acquisition of Information by Other Senses
	 3.0
Experimental
• The perceived heaviness of a weight lifted by thumb flex-
ion increases if the thumb or index finer is anesthetized
(p <0.025), and decreases if the index finger receives elec-
trical stimulation (p < 0.05), but is unaffected by anesthesia
or electrical stimulation of the little finger.
• During anesthesia of the thumb, weight lifted by exten-
sion of the thumb feels lighter than normal (p <0.005).
• Perceived heaviness of a weight lifted by flexion of the
index finger decreases with electrical stimulation of the
Constraints
• These effects of electrical stimulation or anesthesia are
seen with the thumb only if the muscles that move the
thumb do the lifting and not if the muscles of the arm and
shoulder do the lifting (using the thumb muscle only to hold
the thumb rigid to support the weight).
Key References	 2. McCloskey, D. I., Ebeling, V.
& Goodwin, G. M. (1974). Esti-
* Gandevia, S. C., & Mc-	 mation of weights and tensions and
Closkey, D. 1. (1977). Effects of
	 apparent involvement of a "sense
related sensory inputs on motor	 of effort. "Experimental Neurol-
performances in man studied
	 ogy, 42, 220-232.
through changes in perceived heav-
iness. Journal of Physiology, 272,
653-672.
Cross References
3.323 Heaviness: effect of arm
fatigue;
Handbook ofperception and
human performance, Ch. 13,
Sect. 2.3
thumb (p <0.001) and increases with anesthesia of the
thumb (p <0.001).
Variability
Significance was determined with paired t tests.
Repeatability/Comparison with Other Studies
Fatiguing of the arm muscles leads to an increase in per-
ceived heaviness of weight supported by the arm (Ref. 2,
CRef. 3.323).
Figure 3. Accuracy of
weight-matching with elec-
trical stimulation and anes-
thesia of the digits. Results
are expressed as a percent-
age of control matches (es-
timates without electrical
stimulation or anesthesia).
Results are shown for 6
subjects. (a) Accuracy of
matching 1-kg weight lifted
by thumb flexion when sen-
sory input from Index finger
(finger ii) is increased by
electrical stimulation and
removed by anesthesia, and
when thumb is anesthe-
tized. (b) Accuracy of
matching 1-kg weight lifted
by thumb flexion when input
from little finger (finger V) Is
enhanced by electrical stim-
ulation and decreased by
anesthesia. (c) Accuracy of
matching 2-kg weight lifted
by flexion of index finger
when input from thumb is
Increased by electrical
stimulation and removed by
anesthesia. (From Ref. 1)
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3.325 Perception of Effort and Force: Effect of Muscle
Vibration and Anesthesia
0
E
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Figural. Accuracy in
maintaining constant effort
or constant tension with vi-
bration of arm muscles.
Subject applied force to
strain gauge by flexing arm.
Vibration was applied either
to biceps or to triceps mus-
cle of arm; wrist and tip of
supporting elbow anesthe-
tized. Tracings show ten-
sion achieved as a function
of time for one subject. Sub-
ject asked to: (a) maintain a
constant effort in pulling
against the strain gauge; or
(b) maintain a constant ten-
sion on the strain-gauge
cable. (From Ref. I)
Figure 2. Effects of muscle weakening on judgment of
force. Subject squeezed strain gauge between thumb and
Index finger of left hand. Skin and joints of hands anesthe-
tized and muscles partially paralyzed by gaiiamine block-
ade to forearm. (a) Accuracy in matching, with normal hand,
a reference force exerted by weakened hand. Matching
error is calculated as the logarithm of the ratio of the refer-
ence force to the matching force. Expected error estimated
by measuring maximum force produced before paralysis
and at different times after paralyzing injection (see text).
Panel shows mean error and standard error of the means
for II subjects. (b) Time course of recovery from muscle
paralysis, expressed as the fraction of the normal maximal
force of compression that could be exerted with the thumb
and index finger. Arrows indicate release of tourniquet re-
stricting blood fiow to treated arm. (From Ref. 2)
Key Terms
Muscle effort; muscle paralysis; muscle sense; muscle ten-
sion; muscle vibration; muscle weakness; skin anesthesia
During isometric contraction of the arm muscles, muscle
vibration induces considerable error in maintaining a con-
stant level of effort in pulling against a strain gauge, but
does not affect error in maintaining constant tension on the
strain-gauge cable. Weakening (partial paralysis) ot the
muscles by administering a muscle-relaxing drug reduces
subjects' ability to match apparent force exerted by the
weakened hand in isometric compression of a strain gauge,
but has little effect on the ability to match apparent effort
exerted.
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Test Conditions
Muscle vibration (Ref. 1)
• Hand was anesthetized to elimi-
nate skin cues by inflating a pres-
sure cuff around wrist, and, in
some subjects, the skin over the tip
of elbow was anesthetized by in-
jecting a local anesthetic (type not
specified); after anesthesia was
confirmed, wrist and arm pulled
against a strain gauge cable with a
force between 1 and 5 kg while
subject attempted to maintain (for
5-10 sec) a perceptually constant
effort (not further defined for sub-
jects) or force (tension in strain
gauge cable); meanwhile, a 100-Hz
vibration was applied to tendon of
either biceps or triceps muscle
• Subjects blindfolded throughout
procedure
Muscle weakening (Ref. 2)
• Circulation in left arm was oc-
cluded by a tourniquet and thus iso-
lated; muscles in ann were then
weakened by intravenous injection
with muscle relaxant drug (galla-
mine triethiodide, 16 mg in 20 ml
saline); drug does not affect sensa-
tion; skin and joints of both hands
anesthetized with 2% lignocaine
(to eliminate skin and joint cues);
strain gauge pressed between
thumb and index finger of weak-
ened hand to some level of force set
by experimenter (reference force),
then subject matched the apparent
force or apparent effort with the
other (normal) hand; measurements
made over 18-min period after re-
leasing tourniquet while muscles
recovered
Experimental Procedure
Muscle vibration
• Method of adjustment
• Independent variables: muscle
vibrated (biceps or triceps), type of
judgment (instructions to maintain
constant effort or constant tension)
• Dependent variable: tension
(in kg) maintained
• Subject's task: maintain either a
constant effort or constant tension
on strain gauge cable
• 12 subjects
Muscle weakening
• Method of adjustment
• Independent variables: degree of
paralysis as measured by duration
of induction and recovery periods;
type of judgment (instructions to
match force achieved or effort
exerted)
• Dependent variable: matching
error expressed as the natural log of
4.0
3.6
-	 3.2
2	 2.8
2.4
c2.0
:	 1.6
a	 1.2
0.8
0.4
0.0
—0.4
—0.8
the ratio of the matched force to the
reference force
• Subject's task: match with nor-
mal hand degree of force achieved
or effort exerted by weakened hand
in compressing strain gauge
• 12 subjects for force matching,
4 subjects for effort matching
E pact d error
so
Cuff
relief
0 2 4 6 8 10 12 14 16 18
Time (minutes)
Figure 3. Effect of muscle weakening on judgments of ef-
fort. Shown Is the accuracy of one subject in matching with
normal hand and the apparent effort exerted by partially
paralyzed hand in isometric compression of a strain gauge.
Matching error and expected error calculated as In Fig. 2.
(From Ref. 2)
Experimental Results	 maximum force of the arm before gallamine injection to
maximum force at the specified time after injection, based
• Subjects' ability to exert a perceptually constant effort 	 on the assumption that subjects relied on a "sense of effort"
while pulling against a strain gauge by flexing the aim (eyes (outgoing motor nerve impulses to the muscles) in making
covered) is impaired by vibration of either the biceps mus- 	 their matches. While this assumption appears justified for
cle (which assists contraction) or the triceps muscle (which 	 matching of perceived effort (actual matching errors are
reflexively opposes contraction). When subjects are asked	 close to those predicted), errors for force-matching are far
to maintain constant tension on the strain gauge cable, how- below the expected errors, suggesting that force-matching
ever, exerted force remains fairly constant regardless of 	 relies on sensory information about muscle tension and
muscle vibration (Fig. 1).	 body movement from receptors in the muscles and tendons.
• Weakening the muscles of the hand by injection of a mus-
cle relaxant significantly reduces the ability of blindfolded
subjects to accurately match the force exerted by the weak-
ened hand in squeezing a strain gauge, but not in their abil-
ity to match the apparent effort exerted in squeezing the
gauge (Figs. 2 and 3).
• Expected error (solid curves in Figs. 2 and 3) for force-
and effort-matching is calculated as the log of the ratio of
• Muscle fatigue may also be expected to affect judgments
of effort.
Key References	 apparent involvement of a "sense 	 Pedersen, H. (1977). A quantita-
of effort." Experimental Neurol- 	 five analysis of sensations of
*1. McCloskey, D. 1., Ebeling, P., 	 ogy, 42, 220-232.	 tension and of kinesthesia in man.
& Goodwin, G. M. (1974). Esti- 	
*2. Roland, P. E., & Ladegaard- 	 Brain, 100, 671-692.
mation of weights and tensions and
Cross References	 thesia or electrocutaneous stimula-
tion of the fingers;
3.323 Heaviness: effect of arm	 Handbook ofperception andfatigue;	 hwnpeqonnce, Ch. 13,
3.324 Heaviness: effects of =as- 	 Sect. 2.3
Variability
Although Fig. 1 reports data from only 1 subject, the find-
ings are typical of the subjects tested. Error bars in Fig. 2
represent I standard error of the mean. Although no error
bars are shown for Fig. 3, variability of subjects in match-
ing effort was comparable to variability for force matches
(Fig. 2).
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WRIST EXTENSION
• = Head away from wrist
OHead toward wrist
WRIST FLEXION
20-]	 •Heod away from wrist
0 Head toward wrist
Test Conditions
• Exercises involving weight lift-
ing with one or two wrists, with
front-to-back movements of the
wrist joint in rhythm with a metro-
nome (speed unknown); usually
sets (bouts) of 25 contractions al-
ternated with rest periods of the
same duration; exercises performed
on Hellebrandt-Kelso modification
• Ergographic,
simultaneously; enlarged photo-
graphs reproduced as line drawings
for anatomic-physiological analy-
sis; electromyographic compari-
sons limited to single sessions
within subjects to decrease varia-
bility due to electrode placement
• Stress introduced by increasing
resistance systematically with each
bout until load could no longer be
lifted, or overloading subject at be-
ginning of exercise and continuing
to exhaustion
Experimental Procedure
• Independent variables: number
of wrists used, type of wrist move-
ment (flexion or extension), posi-
tion of head (determined from
photographs), degree of stress
(measured by electromyograph)
• Dependent variable: work output
• Subject's task: flexor extend one
or two wrists against resistance
while holding head in preferred or
opposite position
• For motivation, used intragroup
competition and pitted daily per-
formance against previous
performance
• 9 male and 9 female adults, in-
cluding novices and well-trained
subjects; 4 subjects had cerebral
palsy
3.3	 Kinesthesia
3.326 Tonic Neck Reflex: Influence on Weight Lifting
iI
(a)	 (b)
Successive Sets
Figural. Effect of head position on weight lifting performance with one wrist by either
(a) flexion or (b) extension. Data are for one well-trained (normal) subject. (From Ref. 1).
Key Terms
Synergy; tonic neck reflex; weight lifting
General Description 	 Tonic neck reflexes improve performance when the re-
quired action and the position of the head are in accord with
Synergies are innate elementary motor patterns in which 	 a tonic neck reflex. For weight lifting with a single wrist,
stereotyped coordinations of more than one muscle group 	 lifting by wrist extension is improved by looking toward the
occur in different settings or activities. Tonic neck reflexes 	 wrist, while lifting by wrist flexion is improved by looking
are synergies elicited by head position. In a tonic neck re- 	 away from the wrist. Lifting by flexion with both wrists is
flex, when the head is turned or tilted to one side the arm 	 improved by tilting the head forward; tilting the head back
and leg on the same side are extended and the arm and leg 	 facilitates lifting by extension of both wrists. The facilita-
on the opposite side are flexed; all limbs extend when the 	 tion of performance is strong enough to overcome the ef-
neck is bent forward. 	 fects of fatigue.
MO	 Bolt, K. R., & Lincoln, J. E. Engineering Data Compendium: HumanPerception and performance. AAMRL, Wright-Patterson AFB, OH, 1988.
of Information by Other Senses
	
3.0
Experimental Results
• Head position spontaneously selected by subject for each
exercise is always consistent with pattern of tonic neck re-
flex and thus facilitates performance.
• Rotating head toward wrist facilitates lifting by wrist ex-
tension for one-wrist exercises; rotating head away from
wrist facilitates lifting by flexion.
• Tilting head forward facilitates lifting by flexion with two
wrists.
Key References
l. Hellebrandt, K A., Houtz,
S. J., Partridge, M. 1., & Walters,
C. E. (1956). Tonic neck reflexes
in exercises of stress in man. Ante,-
ican Journal of Physical Medicine,
35,144-159.
Cross References	 9.305 Coordination of hand move-
ments on timed tasks;
9.202 One- versus two-handed 	 Handbook ofperception and
reaching: effects of target distance	 /w,iwnperj'or,na,we, ct 30,
and width;	 Sect. 5.3
• Tilting head back inhibits lifting by flexion of two
and facilitates lifting by extension of two wrists.
• All effects become greater as fatigue increases.
Variability
No information on variability was given.
Repeatability/Comparison with Other Studies
Work output is facilitated by tonic neck reflexes.
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Notes
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1.7	 Color Vision
1.706 Descriptive Attributes of Color Appearance
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Achromatic	 Chromatic colors
colors
Increasing ChromaiSaturatlon
Figural. Variation of light-
ness and chrome for a con-
stant-hue color. In this
black and white simulation,
the grid pattern inside the
squares represents a given
chromatic color (e.g., blue).
The less detailed grid simu-
lates a color with low
chroma or saturation (Such
as pale sky blue). The more
detailed grid represents the
same color hue, but with
high chrome or saturation
(such as rich royal blue).
The amount of achromatic
color (varying from black
through gray to white)
mixed with the hue deter-
mines the degree of light-
ness or brightness for a
given color Chip (i.e., the
chip with the lowest bright-
ness and highest chroma
might be dark navy blue).
Key Terms
Brihtncss; chrorna: color appearance; color description;
coloi'imetrtc purity; hue; lightness: luminance; saturation:
tint; wavelength
General Description 	 colors are color stimuli devoid of hue, such as white, gray,
or black.
C oh - is the aspect of visual perception that allows all
 
to distinguish between otherwise identical objects,
surfaces, or areas oil 	 basis of different spectral Compost-
(ions of radiant energy (wavelengths and wave amplitudes)
meitted or reflected from them. Color appearance usually is
described in terms of three basic color attributes:
Hue: the perceived color, which can he given it
such as red, yellow, blue-green, or purple. The four unique
hues are those which cannot be further described using hue
names other than heir own: red, green, yellow, and blue.
Binary or non-unique hues can be described by combining
other hue names, such as reddish-yellow (orange) or bluish-
red (violet). Chromatic colors possess hue; achromatic
Brightness or lightness: brightness refers to the degree
of stimulus intensity or the level of light all 	 appears to
emit, ranging from dazzling (very bright) to dim or very
dark (often used as descriptive adjectives for the hues).
Lightness usually refers to the reflectivity of a surface; that
is. the amount of light I he object or surface appears to emit
in comparison with that cnuttcd by a surface perceived as
''white." Thus, lightness can be considered relative bright-
nes.r. Lightness ranges from very light (white) to very dark
(black).
Chronia or saturation: the degree of color purity or rich-
ness (apparent deviation front 	 (.'hro,na is the per.
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Color Vision
1.713 Brightness Induction
Figure 1. Example of lightness induction. All of the small squares have the same ref lee.
tance, but appear to have different lightoesses because they lie on backgrounds of differ-
ent reflectances. (From Visual perception by T. N. Cornsweet, Copyright b 1970 by
Academic Press. Reproduced by permission of Harcourt Brace Jovanovich, Inc.)
Key Terms
Achromatic induction: brightness; brightness induction:
color appearance; lightness; lightness induction: luminance;
simultaneous brightness contrast: spatial contrast
General Description
An area or object of fixed luminance or reflectance ap-
pears to increase or decrease in lightness or brightness
when the luminance or reflectance of the area sinrnmnding it
is decreased or increased. This effect is called either light-
ness or brightness induction, depending on whether the tar-
get appears to reflect oremil light, respectively.
Art example of lightness induction is shown in Fig. 1.
The ltir sinaI I squares test fields) have identical re 11cc-
lances, yet (heir lightnesses appear different due to differ-
ences in the retlectances of the four backgrounds (inducing
fields).
Figure 2 shows the results of an experiment in which the
luminance of the test field is held constant while the lumi-
nance of the inducing field is gradually increased, and the
observer adjusts the luminance of a separate matching field
so that its lightness matches that of the test field. As the lu-
minance of the inducing field is increased, starting from a
very low level that appears black (i.e.. luminance thresh-
Applications
Selection and specification of reflectance. luminance, and
illumination levels for areas and objects and for their back-
grounds, when constanc y of brightness or light tiess is de-
sired (as in lighting,painting, or otherwise treating a
surface when bright ness lu urn igcnei( y may be iii iportant ) or
wheit specific differences in brightness or lightness are nec-
essary (as for brightness coding in visual displays).
old), the lightness of the test field increases. (Increases in
the luminance if the test field troj ii /,cro to threshold will
obviously produce no induction because these changes will
not be visible.) Eventually. though. this trend reverses and.
once the inducing field's luminance reaches approximately
half that of the test field, the test field regains its original
lightness. As the luminance of the inducing held increases
Still further beyond this point, the lightness of the lest held
diminishes very rapidly and it soon appears black. Figure 2
is representative of datt that have been collected for test
fields having luminances ranging from approximately
Ii.) to 113 C&111 2 . In cases such as those described above,
where lightness induction causes the difk'rcnccs in the
lighinesses of the test and background fields to increase, the
effect is usuall y called /i/r1,u'ss contrast. III 	 cases,
induction leads to ;I 	 in lightness differences. This
efiect is called reverse eon/rae. assitnilation, or eqwth-
zn/ion.
Lightness induction is influenced by ;I 	 of factors
as summarized in Table 1.
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1.714 Simultaneous Lightness Contrast: Effect of
Perceptual Organization
(a)	 (b)	 (C)
Figure 1. The Benary effect. The gray triangle on the larger black triangle (b) appears lighter than the one next to the
black cross (C) despite the fact that the former is surrounded by less black than the latter. The drawing In (a) shows how
the central figure is constructed from the cross. The "belongingness of one gray triangle to the black triangle loads to
greater contrast than the mere adjacency of the other gray triangle to the cross. (From Ref. 1)
Figure 2. The Koilka-Benussi ring. (a) Each half of the gray ring should undergo contrast with the differing background
reflectance values and thus appear different in lightness. That this does not occur suggests that the perceived unity of the
ring opposes Contrast. When thin vertical lines are placed on top of the central region of the ring (b) or the two halves of
the ring are shifted (c), the contrast effect occurs. (From Ref. 6)
Key Terms
Lightness, lightness induction: perceptual organization:
simultaneous brightness contrast
General Description	 against a white background. This effect is an example of
lightness UIIILL(IiOfl and IS known IS ?tflhiIWflL'OUS lightness
'The /ighltze.s.s of an object or surface I its whiteness,	 Y-	 <'1FO.S1 (CReI. I .7 13.
ness, or blackness) correlates primarily with its reflectance,	 the lightness of surfaces is also affected by the organi-
i.e - the amount of incident illumination    re Uected from its	 zation of the visual i nformat ion Surfaces which are per-
surface. however, lightness is also influenced by the sot- 	 ceived to belong together exhibit more lightness contrast
roundings in which the object is viewed. For example, a 	 than surfaces which are not perceived to belong together.
gray square of given reflectance will appear lighter when it For example,	 Figs. lb and I c. the gray triangles have
is viewed against a black background than when it is viewed
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S..
'.5) Figure 3. Differential con-trast of figure and ground.Although the tight gray re-gions in both circles areequal in area and lightness
value, those perceived as
figures (left) appear lighter
than the region seen as
ground (right). A similar ef-
fect occurs for the dark gray
regions; those appearing as
figures on the right appear
darker than the ground on
the left. (From Ref. 4)
equal reflectances and are hounded For equal extents by
black: however, the gray triangle next to the cross shows
less li g htness contrast (appears darker) thai (lie gra y trian-
gle that is perceived as part of a larger black triangle.
Effects of lightness contrast extend throtigli nit ;i surface
and are limited to the perceived surface (Fig. 2). The gray
ring is unaffected by conilicting contrast information until it
is broken into two half rings, each of which exhibits the cx -
pected lightness contrast effects (Ref. 5.
A surface pci-ce i ved as figure contrasts with the back -
ground no ire than the background con t ras is with [lie big u ic
Fig. 3, Ref. 4). For two lighter gra y surfaces of equal re-
Applications
Selection and specification of reflectance, luminance, and
illumination  levels for areas and objects and for (heir back-
grounds, when constancy of lightness is desired (as in light-
Key References	 3. Gilchrist, A. 19800 Wtieii does
perceived tiztiincss depend on per-
Ijenary , W. (1924). tIcobach-	 ceived spat oct arc angeilicict! Pc,
lung i.0 cineul EperiniienI fiber	 ,j,,,,	 2.IeIIcikeilskon(rasi - l-'svcholo' 	 527538
Xorhe Fo,vehu,ig 4. 131-
	 3. Metiger, W. ( 1953). (ie.vete des
2. C'onnwcel, 1. N. 4 1970). Visual
pecepuon New Yolk: ;Scadcccccc
l'icss -
Cross References
.712 Itriglililess oclisiancy;
1.713 Rnghiness induciion:
1.715 Model O' brightness contrast
tiectance i niernu xed with darker gray surfaces. (lie lighter
gra y bigure appears li ghter than the lighter gray background.
A surface does not exhibit lightness contrast with t'cti-
nally adjacent surfaces it the surface is not coplanar with the
background surface (i.e. . it it is at it 	 distance than
the background) (Ref. 3. In general. spatial position is as
important in lightness contrast as arc ill u uti nat ion and re-
liectance : this is consistent will) (lie role played by the spa-
tial position ofa light source ill determining ill Lill nnation in
real world scenes.
ing . painting, or otherwise treating it surface oil
brightness homogeneity may be important) or when specific
differences in lightness are necessary (as for lightness cod-
ing in visual displays).
Seluns. Frankfurt, W. ( crivaiiv:	 perception - In K. R huh. 1. Kauf-
\Vatciciiiar Kramer.
	 man, & J. P Thonia.s W&,),
5. Rock. I i98). The 
/,jc 
e	 Hcsndbc,c,k o/pt'rcepmm Ian,!
perception. Cambridge, NI A: Sin	 !li4flla,l ;'er/urinanee: Vol. II. Cog.
Press.	 ,:it, vi' /aroi'sxi's an,! pa'rforjfl,jni,' -New York: Wiley.I' Rock. I - I	 - the description
and anat y sis ccl c,tsjc'ci ;iiicl cyclic
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1.7	 Color Vision
1.716 Mach Bands
(a)
Figure 1. In pattern (a) the luminance is constant in the
vertical direction and varies horizontally according to dia-
gram (b). A bright Mach band appears at uand a dark band
at , so that the subjective brightness varies approximately
as shown in (c). (From Ref. 3)
Figure 2. Patterns used with rotating discs (a) or cylinders
(b) to produce Mach bands. The Mach bands are perceived
at points where the luminance curves bend [points ' and y'
of the disc diameter in (a) and points Wand 13 ' of the direc-
tion parallel to the axis of rotation of the cylinder in (b)].
(From Ref. 3)
Key Terms
Achromatic induction; border effects; color appearance;
Mach hands; simultaneous color contrast
General Description
Mach hands are bright or dark bands that appear near it
boundary between adjacent, illuminated light and dark re-
gions in a visual field. Because the bright hand is in the light
region and the dark band is in the dark region (Fig. I). the
phenomenon tunctions as all 	 enhancement. The effect
Occurs even though the physical distribution of light shows
no changes in luminance that correspond to changes in per-
ceived brightness.
Figure 2 shows the distribution of luminance and the
perceived brightness for two patterns that generate Mach
bands when they are rotated at rt speed. The
effect is influenced by several variables:
• Width of the bright band decreases if either the highest
luminance or the steepness of the luminance gradient from
ce to13 (i.e.. the slope from dark to light) increases. The
dark band at 3' (in the brightness plot in Fig. 21) seems to
he less dependent oil 	 steepness of the gradient.
• Difference in brightness between the Mach hands and the
adjacent areas increases as the angular width of the area
from a to P decreases for patterns containing it linear gra-
dient (e.g.. the pattern in Fig. 2h).
• The threshold for perception of Mach bands depends on
exposure duration. The hands are seen with stimulus dura-
tions as brief as 1-2 msec, provided the luminance gradient
is very steep. As exposure increases to -5() rnsec, the criti-
cal slope of the gradient decreases linearly.
• The appearance of Mach bands is uncertain if the border
between regions of high and low illumination is maximally
distinct, that is, if the x-13 slope approaches infinit y ; like-
wise, as the steepness of the slope approaches zero, Mach
hands disappear.
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1.718 Color Assimilation
Figural. Configuration for demonstrating color assimila-
tion; the uniform grey background tends to take on the
Color of the stripes that overlay it. If the black and white
stripes are replaced by blue and yellow stripes, respec-
tively, the grey on the left would appear bluish and the grey
on the right would appear yellowish,
Key Terms
Bezold spreading effect; chromatic induction; color appear-
ance color assimilation; color spreading
General Description	 clearly visible despite the apparent shift in background
color.
With certain complex visual stimuli, such as patterns of 	 Descriptively, color assimilation represents it weighted
stripes on a background of uniform color, the color of the
	 averaging of the color of the background with that ofthe
background shifts toward the color of the stripes; this effect 	 superimposed pattern. However, actual visual mechanisms
is known as color avsi,n,laiwn. Consider, for example, a
	 that produce the phenomenon are not yet known-
uniforii gray rectangular background with thin blue stripes
	 mere appears to he a continuum from color assimilation
on the left half and thin yellow stripes on the right half. 	 (reduced color contrast) to regular color contrast (enhanced
Color assimilation leads to a bluish appearance for the gray 	 color contrast), depending on such factors as the reflectance
in the left half and it 	 appearance for the gray in the 	 of the background. the size of pattern elements (e.g.. the
right half (i.e., reduced contrast between the colors). The	 thickness of stripes), and the separation between pattern
effects of color assimilation are therefore opposite to that of 	 elements (e.g.. distance between stripes). In general.
simultaneous   color contrast (('Ref I .7 I 7). which would re-	 though, color assimilation occurs with relatively line pattern
Still in it 	 appearance in the gray on the left and it
	 enclosing small areas and is replaced b y color con-
bluish appearance in the gra y on the right (i.e. contrast en-	 trast as the pattern elements become thicker and more
hancewent). Color assimilation is also distinct front
	 widely separated.
blending, because, unlike blending, color assimilation does
not involve any loss of spatial resolution. The patter!) is
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