The evolution of molecular quasispecies on two di erent complex tness landscapes, the Sherrington Kirkpatrick spin glass and the Graph Bipartitioning landscape, is investigated in dependence on replication delity and population size. Three di erent regimes of replication delity are detected. At high copying delity one obtains a population with high mean tness localized around a time independent consensus sequence. For large mutation frequencies the population is spread over the entire sequence space and the average tness vanishes. In the intermediate regime the population is centered around a consensus sequence which moves in sequence space. Although the genetic information is lost over time, the population maintains an average tness signi cantly above zero. A theoretical approximation is derived for the error threshold as a function of the sequence length.
The evolution of molecular quasispecies on two di erent complex tness landscapes, the Sherrington Kirkpatrick spin glass and the Graph Bipartitioning landscape, is investigated in dependence on replication delity and population size. Three di erent regimes of replication delity are detected. At high copying delity one obtains a population with high mean tness localized around a time independent consensus sequence. For large mutation frequencies the population is spread over the entire sequence space and the average tness vanishes. In the intermediate regime the population is centered around a consensus sequence which moves in sequence space. Although the genetic information is lost over time, the population maintains an average tness signi cantly above zero. A theoretical approximation is derived for the error threshold as a function of the sequence length. The dilution ux is adjusted such as to keep the total population size of macromolecules constant. In the limit of in nitely large populations the dynamics are governed by the following system of ordinary di erential equations (Eigen, 1971 For the sake of mathematical tractability almost all investigations of the above model consider only point mutations as mutation events. As a consequence the macromolecules are restricted to constant chain length n. This allows to de ne a distance d (Hamming distance) between macromolecules as the minimal number of point mutations which is needed to transform one molecule into the other (Hamming, 1986) . The set of all sequences together with the Hamming distance forms the sequence space (Maynard-Smith, 1970 , Eigen, 1971 ) and the tness landscape (Wright, 1932 ) is then obtained simply by assigning a replication rate constant A to each point in the sequence space S. This concept allows to look at evolution as an optimization procedure on a tness landscape.
A further simpli cation s the uniform error model based on the assumption that point mutations occur independently with a probability p at each position of the sequence (uniform error model) (Eigen, (2) The uniform error model was investigated in detail for various kinds of simple model tness landscapes including single peak landscapes (Eigen & Schuster, 1977) , double peak landscapes (Schuster & Swetina, 1988) , essentially uncorrelated landscapes (McCaskill, 1984) , at tness landscapes (Derrida & Peliti, 1991) , and highly symmetric landscapes with few local optima (Tarazona, 1992) . The e ect of population size has been studied by Nowak and Schuster (1989) by simplifying the dynamics to a birth and death process. For correlated landscapes with many local optima extensive computer simulations have been published based on both RNA folding landscapes (Fontana & Schuster, 1987 , Fontana et al., 1989 and spin glass models (Amitrano et al., 1989 ) focusing on the dynamics of evolution.
The most prominent feature of the quasispecies model is the existence of an error threshold (Eigen, 1971 , Eigen & Schuster, 1977 , i.e., a minimal replication accuracy necessary to maintain the genetic information in the population. Above the error threshold the distribution of sequences is centered around a consensus sequence, which depends only on the replication accuracy. The consensus sequence is de ned as the sequence of the symbols which are predominant in each position. For q ! 1 the consensus sequence coincides with the global optimum of the tness landscape. At lower replication rates the consensus sequence does not necessarily coincide with the global optimum, since the average tness of the quasispecies is optimized. This is easily understood if one thinks of a global optimum lying one a very narrow peak and a broad local optimum with slightly smaller tness (Schuster & Swetina, 1988) .
Error thresholds are closely related to cooperative phase transitions (Demetrius, 1987 , Leuth auser, 1987 , Tarazona, 1992 ; in the limit of in nite chain length they were shown to be equivalent to an order-disorder transition. So far error thresholds have not been studied for highly correlated complex tness landscapes. These are of special interest since recent work on landscapes derived from RNA secondary structures (Fontana et 1992 ) revealed that biophysical landscapes are in fact highly correlated. Landscapes derived from some well known combinatorial optimization problems, e.g., the traveling salesman problem (Lawler et al., 1985) , the Graph Bipartitioning problem (Fu & Anderson, 1986) , as well as long range spin glasses like the Sherrington Kirkpatrick model (Sherrington & Kirkpatrick, 1975) exhibit similar correlation structure (Stadler & Happel, 1992 , Stadler & Schnabl, 1992 , Weinberger & Stadler, 1992 . Since these landscapes are computationally less costly by orders of magnitude compared to the more realistic RNA tness landscapes, they allow for a detailed study of error thresholds on correlated landscapes.
The error threshold q e also gives an upper bound for the genome size of organisms by n max = ln 1 ? q e
is the superiority parameter weighting the tness of the wildtype against the tness of the mutant distribution (Eigen, 1971 1988, Weinberger, 1990 ) exhibit an autocorrelation function of the form
where c is a constant independent of the chain length n.
In the context of the quasispecies model the tness of a sequence is simply the reaction rate constant A of its copy reaction. Reaction rate constants can commonly be related to activation energies by the Arrhenius law (Laidler, 1969) A = Be ?E( )=RT (6) B is the frequency factor which is assumed to be independent of the particular sequence .
For the sake of computationally tractability we choose the Sherrington Kirkpatrick spin glass (SK) and the Graph Bipartitioning Problem (GBP) instead of RNA landscapes in order to model activation energy landscapes. The SK model is well known from statistical physics and was applied to prebiotic evolution by Anderson (1983) . A particular spin con guration can be represented as a string = 1 ; : : :; n where the i = 1 according to spin up or spin down. In the same way the genetic sequence can be coded, where +1 now stands for a purine and ?1 stands for a pyrimidine. The energy of a spin glass con guration is
where the J ij are Gaussian distributed random variables with mean zero and variance 1. J ij accounts for the strength of the spin interactions and n is the sequence length.
The natural distance measure between two spin con guration is here also the Hamming distance. A single spin ip corresponds to a point mutation.
The GBP is known as a hard (N P -complete) optimization problem (Garey & Johnson, 1979) . Given a set of an even number n of points with a connection pattern between them, a con guration is a partition of the set into two subsets A and B containing each half of the total number of points. A con guration is as a string = 1 ; : : :; n where i = +1 if the point i is in A and i = ?1 if i 2 B. The task is to minimize the number of connections between A and B. Note that P n i=1 i = 0 since both A and B contain an equal number of points. The connection pattern can be described by a matrix J ij , where J ij = 1 if point i is connected with j , else J ij = 0. Now the cost function of a con guration is
The rst term is only a constant which gives the total number of connections. Since we are only interested in optimization, we may omit it and use the energy function
In contrast to the SK model and molecular genetics, exchange mutations are here the natural way of transforming one con guration into another. The Hamming distance is twice the minimal number of exchange mutations. Activation energies are positive by de nition. Therefore we de ne for both, the SK and the GBP landscape, E( ) = H( ) + h (10) where h is a su ciently large positive constant. Note that an additive or multiplicative constant does not change the autocorrelation function (d).
Our simulations of the quasispecies model are based on a simple algorithm. At each time step an individual from the population is selected for a replicating process with a probability proportional to its tness. This individual is then replicated allowing for point mutations at every position with probability p. Finally the replication product replaces a randomly chosen individual in the population. Hence, the population size is kept constant.
The probability of an individual to be chosen for replication is given by (11) where w is a shorthand for RT. The \temperature" is here simply a scaling parameter tuning the selective advantage, since no explicit assumptions on the absolute magnitude of the activation energies have been speci ed. and refer to single individuals in the population rather than to a species. Therefore concentrations do not enter in the above equation.
The error threshold
In order to locate the error threshold we simulated the evolution of a population at constant error rate for 200000 replication steps, which proved long enough to equilibrate each of the following parameters of the population. The convergence of these quantities can be drastically improved if, instead of a random population, a population equilibrated at a nearby error rate is used. It was carefully checked that this does not a ect the results. Figure 1 impressively illustrates the existence of a stable consensus sequence for error rates below the error threshold approaching it from below or above. The evolution of the consensus sequence by starting at the global optimum and varying the error rate of . The error threshold is characterized by the loss of the consensus sequence, i.e., the genetic information of the population. Beyond the error threshold the consensus sequence is no longer constant in time, the plots therefore show only a \snapshot". Slightly above the error threshold the consensus sequence ips back and forth erratically between the two complementary neighborhoods of the global optima.
replication is shown in gure 1. As a model tness landscape we used here the Graph Bipartitioning landscape with n = 50. We see the loss of the information contained in the consensus sequence for error rates above the error threshold. In the left plot on the bottom there are neutral exchange mutations between position 2 and 6. When the error threshold region is reached we see a ip of the consensus sequence to its complement. Inspection of equ. 9 immediately tells us that complementary sequences have identical tness.
The evolution of the consensus sequence by decreasing the error rate is shown in the right plot of gure 1. We used exactly the same landscape as in the left plot. Obviously the error threshold does not depend on whether it is approached from below or from above. A more accurate estimate of the error threshold can be obtained from the maximal tnesŝ f and the distance of the consensus sequence to the optimum d co . In gure 2 we shoŵ f, f, d, d c and d co for the same simulation runs. In the three plots on the left side we increased the error rate of replication from 0 to 0:3 and started from the global optimum.
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In the right hand side plots we decreased the error rate from 0:3 to 0. In the left plot the consensus sequence is at the global optimum, in the right plot the evolution leads the consensus sequence to local optimum with nearly the same tness value (see bottom right plot g. 2).
The same quantities are plotted in gure 3 for SK landscapes of length n = 50 (left) and n = 100 (right). Fig. 2 and g. 3 look qualitatively the same, although the GBP and the SK landscape are quite di erent in their detailed structure. The constant c in equ. 5 di ers of a factor 2 and the GBP landscape is much more neutral than the SK landscape, since H has only integer values for the GBP. These plots divide into three regimes of replication delity. increasing chain length. The rst region of high replication accuracy is characterized by the persistence of the best sequence in the population and the xation of the consensus sequence to a local optimum. In this region evolutionary optimization leads to a \steady state", i. e., the population progresses towards a local optimum and remains there. This means that the information of the consensus sequences is inherited to future generations. The speed of the optimization can be tuned by the replication precision. Optimization will be the fastest close to the error threshold, since too exact copying reduces the chance of producing new advantageous mutants. In nature a number of viruses have shown to operate very close to their error threshold. This enhances their exibility to adapt on a continuously changing tness landscape. At the error treshold the localization of the quasispecies breaks down. Hence, the second region is characterized by a moving consensus sequence and non-vanishing mean tness of the population. The movement of the consensus sequence sequence space is equivalent to the loss of genetic information. The replication procedure is too erroneous to maintain the information contained in the consensus sequence for future generations, however, the genetic relations in the populations are not yet destroyed. The population is as a di use but rather small cloud erratically staggering through sequence space. The consensus sequence is still well de ned. The population behaves like a quasispecies on a at tness landscape (Derrida & Peliti, 1991) . In the third region the mean tness is very small and the consensus sequence is no longer well de ned. Here the replication is so randomized that the mean tness vanishes. In the deterministic treatment (Eigen et al., 1989 ) the second and the third domain are indistuinguishable, since time averages over the concentrations tend to 1=2 n in both regions. Figure 3 showsf, f, d, d c and d co for two di erent SK landscapes of length n = 50 and n = 100. The GBP and the SK landscape are quite di erent in their detailed structure. c in equ. 5 di ers of a factor 2 and the GBP landscape is much more neutral than the SK landscape, since H has only integer values for the GBP. Nevertheless g. 2 and 3 look qualitatively the same. This indicates that presumably the existence of the above described three di erent regions is a generic feature of complex correlated tness landscapes. Comparing the plots on the left and the right side of g. 3 shows, that the error threshold shifts towards 0 for increasing chain length.
The genetic information of a sequence in the population can only be maintained if its probability to be selected and replicated correctly is larger than to be removed, i.e., QS( ) = q n S( ) > 1 N
The error threshold is characterized by the loss of the ttest sequence o in the population, hence Q e S(o) = q n e S(o) 1 N (13) where N is the population size. In the three plots on the left side we increased the error rate of replication from 0 to 0:3 and started at the global optimum. In the right hand side plots we decreased the error rate from 0:3 to 0. Hence, the time evolution of the system is here opposite to the X-axis.
In the upper two plots we show the highest tness value (2) and the mean tness (4) in the population. The loss of the optimum is a characteristic of the error threshold. In the middle two plots we show the mean Hamming distance in the population (2) For the population size dependence of the error threshold on single peak landscapes Nowak and Schuster (1989) derived a 1= p N law. In gure 6 the error threshold is plotted against the square root of the population size for SK landscapes of lengths n = 25; 50.
The solid lines are mean square ts of the numerical data. Our data is consistant with this prediction. 
Conclusion and future directions
Our computer simulations of a quasispecies on correlated tness landscapes show clearly three distinct regimes of copying delity. Populations with high replication accuracy evolve to a local optimum of tness. The majority of the members in the population have a sequence close to the consensus sequence and the mean tness is close to the global optimum. High replication accuracy guarantees the conservation of the genetic information for future generations. Populations with very unprecise replication spread uniformly over the sequence space. Their consensus sequence is ill de ned and their mean tness vanishes. In between there is region which is charaterized on one hand by the loss of the optimum in the population and on the other hand by non-vanishing mean tness genetic relatedness. The population di uses through sequence space below the peaks of the tness landscape.
Probably this feature of complex correlated landscapes could be used for constructing improved optimization algorithms resembling simulated annealing. Starting with a population below the error threshold one increases the copying delity after an equilibration time stepwize beyond the error threshold. In the beginning the population will spread over the entire sequence space and probably such an optimization algorithm leads to a more exhaustive search for optimal solutions for very large optimization problems.
A simple theoretical approximation for the error threshold on complex landscapes was derived, which agrees very well with the numerical simulations. As models for tness landscapes we used landscapes of combinatorial optimization problems, which have a similar correlation structure. Such landscapes are intrinsically isotropic, i.e., they are statistically equivalent in all directions. How close realistic biophysical landscapes are to isotropy has to be checked out. Strictly speaking, our approximation of the error threshold is valid only for isotropic landscapes, but we believe to describe the generic behavior correctly.
