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Introduction
Cointegration models -de…ned as stationary linear combinations between non-stationary variables -have wide applicability in econometrics. However, it is becoming increasingly clear from the literature that inference on cointegrating vectors is a challenging problem.
In a recent survey, Johansen (2009) discusses, among others, two important reasons for the above. First, cointegrating equations have traditionally been interpreted as long-term relations, yet time series that can be modelled as such are short. Therefore, it becomes a natural part of the methodology to develop …nite sample motivated methods. Second, …nite sample methods have nevertheless been notably lacking. Available estimators and test statistics heavily rely on asymptotic theory, and more importantly, are nuisance parameter dependent which may cause severe …nite sample distortions.
To set focus, consider the p-dimensional vector autoregressive framework of Johansen (1995) which de…nes the cointegrating relation and associated long-run coe¢ cient, denoted , via a reduced rank restriction, of the form 0 , on the coe¢ cient of the lagged level term. For inference on [see Johansen (1988 Johansen ( , 2000 Johansen ( , 2002 ], standard likelihood ratio (LR) criteria are asymptotically 2 and Bartlett adjustable, as along as 6 = 0. The dependency on is non-negligible for practical purposes since the LR as well as its Bartlett corrected counterpart perform poorly close to zero. In fact Johansen (2000) de…nes the problematic parameter subspace as "the boundary where the order of integration or the number of cointegrating relations change". Dufour (1997) casts this same problem as an identi…cation failure, via the following illustrative bivariate process X t = (X 1;t 1 + bX 2;t 1 ) +
i X t i + + t ; t = 1; : : : ; T ;
where X t = (X 1t ; X 2t ) 0 and = (1; b) corresponds to the usual normalization, is an unknown constant and t are i:i:d: distrurbances. When = 0, that is, when X 1t
and X 2t are not cointegrated, b is not identi…ed which implies that: (i) any inference method that leads to intervals with bounded limits for which underlying theory was derived "imposing = 0 away" will have poor coverage, and (ii) procedures that hold promise include inverting tests on b with correct size whether is zero, non-zero or closeto-zero. Dufour (1997) does not elaborate on the cointegration case but proposes solutions in other contexts that have contributed to the recent and ongoing major developments in the weak-identi…cation literature. 1 Our aim in this paper is to derive identi…cation-robust con…dence sets for , primarily though not exclusively within a likelihood framework. We thus …rst check whether and to what degree popular estimation methods, speci…cally the Maximum Likelihood of Johansen (1995), Fully Modi…ed OLS [Phillips and Hansen (1990) ; Phillips (1991 Phillips ( , 1995 ], Dynamic OLS [Stock and Watson (1993) ] and the stationarity-test based method from Wright (2000) ], su¤er from identi…cation problems. Methods validated via triangular representations di¤er from reduced rank regressions via further identi…cation restrictions [see Phillips (1994) ] that facilitate …nite sample analysis in simple triangular systems. More general systems with temporally dependent shocks or exogeneity issues are not immune to …nite sample problems; see Gonzalo (1994) or Boswijk (1995) for early references in this regard. We also explore various simulation-based solutions imposing and relaxing strong exogeneity. Bootstrap methods have long been available for cointegrating regressions [see e.g. Li (1994) , Li and Maddala (1997) We note that available simulation studies that assess the properties of available bootstraps often impose weak exogeneity, an assumption that may be too restrictive and may undercut their reliability. As a matter of fact, many bootstraps are known to fail because of identi…cation or boundary issues [Dufour (1997) , Andrews (2000 Andrews ( , 2001 ].
More generally, the past 15 years or so have seen signi…cant changes in time series methods, many motivated by similar considerations. It is now widely understood that standard univariate and multivariate estimation and inference methods do not work well with roots in the neighborhood of unity; see Stock (1997) for an early survey, Eliott (1998), Zivot (2000) , Lanne (2000) , Caner and Kilian (2001) , Hjalmarsson and Österholm (2010) and the references therein, and on bootstraps, see e.g. Andrews (2000) and Park (2006) . assume that nearly integrated series are nearly cointegrated when a linear combination exists with a near integration order that is smaller than the order of near integration of the considered series.
In the absence of a consensus on de…nitions in this literature so far, this paper will consider the following set-ups. We refer to traditional cointegration as the base case in which unit roots in regressors are imposed, and some linear combination of the regressand and regressors is stationary, ruling out slow adjustment to the long-run equilibrium, that is, ruling out zero and close-to-zero in the above example. We next de…ne weak cointegration by allowing, in the latter de…nition, the possibility of slow adjustment to the long-run equilibrium, that is, a close-to-zero in the above example. Although related, this de…nition does not fully coincide with the "near cointegration" de…nitions of Tanaka (1993) and Jansson and Haldrup (2002) , nor of Ioannidis and Chronis (2005) . To avoid confusion, we refer to "weak" rather than "near" cointegration to describe this case. This paper has three main contributions. First, for the traditional cointegration case, we derive con…dence set estimates for the cointegrating vector inverting LR-type statistics and provide analytical solutions to the test inversion problems. These statistics test a speci…ed value for against (i) an unrestricted, or (ii) a cointegration-restricted alternative. Analytical projection-based formula use the mathematics of quadrics as in Dufour and Taamouti (2005) and characterize unbounded and empty set outcomes. We underscore -as in Wright (2000) -the merits of a con…dence set that can be empty. This is the content of Sections 2 and 3 in the paper. Second, allowing for weak cointegration, we propose three methods to correct the size of the above de…ned statistics. The …rst method is a bounds-based critical value procedure; for general insights on the usefulness of bounds when nuisance parameters yield identi…cation problems, see Dufour (1989 Dufour ( , 1997 we introduce a data-dependent critical value based on the "Type 2 Robust" approach from Andrews and Cheng (2011) . The latter uses the data to determines whether (in the above example) is close to the value 0 that causes identi…cation failure and if so, adjusts the cut-o¤ towards the bound via a smooth transition function. Said di¤erently, the Type 2 robust procedure involves a data-based continuous transition from the standard to the bounds-based LF critical value that improves size-corrected power. Third, we examine a simulation-based method based on Dufour (2006) that may be interpreted, because of its parametric basis, as an often unattainable full-information …rst best (FB).
The proposed LF and Type 2 critical values do not vary with the tested value of and thus preserve the quadrics form of the test inversion solution. We thus link unbounded con…dence sets to departures from the cointegration hypothesis, which con…rms that the data does not hold information on .
Our discussion so far has sidestepped the possibility of underestimating the rank in the de…nition of , the consequences of which are of obvious concern. Said di¤erently, in the context of the above example, our framework imposes a reduced rank on the coe¢ cient of X t 1 in the regression of X t on the latter, a constant and the X t i lags. Yet the reduced rank assumption may not hold, in particular when the process for X 2;t is stationary. A built-in speci…cation check, providing an overall assessment of the latter restriction, is also available within our test-inversion-based procedure. In particular, we show that if the generated con…dence region for is empty, the reduced rank assumption is rejected at the considered test level. So in the above example, an empty con…dence set would suggest departures from the exact unit root assumption for the X 2;t process, which is highly commendable in view of the above cited literature.
To sum up, we show that unbounded con…dence sets result from overestimating the rank of the coe¢ cient on X t 1 in the regression underlying (1), whereas empty sets result from its underestimation. In the literature on reduced rank regression, such approaches are gaining credibility; see Beaulieu, Dufour and Khalaf (2012) and the references therein. This is the content of Section 4 in the paper.
Finally, in Section 5, we conduct a simulation study to assess the performance of our proposed methods, relative to available methods including DOLS, FMOLS and the stationarity test from Wright (2000) . Results can be summarized as follows.
In the considered bivariate system, although high persistence causes size distortions for the considered LR statistics, these are easily corrected as proposed above, imposing and relaxing weak exogeneity. The size of DOLS and FMOLS based t-tests exceeds 90%
at the boundary. Furthermore, failure of weak-exogeneity causes very severe distortions for DOLS (size ' 88% even with T = 300) as well as for FMOLS, albeit to a lesser extent (size nevertheless remains around 37% with T = 300), in the traditional cointegration case, that is, even when is identi…ed. The test from Wright (2000) is also oversized at the boundary. These results are noteworthy, particularly because our design that can be traced back to Gonzalo (1994) is standard, simple and parsimonious. In contrast, even when weak exogeneity fails, all our proposed LR-based corrections have good size regardless of the identi…cation status, and good power when is identi…ed.
With regards to power, our proposed Type 2 robust method is as powerful as the FB bootstrap. This is noteworthy for the following reasons. The Type 2 method does not require full information, while the FB (here by construction) utilizes the often unavailable information on the dependence structure of residuals in the cointegrating equation. Furthermore, the LF and type 2 robust critical values are invariant to the value of under test, which preserves -up to the critical value adjustment -the quadrics-based solutions we introduced for traditional cointegration. In contrast, inverting the FB test requires numerical projections, since the bootstrap p-value varies with . In other words, inverting the bootstrap-based test requires a di¤erent critical value for each hypothesized value of , which considerably increases the computational burden.
The remainder of the paper is organized as follows. In Section 2, we set-up the framework and de…ne the considered test statistics. In Section 3 we present the test inversion strategy and associated projections. Section 4 discusses the proposed weakidenti…cation corrections. The simulation study is discussed in Section 5, while Section 6 concludes the paper. A technical Appendix summarizes the general projection methods applied.
Framework and Test Statistics
Consider [see Johansen (1995) ] the p-dimensional process X t de…ned by
where t are i.i.d. N p (0; ), initial values X k ; : : : ; X 0 are …xed and and are unknown p r matrices with rank r, r is the cointegration rank, D t is the m-dimensional deterministic term. We use this framework as a basis to derive a con…dence set for that is robust to the identi…cation problem arising from its de…nition via the non-linear restriction (2).
To introduce the considered test statistics, we adopt the following notation from Johansen (1995) that will facilitate our presentation. De…ne Z 0t = X t , Z 1t = X t 1 and stack the variables X t 1 ; : : : ; X t k+1 and D t into the p(k 1)+m vector Z 2t and introduce the conformable p p(k 1) + m coe¢ cient matrix comprising 1 ; : : : ; k 1 ; , leading to
To concentrate the latter model into the standard reduced rank regression framework, we further de…ne
where R 0 and R 1 are the T p matrices with rows R 0 0t and R 0 1t , is the T p matrix with
For …xed , and as argued by Johansen (2000 Johansen ( , 2002 , inference follows using standard multivariate statistics arguments. In this paper, we exploit this fact. To do this, we introduce in the context of the unrestricted multivariate regression (3) a hypothesis that …xes to a known value say 0
and its associated standard LR statistic:
In our context, if = 0 then the multivariate regression
is linear in parameters, so assessing = 0 against the unrestricted counterpart involves a linear restriction. The numerator in (6) is the sum-of-squared residuals of (7) while its denominator is the fully unrestricted sum-of-squared residuals from (3).
On replacing R 0 by R 1 0 0 + in (6) and on observing that
it is straightforward to see that under the null hypothesis, LR( 0 ) is distributed like
and thus depend on via R 1 . The resulting intuition is that the null distribution of Denote the cut-o¤ point of this statistic at a desired level (say 5%) as c which does not depend on 0 . To assess the size of a this test provides information on the coverage properties for the con…dence set which inverts it.
A statistic with a restricted alternative can also be considered, by replacing the unrestricted estimate in the denominator of (6) with a cointegration restricted one.
where~ is the MLE estimator of and~ is obtained by inserting~ into (7) (7)].
and the cointegration-restricted statistic obtains as
3 Inverting the LR Criteria
Our aim is to …nd the set of 0 values such that LR( 0 ) < c, and project this set to …nd con…dence regions for each of its components. For general values of r, this can be done numerically. However, when r is either 1 or k 1, we can …nd an analytical solution.
We thus focus on the empirically popular r = 1 case, with the standard normalization 
where
and c is the statistic's -level critical point.
Proof. Observe that (see also Gourieroux, Monfort and Renault, 1995)
Using a well known result on determinants 2 , we have
Then when r = 1,
The remaining problem then consists in solving the inequality
or alternatively
Taking exponential on both sides leads to
with as d as in (11) . Assuming = (1; b 0 ) 0 leads to
which gives (10).
In the Appendix, we present a general solution [based on the mathematics of quadrics as introduced by Taamouti (2005, 2007) ; see also Bolduc, Khalaf and Yelou (2010)] for an inequation of the form
where is the a 1 vector of unknown parameters and A is an 
It is clear that our problems of interest can all be cast as in (14) with
in which case the con…dence set can be empty.
We next consider the cointegration restricted statistic.
Theorem 2. In the context of (1)-(2) with r = 1 and = (1; b 0 ) 0 and the null hypothesis (5) inverting the statistic LRC( 0 ) de…ned in (9) at the -level corresponds to the following inequality, in b 0 ,
andc is the statistic's -level critical point.
Proof. Now turning to LRC( 0 ) and applying the same steps as above withc as the cut-o¤ point:
Using a above cited result on determinants, we have
withd as in (17) . Assuming = (1; b 0 ) 0 leads to
which gives (16).
Weak-Identi…cation
The null distribution of both LR( 0 ) and LRC( 0 ) will be poorly approximated by a standard 2 when may be rank de…cient and also possibly when weak exogeneity fails.
We thus next propose three size correction methods, the …rst two preserve the above de…ned quadratic-based solution for both statistics.
Robust Bound
Using an argument similar to the one in Dufour (1989) , for a univariate regression, and Dufour and Khalaf (2002) , for multivariate regression, we show that the above de…ned LR statistics have null distributions which admit an identi…cation-robust bound that can be described as follows. We introduce a hypothesis (denoted H 0 ) that …xes both and to known full rank matrices, which is a special case of the restrictions to be tested. Then we argue that the LR criterion (denoted LR ) associated with H 0 provides the desired bound. The result follows from two considerations. First, by construction, it is evident that LR is larger than the LR test statistics of interest, and thus its null distribution yields an upper bound (and conservative critical points) applicable to both LR( 0 ) and LRC( 0 ). Second, the null distribution of LR can be approximated using a standard 
for all 0 1 ; where ( ) is determined such that P [LR ( )] = :
Proof. In the context of (3), consider testing the null hypothesis as a LF bound for the null distribution of both LR( 0 ) and LRC( 0 ), so critical values from the latter distribution can be substituted for c andc in (11) and (17), respectively.
Indeed, it is also easy to see that LRC( 0 ) LR( 0 ) LR which suggests that although valid for both statistics, our proposed bound is tighter in the case of LR( 0 ).
Robust Type 2 Critical Values
If is identi…ed, the above de…ned bound may prove to be conservative. We thus introduce an alternative critical value adapted from the Type 2 approach of Andrews and Cheng (2011). The idea is to de…ne a critical value that provides a continuous transition from a weak-identi…cation to a strong-identi…cation cut-o¤ point using a smooth transition function. We use the function s(x) = exp( x=2) as recommended by Andrews and Cheng (2011) . The Type 2 robust critical value we propose iŝ 
Empty and Unbounded Con…dence Sets: Discussion
The statistic
coincides [see also Gourieroux, Monfort and Renault (1995)] with the LR criterion associated with
in (3) against the assumption of full rank. Furthermore, the statistic
where L is de…ned in (12) implies that the con…dence set based on inverting LR( 0 ) at the -level is the real line, then H n is not rejected at this level using the traditional LR test for no-cointegration.
Proof. Let us reconsider (13) which is reproduced here for convenience
By the de…nition of L, we have
for any 0 , so the con…dence set will be the real line. Lemma 2 thus follows on recalling that the cut-o¤ points associated with no-cointegration null [here = 0] are larger than their their 2 counterpart.
Note that again Lemma 2 provides a necessary but not su¢ cient condition: Johansen's no-cointegration test may be signi…cant yet we cannot be sure that the con…dence set is the real line (although it is likely that the con…dence set will be unbounded in this case).
Thus we cannot rule out the case where some information may be still available in the data on 0 even when Johansen's test fails to reject the no-cointegration null. Here again, Lemma 2 is also veri…ed if c B is replaced by c because c c B which also implies that Lemma 2 is veri…ed for the Type 2 cut-o¤ĉ. Conditions similar to both Lemma 1 and 2
can also be derived for the LRC ( 0 ) statistic.
To sum up, Lemmas 1 and 2 con…rm that our proposed con…dence sets provide relevant information on whether cointegration is supported by the data, a property not shared by standard con…dence intervals. Our con…dence sets may turn out to be empty, which occurs when all possible values of are rejected suggesting that its de…nition over-estimates the rank of in Johansen's framework. If the latter is underestimated, and in particular because the unknown may be close to zero or rank-de…cient, then our con…dence sets will be unbounded.
Simulation-Based Procedure
Conditional on the vector of relevant nuisance parameters which we denote , the null distribution of the statistic imposing normality can nevertheless be simulated leading to a bootstrap-type p-value which we denotep(LR( 0 ); ). Then as suggested by Dufour 
where denotes the nuisance parameter set compatible with null hypothesis will provide an identi…cation robust …nite sample test.
Maximization can be initialized with consistent estimates of which will also provide a parametric bootstrap-type p-value. In the next section, we show via a clear baseline case that partialling-out is possible as follows. Partition the nuisance parameter vector into two components,
where 1 controls identi…cation and exogeneity, and 2 can be estimated consistently [via standard asymptotics] once 2 is …xed. We suggest to maximize the p-value over 1 while inferring 2 given 1 at every step. Simulation results available so far support this suggestion. Our results also suggest that the MC p-value corresponding to the choice for 1 we propose to initialize the maximization, that is, using a standard estimate of 1 imposing b = b 0 , su¢ ces to control size.
Simulation Study
The above considered example from Dufour (1997) may serve as a base case since b is a scalar and perhaps easier to interpret. One should check the size of the inverted test,
and then obtain a con…dence interval for b using one or more available usual methods.
Checking whether this set covers the hypothesized value provides the size of the Wald-type test associated with the con…dence interval. It matters to assess size given various choices for , as approaches the non-identi…cation boundary [here 0]. With higher dimensions, we can check the size of the joint test on all the components of b as well as the coverage of the projection-based intervals for each component.
Monte Carlo Design
We consider the model by Gonzalo (1994) y t bx t = z t ; z t = z t 1 + e zt a 1 y t a 2 x t = w t ; w t = w t 1 + e wt with e zt e wt iid N 0 0 ; 1
2

:
An alternative expression of this model is useful to justify the case a 1 6 = 0 which at …rst sight may seem non-standard. To write this model is a triangular form, substitute z t + bx t for y t in the second equation then solve for x t which yields
and from there on to
e vt = e wt (27)
e zt e vt iid N 0 0 ; 1
When a 1 6 = 0, then as argued by Gonzalo (1994) , "the error correction term (z t 1 ) can be present in both equations of the ECM. In this case x t , is no longer weakly exogenous".
Our expression (26) illustrates that indeed, feedback caused by a non-zero coe¢ cient on (z t z t 1 ), violates weak exogeneity in this context.
Without loss of generality [higher dynamics can be easily added into this framework], this model is empirically relevant and its formulation that sets the feedback coe¢ cient
[here ] forth helps disentangle two di¤erent although related sources of identi…cation concerns: the unit root boundary, and departure from weak exogeneity. While MA e¤ects that are also common place in this literature are not apparent, Gonzalo (1994) in fact shows with useful rewrite that this process has an MA structure, induced by the feedback terms in the above triangular form.
Under the null hypothesis, b 0 = 1. We set, as in Gonzalo (1994) , a 2 = 1, = 0:5, = :25, for both size and power study. We compare two choices for a 1 , a 1 = 0 and a 1 = 1, to assess deviations from weak-exogeneity, and two choices for , = 0:8 and = 0:99 to check weak-identi…cation, with two sample sizes T = 100; 300. 
Monte Carlo P-values
The nuisance parameters associated with testing b = b 0 can be narrowed down, in this context, to the following: and , both of which control identi…cation and the variance/covariance matrix of e zt and e vt , so all in all, in (22) contains …ve free parameters.
If b = b 0 with b 0 known, then is estimable consistently by e.g. the OLS regression of (y t b 0 x t ) on its …rst lag [using (25) ]. Similarly, is estimable consistently by e.g.
the OLS regression of (x t x t 1 ) on (y t y t 1 b 0 (x t x t 1 )) [[using (26) 
Results
We analyze size and power of LR( 0 ) and LRC( 0 ), relative to available procedures. In the considered bivariate system, although high persistence causes size distortions for the considered LR statistics, these are easily corrected via our proposed simulation method, imposing and relaxing weak exogeneity. The Bartlett correction does not work when it is mostly needed. This is not surprising in view of the discussion in Johansen (2000, 2002) , yet is worth documenting. Recall that we have implemented the infeasible correction here, with known parameter values. In contrast, the bound and Type 2 corrections work well even with T = 100 and a 1 6 = 0. One useful result further emerges from our experiments: in this design, the RPLMC method su¢ ces to control the size of LR( 0 ).
There seems to be no need for the maximized MC procedure in this design, so results reported below under the MC heading use the RPLMC method as described above.
[Insert somewhere here Tables 1 and 2] The size of DOLS and FMOLS based t-tests exceeds 90% at the boundary. Furthermore, failure of weak-exogeneity causes very severe distortions for DOLS (size ' 88% even with T = 300) as well as for FMOLS (size remains around 37% with T = 300), even when is identi…ed. The test from Wright (2000) is also oversized at the boundary, with distortions worsening as T increases. This underscores the fact that identi…cation problems are not just small sample concerns. All tests behave much worse than the uncorrected LR-based statistics. These results are noteworthy, particularly because the LR framework is not popular when weak exogeneity is in doubt.
Power of our LR tests is good even when relying on the LF bound. Recall that the MC method treats the dependence structure as known: nuisance parameters are estimated but the AR(1) structure as in the true model is imposed. Similarly, exogeneity, in the form of = 0 is also imposed when a 1 = 0. As implemented, this method may be viewed as a often unattainable …rst best bootstrap. The fact that the Type 2 correction meets and in some cases beats this …rst best is noteworthy. Indeed, because the Type 2 critical value
does not vary with the tested value of and thus preserves the quadrics form of the test inversion solution, this correction emerges as a very promising and very useful practical solution.
[Insert somewhere here Table 3] 6 Conclusion
This paper was concerned with identi…cation problems in the context of cointegrating regression. We showed, via a Monte Carlo study, that even within a small-scale bivariate system, commonly used procedures for inference on long-run coe¢ cients can be severely oversized at the model boundary, that is when the parameter that controls cointegration approaches the unit-root boundary. Consequently, we proposed con…dence sets that do not require identi…cation by inverting simulation or bound-based LR tests.
In contrast to standard Wald-type intervals, our proposed con…dence sets provide, in addition to correct coverage, built-in speci…cation checks. In particular, empty sets occur when, in the underlying reduced rank regression, the rank is under-estimated. This assesses -among other characteristics -the presence of unit roots. Unbounded sets result from underestimating the rank in question, which signals -among other issues -slow adjustment to the long-run equilibrium.
Of the four methods we compared [LR, DOLS, FMOLS and the method of Wright 
If A 22 is non-singular and has one negative eigenvalue then:
(ii) if ! 0 A 
The projection is given by (34) if A 22 is non-singular and has at least two negative eigenvalues. Numbers reported are empirical rejections. The underlying model is described by (24)- (26), with b = b 0 = 1. The a 1 6 = 0 case corresponds to the design for which weak exogeneity fails; = :99 suggests that b is weakly identi…ed. Table 2 . Size of LR-based tests for b = b 0 LR( 0 ) LRC( 0 ) Test T = 100 T = 300 T = 100 T = 300 a 1 = 0 a 1 6 = 0 a 1 = 0 a 1 6 = 0 a 1 = 0 a 1 6 = 0 a 1 = 0 a 1 6 = 0 2 standard .80 . 073 . Notes: The underlying model is described by (24)- (26) Table 2 . Under the null hypothesis b = b 0 = 1.
