We determine the exact order of the p-average linear n-widths λ 
Introduction
Let W be a bounded subset of a normed linear space X, and F n be a n-dimensional subspace of X.
The quantity E(W, F n , X) = sup Let T be a linear operator from X to X and denote by λ(W, T, X) = sup
as the linear distance of image T W from the set W . The linear n-width of the set W in X is defined by λ n (W, X) = inf Tn λ(W, T n , X) where T n runs over all linear subspaces from X to X with rank at most n. Assume that the set W is equipped with a Borel field B, which is generated by some topology on W . Let µ be a probability measure defined on B. That is, µ is a σ-additive nonnegative function on B and µ(W ) = 1. Let δ ∈ [ 0, 1 ] be any given number. The corresponding probabilistic Kolmogorov and linear (n, δ)-width are defined by
where G δ runs over all the subsets G δ ∈ B with measure µ(G δ ) ≤ δ. The p-average Kolmogorov and p-average linear n-widths are defined by
respectively, and where T n in (3) and (4) runs over all linear operators from X to X with rank at most n.
Detailed information about the usual width, such as the Kolmogorov width, Gelfand width and linear width, may be found in [ 1, 2, 6, 12 ] . Quantities similar to (1) were considered in [ 17 ] . In the books of Traub and Woźniakowski [ 16 ] and Traub et al. [ 17 ] , some other different problem, which has close relation with probabilistic width and average width, such as ε-complexity of function approximation connected with the best approximation of the classes of functions equipped with a measure in a Hilbert space, was investigated. Calculation of n-widths of the smooth function classes equipped with some given measure are included in [ 7 ] - [ 10 ] , [ 13 ] - [ 15 ] .
Following the works of Maiorov [ 8 ] - [ 9 ] and Maiorov and Wasilkowski [ 10 ] , we consider the Hilbert space L 2 of all 2π periodic functions x(t), t ∈ [ 0, 2π ], with the Fourier series
and inner product
In the space L 2 we define the Weil r-fractional derivative (r ∈ R)
In this paper we consider the Sobolev space W r 2 (r > 0), which consists of all functions x ∈ L 2 , with mean value c 0 = 0, and semi-norm x
is a Hilbert space with the inner product defined by
Let s > 1 and a > 0 be given, we equip W r 2 with a Gaussian measure µ whose mean is zero and whose correlation operator C µ has eigenfunctions e k = exp(ik(·)) and eigenvalues λ k = a|k| −s . That is
In particular on the cylindrical subsets in the space W r 2 given by
where
, and the measure µ(G) is equal to
Detailed information about Gaussian measures may be found in the books of Ledoux et al. [ 4 ] and Kuo [ 3 ] . Consider the classical Lebesgue q-integral space L q , 1 ≤ q ≤ ∞, which consists of all 2π-periodic functions with the usual norm.
In the following we denote by c, c i , for all y ∈ D. Set
In [ 8 ] - [ 10 ] , Maiorov and Wasilkowski investigate probabilistic Kolmogorov (n, δ)-width, linear(n, δ)-width, and p-average Kolmogorov n-width, among others, they have proved the following results, which will be used in this paper.
Then the following asymptotic expression holds for any n = 0, 1, . . . and any δ ∈ (0, 1/2]
Theorem B. [ 8 ] Suppose that r > 1/2, 1 ≤ q ≤ ∞, s > 1, a > 0 are arbitrary constants. Then
It is known that if r > 1/2 − 1/q, then the space W r 2 is imbedded into the space L q , 2 < q ≤ ∞ (see, e.g., [10] ).
Theorem C.
[ 9 ] Let 2 ≤ q < ∞, r > 1/2 − 1/q, s > 1, a > 0. The linear (n, δ)-width of W r 2 with measure µ in the space L q satisfy the asymptotics
Note that the two-side estimation for λ n,δ (W r 2 , µ, L 2 ) may be obtained from the work of Traub et al. [ 17 ] .
Statement of Results
In this paper we first calculate the asymptotic order of the p-average linear n-widths of W r 2 for 1 ≤ q < ∞, 0 < p < ∞, we have Theorem 1. Let r > 1/2, 1 ≤ q < ∞, 0 < p < ∞, s > 1 and a > 0. Then for the p-average linear widths of W r 2 with the measure µ in the space L q , we have
Remark 1. In the case of p = 1, Theorem 1 was announced by Maiorov [ 7 ] , we were not able to find a proof in the literature. 
and the standard Gaussian measure in space R m , is defined as
where G is any Borel set in R m . Consider the Kolmogorov probabilistic (n, δ)-width and linear probabilistic (n, δ)-width in the l m q norm, namely
where G δ runs over all Borel sets in R m with measure ν m (G δ ) ≤ δ, and T n runs over all linear operators on R m with rank at most n, and δ ∈ [ 0, 1 ].
For the probabilistic Kolmogorov and linear (n, δ)-widths and p-average widths of finite-dimensional space R m in l m q norm with the Gaussian measure, the following Theorem were proved by Maiorov [8] [9] and Maiorov and Wasilkowski [ 10 ] .
Theorem D.
[
We continue the works of Maiorov and Wasilkowski, and obtain the estimates of the probabilistic linear (n,
Remark 2. In the proof of Theorem 2, our approach is different from Maiorov [ 9 ], Maiorov and
Wasilkowski [ 10 ] , where the corresponding results in the case of 2 ≤ q ≤ ∞ were investigated, see Theorem D.
Proofs of the Results.
First we give a Theorem which is essentially due to by Maiorov [8] [9] , in fact, it can be derived from Theorem A and C. Proof. From the inclusion L 2 ⊂ L q , 1 ≤ q < 2, and Theorem C, we have
which gives the estimate of upper bound of Theorem 4, now we proceed estimate of lower bound, it follows from the definition, we have
which together with Theorem A gives the required estimate of lower bound of Theorem 4.
Proof of Theorem 1. We first prove the upper bound. If 2 ≤ q < ∞, it follows from Theorem C that there exists a linear operator T from W r 2 to L q with rank ≤ n such that for any δ ∈ (0, 1/2 ] and some
where ρ is defined by (7) . Consider the sequence
If 1 ≤ q < 2, we have
Now we prove the lower estimate, by Theorem B, we have
which together with (12) completes the proof of Theorem 1.
In order to prove Theorem 2, we use discretization method (see [ 4, 9] ), which is based on the reduction of the calculation of the (n, δ)-widths of a given class to the calculation of widths of finite-dimensional set equipped with the standard Gaussian measure. First, we establish an auxiliary discretization theorem which gives the relation between the linear (n, δ)-width λ n,δ (W 
Proof. Let ε be any positive number, and let T n be the linear operator of rank at most n and denote by
where β 0 is some constant depending only on r and q. Consider the projection operator in the space L q given by
From the Riesz Theorem [ 18 ] , there exists some positive constant β 1 such that
for all x ∈ L q , therefore, by virtue of the definition of the Gaussian measure (6), we conclude from (17) that
we continue the estimate of (18), and get that
Further, we define on the space X n,m the norm
Using the Marcinkiewicz-Zygmund inequality [ 18 ] , we get
for all x ∈ X n,m , and consequently,
an orthogonal matrix, and the finite-dimensional Gaussian measure is invariant with respect to orthogonal transposition in space R m , thus, by virtue of (15),
From the definition of the matrix H it follows that the rank of HE 
Further taking into account (18)-(20), we have
Therefore
Letting ε → 0 in (14) , and by virtue of (15) and (22), we obtain Lemma 1.
Proof of Theorem 2. First we prove the upper bound, and we consider three cases:
(1). If m ≥ 2n, and 1 ≤ q < 2, by the Hölder inequality, and using the Part 2) of Theorem D, we get that
(2). If n < m < 2n and 1 < q < 2, using Theorem 4 and Lemma 1, we have
(3). If n < m < 2n and q = 1, from the definition of λ n,δ (R m , ν m , l m q ) and (23), we have 
Combining (27) and (28), we get the required lower bound estimate of Theorem 3, and Theorem 3 is proved.
