Under above conditions the following theorems hold. 
if y > 0, zero otherwise, and 0 < a < 1 = L(y; a). When 4 = 1, Theorems 1, 2, 3, 4 are equivalent to Rényi's Kolmogorov-Smirnov type theorems in [2 ] with the additional remark with regard to Theorems 2 and 4 that in this case (k = 1) we have lim statements instead of lim inf statements with the present lower bounds as limiting forms.
Theorems 1, 2, 3, 4 can be used to construct asymptotic confidence intervals for an unknown continuous distribution function F(x) or to test the goodness-of-fit hypothesis
where F(x) is some specified continuous distribution function in this case. The class of alternatives to H 0 can be considered to be all sets (Fi( 2. We shall not give the proof here. We remark only that to prove these theorems one shows first that the set {x : a g F(x)} for which sup of random variables of Theorems 1 and 2 is examined can be replaced by flj.i {x: a^F n .(x)}r^{x: aSFx jnj (x)} in the limit (the same is true, mutatis mutandis, about Theorem 3 and 4) where F? ini {x) is the empirical distribution function of the random sample gained by pooling the k random samples of size %,i = l, • • • , k t respectively.
What follows after is a lengthy adaptation of Renyi's method of proof of his original Kolmogorov-Smirnov type theorems in [2] .
Some aspects of these theorems in the one sample case are also discussed in a recent paper by the author in Ann. Math. Statist., 36 (1965), 322-326.
