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Monodromie d’une famille d’hypersurfaces
Ania Otwinowska
0 Introduction
Soit Y une varie´te´ complexe projective lisse de dimension N + 1 munie d’un faisceau
inversible tre`s ample O(1) ; soit d ∈ N∗ ; soit Vd ⊂ H0(Y,O(d)) l’ouvert parame´trant (a`
la multiplication par un scalaire pre`s) les hypersurfaces projectives lisses de Y de classe
c1(O(d)) ; soit F ∈ V
d de´finissant l’hypersurface XF ; et soit jF : XF → Y l’immersion
ferme´e. Rappelons que la cohomologie e´vanescente de XF est l’espace
Hk(XF ,C)ev = Ker (g : H
k(XF ,C)→ H
k+2(Y,C)),
ou` k ∈ {0, . . . , 2N} et ou` g de´signe l’application de Gysin, de´duite de l’application jF∗ :
H2N−k(XF ,C)→ H2N−k(Y,C) par la dualite´ de Poincare´.
Le groupe π1(V
d, F ) agit par monodromie sur Hk(XF ,C). Cette action est de´crite par
la the´orie de Lefschetz :
– pour k 6= N nous avons Hk(XF ,C)ev = 0 et la repre´sentation de monodromie de
π1(V
d, F ) sur Hk(XF ,C) est triviale ;
– les espaces HN(XF ,C)ev et j
∗
FH
N(Y,C) sont en somme directe orthogonale pour la
forme d’intersection ; la repre´sentation de monodromie de π1(V
d, F ) sur HN(XF ,C)
est somme directe de la repre´sentation triviale sur j∗FH
N (Y,C) et d’une repre´sentation
irre´ductible sur HN (XF ,C)ev.
L’objectif de cet article est d’e´tendre ces re´sultats au cas d’une famille d’hypersurfaces
lisses contenant un sous-sche´ma fixe´.
Plus pre´cise´ment, soit W ⊂ Y un sous-sche´ma ferme´ de dimension n de´fini par un
faisceau d’ide´aux IW . Nous supposons l’ide´al homoge`ne IW =
⊕
i∈NH
0(Y, IW ⊗O(i)) en-
gendre´ en degre´ strictement infe´rieur a` un entier e. Soit Vd(W ) ⊂ Vd l’espace parame´trant
les hypersurfaces lisses contenant W . Nous montrons d’abord
The´ore`me 1 Si N < 2n, pour tout d ≥ e, l’espace Vd(W ) est vide.
Supposons N ≥ 2n. Bien suˆr, l’espace Vd(W ) peut encore eˆtre vide (c’est le cas si W
est trop singulier). Sinon, nous fixons F ∈ Vd(W ) et nous e´tudions l’action de monodromie
sur HN(XF ,C) du groupe fondamental π1(V
d(W ), F ).
Soit H(W ) le sous-espace vectoriel de HN (XF ,C) engendre´ par j
∗
FH
N(Y,C) et, lorsque
N = 2n, par les classes des composantes irre´ductibles deW de dimension n. L’espaceH(W )
est π1(V
d(W ), F )-invariant. De plus, par le the´ore`me d’indice de Hodge (cf. [W]), la forme
d’intersection restreinte a` H(W ) est non-de´ge´ne´re´e (en effet, elle est non de´ge´ne´re´e sur
1
H(W )∩HN(XF ,C)ev ⊂ H
n,n(X) d’une part, et sur j∗FH
N (Y,C) d’autre part). Comme l’ac-
tion de π1(V
d(W ), F ) pre´serve la forme d’intersection, nous avons l’e´galite´ de π1(V
d(W ), F )-
modules HN(XF ,C) = H(W )⊕H(W )
⊥. Le the´ore`me principal est alors
The´ore`me 2 Si N ≥ 2n, il existe une constante C ∈ R∗+ qui ne de´pend que de Y , telle
que pour tout d ≥ Ce et pour tout F ∈ Vd(W ) la repre´sentation de monodromie de
π1(V
d(W ), F ) sur H(W )⊥ est irre´ductible.
Une hypothe`se sur IW est ne´cessaire : par exemple, si d = 1 et si W est contenu dans
un seul hyperplan strict de Y d’e´quation F , la conclusion du the´ore`me 2 est fausse : nous
avons Vd(W ) = C∗{F} et la repre´sentation de monodromie de π1(V
d, F ) sur HN(XF ,C)
est triviale quelle que soit la dimension de W . En revanche, lorsque IW est engendre´ en
degre´ strictement infe´rieur a` d, nous montrons que le fait que W soit contenu dans une
hypersurface lisse de degre´ d est e´quivalent a` une condition portant sur le lieu singulier de
W ; nous en de´duisons que si N < 2n, l’espace Vd(W ) est vide (c’est-a` dire le the´ore`me 1),
et si N ≥ 2n, l’espace Vd(W ) est soit vide soit suffisamment gros (la proposition 1 donne
un e´nonce´ pre´cis).
Dans le cas ou` W est lisse, le the´ore`me 2 est vrai pour C = 1 graˆce a` l’argument tre`s
simple suivant, qui m’a e´te´ communique´ par Voisin. Soit πW : Y˜W → Y l’e´clate´ de Y
le long de W et soit EW le diviseur exceptionnel de Y˜W . Le transforme´ strict X˜W d’une
hypersurface lisse X contenant W est une hypersurface lisse de Y˜W , isomorphe a` l’e´clate´
de X le long de W , de classe dπ∗W c1(OY (1)) − c1(EW ). Les sections du fibre´ de classe
dπ∗W c1(OY (1))− c1(EW ) sont en bijection avec H
0(Y, IW ⊗O(d)), donc le fait que IW est
engendre´ en degre´ strictement infe´rieur a` d implique que ce fibre´ est tre`s ample. L’e´nonce´
re´sulte alors par le the´ore`me de Lefschetz difficile de l’irre´ductibilite´ de la repre´sentation
de monodromie de π1(V
d(W )) sur la cohomologie e´vanescente de X˜W .
Malheureusement cette preuve ne s’e´tend pas au cas singulier. Supposons en effet que
W posse`de un point singulier w qui n’est pas un point double ordinaire. Pour un pinceau
ge´ne´rique π : X → L, ou` L ⊂ PH0(Y, IW ⊗ O(d)), il peut exister un point l ∈ L tel que
le sche´ma X est singulier au point (w, l) et (w, l) n’est pas un point double ordinaire. La
monodromie locale de π1(V
d ∩ L) au voisinage de l ne ve´rifie alors pas ne´cessairement la
formule de Picard-Lefschetz. Contrairement au cas ou` W est lisse, il n’existe donc pas en
ge´ne´ral d’e´clatement πX : X˜ → X tel que la famille π ◦ πX : X˜ → L soit un pinceau de
Lefschetz. Nous pensons cependant que le the´ore`me 2 reste vrai avec C = 1 lorsque W est
singulier.
La motivation principale du the´ore`me 2 apparaˆıt dans son application a` la the´orie de
Hodge. Rappelons que la conjecture de Hodge implique que pour tout F ∈ Vd, l’espace
des classes de Hodge e´vanescentes Hdg(XF)ev = H
n,n(XF ) ∩H
2n(X,Q)ev est engendre´ par
la projection sur la cohomologie e´vanescente des classes des sous-varie´te´s alge´briques de
XF . Le lieu NLd = {F ∈ V
d | Hdg(XF)ev 6= 0} ou` cet e´nonce´ est non vide s’appelle le lieu
de Noether-Lefschetz. Si d est assez grand c’est une re´union de´nombrable de sous-varie´te´s
alge´briques strictes de Vd. Nous montrons dans un autre article que pour d ≫ 0 une
hypersurface ge´ne´rique appartenant a` une composante de NLd de dimension suffisamment
grande ve´rifie la conjecture de Hodge ci-dessus. Le the´ore`me 2 est un ingre´dient essentiel
de la preuve.
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La preuve du the´ore`me 2 repose sur la construction d’une filtration de la (co)homologie
de XF au voisinage de la de´ge´ne´rescence de XF en la re´union de deux hypersurfaces lisses
se coupant transversalement (proposition 4). Notre de´marche s’inspire de [G-H 2] et [Lo]
qui e´tudient le lieu de Noether-Lefschetz des surfaces de P3C par une me´thode similaire.
Contrairement aux filtrations e´tudie´es habituellement, et notamment a` la filtration par le
poids e´tudie´e par Clemens [Cl], Schmid [Sc] et Steenbrink [St], notre filtration introduit
une dissyme´trie entre les hypersurfaces constituant la fibre singulie`re. En particulier, la
cohomologie e´vanescente de l’une des hypersurfaces n’est pas un sous-espace du gradue´
associe´ a` notre filtration (mais en est seulement un sous-quotient) ; cette proprie´te´ est
cruciale pour la de´monstration du the´ore`me 2.
La suite de la preuve du the´ore`me 2 est la suivante. Nous fixons i ∈ N tel que e ≤ i < d
et nous e´tudions la (co)homologie de XF au voisinage de sa de´ge´ne´rescence en XA ∪ XK
avec A ∈ V i(W ) et K ∈ Vd−i. Nous exhibons une action naturelle de monodromie de
π1(V
d−i, K) sur tous les gradue´s associe´s a` la filtration de la (co)homologie de XF que nous
avons construite. Cette action se factorise par l’action de monodromie de π1(V
d(W ), F ).
Sur tous les gradue´s sauf un les deux repre´sentations ont meˆmes orbites et nous pouvons
minorer les dimensions minimales des sous-repre´sentations dans ces gradue´s par les di-
mensions des espaces de (co)homologie e´vanescente de XK et de XA ∩XK , sur lesquelles
l’action de π1(V
d−i, K) est irre´ductible. Pour de´crire l’action de π1(V
d(W ), F ) sur le dernier
gradue´ nous proce´dons par re´currence sur N . Nous montrons ainsi que la dimension de
la π1(V
d(W ), F )-repre´sentation de monodromie engendre´e par une classe de H(W )⊥ est
minore´e par l’homologie e´vanescente d’une intersection comple`te lisse dans XF d’hypersur-
faces de degre´s i et d− i (proposition 5). Nous concluons par des estimations nume´riques
de la dimension de ces espaces (proposition 6), en faisant varier l’entier i.
Remerciements. Je remercie Morihiko Saito pour sa lecture tres attentive de mon article.
Il m’a signale´ deux impre´cisions, une dans la preuve du lemme 6 et une (plus se´rieuse) dans
la section 3.2, et m’a indique´ la re´fe´rence [K-A] qui simplifie la preuve de la proposition 1.
Cette version tient compte de ses remarques. D’autre part, il a trouve une variante de la
preuve du the´ore`me 2 qui ameliore notablement la borne C. Ce travail sera l’objet d’un
article commun, ecrit dans un langage beaucoup plus sophistique´.
1 Sche´mas contenus dans une hypersurface lisse de
grand degre´ ; preuve du the´ore`me 1
1.1 Caracte´risation intrinse`que et proprie´te´s
Dans cette partie nous caracte´risons les sous-sche´mas ferme´s W ⊂ Y contenus dans
une hypersurface lisse suffisamment ample de Y par une condition portant uniquement
sur le lieu singulier de W . Nous e´tablissons ensuite un e´nonce´ de type Bertini pour la
famille d’hypersurfaces contenant W et nous montrons que dans une intersection comple`te
ge´ne´rique d’un nombre maximal d’hypersurfaces suffisamment amples contenant W la
liaison de W est connexe et lisse. L’arbitre nous signale que ces re´sultats se trouvent
partiellement de´montre´s dans [K-A], et nous l’en remercions.
3
Plus pre´cise´ment, posons I iW = H
0(Y, IW ⊗ OY (i)) et notons IW =
⊕
i∈N I
i
W l’ide´al
homoge`ne de´finissant W dans Y ; soit e le plus petit entier tel que IW est engendre´ en
degre´ strictement infe´rieur a` e. Soit enfin d un entier. Nous nous demandons a` quelle
condition sur W il existe une hypersurface lisse X ⊂ Y de classe c1(O(d)) contenant W .
Si d < e le proble`me n’a pas de solution simple, comme l’illustre le cas Y = PN+1C ,
d = 1 : nous imposons seulement que W soit re´alisable comme un sous-sche´ma de PNC , ce
qui autorise des singularite´s arbitraires, sauf la condition e´vidente que pour tout x ∈ W
l’espace tangent a` W en x doit eˆtre de dimension infe´rieure ou e´gale a` N . Notons que dans
ce cas le sche´ma W peut eˆtre contenu dans une seule hypersurface lisse.
Si d ≥ e− 1, c’est-a`-dire si IW est engendre´ en degre´ infe´rieur ou e´gal a` d, Kleinman et
Altman montrent qu’il existe une condition suffisante simple portant sur la dimension des
espaces tangents a` W pour qu’une hypersurface ge´ne´rique de classe c1(O(d)) contenant W
soit lisse.
Si d ≥ e, nous montrons ci-dessous que cette condition devient ne´cessaire. Dans ce
cas le fait que W soit contenu dans une hypersurface lisse de classe c1(O(d)) est donc
entie`rement de´termine´ par la dimension des espaces tangents a` W , contrairement au cas
d < e.
Plus pre´cise´ment, pour tout c ∈ {0, . . . , N − n + 1} posons
Wc = {x ∈ W | codim (TxW,TxY ) = c},
ou` TxW de´signe l’espace tangent de Zariski a` W en x : si IW,x de´signe l’ide´al de l’anneau
local OY,x et d la diffe´rentielle, alors TxW =
⋂
q∈IW,x
Ker dqx. L’espace Wc est un ensemble
alge´brique localement ferme´.
Conside´rons les assertions suivantes, ou` δ est un entier.
(a) Il existe un entier d ≥ δ et une hypersurface lisse de Y de classe c1(O(d)) contenant
W .
(b) Pour tout c ∈ {0, . . . , N − n+ 1} nous avons dimWc < c.
(c) Nous avons N ≥ 2n. De plus, pour tout r ∈ {1, . . . , N − n + 1}, pour tout r-
uplet (e1, . . . , er) d’entiers supe´rieurs ou e´gaux a` δ et pour (P1, . . . , Pr) ∈
∏r
i=1 I
ei
W
ge´ne´rique, le r-uplet (P1, . . . , Pr) de´finit une intersection comple`te et le lieu singulier
du sche´ma Z(P1, . . . , Pr) est supporte´ par W et est de dimension infe´rieure ou e´gale
a` r − 2 (par convention, le lieu singulier d’une varie´te´ lisse est de dimension −1).
(d) Pour tout r ∈ {1, . . . , N − n + 1}, r 6= N + 1, pour tout r-uplet (e1, . . . , er) d’en-
tiers supe´rieurs ou e´gaux a` δ et pour (P1, . . . , Pr) ∈
∏r
i=1 I
ei
W ge´ne´rique le sche´ma
Z(P1, . . . , Pr) \W est connexe et lisse.
L’implication (c)⇒ (a) est e´vidente.
D’apre`s [K-A], nous avons (b) ⇒ (c) pour δ ≥ e − 1 et (b) ⇒ (d) pour δ ≥ e et
r 6= N − n + 1.
Proposition 1 Pour δ ≥ e, les assertions (a), (b) et (c) sont e´quivalentes et elles im-
pliquent l’assertion (d).
L’implication (a)⇒ (c) donne le the´ore`me 1.
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1.2 Preuve de la proposition 1
Il suffit de montrer (a)⇒ (b) et (b)⇒ (d) pour r = N − n + 1.
1.2.1 Preuve de (a)⇒ (b)
Soit x ∈ Wc, soit L ∈ H
0(Y,O(1)) une forme line´aire ne s’annulant pas en x et soit U
un voisinage de Zariski ouvert de x dansWc tel que L ne s’annule pas sur U . En choisissant
x ∈ Wc dans une composante irre´ductible de dimension maximale de Wc nous pouvons
supposer U de meˆme dimension que Wc. Posons
E = Coker (TW|Wc → TY|Wc)
∨
|U .
C’est un fibre´ vectoriel de rang c sur U .
L’espace Ex s’identifie canoniquement a` (TxY/TxW )
∨ ; il est donc engendre´ par les
formes diffe´rentielles dxq ou` q de´crit l’ide´al IW,x. Cet ide´al est engendre´ en tant que OY,x-
module par les e´le´ments de la forme Q
Ldeg Q
, ou` Q ∈ IW est un e´le´ment homoge`ne. L’espace
H0(U,E) est donc engendre´ par l’image des applications dL,i : I iW → H
0(U,E), Q 7→ d
(
Q
Li
)
ou` i de´crit N. Remarquons que dL,iQ s’annule en x si et seulement si l’hypersurface XQ
est singulie`re en x.
Comme IW est engendre´ en degre´ infe´rieur ou e´gal a` δ − 1, donc a` d − 1, l’image de
dL,d−1 dans H0(U,E) engendre le fibre´ E. Donc l’image de dL,d engendre les 1-jets de E, i.e.
l’image de dL,d engendre E et pour tout x ∈ E les diffe´rentielles des e´le´ments de l’image
de dL,d qui s’annulent en x engendrent Ex ⊗ TxU
∨. En effet, si L′ ∈ H0(Y,O(1)) est une
forme line´aire s’annulant en x et si Q ∈ Id−1W , alors la section d
L,d(QL′) s’annule en x et
dx(d
L,d(QL′)) = dL,d−1Q⊗ dx
(
L′
L
)
; l’e´nonce´ re´sulte alors de ce que les dL,d−1Q engendrent
E et les dx
(
L′
L
)
engendrent TxU
∨.
Quitte a` restreindre U nous pouvons le supposer trivial ; l’espace H0(U,E) s’identifie
alors aux fonctions alge´briques de U dans Cc. Par l’hypothe`se (a), il existe Q ∈ IdW tel
que XQ est lisse. Comme la lissite´ est une proprie´te´ ouverte, pour Q ∈ I
d
W ge´ne´rique XQ
est lisse ; la fonction dL,dQ ne s’annule nulle part sur U. L’assertion (b) re´sulte donc par
contrapose´e du lemme suivant applique´ a` Σ = dL,d(IdW ). ✷
Lemme 1 Soit U une varie´te´ lisse de dimension supe´rieure ou e´gale a` c et Σ un sous-
espace de l’espace des fonctions alge´briques de U dans Cc qui engendre les 1-jets. Alors
pour σ ∈ Σ ge´ne´rique, le lieu σ−1(0) est non vide.
Preuve. — Comme Σ engendre les 1-jets et que dimX ≥ c, il existe (σ, x) ∈ Σ × U tels
que σ(x) = 0 et la diffe´rentielle dxσ : TxU → C
c est surjective.
Notons ev: Σ×U → Cc l’application (τ, y) 7→ τ(y) et posons Θ = ev−1(0). Nous avons
(σ, x) ∈ Θ. Conside´rons alors le diagramme commutatif dont les lignes sont exactes
0 // TxU
dxσ

dx(σ,·)// Tσ,xΣ× U
dσ,xev

dσ,xπ // TσΣ

// 0
0 // Cc // Cc // 0 // 0
ou` π: Σ × U → Σ de´signe la projection. Par chasse au diagramme, la surjectivite´ de dxσ
implique que la restriction de dσ,xπ a` Ker dσ,xev = Tσ,xΘ est surjective. ✷
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1.2.2 Preuve de (b)⇒ (d)
D’apre`s [K-A], pour (P1, . . . , PN−n) ∈ Π
N−n
i=1 I
ei
W ge´ne´rique le sche´ma Z(P1, . . . , PN−n) \
W est connexe et lisse. Fixons (P1, . . . , PN−n) comme ci-dessus, choisissons PN−n+1 ∈
I
eN−n+1
W , posons Y
′ = Z(P1, . . . , PN−n) et X
′ = Y ′ ∩Z(PN−n+1). Nous devons montrer que
pour PN−n+1 ∈ I
eN−n+1
W ge´ne´rique le sche´ma X
′ \W est connexe et lisse.
Notons π′ : Y˜ ′ → Y ′ l’e´clate´ de Y ′ le long de W , E ′ le diviseur exceptionnel et X˜ ′
le transforme´ strict de X ′. Ainsi X˜ ′ est une hypersurface de Y˜ ′, isomorphe a` l’e´clate´
de X ′ le long de W , section du fibre´ L′ sur Y˜ ′ de classe eN−n+1π
′∗c1(OY (1)) − c1(E
′).
Comme les sections de L′ sont en bijection avec I
eN−n+1
W et que IW est engendre´ en degre´
e − 1 < δ ≤ eN−n+1, le fibre´ L
′ est tre`s ample. D’autre part, le sche´ma Y˜ ′ \ E ′ ≃ Y ′ \W
est connexe et lisse, de dimension n + 1 ≥ 2 (puisque N − n+ 1 6= N + 1) ; le the´ore`me
de Bertini classique (cf. par exemple [K-A]) implique alors que pour PN−n+1 ∈ I
eN−n+1
W
ge´ne´rique le sche´ma X ′ \ (E ′∩X ′) ≃ X ′ \W est irre´ductible et lisse, donc connexe et lisse.
✷
2 Les re´sultats de monodromie
2.1 Notations et rappels sur la the´orie de Lefschetz
Dans cette section nous rappelons des re´sultats dus essentiellement a` Lefschetz (sauf
le the´ore`me de Lefschetz difficile) et explique´s en de´tail dans [L]. Nous les utiliserons
librement dans les parties 2 et 3.
Le the´ore`me 2 affirme essentiellement l’irre´ductibilite´ d’une action de monodromie ;
nous l’e´nonc¸ons pour l’homologie complexe, qui donne le re´sultat le plus fort ; nous nous
plac¸ons donc dans ce cadre : sauf mention explicite du contraire, tous les espaces d’ho-
mologie conside´re´s dans les parties 2 et 3 sont a` coefficients complexes.
2.1.1 Homologie primitive, e´vanescente, relative
Homologie primitive. — SoitN un entier strictement positif et soit Y une varie´te´ projective
lisse de dimension N + 1 munie d’un faisceau inversible tre`s ample L. Nous appelons
homologie primitive de Y les espaces
Hi(Y )
prim = Coker (c1(L) : Hi+2(Y )→ Hi(Y )) et
Hi(Y )prim = Ker (c1(L) : Hi(Y )→ Hi−2(Y )),
et nous posons hi(Y )
prim = dimHi(Y )
prim. Nous avons H2N+2−i(Y )prim = Hi(Y )
prim = 0
pour i ∈ {0, . . . , N}.
Homologie e´vanescente. — Soit X une hypersurface projective lisse de Y de classe c1(L)
et soit j : X → Y l’immersion ferme´e. Nous appellons homologie e´vanescente les espaces
Hi(X)ev = Ker (j∗ : Hi(X)→ Hi(Y )) et
Hi(X)
ev = Coker (j∗ : Hi+2(Y )→ Hi(X)).
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L’homologie e´vanescente de X de´pend a` priori du plongement j : X → Y . Cependant,
si X de´finit un diviseur tre`s ample dans deux varie´te´s lisses Y et Y ′, et s’il existe une
varie´te´ lisse Z telle que Y ⊂ Z et Y ′ ⊂ Z sont des produits d’intersection de diviseurs tre`s
amples, alors les homologies e´vanescentes de X pour les plongements X → Y et X → Y ′
co¨ıncident. Dans cet article, nous nous trouvons toujours dans cette situation.
Nous avons Hi(X)ev = Hi(X)
ev = 0 pour i ∈ {0, . . . , 2N} \ {N}. La forme d’inter-
section induit un isomorphisme canonique HN (X)ev ≃ HN(X)
ev ; nous notons hN (X)ev la
dimension de cet espace.
Homologie relative et homologie du comple´mentaire. — Notons V i ⊂ H0(Y,L) l’ouvert
parame´trant (a` la multiplication par un scalaire pre`s) les hypersurfaces lisses de classe
c1(L). Pour tout i ∈ {0, . . . , 2N} nous avons les suites exactes de π1(L)-modules
0 −→ Hi+1(Y )
prim rel−→ Hi+1(Y,X)
bord
−→ Hi(X)ev −→ 0, (1)
0 −→ Hi(X)
ev tube−→ Hi+1(Y \X)
ouv
−→ Hi+1(Y )prim −→ 0. (2)
Ces suites exactes sont duales pour les formes d’intersection sur X et sur Y ; en particulier,
nous avons des isomorphismes canoniques Hi+1(Y,X) ≃ H2N−i+1(Y \X)
∨.
2.1.2 Monodromie
Nous introduisons les notations suivantes. Si B∗ de´signe un ouvert de Y nous notons
Γ∗ son comple´mentaire, B∗ son adhe´rence et Σ∗ le bord de B∗. Pour tout sous-espace Z
de Y nous posons BZ∗ = Z ∩ B∗, B
Z
∗ = Z ∩ B∗, Γ
Z
∗ = Z ∩ Γ∗ et Σ
Z
∗ = Z ∩ Σ∗. Nous
notons βB,Z : H•(B
Z
∗ ) → H•(Z) le morphisme induit par l’immersion ferme´e B∗ → Z et
γB,Z : H•(Z) → H•(B
Z
∗ ,Σ
Z
∗ ) la compose´e du morphisme rel : H•(Z) → H•(Z,Γ
Z
∗ ) avec
l’isomorphisme d’excision H•(Z,Γ
Z
∗ )→ H•(B
Z
∗ ,Σ
Z
∗ ).
SoitD ⊂ PH0(Y,L) un pinceau de Lefschetz d’hypersurfaces de Y . Notons {P1, . . . , Pr} ⊂
D ses points critiques : pour tout i ∈ {1, . . . , r} l’hypersurface associe´e a` Pi posse`de un
unique point double ordinaire note´ xi. Posond D
∗ = D \ {Pi, . . . , Pr}
Nous fixons i ∈ {1, . . . , r}. Soit Bi un voisinage de xi dans Y home´omorphe a` une
boule ouverte. D’apre`s la the´orie de Morse, pour Bi assez petit, il existe un voisinage Di
de Pi dans D home´omorphe a` un disque ferme´ et ne rencontrant pas les Pj, j 6= i tel
que la famille de varie´te´s a` bord (ΓXi ,Σ
X
i ) est topologiquement triviale pour X de´crivant
la famille d’hypersurfaces parame´tre´e par Di, et que la famille B
X
i est topologiquement
localement triviale pour X de´crivant la famille d’hypersurfaces parame´tre´e par Di \ {Pi}.
Soit Fi un point de Di \ {Pi} de´finissant une hypersurface Xi ⊂ Y : la varie´te´ B
Xi
i est
alors home´omorphe a` un sous-fibre´ en boules ouvertes de dimension N du fibre´ tangent a`
la sphe`re re´elle SN et la varie´te´ ΣXii est home´omorphe a` un sous-fibre´ en sphe`res re´elles
de dimension N − 1 du fibre´ tangent a` SN . L’espace HN(B
Xi
i ) est donc isomorphe a` C
et est engendre´ par la classe de l’image de la section nulle, que nous notons δBii . L’espace
HN(B
Xi
i ,Σ
Xi
i ) est le dual de HN (B
Xi
i ) pour la forme d’intersection, engendre´ par la classe
d’une boule-fibre, qui donc coupe transversalement la section nulle. L’application γBi,Xi
est la transpose´e de βBi,Xi.
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Nous posons δi = βBi,Xi(δ
Bi
i ). Soit Wi ⊂ Di \ Pi un lacet d’origine Fi faisant le tour de
Pi et soit gi ∈ π1(Di \Pi, Fi) sa classe d’homotopie. La formule de Picard-Lefschetz affirme
que pour tout λ ∈ HN(Xi) nous avons
gi(λ) = λ+ ε〈λ|δi〉δi, avec ε = 1 ou − 1.
Soit F un point de D∗ de´finissant une hypersurface X ; pour tout i ∈ {1, . . . , r} soit
Li ⊂ D
∗ un chemin reliant F a` Fi, induisant par transport plat un isomorphisme HN(X) ≃
HN(Xi) ; nous appelons cycle e´vanecsent associe´ a` Pi et nous notons abusivement δi ∈
HN(X) la pre´image de δi ∈ HN (Xi) et gi ∈ π1(D
∗, F ) la classe d’homotopie du lacet
L−1i WiLi. La formule de Picard-Lefschetz implique alors que pour tout λ ∈ HN(X) et
pour tout i ∈ {1, . . . , r} nous avons gi(λ) = λ + ε〈λ|δi〉δi, avec ε = 1 ou −1. La the´orie
de Lefschetz affirme d’autre part δi ∈ HN (Xi)ev et que l’homologie e´vanescente HN (X)ev
est engendre´e par les cycles δi, i ∈ {1, . . . , r} et que ces cycles sont conjugue´s sous l’action
de monodromie de π1(D
∗, F ). Ceci implique que l’action de monodromie de π1(D
∗, F ) sur
HN(X)ev est irre´ductible.
2.2 Quelques re´sultats de monodromie globale
2.2.1 Monodromie du comple´mentaire d’une hypersurface
Nous adoptons les notation de la section 2.1.2. Le groupe π1(V, F ) agit par mono-
dromie sur les suites exactes (1) et (2). Son action est triviale sur HN+1(Y )prim et sur
HN+1(Y )
prim et elle est irre´ductible sur HN (X)ev et sur HN(X)
ev. La suite exacte (1)
montre que les seules classes π1(V, F )-invariantes dans HN+1(Y,X) sont celles appartenant
a` rel(HN+1(Y )
prim), et que toutes les autres classes engendrent une π1(V, F )-repre´sentation
de dimension supe´rieure ou e´gale a` hN (X)ev. L’e´nonce´ analogue pour la suite exacte (2)
est l’objet de la proposition suivante.
Proposition 2 Une classe non nulle Λ ∈ HN+1(Y \X) engendre la π1(V, F )-repre´senta-
tion CΛ + tubeHN(X)
ev.
Preuve. — Nous pouvons supposer F ∈ D∗ ; il suffit alors de montrer le re´sultat pour
π1(D
∗, F ) au lieu de π1(V, F ) Nous fixons i ∈ {1, . . . , r}. Conside´rons la la suite exacte
longue d’homologie relative du couple (BXii , Bi) : comme HN+1(Bi) = HN(Bi) = 0, nous
avons un isomorphisme bordBi : HN+1(Bi, B
Xi
i )→ HN(B
Xi
i ). Nous notons ∆
Bi
i la pre´image
de δBii par bordBi .
Soit βBi,Y,Xi : HN+1(Bi, B
Xi
i ) → HN+1(Y,Xi) le morphisme induit par les inclusions
Bi → Y et B
Xi
i → Xi (le morphisme βBi,Y,Xi est le transpose´ de γBi,Y \X : HN+1(Y \Xi)→
HN+1(B
Y \Xi
i ,Σ
Y \Xi
i ) pour la forme d’intersection). Nous notons ∆i l’image de ∆
Bi
i par
βBi,Y,Xi. Nous avons bord∆i = δi.
Lemme 2 (Formule de Picard-Lefschetz pour le comple´mentaire) Pour tout Λ ∈
HN+1(Y \Xi) nous avons
gi(Λ) = Λ + ε〈Λ|∆i〉tube (δi), avec ε = 1 ou − 1.
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Preuve. — Nous distiguons les cas δi = 0 et δi 6= 0.
Si δi = 0 alors tube δi = 0 ; nous devons donc montrer gi = id. Conside´rons la
suite exacte longue d’homologie relative du couple (B
Y \Xi
i , Bi) : comme HN+2(Bi) =
HN+1(Bi) = 0 et graˆce a` l’isomorphisme de Thom HN+2(Bi, B
Y \Xi
i ) ≃ HN (B
Xi
i ), nous
avons un isomorphisme tubeBi : HN(B
Xi
i ) → HN+1(B
Y \Xi
i ). Comme l’espace HN(B
Xi
i )
est engendre´ par δBii , l’espace HN+1(B
Y \Xi
i ) est donc engendre´ par tubeBi(δ
Bi
i ). Or nous
avons βBi,Y \Xi(tubeBi(δ
Bi
i )) = tube(βBi,Xi(δ
Bi
i )) = tube(δi) = 0 ; le morphisme βBi,Y \Xi :
HN+1(B
Y \Xi
i )→ HN+1(Y \Xi) est donc nul. Le morphisme rel : HN+1(Y \Xi)→ HN+1(Y \
Xi, B
Y \Xi
i ) est donc injectif ; en le composant avec l’isomorphisme d’excision HN+1(Y \
Xi, B
Y \Xi
i )→ HN+1(Γ
Y \Xi
i ,Σ
Y \Xi
i ), nous obtenons un morphisme injectif HN+1(Y \Xi)→
HN+1(Γ
Y \Xi
i ,Σ
Y \Xi
i ). Le lemme re´sulte alors de ce que la famille de varie´te´s a` bord (Γ
Y \Xt
i ,Σ
Y \Xt
i )
est topologiquement triviale pour Xt de´crivant la famille d’hypersurfaces parame´tre´e par
Di.
Si δi 6= 0, le morphisme βBi,Xi : HN (B
Xi
i ) → HN (Xi) est injectif, et comme bordBi :
HN+1(Bi, B
Xi
i ) → HN(B
Xi
i ) est un isomorphisme, le morphisme compose´ βBi,Xi ◦ bordiB :
HN+1(Bi, B
Xi
i ) → HN(Xi) est injectif. Nous avons βBi,Xi ◦ bordBi = bord ◦ βBi,Y,Xi ;
le morphisme transpose´ est donc le morphisme surjectif γBi,Y \Xi ◦ tube : HN(Xi) →
HN+1(B
Y \Xi
i ,Σ
Y \Xi
i ). En particulier, le noyau de γBi,Y \Xi : HN+1(Y \Xi)→ HN+1(B
Y \Xi
i ,Σ
Y \Xi
i )
et l’image de tube : HN (Xi) → HN+1(Y \ Xi) engendrent HN+1(Y \ Xi) : pour tout
Λ ∈ HN+1(Y \ Xi) il existe Λγ ∈ Ker γBi,Y \Xi et λ ∈ HN(Xi) tels que Λ = Λγ + tubeλ.
Comme la classe Λγ est a` support dans Γ
Y \Xi
i , elle n’intersecte pas ∆i, et comme la
famille (Γ
Y \Xt
i ) est topologiquement triviale pour Xt de´crivant la famille d’hypersurfaces
parame´tre´e par Di, la classe Λγ est gi-invariante ; la formule du lemme est donc vraie pour
Λγ. D’autre part, comme bord∆i = δi et que bord est la transpose´e de tube, la formule du
lemme pour tubeλ re´sulte imme´diatement de la formule de Picard-Lefschetz usuelle. ✷
Remarque. — Il existe une formule duale pour l’homologie relative : pour tout Λ ∈
HN+1(Y,Xi) et nous avons gi(Λ) = Λ + ε〈λ | tube δi〉∆i avec ε = 1 ou −1.
Fin de la preuve de la proposition 2. — Soit Λ ∈ HN+1(Y \X) \ {0}.
Pour tout i ∈ {1, . . . , r} nous notons abusivement ∆i ∈ HN (Y,X) la pre´image de
∆i ∈ HN(Y,Xi) par transport plat le long du chemin Li. D’apre`s [V], proposition 2.27,
les cycles ∆i, i ∈ {1, . . . , r} engendrent HN+1(Y,X). Comme la forme d’intersection induit
une dualite´ parfaite HN+1(Y,X) ≃ HN+1(Y \X)
∨, il existe donc un entier i ∈ {1, . . . , r}
tel que 〈Λ |∆i〉 6= 0. D’apre`s la formule de Picard-Lefschetz pour le comple´mentaire, nous
avons alors tube δi =
ε
〈Λ|∆i〉
(gi(Λ)−Λ) ; la classe tube δi appartient donc a` la repre´sentation
engendre´e par Λ.
Comme l’action de π1(D
∗, F ) sur HN(X)ev est irre´ductible et commute avec l’applica-
tion tube, la π1(D
∗, F )-repre´sentation engendre´e par Λ contient tubeHN(X)
ev. La propo-
sition 2 re´sulte alors de ce que l’espace CΛ + tubeHN(X)
ev est π1(D
∗, F )-invariant. ✷
2.2.2 E´tude de HN (X \ (XK \ CK))
Dans cette section nous montrons un re´sultat pre´liminaire qui de´crit l’homologie d’une
varie´te´ intervenant dans la proposition 4. Il sert dans les sections 2.2.3 et 2.3, ou` nous nous
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trouverons dans l’une des situations de´crites ci-dessous.
Situation ge´ne´rale (sections 2.3 et 3.2) — Soient N, d et e des entiers strictement positifs
tels que N ≥ 2 et e < d, et soit Y une varie´te´ projective lisse de dimension N+1 munie d’un
faisceau inversible tre`s ample O(1). Pour tout i ∈ N∗ et S ∈ H0(Y,O(i)) \ {0} nous notons
XS l’hypersurface associe´e et jS : XS → Y l’immersion ferme´e. Si XA, XK et XQ sont des
hypersurfaces de Y , nous posons XA,K = XA∩XK et XA,K,Q = XA∩XK∩XQ ; nous notons
jAA,K : XA,K → XA, j
A,K
A,K,Q : XA,K,Q → XA,K , j
A
A,K,Q : XA,K,Q → XA, jA,K : XA,K → Y et
jA,K,Q : XA,K,Q → Y les immersions ferme´es.
Fixons A ∈ H0(Y,O(i)) \ {0} tel que XA est lisse. Notons V
i ⊂ H0(Y,O(i)), et
AV i ⊂ H0(XA,O(i)) les ouverts parame´trant (a` la multiplication par un scalaire pre`s)
les hypersurfaces lisses de Y et de XA de classe c1(O(i)). Fixons ensuite Q ∈ H
0(Y,O(d))
en intersection comple`te avec A. Notons V iA,Q ⊂ H
0(Y,O(i)) l’espace des e´le´ments K en
intersection comple`te avec A et Q et tels que les varie´te´s XK , XA,K et XA,K,Q sont lisses.
Notons AV iQ ⊂ H
0(XA,O(i)) l’espace des e´le´ments K en intersection comple`te avec Q|XA
tels que les varie´te´s XA,K et XA,K,Q sont lisses. Remarquons que les espaces V
i
A,Q et
AV iQ
sont non vides si et seulement si la varie´te´ XA,Q a au plus des singularite´s isole´es. Le
morphisme de restriction Aψi : H0(Y,O(i))→ H0(XA,O(i)) envoie V
i
A,Q sur
AV iQ∩ Im
Aψi.
Situation particulie`re (section 2.2.3). — Soit d un entier strictement positif, soit S une
surface projective lisse munie d’un faisceau inversible tre`s ample O(1) et soit C une courbe
re´duite de S. Pour tout K ∈ H0(S,O(d)) \ {0} notons SK la courbe associe´e, posons
CK = SK ∩ C et notons j
C
K : CK → C l’immersion ferme´e. Notons V ⊂ H
0(S,O(d))
l’ouvert parame´trant (a` la multiplication par un scalaire pre`s) les courbes lisses de S de
classe c1(O(d)) et VC ⊂ V l’ouvert des e´le´ments K tels que le sche´ma CK est lisse de
dimension 0.
Remarquons que si nous posons S = XA, la situation ge´ne´rale dans le cas N = 2 permet
de retrouver la situation particulie`re avec l’hypothe`se supple´mentaire que la courbe C est
de classe c1(O(d)).
Nous nous plac¸ons soit dans la situation particulie`re et fixons K ∈ VC , soit dans la
situation ge´ne´rale et fixons K ∈ AVd−eQ . Le lemme 3 ci-dessous emprunte ses notations a`
la situation particulie`re ; il est encore vrai dans la situation ge´ne´rale avec les notations
S = XA, C = XA,Q, SK = XA,K , CK = XA,K,Q, V =
AVd−e et VC =
AVd−eQ .
Lemme 3 Pour tout i ∈ N nous avons le diagramme suivant de π1(VC , K)-modules. Il est
commutatif et ses lignes sont des suites exactes.
Hi(C)
φ

(jC
K
)∗
))RR
RR
RR
RR
RR
RR
RR
0 // Hi(S \ SK)
ouv

α // Hi(S \ (SK \ CK))
ψ // Hi−2(CK) // 0
Hi(S) Hi(S \ (SK \ CK))
voo Hi−1(SK , CK)
uoo
bord
OO
Hi+1(S).oo
Les fle`ches α, v et φ sont induites par les immersions. Les fle`ches ψ et u sont de´finies
dans la preuve. Si hi(SK)ev 6= 0 alors Im (φ) ∩ Im (α) = 0.
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..
S
K
C
K
UK
V
Kpi
C K
C K
µ
λ
KT
S
VK
UK
Dessin 1 Exemples de cycles de HN(S \ (SK \ CK)) : λ ∈ α(HN(S \ SK)), µ ∈
u(HN−1(SK , CK))
Le dessin 1 donne des exemples de cycles de HN(S \ (SK \ CK)).
Preuve. — Les lignes du diagramme se de´duisent des suites exactes longues d’homologie
relative des couples
– (S \ (SK \ CK), S \ SK) pour la premie`re ligne et
– (S, S \ (SK \ CK)) pour la seconde ligne.
Nous devons montrer les assertions suivantes.
1. Nous avons des isomorphismes de π1(VC , K)-modules Hi(S \ (SK \ CK), S \ SK) ≃
Hi−2(CK) et le triangle du diagramme est commutatif.
2. Nous avons des isomorphismes de π1(VC , K)-modules Hi+1(S, S \ (SK \ CK)) ≃
Hi−1(SK , CK) et le rectangle de droite du diagramme est commutatif (la commu-
tativite´ du rectangle de gauche est e´vidente).
3. La premie`re ligne est exacte a` gauche et a` droite, autrement dit les morphismes de
liaison Hi−2(CK)→ Hi−1(S \ SK) sont nuls ; nous distinguons les cas
(a) i ≤ dimS et
(b) i > dimS.
4. Si hi(SK)ev 6= 0 alors Im (φ) ∩ Im (α) = 0.
Comme les varie´te´s SK et CK sont lisses et que la varie´te´ C est lisse au voisinage de
CK , il existe des voisinages tubulaires ouverts VK de CK dans S, UK de CK dans C et
TK de SK dans S tels que UK = C ∩ VK = C ∩ TK (cf. dessin 1). La construction de ces
voisinages tubulaires pour C et SK s’e´tend a` une famille parame´tre´e par VC , ce qui assure
la compatibilite´ des constructions ci-dessous avec l’action de π1(VC , K).
Preuve de l’assertion 1. — Remarquons que VK \ (SK ∩VK) se re´tracte par de´formation
sur UK \ CK . Par excision, re´traction et isomorphisme de Thom nous avons alors les
isomorphismes successifs
Hi(S \ (SK \ CK), S \ SK) ≃ Hi(VK \ ((SK \ CK) ∩ VK), VK \ (SK ∩ VK))
≃ Hi(UK , UK \ CK)
≃ Hi−2(CK).
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La commutativite´ du triangle du diagramme s’obtient en prenant l’image re´ciproque de
ces isomorphismes dans Hi(C,C \CK) et en observant que le morphisme (j
C
K)
∗ : Hi(C)→
Hi−2(CK) se factorise par Hi(C,C \ CK) ≃ Hi(UK , UK \ CK).
Preuve de l’assertion 2. — Comparons la suite exacte longue d’homologie relative du
couple (SK , CK) a` celle du triplet (S, S \ (SK \CK), S \ SK) : pour tout j ∈ N nous avons
des isomorphismes de Thom Hj−2(SK) ≃ Hj(S, S \ SK), et, par l’assertion 1, Hj(S \ (SK \
CK), S \ SK) ≃ Hj−2(CK). D’autre part, la projection naturelle πK : TK → SK induit le
morphisme
Hi−1(SK , CK)
π∗K−→ Hi+1(TK , TK \ (SK \ CK)) ≃ Hi+1(S, S \ (SK \ CK))
ou` le dernier isomorphisme est l’excision. L’isomorphisme Hi+1(S, S\(SK\CK)) ≃ Hi−1(SK , CK)
re´sulte alors du “lemme des 5”.
Le rectangle de droite du diagramme est commutatif par cette construction. ✷
Preuve de l’assertion 3a. — Par la suite exacte longue d’homologie relative du couple
(S \ (SK \CK), S \ SK) l’assertion 3a est e´quivalente a` l’injectivite´ de α : Hi−1(S \ SK)→
Hi−1(S \ (SK \ CK)) pour i − 1 ≤ dimS ; il suffit donc de montrer que le morphisme
ouv = v ◦ α : Hi−1(S \ SK) → Hi−1(S) est injectif, ce qui re´sulte de ce que son noyau
Hi−2(SK)
ev est nul pour i ≤ dimS. ✷
Preuve de l’assertion 3b. — Dans la situation particulie`re nous avons dimS = 2 et
dimCK = 0, donc Hi−2(CK) = 0 pour i > dimS et l’assertion 3b est vraie. Nous nous
plac¸ons donc dans la situation ge´ne´rale.
Par construction, les morphismes de liaison Hi−2(CK) → Hi−1(S \ SK) se factorisent
par
Hi−2(CK)

thom // Hi(UK , UK \ CK)

// Hi(S \ (SK \ CK), S \ SK)

Hi−2(SK)
tube ((PP
PP
PP
PP
PP
PP
thom // Hi(TK , TK \ SK)
bord

// Hi(S, S \ SK)
bordttiiii
ii
ii
ii
ii
ii
ii
i
Hi−1(S \ SK)
ou` les fle`ches non nomme´es sont induites par les immersions. L’assertion 3b est e´quivalente
a` ce que l’image de Hi−2(CK) → Hi−2(SK) est incluse dans le noyau de Hi−2(SK)
tube
−→
Hi−1(S \ SK).
Or d’une part nous avons
Ker (Hi−2(SK)
tube
−→ Hi−1(S \ SK)) = Ker (Hi−2(SK)→ Hi−2(SK)
ev) ;
d’autre part, comme C ⊂ S est tre`s ample, de classe un multiple rationnel de c1(L), pour
i > dimS l’application de restriction Hi(SK)→ Hi−2(CK) est surjective et nous avons
Coker(Hi−2(CK)→ Hi−2(SK)) = Coker(Hi(SK)
c1(L)⌢
−→ Hi−2(SK)) = Hi−2(SK)
prim.
L’assertion 3b re´sulte alors de ce que Hi−2(SK)
ev est un quotient de Hi−2(SK)
prim. ✷
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Preuve de l’assertion 4. — Elle se de´duit de l’e´tude de l’action de monodromie π1(VC , K)
sur la premie`re ligne du diagramme. La varie´te´ VC est alors un ouvert de Zariski non vide
de V, le morphisme π1(VC , K)→ π1(V, K) est donc surjectif. Comme il factorise l’action de
π1(VC , K) sur Hi(S \SK), d’apre`s la proposition 2, si hi(SK)ev 6= 0, l’espace Hi(S \SK) n’a
pas de classes π1(VC , K)-invariantes. Comme le morphisme α est injectif, l’espace Im (α)
n’a donc pas de classes π1(VC , K)-invariantes. Or l’espace Im (φ) est π1(VC , K)-invariant,
ce qui implique l’assertion 4. ✷
2.2.3 Cas des surfaces
Dans cette section nous nous plac¸ons dans la situation particulie`re de la section 2.2.2.
Nous faisons l’hypothe`se supple´mentaire d ≥ 2. Pour toute partie E ⊂ H2(S \ (SK \ CK))
nous notons H(E) ⊂ H2(S \ (SK \ CK)) la π1(VC , K)-repre´sentation engendre´e par E.
Proposition 3 Pour tout λ ∈ H2(S\(SK\CK))\Im (φ) nous avons dimH(λ) ≥ h1(SK)ev.
Preuve. — Nous supposons hi(SK)ev 6= 0 et nous e´tudions le comportement de la classe
λ dans le diagramme du lemme 3.
Si λ ∈ Im (α) + Im (φ), nous e´crivons λ = α(µ) + ν avec µ ∈ H2(S \ SK) et ν ∈ Im (φ).
Comme α et φ sont des morphismes de π1(VC , K)-modules et que leurs images sont en
somme directe, nous avons H(λ) = H(α(µ))⊕H(ν). Comme λ 6∈ Im (φ), nous avons µ 6= 0.
D’apre`s la proposition 2, la classe µ engendre une π1(VC , K)-repre´sentation de dimension
supe´rieure ou e´gale a` h1(SK)
ev (comme dans la preuve de l’assertion 4 de la section 2.2.2) ;
comme α est injectif, nous avons dim H(α(µ)) ≥ h1(SK)ev, donc dim H(λ) ≥ h1(SK)ev.
Nous supposons λ 6∈ Im (α) + Im (φ) et posons ψ(λ) =
∑
z∈CK
ηz[z], avec ηz ∈ C.
Comme le triangle du diagramme du lemme 3 est commutatif, il existe des points x ∈ CK
et y ∈ CK appartenant a` la meˆme composante irre´ductible C
′ ⊂ C et tels que ηx 6= ηy.
Comme π1(VC , K) se surjecte sur le produit des groupes de permutations des points de
CK appartenant a` une meˆme composante irre´ductible de C (cf. [A-C-G-H], p. 111 pour
le cas ou` C est irre´ductible ; le cas ge´ne´ral se de´montre de la meˆme manie`re), il existe un
e´le´ment g ∈ π1(VC , K) dont l’action sur H0(CK) permute x et y et laisse fixe les autres
points de CK . Nous avons donc
ψ(g(λ)− λ) = g(ψ(λ))− ψ(λ) = (ηy − ηx)([x]− [y]).
Posons λ′ = g(λ)−λ
ηy−ηx
: nous avons g(λ′) = [x] − [y]. Comme λ′ ∈ H(λ), il suffit de montrer
la proposition 3 pour λ′.
Comme l’action de π1(VC , K) sur H2(S) est triviale, nous avons
v(λ′) = v
(
g(λ)− λ
ηy − ηx
)
=
g(v(λ))− v(λ)
ηy − ηx
= 0.
D’apre`s la seconde ligne du diagramme du lemme 3, il existe donc une classe µ ∈ H1(SK , CK)
telle que u(µ) = λ′. Comme l’action de π1(VC , K) sur l’image de H3(S) dans H1(SK , CK)
est triviale, son intersection avec l’image de H1(SK)ev dans H1(SK , CK) est nulle ; la re-
striction de u a` l’image de H1(SK)ev est donc injective. Il suffit donc de montrer que la
π1(VC , K)-repre´sentation engendre´e par µ dans H1(SK , CK) contient l’image de H1(SK)ev.
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C
Κ
BOP
S
S
B
S
S
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.
C
B
O
P
.PzB
P
S
S
.
C
O
B
Q
.
C
B
O
O
S
S
zO
Dessin 2 K ∈ DO \ ((P ∪ Q) ∩ DO), P ∈ P ∩ DO, Q ∈ Q ∩ DO, O = P ∩Q ∩DO
Comme le rectangle de droite du diagramme du lemme 3 est commutatif, le bord de µ
dans H0(CK) s’identifie a` ψ(u(µ)) = [x]− [y] : c’est un e´le´ment de H0(C
′
K) ⊂ H0(CK), ou`
nous avons pose´ C ′K = C
′ ∩ SK . La classe µ appartient donc au sous-espace H1(SK , C
′
K)
de H1(SK , CK). La proposition 3 re´sulte donc du lemme suivant, applique´ a` C = C
′. ✷
Lemme 4 Supposons la courbe C irre´ductible. Soient x et y des points distincts de CK et
soit µ ∈ H1(SK , CK) une classe ayant pour bord [x] − [y] ∈ H0(CK). Alors la π1(VC , K)-
repre´sentation engendre´e par µ contient l’image de H1(SK)ev dans H1(SK , CK).
Preuve. — Notons P l’hypersurface parame´trant les courbes SL, L ∈ H
0(S,O(d)) sin-
gulie`res et Q l’hypersurface parame´trant les courbes SL qui ne rencontrent pas C transver-
salement. Nous avons VC = H
0(S,O(d))\(P∪Q). La preuve du lemme 4 repose sur l’e´tude
de la monodromie locale de π1(VC , K) sur H1(SK , CK)ev au voisinage d’un point (ge´ne´rique)
de P ∩Q.
Plus pre´cise´ment, soit zO ∈ C un point lisse. Comme d ≥ 2, il existe un point O ∈ P∩Q
tel que
– zO est un point double ordinaire de SO et SO \ {zO} est lisse ;
– zO est un point de multiplicite´ 2 de CO et CO \ {zO} est lisse.
Nous utilisons les notations de la section 2.1.2. D’apre`s la the´orie de Morse, il existe un
ouvert diffe´omorphe a` une boule ouverte BO de centre zO dans S et une boule ouverte DO
de centre KO dans H
0(S,O(d)) tels que
1. l’hypersurface P ∩ DO ⊂ DO est lisse et
– pour tout L ∈ P∩DO la varie´te´ B
SL
O est diffe´omorphe a` la re´union de deux disques
qui se coupent transversalement en l’unique point singulier zL de SL ; chaque disque
contient un point de CL distinct de zL pour L 6= O ;
– pour tout L ∈ DO \ (P ∩ DO) la varie´te´ B
SL
O est diffe´omorphe a` un cylindre ;
2. l’hypersurface Q ∩ DO ⊂ DO est lisse, rencontre l’hypersurface P ∩ DO uniquement
en O et
– pour tout L ∈ Q ∩DO le sche´ma B
CL
O est un point double ;
– pour tout L ∈ DO \ (Q∩DO) le sche´ma B
CL
O est la re´union de deux points lisses ;
3. les varie´te´s
⋃
L∈DO
BSLO et
⋃
L∈DO
BCLO sont lisses ;
4. les familles de varie´te´s a` bord (ΓSLO ,Σ
SL
O )L∈DO et (Γ
CL
O ,Σ
CL
O )L∈DO sont topologique-
ment triviales.
Le dessin 2 repre´sente les quatre types de surfaces parame´tre´es par DO.
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Comme VC est connexe et que π1(VC , K) se surjecte sur le groupe de permutations des
points de CK , il suffit de montrer le lemme 4 pour n’importe quel K ∈ VC et n’importe
quel couple de points dictincts de CK : nous supposons K ∈ DO et {x, y} = B
CK
O . Le
lemme 4 re´sulte alors des sous-lemmes 1 et 2 ci-dessous. ✷
Sous-lemme 1 Le lemme 4 est vrai pour une classe ν ∈ H1(SK , CK) a` support dans B
SK
O
dont le bord est [x]− [y].
Preuve. — Fixons P ∈ P ∩ DO \ {O}. Comme le point singulier zP de SP n’appartient
pas a` C, il existe un ouvert diffe´omorphe a` une boule ouverte BP ⊂ BO de centre zP qui
ne rencontre pas C, tel que la varie´te´ BSPP est diffe´omorphe a` la re´union de deux disques
se coupant transversalement en zP . D’apre`s la the´orie de Morse, il existe un disque DP de
centre P dans DO \ (Q∩DO) qui ne rencontre P qu’en P , et tel que la varie´te´
⋃
L∈DP
BSLP
est lisse et la famille de varie´te´s a` bord (ΓSLP ,Σ
SL
P )L∈DP est topologiquement triviale (cf.
dessin 4).
Sans perdre en ge´ne´ralite´, nous supposons K ∈ DP \ {P}, en prenant pour x et y les
deux points de CK ∩ BO. Comme les familles (B
SL
O \ B
SL
P )L∈DP et (B
CL
O \ B
CL
P )L∈DP sont
topologiquement triviales, l’espace BSKO \B
SK
P est home´omorphe a` B
SO
O \B
SO
P qui s’identifie
a` la re´union disjointe de deux cylindres contenant chacun un point de CO. Donc B
SK
O \B
SK
P
est home´omorphe a` la re´union disjointe de deux sous-cylindres du cylindre BSKO contenant
l’un le point x et l’autre le point y et se´pare´s par le sous-cylindre BSKP (cf. dessins 2 et 3).
L’image νBP ,ΣP de ν dans H1(B
SK
P ,Σ
SK
P ) est alors la classe d’une ge´ne´ratrice du cylindre
BSKP .
Soit δBPP ∈ H1(B
SK
P ) la classe d’un cercle sur le cylindre B
SK
P qui engendre son groupe
fondamental, dont l’image dans H1(SK) est le cycle e´vanescent δP . Nous avons 〈ν
BP ,ΣP , δBPP 〉 =
ε, avec ε = 1 ou −1 selon l’orientation de δBPP (cf. dessin 3).
La formule de Picard-Lefschetz pour H1(SK) s’e´tend a` H1(SK , CK) : pour tout λ ∈
H1(SK , CK), si λ
BP ,ΣP de´signe l’image de λ dans H1(B
SK
P ,Σ
SK
P ), si ∆P de´signe l’image de
δP dans H1(SK , CK), et si gS ∈ π1(VC , K) est la classe d’un lacet d’origine K faisant le
tour de P dans DP , bien de´finie au signe pre`s, nous avons
gP (λ)− λ = ε〈λ
BP ,ΣP , δBPP 〉∆P , avec ε = 1 ou − 1.
(Preuve : comme ΓSKP est connexe par arcs et contient CK , le cycle λ est la somme d’un
cycle dans l’image de H1(Γ
SK
P , CK) et d’un cycle dans rel(H1(SK)). Le premier cycle est
gP -invariant et pour le second la formule ci-dessus re´sulte directement de la formule de
Picard-Lefschetz usuelle.)
En particulier, nous avons gP (ν)− ν = ε∆P avec ε = 1 ou −1. Mais ∆P appartient a`
l’image de H1(SK)ev \ {0}, et comme l’action de π1(VC , K) sur H1(SK)ev est irre´ductible,
la π1(VC , K)-repre´sentation engendre´e par ν contient l’image de H1(SK)ev. ✷
Sous-lemme 2 Pour tout µ ∈ H1(SK , CK), il existe une classe ν ∈ H(µ) a` support dans
BSKO dont le bord est [x]− [y].
Preuve. — Il existe un espace diffe´omorphe a` un disque DQ ⊂ DO \ (P ∩DO) qui contient
K, rencontre Q en un unique point Q, et tel que la varie´te´
⋃
L∈DQ
BCLO est lisse. Soit
gQ ∈ π1(VC , K) la classe d’un lacet ΓQ d’origine K faisant le tour de Q dans DQ, bien
de´finie au signe pre`s.
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Nous e´tudions d’abord l’action de monodromie de gQ sur H0(CK). Comme la varie´te´⋃
L∈DQ
BCLO est un reveˆtement double lisse de DQ, ramifie´ en Q, la varie´te´
⋃
L∈ΓQ
BCLO est
un reveˆtement double connexe de ΓQ. Nous avons donc gQ([x] − [y]) = [y] − [x] (nous
pouvons aussi de´duire cette e´galite´ de la formule de Picard-Lefschetz applique´e a` [x]− [y],
en remarquant que [x]− [y] est le cycle e´vanescent).
Nous e´tudions ensuite l’action de gQ sur H1(SK , CK). Nous posons ν =
µ−gQ(µ)
2
(cf.
dessin 3). Alors
bord(ν) = bord
(
µ− gQ(µ)
2
)
=
µ− gQ(bord(µ))
2
=
[x]− [y]− gQ([x]− [y])
2
= [x]− [y].
D’autre part, l’action de gQ laisse invariante l’image de µ dans H1(SK , B
SK
O ∪ CK) ; le
cycle ν =
µ−gQ(µ)
2
appartient donc a` l’image de H1(B
SK
O , {x, y}) dans H1(SK , CK). Comme
ν ∈ H(µ), ceci ache`ve la preuve du sous-lemme 2. ✷
Remarque sur le lemme 4. — Les hypersurfaces P ∩ DO et Q ∩ DO ne se coupent pas
transversalement, un calcul direct montre en effet qu’elles sont tangentes. Ceci explique
que les actions de gP et gQ ne commutent pas. Plus pre´cise´ment, nous pouvons montrer que
pour un choix convenable de gP et gQ, le groupe π1(DO, K) est le groupe libre engendre´ par
gP et gQ quotiente´ par la relation (gPgQ)
2 = (gQgP )
2 (le dessin 5 repre´sente alors l’inter-
section de DO avec une petite sphe`re de centre O). Sa repre´sentation de monodromie sur
H1(SK , CK) passe au quotient par la relation supple´mentaire g
2
Q = 1 et la repre´sentantion
quotient est fide`le. Ceci me`ne a` une autre preuve du lemme 4, qui n’est pas plus simple.
Remarque sur la proposition 3. — La proposition 3 reste vraie dans la situation ge´ne´rale
de la section 2.2.2. La preuve est identique a` celle de la situation particulie`re (il faut rem-
placer le cycle [x]− [y] par une sphe`re e´vanescente), sauf pour la surjectivite´ de π1(VC , K)
sur le produit des groupes de permutations des points de CK appartenant a` une meˆme
composante irre´ductible de C qui doit eˆtre remplace´e pour N > 2 par l’irre´ductibilite´ de
l’action de monodromie de π1(
AVd,d−eQ , K) sur HN−2(XA,K,Q/Im (j
A,Q
A,K,Q)
∗), qui est fausse
pour N = 2 et pe´nible a` de´montrer pour N > 2. E´noncer la proposition 3 pour la situation
ge´ne´rale ne simplifie pas la preuve du the´ore`me 2 ; nous avons donc choisi de l’e´noncer
pour la situation particulie`re qui privile´gie l’intuition ge´ome´trique.
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2.3 Monodromie locale d’une famille d’hypersurfaces au voisi-
nage d’une de´ge´ne´rescence en la re´union de deux hypersur-
faces
Nous nous plac¸ons dans la situation ge´ne´rale de le section 2.2.2. Nous fixons A ∈ Ve
et Q ∈ PH0(Y,O(d)) tels que XA,Q a au plus des singularite´s isole´es si bien que V
d−e
A,Q est
non vide.
2.3.1 La filtration dissyme´trique
Comme pour tout K ∈ Vd−eA,Q la sous-varie´te´ de Y ×P
1
C de´finie par l’e´quation AK+tQ =
0, t ∈ P1C est lisse pour t 6= 0, pour t ∈ P
1
C ge´ne´rique l’hypersurface XAK+tQ est lisse. Soit
ρK le plus petit re´el (e´ventuellement infini) tel que si ∆ ⊂ C est un disque ouvert de rayon
ρK et de centre 0, alors pour tout t ∈ ∆\{0} l’hypersurface XAK+tQ est lisse. Nous posons
UA,Q = {K ∈ V
d−e
A,Q | ρK > 1}
si bien que pour tout K ∈ UA,Q l’hypersurface XAK+Q est lisse. L’application continue
UA,Q → V
d,K 7→ AK+Q induit un morphisme de groupes π1(UA,Q, K)→ π1(V
d, AK+Q) ;
le groupe π1(UA,Q, K) agit donc par monodromie sur HN (XAK+Q).
Proposition 4 Pour tout K ∈ UA,Q nous avons le diagramme suivant, dont la ligne et
les colonnes sont des suites exactes de π1(UA,Q, K)-modules.
0

0

HN(XA \XA,K)
α

HN(XK)
prim
rel

0 // HN(XA \ (XA,K \XA,K,Q))
F2 //
ψ

HN(XAK+Q)
F4/F2// HN (XK , XA,K) //
bord

0
HN−2(XA,K,Q)

HN−1(XA,K)ev

0 0
Il existe donc une filtration F•HN(XAK+Q) de π1(UA,Q, K)-modules ve´rifiant
1. F1HN (XAK+Q) = HN (XA \XA,K) ;
2. F2/F1HN(XAK+Q) = HN−2(XA,K,Q) ;
3. F3/F2HN(XAK+Q) = HN(XK)
prim ;
4. F4/F3HN(XAK+Q) = HN−1(XA,K)ev ;
et F4HN(XAK+Q) = HN(XAK+Q).
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De plus, les diagrammes suivants sont commutatifs.
HN(XA,Q)
(jA,Q
A,K,Q
)∗
ttiiii
ii
ii
ii
ii
ii
ii
i
φ

(jA,Q
AK+Q
)∗
**UUU
UU
UU
UU
UU
UU
UU
U
HN−2(XA,K,Q) HN(XA \ (XA,K \XA,K,Q))
F2 //ψoo HN(XAK+Q)
(3)
HN+2(Y )
j∗K //
j∗
AK+Q

HN (XK)
rel

HN(XAK+Q)
F4/F2// HN (XK , XA,K)
(4)
Remarque. — Nous pouvons de´composer HN(XA \XA,K) graˆce a` la suite exacte (2). Nous
obtenons alors une filtration a` 5 termes de HN (XAK+Q) dont les quotients successifs sont
HN−1(XA,K)
ev, HN (XA)prim, HN−2(XA,K,Q), HN(XK)
prim, HN−1(XA,K)ev.
La forme d’intersection induit un isomorphisme HN (XAK+Q) ≃ HN(XAK+Q)
∨ ; la filtration
duale de la filtration ci-dessus est obtenue en permutant A et K.
2.3.2 Preuve de la proposition 4 : e´tude d’une famille semistable
Nous fixons K ∈ UA,Q et nous montrons l’existence, l’exactitude et la commutativite´
des diagrammes donne´s par la proposition 4 ; la compatibilite´ avec l’action de π1(UA,Q, K)
s’obtient en mettant notre construction en familles pour K parcourant UA,Q.
Soit X ⊂ Y × ∆ la varie´te´ de´finie par l’e´quation AK + tQ = 0, t ∈ ∆. Pour N = 1
la varie´te´ X est lisse. Pour N ≥ 2 elle est singulie`re exactement en XA,K,Q × {0} (et c’est
une singularite´ ordinaire). Nous de´singularisons la varie´te´ X en imitant (et en simplifiant)
une construction de [G-H 2], section 2a, qui traite le cas Y = P3C.
Soit X˜ l’e´clate´ de X en l’ide´al (K,Q). Remarquons que l’ide´al (K,Q) est localement
principal en dehors du lieu XA,K,Q × {0} ; la projection p : X˜ → X induit donc un
isomorphisme X˜ \ p−1(XA,K,Q×{0})→ X \ (XA,K,Q×{0}). Nous pouvons de´crire X˜ plus
explicitement si nous munissons le fibre´ en droites projectives P = P(O(d − e) ⊕ O(d))
au-dessus de Y de coordonne´es homoge`nes (U, V ) : la varie´te´ X˜ est alors la sous-varie´te´
de P×∆ de´finie par les e´quations KV +QU = 0 et AU − tV = 0.
Nous notons π : X˜ → ∆ la projection naturelle et, pour tout t ∈ ∆, X˜t la fibre en t de
π. Les assertions suivantes sont alors des conse´quences imme´diates de la description de X˜
ci-dessus ; elles affirment que la famille π : X˜ → ∆ est semi-stable.
1. La varie´te´ X˜ est lisse.
2. Pour tout t ∈ ∆ \ {0} la varie´te´ X˜t est canoniquement isomorphe a` XAK+tQ, en
particulier elle est lisse.
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3. La varie´te´ X˜0 est la re´union des varie´te´s X˜A, de´finie comme l’e´clate´ de XA le long
de XA,K,Q (plonge´e dans P ×∆ par les e´quations t = 0, A = 0, KV + QU = 0), et
XK (plonge´e dans P ×∆ par les e´quations t = 0, U = 0, K = 0). Ces varie´te´s sont
lisses, se coupent transversalement et leur intersection est canoniquement isomorphe
a` XA,K .
Nous notons s : XA,K → X˜A l’immersion ferme´e de´finie par l’assertion 3.
La preuve de la proposition 4 repose sur les lemmes 5, 6, 7 et 8 ci-dessous.
Lemme 5 Pour tout t ∈ ∆ \ {0} nous avons une suite exacte longue
Hi+1(XK , XA,K) // Hi(X˜A \ s(XA,K))
F˜2 // Hi(X˜t)
F˜4/F2// Hi(XK , XA,K) // Hi−1(X˜A \ s(XA,K)).
De plus, les diagrammes suivants sont commutatifs :
Hi+2(Y˜ )
//

Hi(XK)
rel

Hi(X˜A,Q)
//
&&NN
N
NN
N
N
N
N
N
N
Hi(X˜A \ s(XA,K))
F˜2 //

Hi(X˜t)

Hi(X˜t)
F˜4/F2// Hi(XK , XA,K) Hi(X˜A)
// Hi(X˜)
,
ou` X˜A,Q ⊂ X˜A de´signe le transforme´ strict de XA,Q, ou` Y˜ ⊂ P de´signe l’e´clate´ de Y en
l’ide´al (K,Q) et ou` les fle`ches non nomme´es sont induites par les immersions.
Preuve. — Comme les varie´te´s X˜t, t ∈ ∆ \ {0} sont home´omorphes, il suffit de montrer le
lemme 5 pour un seul t ∈ ∆ \ {0}.
En mettant en famille la construction de la section 2.1.2, nous obtenons un voisinage
tubulaire ouvert BA,K de s(XA,K)×{0}, dans P et un petit voisinage ∆
′ de 0 dans ∆ tels
que
– la famille de varie´te´s a` bord
(
ΓX˜tA,K ,Σ
X˜t
A,K
)
t∈∆′
est topologiquement triviale ;
– la famille
(
BX˜tA,K
)
t∈∆′\{0}
est localement triviale (et ses fibres sont des fibrations en
cylindres au-dessus de XA,K) ;
– la varie´te´ BX˜0A,K s’identifie a` la re´union d’un voisinage tubulaire TA de s(XA,K) dans
X˜A et d’un voisinage tubulaire TK de XA,K dans XK qui se coupent le long de XA,K ;
la varie´te´ ΣX˜0A,K s’identifie a` la re´union des bords ΣA et ΣK des voisinages tubulaires
TA et TK ,
Pour tout t ∈ ∆′ nous avons donc des home´omorphismes
ΓX˜tA,K ≃ Γ
X˜0
A,K ≃ (X˜A \ TA) ∪ (XK \ TK) ≃ (X˜A \ s(XA,K)) ∪ (XK \XA,K) et
ΣX˜tA,K ≃ Σ
X˜0
A,K ≃ ΣA ∪ ΣK .
Notons X˜t,A la composante de Γ
X˜t
A,K home´omorphe a` X˜A \ s(XA,K) et Σ
X˜t
A son bord ; de
meˆme, notons X˜t,K la composante de Γ
X˜t
A,K home´omorphe a` XK \XA,K et Σ
X˜t
K son bord.
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Nous avons alors pour tout t ∈ ∆′
Hi(X˜t,A) = Hi(X˜A \ s(XA,K)) et
Hi(X˜t, X˜t,A) = Hi(X˜t,K ,Σ
X˜t
K ) par excision
= Hi(X˜0,K ,ΣK) par transport plat
= Hi(XK , TK) par excision
= Hi(XK , XA,K) par retraction.
Graˆce a` ces isomorphismes, la suite exacte du lemme 5 s’identifie a` la suite exacte longue
d’homologie relative du couple (X˜t, X˜t,A). La commutativite´ des diagrammes est e´vidente.
✷
Lemme 6 La projection pY : P → Y induit une e´quivalence d’homotopies entre X˜A \
s(XA,K) et XA \ (XA,K \XA,K,Q), et donc un isomorphisme canonique Hi(X˜A \s(XA,K)) ≃
Hi(XA \ (XA,K \XA,K,Q)).
Preuve. — Soit EA le diviseur exceptionnel de pY |X˜A : X˜A → XA. Alors la projection
pY |X˜A de´finit par restriction
– un isomorphisme X˜A \ (s(XA,K) ∪ EA) → XA \XA,K , restriction de l’isomorphisme
X˜A \ EA → XA \XA,K,Q ;
– un fibre´ en droites affines EA \ (s(XA,K) ∩ EA) → XA,K,Q, inclus dans le fibre´ en
droites projectives EA → XA,K,Q.
Notons T un voisinage d’un voisinage tubulaire de XA,K,Q dans XA et T˜ l’image inverse
de T par pY |X˜A : X˜A → XA. Alors T˜ est un fibre´ sur XA,K,Q de fibre P
1
C×∆ (ou` ∆ de´signe
un disque ouvert de centre 0). De plus
– T˜ ∩ X˜A \ s(XA,K) s’identifie a` un fibre´ sur XA,K,Q de fibre C×∆;
– T ∩XA \ (XA,K \XA,K,Q) s’identifie a` un fibre´ sur XA,K,Q de fibre l’image de C×∆
par la contraction qui envoie C× {0} sur un point.
Il existe une e´quivalence d’homotobie entre les deux fibre´s ci-dessus induisant l’identite´
sur leur bord (qui s’identifie a` un fibre´ sur XA,K,Q de fibre C× S
1). ✷
Lemme 7 Le morphisme HN+1(XAK+Q)→ HN+1(XK , XA,K) est surjectif.
Preuve. — Graˆce a` la commutativite´ du diagramme (4), il suffit de montrer la surjectivite´
des morphismes j∗K : HN+3(Y )→ HN+1(XK) et bord : HN+1(XK)→ HN+1(XK , XA,K). La
premie`re re´sulte de ce que HN+1(XK)
ev = 0 et la seconde de ce que HN(XA,K)ev = 0. ✷
Lemme 8 Le morphisme HN−1(XA \ (XA,K \XA,K,Q))→ HN−1(XAK+Q) est injectif.
Preuve. — L’image par (pY )∗ du carre´ du second diagramme du lemme 5 donne le dia-
gramme commutatif
HN−1(XA \ (XA,K \XA,K,Q))
F2 //
v

HN−1(XAK+Q)
(jAK+Q)∗

HN−1(XA)
(jA)∗ // HN−1(Y )
,
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donc il suffit de montrer l’injectivite´ des morphismes v : HN−1(XA \ (XA,K \XA,K,Q)) →
HN−1(XA) et (jA)∗ : HN−1(XA) → HN−1(Y ). La premie`re re´sulte du lemme 3, puisque
HN−2(XA,K, XA,K,Q) = 0, et la seconde de ce que HN−1(XA)ev = 0. ✷
Fin de la preuve de la proposition 4. — La suite exacte qui constitue la ligne du diagramme
de la proposition 4 se de´duit de la suite exacte longue du lemme 5 et de l’isomorphisme du
lemme 6. L’exactitude a` gauche et a` droite de la ligne du digramme re´sulte des lemmes 7
et 8. La suite exacte qui constitue la colonne de droite est la suite exacte (1). Si N = 1, nous
avons HN(XA\(XA,K\XA,K,Q) ≃ HN(XA\(XA,K) et si N ≥ 2 La suite exacte qui constitue
la colonne de gauche est la premie`re ligne du diagramme du lemme 3. Le triangle de gauche
du diagramme (3) est le triangle du diagramme du lemme 3. La commutativite´ du triangle
de droite du diagramme (3) et du diagramme (4) s’obtiennent en prenant l’image par (pY )∗
respectivement du triangle du second diagramme et du premier diagramme du lemme 5.
✷
2.3.3 Lien avec les travaux de Clemens, Schmid et Steenbrink sur les struc-
tures de Hodge limites
La preuve de la proposition 4 repose sur l’e´tude de la famille semi-stable X˜ → ∆Q,K .
Or l’e´tude de familles semi-stables du point de vue de la monodromie autour de X˜0 est
l’objet d’une abondante litte´rature (cf. [Cl] pour un langage et une situation similaires
aux notres et [Sc] ou [St] pour le cas ge´ne´ral). Notre point de vue diffe`re du point de vue
classique en ce que nous introduisons au lemme 5 une dissyme´trie entre les composantes
de X˜0. Cette section est une digression qui compare (sans donner de de´monstration) nos
re´sultats avec les constructions (essentiellement isomorphes) de [Cl], [Sc] et [St].
Schmid et Steenbrink de´finissent une structure de Hodge mixte sur la (co)homologie
d’une fibre lisse d’une de´ge´nerescence semi-stable, qui de´crit le comportement asympto-
tique des structures de Hodge lorsque la fibre tend radialement vers la fibre singulie`re,
les espaces de (co)homologie des fibres e´tant identifie´es par transport plat. Dans le cas
particulier de la famille X˜ → ∆Q,K , cette construction donne une filtration de´croissante
par le poids W • sur HN(XAK+Q), qui ve´rifie
W−N−1HN (XAK+Q) ≃ HN(XAK+Q);
W−N−1/W−NHN (XAK+Q) ≃ HN−1(XA,K)ev(1);
W−N/W−N+1HN (XAK+Q) ≃ HN(XK)
prim ⊕ HN(X˜A)
prim;
W−N+1HN (XAK+Q) ≃ HN−1(XA,K)
ev.
L’ope´rateur T : HN (XAK+Q)→ HN(XAK+Q) de monodromie autour de X˜0 est unipotent et
l’ope´rateurN = log T = T−Id est la compose´e de la projection surW−N−1/W−NHN(XAK+Q)
avec un isomorphisme canonique
W−N−1/W−NHN (XAK+Q) ≃W
−N+1HN(XAK+Q)(1).
La filtration F• est une filtration de structures de Hodge mixtes au sens de Schmid et
Steenbrink. Nous avons en particulier
W−N−1/W−NHN(XAK+Q) ≃ F4/F3HN(XAK+Q) et
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W−N+1HN(XAK+Q) ≃ HN(XA,K)
ev tube→֒ F1HN(XAK+Q).
Le gradue´ de la filtration par le poids est donc essentiellement e´quivalent au gadue´ associe´ a`
la filtration a` 5 termes de´duite de la filtration F• en coupant XA \XA,K en deux morceaux.
L’arbitre nous fait remarquer qu’il est possible de de´duite la fitration F• de la filtration par
le poids ci-dessus. Malheureusement, nous ne savons pas en de´duire la suite exacte courte
qui constitue la ligne du milieu de la proposition 4 et qui est ne´cessaire pour initialiser la
re´currence a` la section 3.2.
2.3.4 La filtration quotient
Dans cette section nous supposons A ∈ IeW et Q ∈ I
d
W en plus des hypothe`ses de la
section pre´ce´dente.
Notons H(W )A,K le sous-espace de HN−2(XA,K,Q) engendre´ par les classes des com-
posantes irre´ductibles deW∩XK et par (j
A,K
A,K,Q)
∗HN (XA,K). Les espacesH(W ) ⊂ HN(XAK+Q)
et H(W )A,K ⊂ HN−2(XA,K,Q) sont π1(UA,Q,K)-invariants.
Lemme 9 Si hN−1(XA,K)ev 6= 0 alors la filtration F•HN(XAK+Q) de π1(UA,Q, K)-modules
donne par restriction a` H(W )⊥ la filtration suivante.
1. F1H(W )
⊥ ≃ HN+1(XA \XA,K),
2. F2/F1H(W )
⊥ ≃ H(W )⊥A,K,
3. F3/F2H(W )
⊥ ≃ HN+2(XK)
ev ,
4. F4/F3H(W )
⊥ ≃ HN+1(XA,K)ev,
et F4H(W )
⊥ = H(W )⊥.
Graˆce a` la suite exacte (2) (pour l’assertion 1), nous obtenons imme´diatement :
Corollaire Nous avons
1. dimF1H(W )
⊥
j = hN−2j+2(XA,j)
prim + hN−2j+1(XA,K,j)ev ;
2. dimF2/F1H(W )
⊥
j ≤ hN−2j(XA,K,Q,j)ev ;
3. dimF3/F2H(W )
⊥
j = hN−2j+2(XK,j)ev ;
4. dimF4/F3H(W )
⊥
j = hN−2j+1(XA,K,j)ev.
Preuve. — Nous e´tudions l’image de H(W ) par la filtration F•. Notons [W ] ⊂ HN(XA,Q)
l’espace vectoriel engendre´ par les classes des composantes irre´ductibles de W et posons
H(W )′ = (jAK+QA,Q )∗[W ] + j
∗
AK+Q ◦ c1(O(1))⌢ HN+4(Y ).
Comme le morphisme j∗AK+Q ◦ c1(O(1)) ⌢: HN+4(Y ) → HN (XAK+Q) s’identifie a` la mul-
tiplication par un scalaire pre`s au morphisme (jAK+QA,Q )∗ ◦ (jA,Q)
∗, nous avons H(W )′ ⊂
(jAK+QA,Q )∗HN(XA,Q). Comme le triangle de droite du diagramme (3) est commutatif, nous
avons (jAK+QA,Q )∗ = F2 ◦ φ, donc H(W )
′ ⊂ F2HN(XAK+Q), et, comme hN−1(XA,K)ev 6= 0,
d’apre`s le lemme 3 nous avons Im (α)∩ Im (φ) = 0, donc H(W )′ ∩ F1H
N (XAK+Q) = 0. La
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projection de H(W )′ sur HN−2(XA,K,Q) est donc injective. Comme le triangle de gauche du
diagramme (3) est commutatif et que j∗A,K,QHN+4(Y ) = (j
A,K
A,K,Q)
∗HN(XA,K), nous avons
H(W )′ ≃ H(W )A,K ⊂ F2/F1HN(XAK+Q). (5)
D’autre part, nous conside´rons l’espace
j∗AK+QHN+2(Y )
prim = Coker (j∗AK+Q ◦ c1(O(1))⌢ HN+4(Y )→ j
∗
AK+QHN+2(Y )),
ou` la fle`che est l’inclusion. Le morphisme j∗K de´finit par passage au quotient un iso-
morphisme HN+2(Y )
prim ≃ Ker
(
HN (XK)
prim → HN (XK)
ev
)
. Les morphismes j∗AK+Q :
HN+2(Y ) → HN(XAK+Q) et rel : HN (XK)
prim → HN (XK , XAK) sont injectifs. Comme
le diagramme (4) est commutatif, nous avons donc
j∗AK+QHN+2(Y )
prim ≃ Ker
(
HN(XK)
prim → HN (XK)
ev
)
⊂ F3/F2HN (XAK+Q). (6)
Enfin, comme (jAK+QA,Q )∗[W ] est inclus dans F2H
N (XAK+Q) et que j
∗
AK+QHN+2(Y )
prim
s’injecte dans F3/F2HN (XAK+Q), de la suite exacte
0→ j∗AK+Q ◦ c1(O(1)) ⌢ HN+4(Y )→ j
∗
AK+QHN+2(Y )→ j
∗
AK+QHN+2(Y )
prim → 0
nous de´duisons donc la suite exacte
0→ H(W )′ → H(W )→ j∗AK+QHN+2(Y )
prim → 0,
et le lemme 9 re´sulte des assertions (5) et (6). ✷
3 Preuve du the´ore`me 2
3.1 Preuve du the´ore`me 2
Nous adoptons les notations de la section 0 et faisons les hypothe`ses du the´ore`me 2 ;
nous supposons de plus Vd(W ) non vide.
Pour tout F ∈ Vd(W ) nous identifions HN(XF ) a` H
N (XF ) par la dualite´ de Poincare´.
Pour tout λ ∈ H(W )⊥, nous notons H(λ) la π1(V
d(W ), F )-repre´sentation de monodromie
engendre´e par λ, h(λ) sa dimension et h(λ)⊥ sa codimension dans H(W )⊥.
L’argument central de la preuve consiste a` minorer h(λ) pour tout λ ∈ H(W )⊥ \ {0}.
C’est l’objet de la proposition suivante qui synthe´tise les re´sultats des deux premie`res
parties et dont la preuve occupe la section 3.2.
Proposition 5 Pour tout F ∈ Vd(W ) et pour tout λ ∈ H(W )⊥ \ {0} nous avons
1.
h(λ) ≥ min

hN−2i+2(Y (e, . . . , e︸ ︷︷ ︸
i−1 fois
, d− e, . . . , d− e︸ ︷︷ ︸
i fois
)ev
hN−2i+1(Y (e, . . . , e︸ ︷︷ ︸
i fois
, d− e, . . . , d− e︸ ︷︷ ︸
i fois
)ev
∣∣∣∣∣∣∣∣ i ∈
{
1, . . . ,
[
N + 1
2
]} ,
ou` Y (d1, . . . dr) de´signe une intersection comple`te lisse de multidegre´ (d1, . . . dr) ;
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2. si h(λ) > AY,e alors h(λ)
⊥ ≤ AY,e, ou` nous avons pose´
AY,e = hN(Y (e))
prim + 2hN−1(Y (e, d− e))ev + hN−2(Y (d, e, d− e))ev.
La proposition suivante donne une estimation de la dimension des espaces d’homologie
intervenant dans la proposition 5. Sa preuve occupe la section 3.3.
Proposition 6 Il existe une constante C ∈ R∗+ qui ne de´pend que de Y et de O(1),
telle que pour tout r ∈ {1, . . . , N + 1}, pour tout r-uplet d’entiers strictement positifs et
croissants (d1, . . . , dr) tels que dr ≥ C et pour toute intersection comple`te lisse X ⊂ Y de
multidegre´ (d1, . . . , dr) nous avons
1
2
dkr
r∏
i=1
di ≤ hk(X)ev ≤ hk(X) ≤ Cd
k
r
r∏
i=1
di.
ou` nous avons pose´ k = dimX = N + 1− r.
Fin de la preuve du the´ore`me 2. — Comme la π1(V
d(W ), F )-repre´sentation de mon-
odromie sur H(W )⊥ pre´serve la forme d’intersection, elle est somme directe orthogonale
de ses sous-repre´sentations. Elle est donc irre´ductible si et seulement si pour tout λ et µ
dans H(W )⊥ \ {0} nous avons H(µ) ∩H(λ) 6= 0.
Choisissons λ et µ dans H(W )⊥ \ {0} et supposons d ≥ 2e.
D’apre`s l’assertion 1 de la proposition 5 (pour e =
[
d
2
]
), h(λ) est minore´ par la di-
mension de l’homologie en dimension moitie´ d’une intersection comple`te lisse d’hypersur-
faces de degre´s
[
d
2
]
et d −
[
d
2
]
; comme d −
[
d
2
]
≥
[
d
2
]
, d’apre`s la proposition 6, il existe
une constante C1 qui ne de´pend que de Y et de O(1) telle que, si d ≥ C1, nous avons
h(λ) ≥ 1
2
[
d
2
]N+1
et h(µ) ≥ 1
2
[
d
2
]N+1
.
D’autre part, d’apre`s la proposition 6 pour les intersections comple`tes de multidegre´s
(e), (e, d− e) et (d, e, d− e), il existe une constante C2 qui ne de´pend que de Y et de O(1)
telle que AY,e ≤ C2ed
N . Nous avons donc 1
2
[
d
2
]N+1
> C2ed
N ≥ AY,e pour d ≥ 3
N+2C2e.
Supposons d ≥ max (C1, 3
N+2C2)e : nous avons h(λ) > AY,e, h(µ) > AY,e et, d’apre`s
l’assertion 2 de la proposition 5, h(µ)⊥ ≤ AY,e, donc h(λ) > h(µ)
⊥ et H(µ)∩H(λ) 6= 0. ✷
3.2 Preuve de la proposition 5
Comme Vd(W ) est connexe, il est suffisant de montrer la proposition 5 pour un seul
F ∈ Vd(W ) et, au lieu de Vd(W ), pour un sous-espace de Vd(W ) contenant F . L’assertion 1
de la proposition 5 est donc implique´e par les lemmes 10 et 11 e´nonce´s a` la section 3.2.1.
La preuve par re´currence du lemme 11 occupe les sections 3.2.2 et 3.2.3.
La preuve de la seconde assertion ne ne´cessite pas de re´currence ; elle occupe la sec-
tion 3.2.4.
3.2.1 Preuve de l’assertion 1 : l’e´nonce´ de la re´currence
Posons r =
[
N+1
2
]
.
Comme le sche´ma W ⊂ Y ve´rifie l’assertion (a) de la proposition 1, les assertions (c)
et (d) de la proposition 1 sont vraies : pour (A1, . . . , Ar, R) ∈ (I
e
W )
r × IdW ge´ne´rique
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1. A1, . . . , Ar et R sont en intersection comple`te ;
2. pour tout j ∈ {1, . . . , r} le lieu singulier des sche´mas
XA1 ∩ · · · ∩XAj et XA1 ∩ · · · ∩XAj ∩XR
est supporte´ par W et est de dimension infe´rieure ou e´gale a` j − 2 et j − 1 respec-
tivement (par convention, un lieu de dimension −1 est vide) ;
3. le sche´ma (XA1 ∩ · · · ∩XAr ∩XR) \W est lisse et connexe, sauf si N = 1.
Nous fixons (A1, . . . , Ar, R) ∈ (I
e
W )
r × IdW comme ci-dessus.
Soit j ∈ {1, . . . , r}. Pour tout (K1, . . . , Kj−1) ∈ H
0(Y, (O(d− e))j−1 posons
Yj =
j−1⋂
i=1
XAi,Ki, et Wj = W ∩
j−1⋂
i=1
XKi.
Pour tout i ∈ N notons
ψij : H
0(Y, (O(i)) → H0(Yj,O(i)) et
Aψij : H
0(Y, (O(i)) → H0(Yj ∩XAj ,O(i))
les applications de restriction ; notons V ij ⊂ H
0(Yj,O(i)) et
AV ij ⊂ H
0(Yj ∩ XAj ,O(i))
les ouverts parame´trant (a` la multiplication par un scalaire pre`s) les hypersurfaces lisses
de Yj et de Yj ∩ XAj de classe c1(O(i)). Pour tout P ∈ H
0(Yj,O(i)) notons XP,j ⊂ Yj
l’hypersurface associe´e.
Pour tout (Kj, . . . , Kr) ∈ H
0(Y, (O(d− e))r−j+1 posons
Wdj =
{
F ∈ Vdj
∣∣ F = ψdj
(
r∑
i=j
AiKi +R
)
, (Kj , . . . , Kr) ∈ H
0(Y, (O(d− e))r−j+1
}
.
Remarquons que Wd1 ⊂ V
d(W ).
Nous dirons que (K1, . . . , Kj−1) est rouge si les varie´te´s Yj et Yj ∩ XAj sont lisses, de
dimensions respectivement N − 2j + 3 et N − 2j + 2, et si l’espace Wdj est non vide.
Lemme 10 Il existe un (K1, . . . , Kj−1) ∈ H
0(Y, (O(d− e))j−1 rouge.
Preuve. — D’apre`s le the´ore`me de Bertini usuel et les conditions 1 et 2 sur les Ai et R,
pour (K1, . . . , Kj−1) ge´ne´rique les varie´te´s Yj, Yj∩XAj et Yj∩XR sont lisses, de dimensions
respectives N − 2j+3, N − 2j+2 et N − 2j +2. En particulier, nous avons ψdj (R) ∈ W
d
j .
Donc (K1, . . . , Kj−1) ge´ne´rique est rouge. ✷
Pour tout (K1, . . . , Kj−1) rouge et F ∈ W
d
j notons H(W )j ⊂ HN−2j+2(XF,j) le sous-
espace engendre´ par les composantes irre´ductibles de Wj et par l’image de HN−2j+4(Yj).
Le groupe π1(W
d
j , F ) agit alors par monodromie sur HN−2j+2(XF,j).
Nous pouvons enfin donner l’e´nonce´ de la re´currence :
Lemme 11 Pour tout j ∈ {1, . . . , r}, (K1, . . . , Kj−1) rouge et F ∈ W
d
j , les dimensions des
π1(W
d
j , F )-repre´sentations de monodromie engendre´es par les e´le´ments de H(W )
⊥
j \ {0}
ve´rifient la minoration de l’assertion 1.
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3.2.2 Le lemme 11 pour j + 1 implique le lemme 11 pour j
Nous fixons j ∈ {1, . . . , r} et (K1, . . . , Kj−1) rouge.
Pour tout (Kj, . . . , Kr) ∈ H
0(Y, (O(d− e))r−j+1 posons
A = ψ−ej (Aj), K = ψ
d−e
j (Kj), Q = ψ
d
j
(
r∑
i=j+1
AiKi +R
)
et F = AK +Q.
Nous dirons que (Kj , . . . , Kr) ∈ H
0(Y, (O(d− e))r−j+1 est bleu si les varie´te´s
XA,j, XK,j, XF,j, XA,K,j = Yj+1, XA,K,Q,j = Yj+1 ∩XQ,j et Yj+1 ∩XAj+1
sont lisses, de codimensions attendues. Remarquons que les trois dernie`res conditions im-
pliquent que (K1, . . . , Kj−1, Kj) est rouge.
Pour tout (Kj+1, . . . , Kr) ∈ H
0(Y, (O(d − e))r−j notons Vd−ebleu ⊂ H
0(Y, (O(d − e)) l’es-
pace des Kj tels que (Kj , Kj+1, . . . , Kr) est bleu. D’apre`s le the´ore`me de Bertini usuel,
(Kj.Kj+1, . . . , Kr) ge´ne´rique est bleu ; fixons (Kj+1, . . . , Kr) ∈ H
0(Y, (O(d− e))r−j tel que
lequel l’espace Vd−ebleu est non vide.
Pour tout Kj ∈ V
d−e
bleu les varie´te´s indice´es par j ve´rifient alors les conditions de la situa-
tion ge´ne´rale de la section 2.2.2. Nous pouvons donc raisonner comme dans la section 2.3.1 :
la varie´te´ XF,j est lisse, donc pour t ∈ P
1
C ge´ne´rique la varie´te´ XAK+tQ,j est lisse. Soit ρK
le plus petit re´el (e´ventuellement infini) tel que si ∆ ⊂ C est un disque ouvert de rayon ρK
et de centre 0, alors pour tout t ∈ ∆ \ {0} et j ∈ {1, . . . , r} la varie´te´ XAK+tQ,j est lisse.
Posons
U =
{
Kj ∈ V
d−e
bleu
∣∣ ρK > 1} .
Le groupe π1(U , Kj) agit par monodromie sur HN−2j+2(XF,j) via l’application U → Wj ,
Kj 7→ Fj . Notons V
d−e
A,Q,j,
AVd−ej ,
AVd−eQ,j et UA,Q,j les analogues des espaces V
d−e
A,Q,
AVd−e,
AVd−eQ et UA,Q des sections 2.2.2 et 2.3.1 pour les varie´te´s indice´es par j. Nous avons
ψej (U) ⊂ UA,Q,j, donc le groupe π1(U , Kj) agit sur les espaces
– HN−2j+2(XA,j \ (XA,K,j \XA,K,Q,j)) via π1(
AVd−eQ,j , K),
– HN−2j+2(XA,j \XA,K,j) via π1(
AVd−ej , K),
– HN−2j+2(XK,j)
ev via π1(V
d−e
j , K) et
– HN−2j+1(XA,K,j)ev via π1(
AVd−ej , K).
Lemme 12 Les applications ψej : U → V
d−e
j ,
Aψej : U →
AVd−eQ,j et
Aψej : U →
AVd−ej
induisent des morphismes de groupes fondamentaux surjectifs.
Preuve. — Le lemme re´sulte des faits suivants :
– C∗U = Vd−ebleu, donc U et V
d−e
bleu sont homotopes ;
– les applications ψej : V
d−e
bleu → V
d−e
j ∩ Imψ
e
j et
Aψej : V
d−e
bleu →
AVd−eQ,j ∩ Im
Aψej sont
dominantes, a` fibres connexes ;
– les inclusions Vd−ej ∩ Imψ
e
j ⊂ V
d−e
j et
AVd−eQ,j ∩ Imψ
e
j ⊂
AVd−eQ,j induisent des mor-
phismes de groupes fondamentaux surjectifs par le the´ore`me de Zariski : en effet, les
applications ψej et
Aψej ne sont en ge´ne´ral pas surjectives, mais comme O(d − e) est
tre`s ample, les images de ψej et
Aψej s’identifient a` l’espace des sections hyperplanes
des varie´te´s Yj et XA,j pour le plongement projectif de Y de´fini par O(d − e) ; en
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particulier, les images de ψej et
Aψej rencontrent transversalement les hypersurfaces
discriminantes des espaces H0(Yj,O(d − e)) et H
0(XA,j,O(d − e)), ou` les varie´te´s
XK,j, XA,K,j et XA,K,Q,j sont singulie`res ;
– AVd−eQ,j ⊂
AVd−ej est un ouvert de Zariski. ✷
Pour toute π1(W
d
j , F )- et π1(U , Kj)-repre´sentation E notons m
W
j E et mjE respectivement
la dimension minimale d’une sous-repre´sentation non nulle (si E = 0 nous convenons que
mjE =∞). Nous avons
Lemme 13 Si hN−2j+1(XA,K,j)ev 6= 0 et hN−2j+2(XK,j)ev 6= 0 alors
1. mj F1H(W )
⊥
j ≥ hN−2j+1(XA,K,j)ev ;
2. mj F2/F1H(W )
⊥
j = m
W
j+1H(W )
⊥
j+1 ;
3. mj F3/F2H(W )
⊥
j = hN−2j+2(XK,j)ev ;
4. mj F4/F3H(W )
⊥
j = hN−2j+1(XA,K,j)ev.
Preuve. — D’apre`s les lemmes 9 et 12,
1. re´sulte de la proposition 2 ;
2. re´sulte de ce que, comme (Kj, . . . , Kr) est bleu, (K1, . . . , Kj−1, Kj) est rouge et
XA,K,Q,j ⊂ Yj+1 est l’hypersurface de´finie par ψ
d
j+1
(∑r
i=j+1AiKi +R
)
∈ Wdj+1 ;
3. re´sulte de l’irre´ductibilite´ de l’action de π1(V
d−e
j , K) sur HN−2j+2(XK,j)
ev ;
4. re´sulte de l’irre´ductibilite´ de l’action de π1(V
d−e
j , K) sur HN−2j+1(XA,K,j)
ev. ✷
Nous devons minorer mWj H(W )
⊥
j . Comme m
W
j H(W )
⊥
j ≥ mjH(W )
⊥
j , le lemme 12 implique
l’e´nonce´ suivant, qui montre que le lemme 11 pour j + 1 implique le lemme 11 pour j :
Corollaire Pour tout j ∈ {1, . . . , r},
mWj H(W )
⊥
j ≥ min
(
hN−2j+1(XA,K,j)
ev, hN−2j+2(XK,j)
ev, mWj+1H(W )
⊥
j+1
)
.
3.2.3 Preuve du lemme 11 pour j = r
Cas N = 2r − 1. — Nous avons H(W )⊥r+1 = 0 et le corollaire du lemme 13 implique
l’assertion 1. ✷
Cas N = 2r. — Nous ne pouvons appliquer le corollaire du lemme 13 parce que mWj+1H(W )
⊥
r+1 =
mj F
1/F 2H(W )⊥r est trop petit. Le corollaire du lemme 13 implique seulement qu’il suffit
de minorer mj F
2H(W )⊥r .
Lemme 14 L’espace H(W )r ⊂ H2(XF,r) contient les classes de toutes les composantes
irre´ductibles de la courbe XA,Q,r.
Preuve. — Le sche´ma Wr est un sous-sche´ma de la courbe XA,Q,r. Notons W
′
r l’adhe´rence
de XA,Q,r \Wr dans XA,Q,r : nous avons XA,Q,r = Wr ∪W
′
r. Par la condition 3 sur les Ai, le
sche´ma W ′r \(W
′
r∩Wr) est connexe et lisse, donc le sche´ma W
′
r est une courbe irre´ductible.
D’une part les classes des composantes irre´ductibles de Wr appartiennent par de´finition a`
H(W )r, d’autre part, comme XA,Q,r = XA,r ∩XF,r, la classe de XA,Q,r est la restriction a`
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H2(XF,r) de la classe de XA,r dans H4(Yr), donc appartient aussi a` H(W )r. Ceci implique
que la classe de W ′r appartient a` H(W )r. ✷
L’espace F2H2(XQ,r) s’identifie a` H2(XA,r\(XA,K,r\XA,K,Q,r)) par la proposition 4 pour
les varie´te´s indice´es par r. Comme le triangle de droite du diagramme (3) est commutatif,
le lemme 14 implique Imφ ⊂ F2H(W )r, donc soit F2H(W )
⊥
r = 0 soit F2H(W )
⊥
r rencontre
HN(XA,r \ (XA,K,r \ XA,K,Q,r)) \ Imφ. La proposition 3 et le lemme 12 impliquent alors
mj F
2H(W )⊥r ≥ h1(XA,K,r)ev et le lemme 11 est vrai. ✷
3.2.4 Preuve de l’assertion 2
D’apre`s le corollaire du lemme 9, nous avons
AY,e ≥ dimF1H(W )
⊥ + dimF2/F1H(W )
⊥ + dimF4/F3H(W )
⊥
≥ dimH(W )⊥ − dimF3/F2H(W )
⊥.
La condition h(λ) > AY,e implique donc F3/F2H(λ) 6= 0. Or d’apre`s le lemme 13, m1F3/F2H(W )
⊥ =
dimF3/F2H(W )
⊥, donc F3/F2H(λ) = F3/F2H(W )
⊥, donc h(λ) ≥ dimF3/F2H(W )
⊥ et
h(λ)⊥ ≤ dimH(W )⊥ − dimF3/F2H(W )
⊥ ≤ AY,e. ✷
3.3 Preuve de la proposition 6 : les estimations asymptotiques
Soit χ(X) =
∑2k
i=0(−1)
ihi(X) la caracte´ristique d’Euler de X , soient TX et TY les
fibre´s tangents respectifs de X et de Y , et soient c (TX) et c (TY ) leurs classes de Chern
totales. Nous posons η = c1(O(1)) et c (TY ) =
∑N+1
i=0 ci(TY ), et nous notons Qi(d1, . . . , dr)
le coefficient de degre´ k − i en t de la se´rie entie`re 1
(1+d1t)...(1+drt)
. Nous avons alors
χ(X) =
∫
X
c (TX) =
∫
X
c (TY )
(1 + d1η) . . . (1 + drη)
=
r∏
i=1
di
∫
Y
ηrc (TY )
(1 + d1η) . . . (1 + drη)
=
(
r∏
i=1
di
)
k∑
i=0
Qi(d1, . . . , dr)
∫
Y
ηN+1−ici(TY ).
D’une part il existe une constante Cr ∈ R
∗
+ qui ne de´pend que de r telle que pour tout
i ∈ {0, . . . , k} nous avons dk−ir ≤ |Qi(d1, . . . , dr)| ≤ Crd
k−i
r . D’autre part, il existe une
constante CT ∈ R
∗
+ qui de´pend de Y et de OY (1) telle que pour tout i ∈ {1, . . . , r} nous
avons
∫
Y
ηN+1−ici(TY ) ≤ CT . Posons Cχ = max ((N + 1)CTCr | r ∈ {1, . . . , N + 1}).
Comme
∫
Y
ηN+1c0(TY ) =
∫
Y
ηN+1, nous avons 1 ≤
∫
Y
ηN+1c0(TY ). Nous en de´duisons(
1−
Cχ
dr
)
dkr
r∏
i=1
di ≤ |χ(X)| ≤ Cχd
k
r
r∏
i=1
di. (7)
Or la the´orie de Lefschetz donne
hi(X) = hi(Y ) pour i ∈ {0, . . . , k − 1} ;
hk(X) = hk(X)ev + hk(Y ) ;
hi(X) = h2k−i(X) = h2k−i(Y ) = h2r+i(Y ) pour i ∈ {k + 1, . . . , 2k}.
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Posons CH =
∑2N+2
i=0 hi(Y ). Nous avons donc
(−1)kχ(X)− CH ≤ hk(X)ev ≤ hk(X) ≤ (−1)
kχ(X) + CH .
La proposition 6 re´sulte de cette ine´galite´ et de l’ine´galite´ (7) pour dr ≥ 2Cχ + 2CH . ✷
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