The aim of this study is to validate the Ozone Monitoring Instrument (OMI) erythemal dose rates 20 using ground-based measurements in Thessaloniki, Greece. In the Laboratory of Atmospheric 21
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VALIDATION OF OMI ERYTHEMAL DOSES WITH MULTI-SENSOR GROUND-1
BASED MEASUREMENTS IN THESSALONIKI, GREECE 2 3
Melina Maria Zempila ( (NILU) multi-filter radiometer provides multi-filter based irradiances that were used to derive 24 erythemal dose rates for the period 2005-2014. Both these datasets were independently validated 25 against collocated UV irradiance spectra from a Brewer MkIII spectrophotometer. Cloud detection 26 was performed based on measurements of the global horizontal radiation from a Kipp & Zonen 27 pyranometer and from NILU measurements in the visible range. The satellite versus ground 28 observation validation was performed taking into account the effect of temporal averaging, 29 limitations related to OMI quality control criteria, cloud conditions, the solar zenith angle and 30 atmospheric aerosol loading. Aerosol optical depth was also retrieved using a collocated CIMEL 31 sunphotometer in order to assess its impact on the comparisons. The effect of total ozone columns 32 M A N U S C R I P T
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INTRODUCTION 48
Changes in climate and atmospheric composition may lead to unprecedented changes in the 49 Ultraviolet (UV) radiation that reaches the Earth's surface, raising the concern of indirect and direct 50 effects to plants, ecosystems and humans (IPCC AR5, 2014; Tevini, 1993; WMO, 2007; WHO, 51 2008; Gao, Schmoldt, and Slusser, 2010;among others).Since 1982,when the ozone depletion was 52 firstly observed (e.g. Farman et al., 1985; Bhartia et al., 1985) , ground-based UV monitoring sites 53 have been deployed at several locations all over the globe as a response to the raising concern of 54 potential enhanced surface UV levels (Ghetti, Checcucci and Bornman, 2006) . Most of these sites 55 nowadays provide high frequency measurements for a variety of surface UV radiation products, 56 such as the erythemal weighted dose rates, UV index, and so on. These data are used to validate 57 model projections and satellite estimates, and to alert public awareness regarding the effects of the 58 exposure to high solar UV radiation levels (Schmalwieser et In this study, OMI UV erythemal dose rates and UVI values at overpass and local noontimes were 74 thoroughly evaluated in Thessaloniki, Greece (lat: 40.69 o N, lon: 22.96 o E, alt: 60 m) for the period 75 M A N U S C R I P T
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erythemal UV dose rate resulting from B086 erythemal weighted spectra. 208
From the available data, 47908 co-located input-output vectors were extracted to train and validate 209 the NN model. As per the NN method described in Zempila et al (2017b) , the input and output 210 vectors were connected via 2 network layers -the first containing hidden neurons with hyperbolic 211 tangent (tanh) activation functions and the second containing linear activation functions. The NN 212 architecture was optimized following the method of Taylor et al (2014) where the number of hidden 213 neurons was varied from 5 to 15 and the proportion of training data used in NN learning was varied 214 from 50% to 95% in steps of 5% with a mean squared error (MSE) cost function measuring the 215 difference in NN retrievals and target erythemal dose rates for 100 different NN architectures. The 216 optimal NN has a training proportion of 90% and 13 hidden neurons and used the same NN learning 217 scheme based on Bayesian regularization back-propagation described in Zempila et al (2017b) . 218
In Error! Reference source not found.the range of the validity of the trained optimal NN is 219 provided based on the input data range of the subset used to train the model. The addition temporal 220 variables are not listed as they have the standard ranges (see Zempila et al (2017b) for details). 221 222 To calculate the uncertainty of the neural-network-based estimates of the retrieved erythemal dose 230 rates, the median absolute percentage error (MAPE) was calculated for the differences between the 231 NN estimates and the target values. Based on this statistical measure, we calculate that the 232 M A N U S C R I P T
uncertainty of the NN in the dose rates was 3.6%, which is within the level of uncertainty of both 233 NILU and B086 irradiances which are 5.6% and 5% respectively. Taking the higher NILU 234 uncertainty as an upper bound on the radiance uncertainty and combining this in quadrature with the 235 NN uncertainty, we estimate the overall uncertainty on the NILU NN erythemal dose rate retrievals 236 to be 6.5%. 237
3.2.Comparisons of NILU-UV and UVB-1 erythemal data 238
To further verify the validity of the NILU NN erythemal retrievals, comparisons with the collocated 239 UVB-1 measurements were performed as an independent source of information. For these 240 comparisons, 1-minute synchronous NILU and UVB-1 data were used, while hourly mean values 241 were calculated in order to eliminate the influence of any possible time shifts and random 242 incidences (e.g. temporarily shading of the input optics) into the datasets. Additionally, hourly data 243 with more than 70% abundance in cloud-free minute measurements, as identified from the NILU 244 PAR algorithm (Zempila et al., 2016b) , were characterized as "NILU clear skies". 245
In Figure 
254
As seen in Figure 1 (a), the overall conformity between the two ground-based datasets was quiteM A N U S C R I P T
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good with small median differences, -0.86% and 1.09% for all and cloud-free skies respectively, on 256 a large number of coincidences (30506 for all skies, and 10108 for the NILU-based cloud free 257 instances, as shown in Figure 1) . Low values of the 20/80 percentiles were found within the 258 uncertainty of both data sets; this shows that both time series result in comparable values. 259
To elaborate more on these comparisons, the influence of the SZA was also investigated ( Figure  260 1(b)). It was found that for SZAs less than 70 o under cloud-free conditions the relative percentage 261 differences resulted to a median of 0.45% with corresponding 20/80 percentiles of -3.25%/4.60% 262 respectively. Furthermore, the SZA pattern seen in Figure 1 (b) can be attributed to the different 263 geometry of the input optics, differences in angular responses and calibration procedures applied to 264 each dataset. For SZAs>70° we observe larger scatter for both cloudless and clear sky cases as an 265 impact of the non-ideal angular response of both instrument and the increasing signal to noise ratio. 266
Summarizing, the comparisons of the NILU NN erythemal hourly doses revealed a good agreement 267 with the collocated UVB-1 measurements. Therefore, the NILU NN erythemal data represent a 268 valid dataset, with denoted uncertainty of 6.5% that is comparable with the uncertainty of the UVB-269 1 measurements. 270 271
Evaluation of OMI /Aura erythemal product 272
In the following section, comparisons among the OMI and theNILU, UVB-1 and B086 erythemal 273 data were performed. The OMI/Aura NASA algorithm provides erythemal dose rates at overpass 274 time (measurement) as well as at local noon (interpolated). Both cases were investigated, while at 275 the same time identification of cloud-free cases took place in two different ways: i) a cloud 276 screening algorithm based on NILU-PAR measurements was used to define the NILU clear sky 277 cases (NILU clear skies), according to Zempila et al., 2016b, and For the OMI clear skies, the same criterion, as above, was used (LER<0.1). In Table 3 we present a 286 statistical summary of the comparisons performed for the overpass and local noontime, based on 287 M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT both temporal matching approaches. For all comparisons, only satellite data within a radius of 50 288 km were taken into account, while comparisons within ±150% were analysed to avoid including 289 erratic data (e.g. random drop of signal due to obscured ground sensor) into the statistics. The later 290 limitation ended to a 2.5% and 2.7% reduction of the original OMI/NILU and OMI/UVB-1 exact 291 overpass datasets respectively, while the reduction in the 1-hour overpass comparisons was 1.5% 292 for both OMI/NILU and OMI/UVB-1 comparisons. For the local noon comparisons, both 293 OMI/NILU and OMI/UVB-1 are reduced by 2.5% for the exact coincidences when limiting the 294 dataset within the range of ±150%, while this limitation reduced the amount of coincidences of the 295 1-hour averages around local noon by 1.7% for both the two types of the ground-based instruments. 296
An overview of the backbone of this section is presented in Table2 
305
The comparison statistics are presented in the form of median and 20/80 percentile values since the 306 dataset cannot be represented with a normal distribution because the comparisons showed a 307 persistent tendency towards higher relative percentage differences. In Table 3 , for all skies at the 308 exact overpass time, the agreement between the NILU and OMI erythemal dose rates is 2.5% while 309 the satellite overestimates by 4.1% at local noon, with a percentile range (80%-20%) of 24% and 310 11.2% respectively. Limiting the dataset to cloud-free cases based on OMI observations leads to 311 comparisons under all sky cases can be attributed to differences in the model/algorithm estimations 318 and differences in the geometry and type of the two sensors, since the OMI noontime values are 319 calculated through time extrapolation using the overpass time and assuming similar atmospheric 320 (cloud) conditions. Although the cloud-free cases result in lower amount of coincidences, the 321 median differences observed in OMI/NILU comparisons imply that the agreement of the OMI 322 erythemal dose rates is equally good under all-sky conditions as it is for the cloud-free cases. 323 324 
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Similarly, the OMI/UVB-1 comparisons revealed an agreement of 3.9% for the all skies cases 329 during the overpass time, which is slightly improved at 2% under the NILU defined clear cases, 330 while it remained unaltered at 4% for the OMI cloud-free limited dataset. The number of 331 coincidences was the same as for the OMI/NILU comparisons for both OMI and NILU cloudless 332 days. When analysing the local noon exact matching, the percentage differences were increased to 333 5.3%, 5.0% and 2.2% for all, OMI clear and NILU clear skies, and the number of coincidences was 334 also increased to 2269, 740 and 915 respectively. In general, the comparisons between OMI and 335 UVB-1 data at the exact overpass result in similar median differences with the OMI/NILU 336 comparisons, but the denoted percentile ranges are higher than the later ones. This aspect could be 337 an indicator on the uncertainty of the UVB-1 erythemal dose rates, especially for high SZAs since Table 4 , in all cases, apart from the B086 dataset 358 Furthermore, the temporal averaging ended to smaller percentile ranges in most of the cases for 369 both, exact and local noon, time matching. On the other hand, the median differences were slightly 370 higher since OMI sees the pixel area at the exact overpass time, while the characterization of NILU 371 cloud-free cases within 1 hour can result to different outcomes based on the limitation set on the 1-372 minute cloud-free cases (in our case a 70% abundance of cloud-free minute points was applied). 373
Therefore, careful consideration of all available choices should take place based on the available 374 data and the scope of each study, since exact overpass match and time averaging present their own 375 benefits, while also introduce certain limitations. 376 M A N U S C R I P T
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To further investigate the accuracy of the OMI erythemal dose rates and since the OMI dataset also 377 provides additional information regarding the Quality Flags on Pixel Level (UVBQF), an analysis 378 on limiting OMI dataset based on the UVBQF was also performed. This 16 digits binary flag 379 elaborates on special characteristics for the quality of the OMI retrieved data and the input 380 information used in the satellite retrieval algorithm. For the UVBQF limitation, the usage of the 381 TOMS 380 nm monthly LER (MLER) climatology (Herman and Celarier, 1997 ) and the usage of 382 the moving time-window (MTW) climatology (Tanskanen et al. 2003) were permitted for the 383 surface albedo, along with the application of the aerosol correction. 384
Again the exact overpass and local noontime were examined (Table 5) , while the potential of any 385 improvement on the comparisons by a time averaging, was also analysed in Table 6 . 386 387 Once again, the temporal averaging of 1-hour favoured the number of coincidences between 393 M A N U S C R I P T
satellite-and ground-based data, while the UVBQF limitation results in a significant reduction of 394 the original coincidences. The quality flag that produced almost 36% reduction of the original OMI 395 dataset under all skies was the second in order UVBQF flag, which refers to data retrieved under 396 suspicious inputs into the radiative transfer model. For the limited dataset, the observed median 397 differences under all skies conditions denoted that the OMI local noon data, exact and 1-hour 398 averages, overestimate the NILU erythemal slightly more, by 4.9% and 5.8% respectively, when 399 compared with the values at the exact and 1-hour averages at the satellite overpass time (3.0% and 400 3.9% respectively). The same pattern was observed for the OMI/UVB-1 comparisons, though the 401 overestimation of the OMI data was found to be 5.1% and 6.4% for the exact and 1-hour averages at 402 the overpass time, compared to the respective 6.8% and 7.5% median differences of the noontime. For the cloud-free cases identified by OMI, the median value at the exact overpass was equal to 420 4.7%, while at the local noon the corresponding value is 6.3%. These numbers were slightly 421 improved to 4.5% and 6.1% for the UVB-1 comparisons. A similar behaviour was detected for the 422 1-hour average comparisons for the OMI clear cases, where the overestimation of the satellite 423 against NILU retrieved dose rates was 5.5% for the overpass and 7.1% for the local noon. The 424 corresponding values for the UVB-1 data were 6.1% and 6.6%. When imposing the cloudiness 425 characterization, the scatter of the coupled OMI/NILU data at the overpass, which is presented in 426 the 20/80 percentile form, was restrained to -1.0%/11.3% for the OMI clear cases to -5.1%/8. 
SZAs. 514
In order to investigate the SZA dependence of the OMI dataset, the exact overpass time match was 515 used to avoid discrepancies due to different SZA ranges within an hour between winter and summer 516 periods. In Figure 3 , the relative percentage differences between OMI and NILU (left panel), and 517 OMI and UVB-1 (right panel) were plotted against the SZA at the time of the satellite overpass 518 (upper panels). Median differences of 5 o SZA bins were also investigated (lower panels), while the 519 20/80 percentile range is also given in the form of error bars. 520 521 M A N U S C R I P T 
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560
For the comparisons between OMI and NILU presented in Figure 4 , most of the differences seen in 561 the TOC values lying within ±3% (x-axis range). As expected, when OMI TOMS TOC values are 562 less than the corresponding retrieved by NILU measurements, OMI is higher than the NILU derived 563 ones. This fact results to descending slopes for both OMI and NILU defined cloud-free skies that 564 were proved statistically significant via F-test (stronger significance was seen in the satellite clear 565 skies cases where the p value was of the order of 10 
4.3.The Aerosol dependence 573
Due to the imperfect knowledge of the optical properties of the aerosols, non-absorbing and 574 absorbing ones, and pollutants in the boundary layer, the retrieval of the OMI UV products is 575 limited and the comparisons with ground-based data are expected to be influenced by deviations of 576 AOD from the values that OMI uses to derive its UV products (Arola et al., 2009) . 577
To investigate the effect of aerosols in the observed relative differences between satellite-and 578 ground-based erythemal data, aerosol optical depths at 340 nm from the CIMEL sunphotometer that 579 operates in Thessaloniki, were also used (Balis et al., 2010) . According to Kazadzis et al. (2007) , 580 aerosol optical depths in UV experience a seasonal variation in Thessaloniki, with higher AOD 581 values at 340 nm retrieved in August and lower values in December. Furthermore, in Thessaloniki, 582 the aerosols are a contribution of marine, mineral dust and anthropogenic sources that make the 583 aerosol scene more complex. In the same study, back trajectories proved that additionally to local 584 aerosol sources, transport of aerosols takes place, especially during the summertime. It was proven 585 that air masses coming from the North and North Eastern directions result in high aerosol loads over 586
Thessaloniki, while minimum AOD is associated with air masses originating from the Atlantic 587
Ocean. These findings clearly denote that in Thessaloniki the aerosol optical depths are a result of a 588 rather complex mixture that makes the AOD retrieval by space-born instruments a non-trivial task 589 (Koukouli et al., 2006) . 590 CIMEL provides measurements of aerosol optical depths since 2011, thus only 4 years of 591 measurements were available for this evaluation. Again, the datasets were distinguished into two 592 categories, one comprising for the cases were the OMI detected LER values below 0.1, while the 593 second set only included measurements during which the NILU cloud detection algorithm resulted 594 into more than 70% cloud-free moments within the hour around the overpass. In order to increase 595 the data points, 1-hour averages around the overpass time were taken into account, while the NILU 596 and B086 data were used to minimize any influence of the SZA dependence seen in the OMI/ UVB-597 1 comparisons (Figure 3) . Although the statistical sample is small, OMI erythemal dose rates 598 showed a slight dependence on the aerosol load at the site, especially in high AOD values, in both 599 discriminations of cloudless cases and comparisons; OMI/NILU is shown in Figure 5 
613
Based on the findings in Figure 5 (left panel), under the NILU defined cloud-free cases, the average 614 overestimation of the OMI erythemal dose rates is ~6.3% per AOD at 340 nm unit. Since the 615 average AOD at 340 nm during the examined period is 0.43±0.25, the expected average percentage 616 overestimation of OMI values is 2.8%±1.6%. This number was tripled when examining the OMI 617 cloud-free cases. Similar behaviour was observed for the OMI/B086 comparisons, but smaller 618 slopes were obtained, verifying that OMI tends to overestimate the erythemal dose rates for cases 619 where high aerosol loads were measured at Thessaloniki. It should be also highlighted that the 620 OMI/NILU comparisons presented high correlation coefficients (>0.98) in all cases, while the 621 OMI/B086 comparisons showed lower correlation coefficients mainly due to the way that the time 622 match was performed due to the smaller number of B086 spectra measurements. 
655
As seen in both panels of Figure 6 , the discrepancies between the two sets, ground-and satellite-656 based, become higher with higher cloud optical thicknesses seen by the satellite sensor that could be 657 attributed to the fact that at higher COT values, irradiances are too low resulting to higher relative 658 percentage differences. Since OMI receives backscattered irradiances from an area between 13x24 659 km 2 in the nadir to 24x102 km 2 on the edges of the OMI swath, the optical geometry is significantly 660 different from the single point measurements that NILU and UVB-1 perform. The presence of 661 scatter clouds over the horizon can lead to complicate radiation scenes that are impossible to 662 capture by nadir-viewing satellite measurements. For larger COT values, the scene seen in both 663 OMI/NILU and OMI/UVB-1 comparisons was rather complicated, with cases where OMI 664 underestimated (negative relative percentage differences) and cases where OMI overestimated 665 (positive relative percentage differences). For both panels in Figure 6 , there was an unequal spread 666 of the percentage differences, where cases during which OMI overestimated resulted in higher 667 comparison numbers (>50%), while the cases during which OMI underestimated the erythemal dose 668 rates resulted in relative differences greater than -50%. This fact, along with the fact that the 669 number of points with positive relative percentage differences, 1191 for the OMI/NILU comparison 670 and 1234 for the OMI/UVB-1 respectively, was larger than the one with negative differences, 822 671 for the OMI/NILU and 755 for the OMI/UVB-1 comparisons respectively, led to an average 672 overestimation in OMI retrievals. 673
To further investigate this aspect, histograms of the relative percentage differences were examined 674 for the 3 cloudiness conditions where the LER values reported by OMI were more than 0.1 675 (LER>0.1), in order to verify that the OMI was also seeing clouds into the pixel. 676 M A N U S C R I P T 
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The histograms in Figure 7 revealed distinct patterns among the three cloudiness condition groups 681 that are consistent in both NILU/OMI and UVB-1/OMI comparisons. Under a partially covered sun 682 disk (unstable cloudy conditions), both distributions in the left and right panel of the figure, are 683 wide, with low count numbers, while OMI seems to underestimate the NILU erythemal dose rates 684 since the majority of the points were piled into the negative relative percentage difference area (left 685 panel). This behaviour could be partially attributed to the fact that OMI treats clouds as 686 homogenous while it assumes that they cover the whole pixel of interest. Thus, when direct 687 radiation is present, OMI tends to underestimate the erythemal values. Furthermore, a weak 688 secondary peak seemed to be present in the OMI/UVB-1 comparisons under unstable cloudy 689 conditions (right panel of Figure 7 ) leading to higher number of positive percentages, probably due 690 to SZA dependencies as discussed to a previous section (Section 4.1) and/or low area of unobscured 691 sun disk. 692
When limiting the datasets to instances where the sun was completely covered by clouds (stable 693 cloudy conditions as they are referred to in Figure 7) , the distribution is quite wide and skewed 694 towards positive relative differences, which declares that OMI overestimates the corresponding 695 ground-based values for most of these cases. Furthermore, again in OMI/UVB-1 and possibly in 696 OMI/NILU comparisons, there is a secondary weaker peak implying that under certain conditions 697 when the sun disk is completely covered, OMI tends to overestimate the erythemal dose rates by 698 45% or more. In this occasion, the exact position of the station does not interfere with the results, 699 since the diffuse radiation dominates during these cloudiness conditions, something that is not the 700 case for the other two classified groups (unstable cloudy and unoccluded sun disk). An For the cases under which the sun was uncovered, the distribution of the percentages is narrower 704 when compared to the other two cloudiness cases, and the peaks were approaching zero percentage 705 values for both the OMI/NILU and OMI/ UVB-1 comparisons. For these occasions, one would 706 expect the OMI to retrieve in general lower erythemal values than the real ones, since the retrieval 707 algorithm assumes that clouds cover the whole pixel, while an unoccluded sun disk would result in 708 higher direct irradiances and thus higher erythemal values. 709
Although the major difference between these comparisons results from the fact that OMI 710 measurements represent the mean surface erythemal dose rates over a wide region rather than at a 711 point as is the case with ground-based data. In such comparisons, OMI tends to overestimate the 712 erythemal dose rates under cloudy conditions. However, very large differences revealed for very 713 high COTs (>10) in figure 6, are linked with GHI attenuation on the order of ~300% compared with 714 cloudless skies. Therefore, these differences were affecting the statistical evaluation but in practise, 715 they were differences seen during very low irradiance levels. OMI data users are encouraged to 716 examine thoroughly the cloudiness information provided by OMI (LER, COT) in order to 717 concatenate accordingly the dataset based on their study purposes. 718 Since for health studies the higher values of UVI are of most importance during which the impact of 736 solar UV exposure is more immense, the study focused on the cases were the OMI UVI was lower 737 than the NILU detected one. Among the ground-based available measurements, the NILU data were 738 chosen to depict this aspect due to better statistic results (Section 4). Here only the discrimination 739 between satellite cloud-free cases (LER<0.1) was imposed onto the datasets since this information 740 is available to all data users, while the 1-hour mean values around the overpass time were 741 investigated to maximize the number of coincidences. 742
To depict this aspect relative percentages (Number of cases where UVI OMI <UVI NILU over the total 743 number of coincidences within the OMI UVI bin) for each OMI UVI bin of 1 unit width were 744 plotted in Figure 8 . The differences between the UVIs, OMI and NILU, were classified in 745 differences of 0.1 as presented in the colour bar of Figure 8 . For the "Low (UVI<3)" UVI levels, 746
OMI underestimated up to 10% the UVI values, but for these cases the impact on humans and 747 ecosystems is low due to the low intensity of the UV radiation. For the moderate UVI range 748 (3≤UVI<6), OMI had a maximum underestimation of 0.9 when compared to the NILU UVI for the 749 bins of 4-5 and 5-6. This would not affect the set alerts on the UVI levels, since even with this 750 underestimation the OMI derived UVI would result in the moderate UVI classification. For the high 751 UVI levels(6≤UVI<8), the differences observed in the 6-7 OMI UVI bin could lead to a false 752 indication of moderate UVIs, since differences between 0.9 and 1.1 were observed. However, these 753 cases only occupy 2% of the points in this particular bin. For the adjacent bin of 6-7 OMI UVIs, 754 although differences can reach up to -0.6 with OMI underestimating, the outcome UVIs would be 755 still characterized as high, thus the proposed protection measures for this level of UVIs would not 756 be altered. The same applied to the characterized as high UVIs (8-10), where the maximum 757 underestimation was -0.6 in the 8-9 bin. Although this underestimation in OMI UVIs is relatively 758 high, it would not affect the alert on the UVI levels since it would result to a high UVI 759 this study, satellite collocations within a radius of 50 km from Thessaloniki were taken into 789 account, while differences of absolute value of 150% and more between satellite and ground 790 erythemal data were omitted. 791
The comparisons of the ground products with the satellite retrievals revealed the following major 792 points: 793
• For the nominal comparisons at the exact overpass time, OMI erythemal dose rates 794 overestimated the NILU-UV retrieved values by 2.5%, while this difference was increased to 795 3.9% when compared to the UVB-1 data. Under cloud-free cases detected by the PAR cloud 796 binary detection algorithm, the percentage of the OMI overestimation fell to ~2% for both 797 NILU-UV and UVB-1 comparisons. 798
• For the local noon exact comparisons, OMI presented higher erythemal dose rates of about 799 4.1% when compared to NILU, slightly higher at 5.3% for the OMI/UVB-1 comparisons. 800
When limiting the data set to cloud-free cases, the agreement between the satellite and ground-801 based estimates was improved, with relative percentage differences between 2-3% for the 802 NILU-defined cloud-free cases. 803
In order to compensate for the OMI footprint and for any changes in cloud position and optical 804 properties, 1-hour averages around the overpass time were also considered. 805
• The time averaging favors the number of coincidences by a 15% increase. Under all sky cases, 806 OMI overestimated on average the erythemal dose rates at the overpass time by 3.6% when 807 compared to NILU and by 6.6% when compared to UVB-1 data. Higher relative percentage 808 differences were seen when OMI data were related to B086 estimates (~7%). These numbers 809 were decreased when the under investigation datasets were limited to cloud-free skies: 2.8%, 810 2.7% and 4.6% for the OMI/ NILU-UV, UVB-1 and B086 comparisons respectively. 811
• The time averaging of 1-hour around the solar local-noon time under all sky conditions, had not 812 major impact on the comparisons between OMI and NILU-UV and B086. When limiting the 813 original datasets based on the PAR cloud-screening algorithm, the relative percentage median 814 values were found to lie within the range of 3-4.5%. 815
For the comparisons performed, the limitation of the OMI data based on the UVBQF was also 816 investigated: 817 M A N U S C R I P T
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• The imposed limitation decreased the available dataset by almost 36%, while it did not 818 significantly improved the comparison statistics of any of the above-mentioned schemes: exact 819 and 1-hour averages around overpass and solar local noontime, and cloudiness conditions. 820
821
In general, all comparison schemes (different ground-based instruments, averaging practices, 822 comparison limitations) presented similar, moderate relative percentage differences, with OMI CIE 823 data being higher than the corresponding ground-based. In more details: 824
• Overpass comparisons resulted in better comparative statistics than the noon comparisons, 825 since OMI estimates its noontime UV products based on the measurement performed at the 826 overpass without taking into account changes in ozone, aerosols and clouds. 827
• Cloud-free cases defined by the NILU PAR algorithm provided a more strict limitation than the 828 OMI defined clear cases where the upper limit of LER<0.1 might result in clouds present 829 within the OMI pixel. 830
831
Seasonal effects in the satellite estimates were also investigated through SZA, ozone, aerosols and 832 cloud dependences of the relative percentage differences between OMI and ground-based 833 measurements. 834
• OMI CIE retrieved values are expected to present a SZA dependence for SZAs above 50 o due 835 to higher uncertainty in the ozone retrievals. The comparisons between OMI and NILU-836 UV/UVB-1 data, showed a tendency of OMI to overestimate CIE dose rates for SZA above 837 • In general under high COT values the discrepancies observed between the satellite-and 852 ground-based were higher due to low values of absolute irradiances. 853
• For the cases where stable cloudy conditions were identified (fully covered sun disk), OMI had 854 the tendency to overestimate the ground-based CIE data. 855
• For the unstable cloudy conditions (partially covered sun disk), the exact opposite pattern was 856 observed, with OMI data underestimating in general the ground-based erythemal dose rates. 857
• When the CM21 algorithm detected unoccluded sun disk under cloudy conditions, OMI CIE 858 retrievals presented a narrow distribution around zero relative percentage differences, without 859 any obvious preference towards positive or negative values for both NILU and UVB-1 860
comparisons. 861 862
As the UVI is a mean of alerting the public on harmful effects when exposed to solar UV radiation, 863
OMI overpass UVI data were also validated through NILU estimates: 864
• OMI UVIs provided higher estimates than the ground-based UVIs in most of the classifications 865 of UVI based alert zones (low, moderate, high, and very high). 866
• For the cases where OMI UVIs were found to be lower than the NILU retrieved ones, no 867 significant impact on the above mentioned classifications was observed. 868 Therefore, the UVI classification under cloud-free conditions based on OMI estimates can be used 869 to alert public awareness in the greater area of Thessaloniki. 870 871
In conclusion, this comprehensive work elaborated on the accuracy of ground-and satellite-based 872 estimates of erythemal UV dose rates and UVI values, revealing the merits but also the constraints 873 of the methods applied to both type of datasets. Since space-borne data provide global coverage, 874 their UV products can be used to increase awareness of the harmful effects of overexposure to UV 875 radiation and alert public when necessary. Therefore, we believe that such studies are of high 876 importance in order to provide insight regarding future missions and facilitate potential 877 improvements of the future generation of UV measuring space born sensors. • The OMI CIE dose rate SZA, Ozone, AOD, and cloudiness dependences were examined • The OMI UVIs were classified and validated for health related public alerts
