Quantization of the linearised Einstein-Klein-Gordon system on arbitrary
  backgrounds and the special case of perturbations in Inflation by Hack, Thomas-Paul
ar
X
iv
:1
40
3.
39
57
v2
  [
gr
-q
c] 
 20
 Ja
n 2
01
6
Quantization of the linearised Einstein-Klein-Gordon system on
arbitrary backgrounds and the special case of perturbations in
Inflation
Thomas-Paul Hack
Dipartimento di Matematica
Universita` degli Studi di Genova - Via Dodecaneso 35, 16146 Genova, Italy.
hack@dima.unige.it
November 7, 2018
Abstract
We quantize the linearised Einstein-Klein-Gordon system on arbitrary on-shell backgrounds
in a manifestly covariant and gauge-invariant manner. For the special case of perturbations in
Inflation, i.e. on-shell backgrounds of Friedmann-Lemaıˆtre-Robertson-Walker type, we compare
our general quantization construction with the standard approach to the quantum theory of per-
turbations in Inflation. We find that not all local quantum observables of the linearised Einstein-
Klein-Gordon system can be split into local observables of scalar and tensor type as in the standard
approach. However, we argue that this subclass of observables is sufficient for measuring pertur-
bations which vanish at spatial infinity, which is in line with standard assumptions. Finally, we
comment on a recent observation that, upon standard quantization, the quantum Bardeen potentials
display a non-local behaviour and argue that a similar phenomenon occurs in any local quantum
field theory. It is the hope of the author that the present work may constitute a bridge between
the generally applicable and thus powerful framework of algebraic quantum field theory in curved
spacetimes and the standard treatment of perturbations in Inflation.
1 Introduction
The inflationary paradigm, see e.g. the monographs [EMM12, Mu05, St05], is by now an important
cornerstone of modern cosmology. In the simplest models for Inflation, one assumes that a classical
real Klein-Gordon field φ with a suitable potential V (φ), coupled to spacetime metric via the Einstein
equations, drives a phase of exponential expansion in the early universe. After this phase, the universe
respectively its matter-energy content is thought to be almost completely homogenised, whereby the
quantized perturbations of the scalar field and the metric are believed to constitute the seeds for the
small-scale inhomogeneities in the universe that we observe today.
Mathematically, this idea is usually implemented by considering the coupled Einstein-Klein-Gordon
system on a Friedmann-Lemaıˆtre-Robertson-Walker (FLRW) spacetime. Given a suitable potential
V (φ), this coupled system will have solutions which display the wanted exponential behaviour. In
order to analyse the perturbations in Inflation, the Einstein-Klein-Gordon system is linearised and the
resulting linear field theory is quantized on the background solution in the framework of quantum field
theory in curved spacetimes. The theory of perturbations in Inflation thus constitutes one of the major
applications of this framework; a general treatment of quantum field theory in curved spacetimes may
be found e.g. in the monographs and reviews [BDH13, BD82, HW14, Mu07, PT09, Wa95].
However, a direct quantization of the linearised Einstein-Klein-Gordon system is potentially ob-
structed by the fact that this system has gauge symmetries. Thus the usual approach to the quantiza-
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tion of perturbations in Inflation, see e.g. [Ba80, EMM12, MFB92, Mu05, St05] and the recent work
[El13], consists of first splitting the degrees of freedom of the perturbed metric into components which
transform as scalars, vectors and tensors under the isometry group of the FLRW background, the Eu-
clidean group. Subsequently, gauge-invariant linear combinations of these components as well as the
perturbed scalar field are identified, which are then quantized in the standard manner. Thereby it turns
out that the tensor components of the perturbed metric are manifestly gauge-invariant, whereas the
vector components are essentially pure gauge and thus unphysical. The scalar perturbations instead
are usually quantized in terms of the gauge-invariant Mukhanov-Sasaki variable, which is essentially
a Klein-Gordon field with a time-dependent mass. In the recent work [El13], this choice of dynamical
variable has been shown to be uniquely fixed by certain natural requirements. The relation between
the quantized perturbations of the Einstein-Klein-Gordon system and the small-scale inhomogeneities
in the present universe is usually established by relating the power-spectrum of the latter to the power
spectrum of the former in several non-trivial steps, cf. e.g. [EMM12, MFB92, Mu05, St05]. An ap-
proach which differs in the way this relation is made, and is closer to the spirit of stochastic gravity,
may be found in the recent work [PS13].
The conceptual drawback of the standard approach to quantizing perturbations in Inflation is that
this approach makes heavy use of the isometry group and the related preferred coordinate system
of FLRW spacetimes and is thus inherently non-covariant. In that sense, it is a bottom-up approach,
which is of course well-motivated by the fact that it allows one to make explicit computations. Notwith-
standing, it seems advisable to check whether the same results can be obtained in a rather top-down
approach, as this would provide a firm conceptual underpinning of the standard approach. Motivated
by this, we develop the quantum theory of the linearised Einstein-Klein-Gordon system on arbitrary
on-shell backgrounds, and with arbitrary potential V (φ) and non-minimal coupling to the scalar cur-
vature ξ, in the first part of this work. In order to deal with the gauge symmetries of this system, we
follow the ideas of [Di92], which deals with the gauge-invariant quantization of the vector potential on
curved spacetimes. This approach was later used in [FH12] for quantizing linearised pure gravity on
cosmological vacuum spacetimes and axiomatised in [HS13] in order to encompass arbitrary (Bosonic
and Fermionic) linear gauge theories on curved spacetimes. In contrast to the BRST/BV approach to
quantum gauge theories, see e.g. [Ho07, FR11], and [BFR13] for an application to perturbative pure
quantum gravity on curved spacetimes, the formalism used here works without the introduction of aux-
iliary fields, at the expense of being applicable only to linear field theories. As this method to quantize
linear gauge field theories is very much in the spirit of algebraic quantum field theory, a framework
usually not encountered in the discussion of perturbations of Inflation, we have outlined the essential
idea by means of a toy model in Section 2.4.1, where also the relation to the basic idea behind the
standard approach to perturbations in Inflation is drawn.
In the second part of this work, we consider the special case of FLRW backgrounds and compare
the quantum theory of the linearised Einstein-Klein-Gordon system constructed in the first part to the
standard quantization of perturbations in Inflation by studying the set of quantum observables in both
constructions. Indeed, we find that set of quantum observables in the standard approach, which is
spanned by local observables of scalar and tensor type, is contained in the set of observables obtained
in the general construction, but strictly smaller. However, we also find that this discrepancy seems to
be alleviated if one restricts to configurations of the linearised Einstein-Klein-Gordon system which
vanish at spatial infinity, which apparently is a general assumption in the standard approach, see e.g.
[MS91]. Namely, we argue that local observables of scalar and tensor type are sufficient for measuring
this subset of configurations. As a by-product of our analysis, we comment on a recent observation
in [El13] that, upon standard quantization, the quantum Bardeen potentials do not commute at space-
like separations in contrast to the quantum Mukhanov-Sasaki variable. We argue that this occurs due
to the manifestly non-local character of the Bardeen potentials and that the occurrence of non-local
observables in a local quantum field theory and their failure to satisfy local commutation relations is
generic and not at variance with physical principles.
This paper is organised at follows. After introducing our notations and conventions in Section 2.1,
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we discuss the equations of motion and gauge symmetries of the linearised Einstein-Klein-Gordon
system in Section 2.2. Using a suitable field redefinition, we cast these equations into a form which
satisfies the axioms of linear gauge theories in [HS13], in order to be able to directly apply the quanti-
zation construction devised in this work. Before doing so, we briefly sketch the analysis of the Cauchy
problem for the linearised Einstein-Klein-Gordon system in Section 2.3. In Section 2.4, we then apply
the results of [HS13] in order to quantize the linearised Einstein-Klein-Gordon system on arbitrary on-
shell backgrounds. To this avail, we first construct a suitable presymplectic space and then quantize it
in a canonical manner. Afterwards, we demonstrate that this presymplectic space can be constructed in
an equivalent way, which is better suited for computations. Finally, we argue that the field redefinition
introduced in the beginning is physically irrelevant. In the second part of the paper, we first review the
classification of perturbations in Inflation in Section 3.1. We then discuss the splitting of the equations
of motions and gauge symmetries as well as the standard gauge-invariant potentials in Section 3.2,
where we already obtain a few intermediate results necessary for the comparison of the the general
and standard quantization approaches. The main results of this comparative analysis can be found in
Section 3.3, where we demonstrate that the set of observables in the standard approach is contained
in, but strictly smaller than the set of observables in the general construction. Subsequently, we argue
that this smaller set of observables is still separating on configurations which vanish at spatial infinity
in Section 3.4, which also contains a proof that the presymplectic space in the general quantization
construction is actually symplectic on FLRW backgrounds. We close the paper with a few comments
on the non-locality of the Bardeen potentials in Section 3.5. The Appendix contains several technical
details and proofs as well as a list of symbols.
2 Quantization of the linearised Einstein-Klein-Gordon system on arbi-
trary backgrounds
2.1 Notation and conventions
In the following, M is a four-dimensional smooth (infinitely often differentiable) manifold on which
we consider only smooth Lorentzian metrics g which render (M,g) globally hyperbolic, see e.g.
[BGP07] for a definition and properties. In particular, M is diffeomorphic to R × Σ, i.e. to a
Cartesian product of ”time” and ”space”, and contains smooth Cauchy surfaces diffeomorphic to Σ.
[BS04, BS05]. We denote the causal future (past) of a subset O ⊂ M by J+(O), (J−(O)) and call
O ⊂ M time-like compact if there exist two Cauchy surfaces Σ± of (M,g) with Σ− ⊂ J−(Σ+) and
Σ+ ∩ Σ− = ∅, such that O ⊂ J−(Σ+) ∩ J+(Σ−). Moreover, we say that O ⊂ M is space-like
compact if its intersection with any Cauchy surface of (M,g) is compact. See e.g. [Sa12, Ba13] for a
detailed discussion of such sets.
We introduce the vector bundles over M V := ∨2 T ∗M ⊕ (M × R), where ∨ denotes the sym-
metric tensor product, andW := TM . The space of smooth sections of a vector bundle such as V will
be denoted by Γ(V). Important subspaces of Γ(V) are Γ0(V), Γtc(V) and Γsc(V) the space of smooth
sections of compact, time-like compact and space-like compact support, respectively.
Our metric sign convention is mostly plus and the curvature tensor conventions used are (∇a∇b−
∇b∇a)vc = R dabc vd, Rab = R cacb , R = R aa , where ∇ denotes the Levi-Civita covariant derivative
and raising and raising and lowering indices is always defined with respect to the background metric
g. Finally, we use units in which 8πG = 1, G being Newton’s gravitational constant; this renders the
Klein-Gordon field dimensionless.
A list of the symbols which are used across different sections of the text may be found in the
Appendix B.
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2.2 Equations of motion and gauge invariance
We consider the following coupled system of a Lorentzian metric g and a scalar field φ on a four-
dimensional smooth manifold M .
Gab(g) = Tab(g, φ) (2.1)
−gab (∇g)a (∇g)b φ+ ξR(g)φ + ∂φV (φ) = 0.
Here Gab = Rab − 12Rgab is the Einstein tensor,
Tab = (1− 2ξ) (∇aφ)∇bφ− 2ξφ∇a∇bφ+ ξGabφ2
+ gab
{
2ξφ∇c∇cφ+
(
2ξ − 1
2
)
(∇cφ)∇cφ− V
}
is the stress-energy tensor of the scalar field φ and V (φ) is an arbitrary potential, whereas ξ denotes
a possible non-minimal coupling of the scalar field to the scalar curvature. We have emphasised
the dependence of the Levi-Civita covariant derivative as well as the dependence of the curvature
tensors on the metric in (2.1) but will omit this dependence, as well as the dependence of V on φ
in the following. Note that the system (2.1) is not conformally invariant if ξ = 16 and V = λφ4,
i.e. not invariant under the transformation g 7→ gΩ2, φ 7→ φΩ−1 for Ω : M → (0,∞)1. As
is well-known, one can absorb the non-minimal coupling ξ 6= 0 by a re-definition of g and φ, see
e.g. [FM89, SBB89, MS91] and a short review in Section A.1. However, we chose to perform our
computations without this detour in order to keep them more transparent. Yet, we will use this idea as
an inspiration when considering the special case of perturbations in inflation.
2.2.1 The original equations of motion and gauge transformations
We are interested in the field theory defined by the linearisation of the Einstein-Klein-Gordon system
(2.1). To this avail, we consider a smooth one-parameter family λ 7→ G(λ) := (g(λ), φ(λ))T of
smooth solutions to (2.1), and define Γ := (γ, ϕ)T := ddλG(λ)|λ=0, G := G(0) = (g(0), φ(0))T =:
(g, φ)T . In this work, we restrict to g with the property that (M,g) is globally hyperbolic. The
perturbation Γ is a smooth section of the vector bundle V , Γ ∈ Γ(V), cf. Section 2.1. We introduce on
such sections a symmetric and non-degenerate bilinear form by
〈Γ1,Γ2〉V :=
∫
M
volM
(
gabgcdγ1,acγ2,bd + ϕ1ϕ2
)
(2.2)
which is well-defined for all sections Γ1,Γ2 ∈ Γ(V) with compact overlapping support. Analogously
we introduce a symmetric and non-degenerate bilinear form on smooth sections ς1, ς2 ∈ Γ(W) with
compact overlapping support by
〈ς1, ς2〉W :=
∫
M
volM g
abς1,aς2,b . (2.3)
For the ensuing discussion, we write the Einstein-Klein-Gordon equations in the form
Γ(V) ∋ E =
(
E2ab
E0
)
=
(
1
2(Gab − Tab)
−∇a∇aφ+ ξRφ+ ∂φV
)
= 0 .
The factor of 12 in E
2
ab follows from E = 0 being the Euler-Lagrange equations obtained by varying
the Einstein-Hilbert-Klein-Gordon action w.r.t to the field tuple G = (g, φ)T . The linearised equation
of motion is obtained from
d
dλ
E(G(λ))|λ=0 =: PΓ = 0 . (2.4)
1In the context of inflation driven by the scalar field φ, conformal coupling ξ = 1
6
is disfavoured because the number of
“e-foldings” Ne is proportional to ξ − 16 , cf. [MS91].
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This defines the partial differential operator (see (A.1) in the Appendix for the complete expression)
P : Γ(V)→ Γ(V) P =
(
P0 P2
P3 P1
)
(P0γ)ab =
1− ξφ2
4
(
−∇c∇cγab + 2∇c∇(aγb)c − gab∇c∇dγcd −∇a∇bγ cc +
+gab∇c∇cγ dd
)
+ lower derivative orders
(P2ϕ)ab = (−ξgabφ∇c∇c + ξφ∇a∇b)ϕ+ lower derivative orders
P3γ =
(
ξφ∇c∇d − ξφ∇a∇agcd
)
γcd + lower derivative orders
P1ϕ =
(−∇c∇c + ξR+ ∂2φV )ϕ .
Expanding the Einstein-Hilbert-Klein-Gordon action
S(G) :=
∫
M
volM
(
R
2
− (∇φ)
2
2
− ξφ
2R
2
− V
)
with respect to the perturbation Γ up to second order, one obtains
S(G+ Γ) = S(G)− 〈E,Γ〉V − 1
2
〈Γ, (P +A)Γ〉V +O(Γ3) =: S(2)(Γ) +O(Γ3) , (2.5)
with
A :=
(−2E2 c(a gdb) + 12E2abgcd 0
1
2E0g
cd 0
)
.
The Euler-Lagrange equations of S(2)(Γ) (w.r.t. compactly supported variations of Γ) are
1
2
(
P † + P +A† +A
)
Γ = (P +A)Γ = −E
where the formal adjoint P † of P is defined by
〈P †Γ1,Γ2〉V := 〈Γ1, PΓ2〉V
for all sections Γ1,Γ2 ∈ Γ(V) with compact overlapping support and A† is defined analogously. From
the formal selfadjointness of P +A we can infer(
P † − P
)
=
(
A −A†
)
=
(
1
2
(
E2abg
cd − gabE2cd
)
−12E0gab
1
2E
0gcd 0
)
.
Thus, P is formally selfadjoint and the equation (2.4) is the Euler-Lagrange equation of S(2)(Γ) if
and only if the background fields (g, φ) are on-shell. The phenomenon that the linearised equation
of motion operator P is neither formally selfadjoint nor the Euler-Lagrange operator of the quadratic
term in S(2)(Γ) is attributable to the metric dependence of 〈·, ·〉V (2.2) via the volume element volM =√|det g| d4x and the inverse metric. Indeed, linearising √|det g|(gacgbdE2cd, E0)T rather than E
leads to the “correct” equation (P +A)Γ = 0 also on off-shell backgrounds.
The Einstein-Hilbert-Klein-Gordon action is invariant under diffeomorphisms of M , thus we ex-
pect that the linearised theory is invariant under ”linearised diffeomorphisms”2 , i.e. under the transfor-
mation
Γ 7→ Γ + LςG = Γ +
(
2∇(aςb)
ςa∇aφ
)
=: Γ +Kς , (2.6)
2In fact, (2.8) follows at first order in ς from the diffeomorphism invariance of 〈E,Γ〉V , cf. [SW74], whereas the
diffeomorphism invariance of S(G) implies K†E = 0.
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where L denotes the Lie derivative, (a b) denotes idempotent symmetrisation in the indices a, b and
ς ∈ Γ(W) (recall W = TM ). This defines a partial differential operator K : Γ(W) → Γ(V).
Indeed, a necessary and sufficient condition for invariance of the quadratic action (2.5) w.r.t. this
transformation for arbitrary compactly supported ς is
(P +A) ◦K = 0 and K† ◦ (P +A) ◦K = 0, (2.7)
with the adjoint K† : Γ(V) → Γ(W) of K being defined by 〈K†Γ, ς〉W := 〈Γ,Kς〉V for arbitrary
Γ ∈ Γ(V), ς ∈ Γ(W) with compact overlapping support. One can either compute or argue via the
chain rule for the Lie derivative that for arbitrary ς ∈ Γ(W)
PKς = PLςG = LςE =
(
ςc∇cE2ab + 2E2c(a∇b)ςc
ςc∇cE0
)
(2.8)
and thus P ◦ K = 0 if and only if E2ab = 0 and E0 is constant, in particular if the background
fields (g, φ) are on-shell. In this case, (2.7) follows from the vanishing of A. Thus, in the following,
we shall always assume that the background metric and scalar field are on-shell. While this is in
line with the common approach to perturbation theory, it also assures that the linearised Einstein-
Klein-Gordon equations are the Euler-Lagrange-equations of the action expanded to second order and
that this expanded action is gauge-invariant w.r.t. compactly supported gauge transformations. This
restriction to on-shell backgrounds is an artefact of truncating the expansion of the action S(G + Γ)
at second order in Γ respectively the diffeomorphism eς at second order in ς , in analogy to the pure
gravity case, cf. [BFR13].
Hyperbolic properties of linear equations of motion in field theory are essential for two reasons.
On the one hand, they guarantee causal propagation of initial data, such that value of a solution Γ(x)
of a hyperbolic equation at a point x ∈ M depends only on the values of Γ in the causal past J−(x)
of x. On the other hand they guarantee that the propagation of initial data is deterministic, i.e. unique
solutions exist for given initial data on a Cauchy surface, in other words, the Cauchy problem for the
equations of motion is well-posed. From P ◦ K = 0 we can infer that P is not hyperbolic as the
equation PΓ = 0 has solutions with compact support in time and thus can not have a well-posed
Cauchy problem. Notwithstanding, on account of the gauge freedom of the theory one should rather
look at gauge-equivalence classes of solutions; then it is sufficient to check whether each such class
contains an element which solves a hyperbolic equation, i.e. whether a gauge-fixing exists which turns
PΓ = 0 into a hyperbolic equation.
2.2.2 The redefined equations of motion and gauge transformations and their properties
The original form of the operator P is quite difficult to handle and to analyse in that respect because
the principal symbol – the coefficient of the second derivative – is quite complicated. To cope with
this, we introduce a field redefinition, i.e. a fibre-wise map on Γ(V), which is a generalisation of the
usual ”trace-reversal” map used in linearised pure gravity.
· : Γ(V) 7→ Γ(V) Γ =
(
γab
ϕ
)
7→ Γ =

α
4
(
γab − 1
2
gabγ
c
c
)
+
ξφ
2
gabϕ(
1 +
2ξ2φ2
α
)
ϕ+
ξφ
2
γ cc
 , (2.9)
where
α := 1− ξφ2 β := 1 + κφ2 κ := (6ξ − 1) ξ .
The inverse transformation is given by
·−1 : Γ(V) 7→ Γ(V) (2.10)
6
Γ =
(
γab
ϕ
)
7→ Γ−1 =

4
α
(
γab − 1
2
gabγ
c
c + ξφgab
αϕ+ 2ξφγ cc
2β
)
αϕ+ 2ξφγ cc
β
 .
This field redefinition and its inverse are always well-defined if ξ = 0. For ξ 6= 0 singularities
occur if α = 1 − ξφ2 = 0 or β = 1 + (6ξ − 1) ξφ2 = 0 somewhere on M . Without going into
details as this would go beyond the scope of this work, we briefly argue why we exclude these cases.
At points where 1 − ξφ2 = 0 the Einstein tensor Gab cancels from the background equations (2.1)
and thus these equations completely change their character. A somewhat weaker degeneracy occurs
in the case where 1 + (6ξ − 1) ξφ2 = 0, which implies that the Ricci scalar cancels from the Einstein
equation, i.e. the first equation in (2.1), and thus only the trace-free part of the Ricci tensor remains.
One might expect that solutions of the Einstein-Klein-Gordon equations which display one of the
two above-mentioned degeneracies are singular at the degenerate points, but we are not aware of any
results in this direction. Thus, for simplicity, we choose to discard these presumably pathological
cases and restrict to backgrounds where 1 − ξφ2 6= 0 and 1 + (6ξ − 1) ξφ2 6= 0 on all M . Note that
in the conformally coupled case, ξ = 16 , the condition 1− ξφ2 6= 0 is sufficient.
Using this field redefinition, we now define
P := P ◦ ·−1 K := · ◦K 〈·, ·〉V := 〈 ·−1, ·〉V Θ :=
(
θab
ζ
)
:= Γ . (2.11)
These definitions are tailored in such a way that the second order action for Γ on on-shell backgrounds
can now be re-written as
S(2)(Γ) = S(G) − 1
2
〈Γ, PΓ〉V = S(G) − 1
2
〈Θ, PΘ〉V =: S(2)(Θ) .
Moreover, the bilinear form 〈·, ·〉V is non-degenerate as 〈·, ·〉V is non-degenerate and ·−1 is injective
due to our standing assumptions; one can also check that the re-defined bilinear form is symmetric3,
cf. (2.13). Furthermore, provided the background fields (g, φ) are on-shell, P is formally selfadjoint
with respect to 〈·, ·〉V and P ◦K = 0. Thus, in this case, PΘ = 0 is the Euler-Lagrange equation for
the action S(2)(Θ), which is invariant with respect to Θ 7→ Θ+Kς for arbitrary compactly supported
ς ∈ Γ(W). We stress that the field re-definition used here is merely a computational trick in order
to cast the linearised Einstein-Klein-Gordon system in a more manageable form. In particular, all
physical properties of the quantized field theory we shall discuss in the following, such as e.g. gauge-
invariance and the properties of the commutation relations, do not depend on this field re-definition.
After all constructions are performed, one may re-write the results in terms of the old field variables
without further effort. We shall sketch this at the end of the next section.
We now provide the expressions for P , K and 〈·, ·〉V (see (A.2) in the Appendix for the complete
form of P ). As we always assume that the background metric and scalar field satisfy the full Einstein-
Klein-Gordon equations, we have used these to simplify P .
P : Γ(V)→ Γ(V) P =
(
P 0 P 2
P 3 P 1
)
(P 0θ)ab = −∇c∇cθab + 2∇c∇(aθb)c − gab∇c∇dθcd + lower derivative orders
P 2ζ = “no second derivatives”
3The symmetry of the re-defined bilinear form is not automatic, but only holds if · is given by a symmetric automorphism
on the fibres of V . To achieve this also for ξ 6= 0, our normalisation of the tensor part of · deviates from the one induced by
a direct generalisation of standard trace reversal by a factor of 1
4
.
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P 3θ = 4
ξφ
α
∇a∇bθab + lower derivative orders
P 1ζ = −∇a∇aζ + lower derivative orders
K : Γ(W)→ Γ(V) Kς =

α
2
(
∇(aςb) −
1
2
gab∇cςc
)
+
ξφ
2
gabς
c∇cφ(
1 +
2ξ2φ2
α
)
ςc∇cφ+ ξφ∇cςc
 (2.12)
〈Θ1,Θ2〉V =
∫
M
volM
(
4
α
θ1abθ
ab
2 +
4ξ2φ2 − 2β
βα
θ1
c
c θ2
d
d +
2ξφ
β
(θ1
c
c ζ2 + θ2
c
c ζ1) +
α
β
ζ1ζ2
)
(2.13)
Coming back to our aim of using gauge-invariance to put the equation of motion PΘ = 0 into
a hyperbolic form, we note that P has the form of a normally hyperbolic differential operator, i.e.
−∇c∇c + ”lower orders”, up to terms which contain derivatives of θab of the form ∇bθba. These
terms are not present for any field configuration Θ ∈ Γ(V) which satisfies
K†Θ = −2∇bθba + (∇aφ)ζ = 0
in addition to PΘ = 0. Here, K† : Γ(V) → Γ(W) is the adjoint of K defined by 〈K†Θ, ς〉W :=
〈Θ,Kς〉V for all Θ ∈ Γ(V), ς ∈ Γ(W) with compact overlapping support. Given any solution Θ of
PΘ = 0, we can find a gauge-equivalent solution Θ′ = Θ+Kς which satisfies K†Θ′ = 0 by solving
K†Kς = −K†Θ for ς . This is possible because
K† ◦K : Γ(W)→ Γ(W)
(K†Kς)a = −α
2
∇b∇bςa + ξφ(∇bφ)∇bςa − α
2
Rabς
b− (2.14)
−2ξ + α− 3ξα
α
(∇aφ)(∇bφ)ςb − ξφ
4
(∇a∇bφ)ςb
is a multiple of a normally hyperbolic operator and thus has a well-posed Cauchy problem for arbitrary
sources, see [BGP07, Thm 3.2.11] and [Gi09, Corollary 5]. One may call the gauge defined by
K†Θ = 0 “generalised de Donder gauge”. Introducing a “gauge-fixing operator”
T : Γ(W)→ Γ(V) T := 2
α
K , (2.15)
we can define a “gauge-fixed equation of motion operator” by (the full expression is displayed in (A.3)
in the Appendix)
P˜ : Γ(V)→ Γ(V) P˜ := P + T ◦K†
P˜ =
(−∇c∇c 0
0 −∇c∇c
)
+ lower derivative orders.
P˜ is indeed normally hyperbolic and thus unique solutions to P˜Θ = 0 exist for arbitrary initial
data, i.e. arbitrary prescriptions for Θ and its normal derivative, on any Cauchy surface of (M,g)
[BGP07, Thm 3.2.11]. Note that this property does not fix T uniquely, in fact every T ′ which differs
from T by terms without derivatives leads to a normally hyperbolic gauge-fixed equation of motion.
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A further important property of T (2.15) is that Q := K† ◦ T is normally hyperbolic and has a
well-defined Cauchy problem as well. Indeed, we can compute
Q : Γ(W)→ Γ(W) Q := K† ◦ T
(Qς)a = −∇b∇bςa +
4ξφ
α
(∇aφ)∇bςb −Rabςb+ (2.16)
+
ξ2 (β + 3α− 2ξ)
α2
(∇aφ)(∇bφ)ςb − 2ξφ
α
(∇a∇bφ)ςb − 2ξφ
α
(∇bφ)∇aςb .
This property implies that the constraint K†Θ = 0 is compatible with the time evolution induced by P˜
and thus one can obtain solutions of PΘ = 0 by solving P˜Θ = 0 subject to the constraint K†Θ = 0,
cf. Section 2.3.
We now collect the already discussed properties of the linearised Einstein-Klein-Gordon theory
in the following theorem. At this point we can view this model as a field theory defined by the
data (M,V,W, P ,K), where M := (M,g, φ) is shorthand for the smooth manifold M with the
background fields (g, φ). Moreover, the spaces of smooth sections Γ(V) and Γ(W) of the real vector
bundles V and W over M are endowed with the bilinear forms 〈·, ·〉V and 〈·, ·〉W respectively.
Theorem 2.1. The linearised Einstein-Klein-Gordon system defined by (M,V,W, P ,K), where
• M := (M,g, φ) with (M,g) a smooth (connected, Hausdorff, orientable and time-orientable)
four-dimensional globally hyperbolic spacetime and (g, φ) a solution of the Einstein-Klein-
Gordon equations (2.1) with 1− ξφ2 6= 0 and 1 + (6ξ − 1) ξφ2 6= 0 on all M
• V := ∨2 T ∗M ⊕ (M × R) and W := TM real vector bundles over M
• the spaces of smooth sections Γ(V) and Γ(W) of V and W over M are endowed with the
bilinear forms 〈·, ·〉V (2.13) and 〈·, ·〉W (2.3)
• P is the differential operator P : Γ(V) → Γ(V) defined in (A.2) and K is the differential
operator K : Γ(W)→ Γ(V) defined in (2.12)
has the following properties.
1. 〈·, ·〉V and 〈·, ·〉W are symmetric and non-degenerate.
2. P is formally selfadjoint with respect to 〈·, ·〉V and satisfies P ◦K = 0.
3. The differential operator R : Γ(W) → Γ(W), R := K† ◦K (2.14), with K† : Γ(V)→ Γ(W),
〈K†·, ·〉W := 〈·, K·〉V is a multiple of a normally hyperbolic operator and thus has a well-posed
Cauchy problem.
4. There exists a differential operator T : Γ(W) → Γ(V), e.g. T = 21−ξφ2K , such that P˜ :
Γ(V) → Γ(V), P˜ := P + T ◦ K† (A.3) and Q : Γ(W) → Γ(W), Q := K† ◦ T (2.16) are
normally hyperbolic and have a well-posed Cauchy problem.
2.3 Existence and uniqueness of solutions to the redefined equations of motion
Using the normal hyperbolicity of P˜ as well as the properties of T and K, we can analyse the Cauchy
problem for P , i.e. existence of uniqueness of solutions to PΘ = 0 with suitable initial conditions.
We only sketch this analysis as it is the straightforward generalisation of the linearised pure gravity
case which has been discussed in Chapters 3.1 and 3.2 of [FH12]. Moreover, we shall not need the
results on the Cauchy problem for P for the construction of the classical and quantum theory of the
linearised Einstein-Klein-Gordon system, for this only the immediate properties of (M,V,W, P ,K)
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listed in Theorem 2.1 are needed. Notwithstanding, a good understanding of the Cauchy problem for
P is e.g. necessary in order to convince oneself that the space of solutions to PΘ = 0 is ”sufficiently
large” and in particular non-empty.
To this avail, we pick an arbitrary but fixed Cauchy surface Σ of (M,g) with future-pointing unit
normal vector field n. We define a map
N : Γ(V)|Σ → Γ(W)|Σ Θ|Σ =
(
θab
ζ
)∣∣∣∣
Σ
7→ N(Θ|Σ)a := nb(θab)|Σ.
One can check that N(PΘ|Σ) does not contain second derivatives with respect to n, thus N(PΘ|Σ) =
0 is a necessary constraint for initial data for PΘ = 0. We express this constraint in terms of a linear
map4
C : Γ(V)|Σ ⊕ Γ(V)|Σ → Γ(W)|Σ C ((Θ|Σ,∇nΘ|Σ)) := N(PΘ|Σ) (2.17)
and consider arbitrary initial data (Θ|Σ,∇nΘ|Σ) = (Θ0,Θ1) ∈ Γ(V)|Σ⊕Γ(V)|Σ subject toC((Θ0,Θ1)) =
0. Using the method outlined in the proof of [FH12, Theorem 3.1], this initial data can be smoothly
extended to an auxiliary Θ′ ∈ Γ(V). Owing to the normal hyperbolicity of K† ◦ K, there exists a
ς ∈ Γ(W) s.t. Θ′′ := Θ′ +Kς satisfies K†Θ′′ = 0. We now solve P˜Θ′′′ = 0 with the Cauchy data
(Θ′′|Σ,∇nΘ′′|Σ). Note that this Cauchy data still satisfies the necessary constraint N(PΘ′′|Σ) = 0
because P ◦ K = 0, and that K†Θ′′|Σ = 0 is a further constraint on this Cauchy data because K†
contains derivatives of at most first order. We thus obtain Θ′′′ ∈ Γ(V) which satisfies P˜Θ′′′ = 0,
N(PΘ′′′|Σ) = 0 and K†Θ′′′|Σ = 0. One can now compute 0 = N(PΘ′′′|Σ) = N((P˜ − T ◦
K)Θ′′′|Σ) = −N(TKΘ′′′) = −∇nK†Θ′′′|Σ, where in the last steps one needs K†Θ′′′|Σ = 0 and the
fact that nanb+ δba projects vectors fields on M to their components tangential to Σ. To show that this
implies K†Θ′′′ on the full spacetime, we compute
K† ◦ P˜ = K† ◦ P +K† ◦ T ◦K† = (P ◦K)† +Q ◦K† = Q ◦K†
with Q as in (2.16). Thus, each solution of P˜Θ′′′ = 0 satisfies QK†Θ′′′ = 0 with Q normally
hyperbolic, and the unique solution of the latter equation with initial data ∇nK†Θ′′′|Σ = 0 and
K†Θ′′′|Σ = 0 is K†Θ′′′ = 0. Hence, the previously constructed solution of P˜Θ′′′ = 0 satisfies
K†Θ′′′ = 0, and consequently PΘ′′′ = 0. Finally, setting Θ := Θ′′′ − Kς we obtain a solution of
PΘ = 0 with the original Cauchy data (Θ|Σ,∇nΘ|Σ) = (Θ0,Θ1), which was arbitrary barring the
constraint C((Θ0,Θ1)) = N(PΘ|Σ) = 0.
To analyse uniqueness, we assume that PΘ = PΘ′ = 0 with Θ and Θ′ having the same Cauchy
data on an arbitrary but fixed Cauchy surface Σ with future-pointing unit normal vector field n. Thus
Θ′′ := Θ′ − Θ solves PΘ′′ = 0 with vanishing Cauchy data. Using once more the hyperbolicity of
K† ◦K , we can write Θ′′ = Θ′′′ +Kς , where ς solves K†Kς = K†Θ′′ with vanishing Cauchy data
on Σ, and K†Θ′′′ = 0. Using the properties of ς and its Cauchy data, as well as the vanishing of the
Cauchy data of Θ′′, one can compute that Θ′′′ has vanishing Cauchy data as well. As Θ′′′ solves the
normally hyperbolic equation P˜Θ′′′ = 0, Θ′′′ must vanish identically because zero is the only solution
of a normally hyperbolic equation with vanishing Cauchy data. This in turn implies that a solution to
PΘ = 0 with given Cauchy data is unique up to gauge transformations. Summing up, we have found
the following.
Theorem 2.2. The properties of (M,V,W, P ,K) proved in Theorem 2.1 imply the following for the
Cauchy problem of P . Let Σ be an arbitrary but fixed Cauchy surface of (M,g) with future pointing
unit normal vector field n.
1. For every (Θ0,Θ1) ∈ Γ(V)|Σ ⊕ Γ(V)|Σ subject to the constraint C((Θ0,Θ1)) = 0 with C as
in (2.17) there exists Θ ∈ Γ(V) with PΘ = 0, (Θ|Σ,∇nΘ|Σ) = (Θ0,Θ1).
4(2.17) defines a map on Γ(V)|Σ ⊕ Γ(V)|Σ because Γ(V) ∋ Θ 7→ (Θ|Σ,∇nΘ|Σ) ∈ Γ(V)|Σ ⊕ Γ(V)|Σ is surjective
and N(PΘ|Σ) does not contain second derivatives with respect to n.
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2. If PΘ = PΘ′ = 0 and (Θ|Σ,∇nΘ|Σ) = (Θ′|Σ,∇nΘ′|Σ) then there exists ς ∈ Γ(W) s.t.
Θ′ −Θ = Kς .
2.4 Quantization
In [HS13] a general procedure how to quantize arbitrary linear gauge theories on curved spacetimes
has been developed by generalising the quantization of the Maxwell field in [Di92] and the quantiza-
tion of linearised gravity in [FH12]. As a matter of fact it is demonstrated in [HS13] how to quantize
any system (M,V,W, P ,K) which satisfies the conditions 1− 4 in Theorem 2.1 in a consistent and
gauge-invariant manner. Thus, we can just apply the results of [HS13] in order to obtain a quantum
theory for the linearised Einstein-Klein-Gordon system on arbitrary on-shell backgrounds (satisfying
the conditions α = 1 − ξφ2 6= 0 and β = 1 + (6ξ − 1) ξφ2 6= 0 on all M ). In this section we
review this construction and add a few more details as a preparation for looking at the special case of
perturbations in Inflation.
2.4.1 Motivation: a toy model
The quantization construction performed in [HS13] works without introducing auxiliary fields as in
the BRST/BV formalism, see e.g. [Ho07, FR11], but is restricted to linear field theories, for which
it gives the same results as the BRST/BV formalism. As it is very much in the spirit of the algebraic
approach to QFT, and some of the readers might not be familiar with this framework, we would like
to briefly sketch and motivate the construction by means of a very simple gauge theory model.
We consider as a gauge field Φ = (φ1, φ2)T a tuple of two scalar fields on a spacetime (M,g)
satisfying the equation of motion
PΦ =
(−∇a∇a ∇a∇a
∇a∇a −∇a∇a
)(
φ1
φ2
)
= 0 .
The gauge transformations are Φ 7→ Φ+Kς := Φ+(ς, ς)T and indeed P ◦K = 0 holds which is equiv-
alent to the gauge-invariance of the action S(Φ) := 12〈Φ, PΦ〉with 〈Φ,Φ′〉 :=
∫
M volM (φ1φ
′
1+φ2φ
′
2).
Clearly, the linear combination ψ := φ1 − φ2 is gauge-invariant and satisfies −∇a∇aψ = 0, and it
would be rather natural to quantize Φ by directly quantizing ψ as a massless scalar field. This would
be much in the spirit of the usual quantization of perturbations in Inflation, where gauge-invariant lin-
ear combinations of the gauge field components, e.g. the Bardeen-Potentials or the Mukhanov-Sasaki
variable, are taken as the fundamental fields for quantization. However, in more general cases such
as the linearised Einstein-Klein-Gordon system on arbitrary backgrounds it may be rather difficult
to directly identify a gauge-invariant fundamental field like ψ whose quantum theory is equivalent
to the quantum theory of the original gauge field. Notwithstanding, an indirect characterisation of
such a gauge-invariant linear combination of gauge-field components, which can serve as a fundamen-
tal field for quantization, is still possible. In the toy model under consideration we consider a tuple
f = (f1, f2) of test functions fi, i.e. infinitely often differentiable functions which vanish outside of a
compact set in M . We ask that K†f := f1+ f2 = 0, where K† is the adjoint of the gauge transforma-
tion operator K i.e.
∫
M volM ςK
†f = 〈Kς, f〉. Clearly, any f satisfying this condition is of the form
f = (h,−h)T for a test function h. We now observe that the pairing between a gauge field configura-
tion Φ and such an f is gauge-invariant, i.e. 〈Φ+Kσ, f〉 = 〈Φ, f〉+ ∫M volM ςK†f = 〈Φ, f〉. Thus
we can consider the “smeared field” 〈Φ, f〉, with f = (h,−h)T and arbitrary h, as a gauge-invariant
linear combination of gauge-field components which is suitable for playing the role of a fundamental
field for quantization. We can compute 〈Φ, f〉 = ∫M volMψh, and observe that, up to the “smearing”
with h, this indirect choice of gauge-invariant fundamental field is exactly the one discussed in the
beginning. If one chooses h to be the delta distribution δ(x, y) rather than a test function, one even
finds 〈Φ, f〉 = ψ(x), but using the more regular test functions is advantageous for mathematical con-
sistency and also more realistic in physical terms, since the extended support of h in spacetime reflects
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the finite spatial and temporal dimensions of a measurement and thus 〈Φ, f〉 can be interpreted as a
weighted, gauge-invariant measurement of the field Φ. Moreover, as already anticipated, in general
gauge theories with more complicated gauge transformation operators K it might be extremely dif-
ficult to classify all solutions of K†f = 0, which would be equivalent to a direct characterisation
of one or several fundamental gauge-invariant fields such as ψ, whereas working implicitly with the
condition K†f = 0 is always possible.
2.4.2 The presymplectic space of classical linear observables
After discussing the toy model gauge field, we turn back to the quantization of the linearised Einstein-
Klein-Gordon system specified by (M,V,W, P ,K) as in Theorem 2.1. In analogy to the toy model
example, we consider test sections, i.e. smooth and compactly supported sections h = (kab, f)T ∈
Γ0(V) which satisfy the condition
K†h = −2∇bkba + (∇aφ)f = 0 . (2.18)
For any configuration Θ ∈ Γ(V) of the gauge field and any such h, the pairing 〈Θ, h〉V is gauge
invariant, i.e.
〈Θ+Kς, h〉V = 〈Θ, h〉V + 〈ς,K†h〉W = 〈Θ, h〉V ∀ς ∈ Γ(W) .
Thus, we consider the “smeared field” 〈Θ, h〉V to be the fundamental gauge-invariant dynamical field.
As we are interested in configurations Θ which satisfy PΘ = 0, we observe that all h which are of the
form h = Ph′, h′ ∈ Γ0(V), will give zero once paired with a solution Θ and thus correspond to the
trivial observable. This motivates the following definitions of configuration and test section spaces, cf.
Section 2.1 for the definition of Γsc(W) and Γsc(V).
Sol := {Θ ∈ Γ(V) |PΘ = 0} Solsc := Sol ∩ Γsc(V) (2.19)
G := K [Γ(W)] Gsc := G ∩ Γsc(V) Gsc,0 := K[Γsc(W)] (2.20)
Ker0(K
†) := {h ∈ Γ0(V) |K†h = 0} E := Ker0(K†)/P [Γ0(V)] (2.21)
We have Gsc,0 ⊂ Gsc ⊂ Solsc and similarly G ⊂ Sol, because P ◦ K = 0. Thus we can consider
the quotients Sol/G, Solsc/Gsc and Solsc/Gsc,0. Elements of Sol/G are gauge-equivalence classes of
solutions and Sol/G can be viewed as the space of (pure) states in the classical field theory of the
linearised Einstein-Klein-Gordon system. The other two quotients are related to observables as we
will discuss later. Observe that E is well defined due to K† ◦ P = 0 (which follows from the formal
selfadjointness of P and P ◦K = 0).
Our previous discussion can now be re-phrased by saying that the non-degenerate bi-linear form
〈·, ·〉V induces a pairing between Sol/G and E , because for any [Θ] ∈ Sol/G and any [h] ∈ E , 〈Θ, h〉V
is independent of the representatives of the two equivalence classes. We will denote this pairing by the
same symbol 〈·, ·〉V . Via this pairing, elements of E can be considered as labels for the most simple
gauge-invariant observables
Sol/G ∋ [Θ] 7→ 〈Θ, h〉V [h] ∈ E
on the space of classical states. After quantization, these observables can be viewed as “smeared
quantum fields”.
A natural question is whether E is separating on Sol/G, i.e. whether
〈Θ, h〉V = 0 ∀ [h] ∈ E ⇒ [Θ] = [0] .
Physically this would imply that the set of classical observables labelled by E is large enough for
distinguishing all classical pure states. While this question can be answered positively in pure elec-
tromagnetism on arbitrary curved spacetimes due to the rather rich algebraic structure of the relevant
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differential operators, cf. [BDS13, BDHS13], we expect that an analysis of the separability for the
gauge theory considered here would be difficult without any restrictions on the background spacetime
(M,g) as the known strategies to tackle this issue involve the analysis of certain elliptic operators on
Cauchy surfaces of (M,g) – see e.g. [FH12] and [HS13] for the case of linearised pure gravity and
linearised pure supergravity – whose properties in turn strongly depend on (M,g). While we do not
address the question of separability in full generality, we will demonstrate in the next section that, at
least on cosmological backgrounds (M,g, φ), a subset of E is indeed separating on a subset of Sol/G.
The next step in the quantization procedure is to endow the linear observables labelled by E with a
Poisson bracket, which upon quantization defines the canonical commutation relations of the smeared
quantum fields. To this avail we consider the causal propagator
GP˜ : Γ0(V)→ Γ(V) , GP˜ := GP˜+ −GP˜− (2.22)
of the gauge-fixed equation of motion operator P˜ = P + T ◦ K† (cf. Theorem 2.1) built from the
retarded/advanced Green’s operators
GP˜± : Γ0(V)→ Γ(V), P˜GP˜± = idΓ0(V) , suppGP˜±h ⊂ J±(supph) ∀h ∈ Γ0(V)
of P˜ which exist and are unique because P˜ is normally hyperbolic [BGP07]. The normal hyperbolicity
of P˜ implies that the kernel of GP˜ is precisely the image of P˜ restricted to Γ0(V) and that the image
of GP˜ are precisely the space-like compact solutions of P˜Θ = 0. Consequently, GP˜ descends to a
bijective map between Γ0(V)/P˜ [Γ0(V)] and the space-like compact solutions of P˜Θ = 0. In fact, one
can show that similar relations hold between GP˜ and P rather than P˜ , such that, in a certain sense,
GP˜ can be considered as an effective causal propagator for P itself.
Theorem 2.3. The causal propagator GP˜ (2.22) of P˜ = P + T ◦ K† (A.3) satisfies the following
relations.
1. h ∈ Ker0(K†) and GP˜h ∈ Gsc,0 if and only if h ∈ P [Γ0(V)], with Gsc,0 defined in (2.20).
2. Every Θ ∈ Solsc can be split as h = h1 + h2 with h1 ∈ GP˜
[
Ker0(K
†)
]
and h2 ∈ Gsc,0, with
Solsc defined in (2.19).
3. GP˜ descends to a bijective map GP˜ : Ker0(K†)/P [Γ0(V)] = E → Solsc/Gsc,0.
4. GP˜ is formally skew-adjoint w.r.t. 〈·, ·〉V on Ker0(K†), i.e. 〈h1, GP˜h2〉V = −〈GP˜h1, h2〉V for
all h1, h2 ∈ Ker0(K†).
5. Let T ′ : Γ(W) → Γ(V) be any differential operator satisfying property 4 in Theorem 2.1 and
let GP˜ ′ be the causal propagator of P˜ ′ := P + T ′ ◦K†. Then GP˜ ′ satisfies the properties 1-4
above.
These results have been proved in [HS13, Theorem 3.12+Theorem 5.2] using the abstract prop-
erties 1-4 of (M,V,W, P ,K) proven in Theorem 2.1. Thereby it is essential that for every h ∈
Ker0(K
†), P˜ h = P˜ ′h = Ph. Property 5 above indicates that GP˜ restricted to Ker0(K†) is inde-
pendent of the particular form of the gauge fixing operator T and enforces the point of view that GP˜
restricted to Ker0(K†) is effectively a causal propagator for P .
By means of GP˜ we define the bilinear map
σ : E × E 7→ R, ([h1], [h2]) 7→ σ([h1], [h2]) := 〈h1, GP˜h2〉V . (2.23)
Theorem 2.3 now immediately implies the following properties of σ.
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Corollary 2.4. The bilinear form σ on E , defined respectively in (2.23) and (2.21), has the following
properties.
1. σ is well-defined, i.e. 〈h1, GP˜h2〉V is independent of the representatives hi ∈ [hi].
2. σ is antisymmetric.
3. Let T ′ : Γ(W) → Γ(V) be any differential operator satisfying property 4 in Theorem 2.1 and
define σ′ in analogy to (2.23) but with the causal propagator GP˜ ′ of P˜ ′ := P +T ′ ◦K† instead
of GP˜ . Then σ′ = σ.
The last property indicates that σ is independent of the gauge-fixing operator T and in this sense,
gauge-invariant. Indeed, we shall demonstrate later that σ can be rewritten in a manifestly gauge-
invariant form. The form of σ given here can be derived directly from the action S(2)(Θ) = 12〈Θ, PΘ〉V
by Peierls’ method in analogy to the derivation for electromagnetism in [SDH12], see also [Kh12,
Kh14]) for a broader context.
2.4.3 Quantization of the presymplectic space
The pair (E , σ) forms a (pre)symplectic space, which can be quantized in several, essentially equiv-
alent, ways, that can all be called “canonical”. One rather technical possibility is to quantize this
presymplectic space in terms of a C∗-algebra [BHR04] (see also [AS70] for earlier work in this di-
rection), which is essentially generated by exponentiated smeared quantum fields. A different option
is to consider the polynomial algebra A of smeared quantum fields Θ(h) which correspond to the
quantization of the classical linear observables 〈Θ, h〉V . I.e. A is generated by a unit element 1 and
sums of products of Θ(hi) with [hi] ∈ EC := E ⊗RC. There is an antilinear involution † onA defined
by
(A1A2)
† = A†2A
†
1 ∀Ai ∈ A , Θ(h)† = Θ(h∗)
where h∗ is the complex conjugate of h. Finally the smeared quantum fields Θ(h) satisfy the (covari-
ant) canonical commutation relations (CCR)5
[Θ(h1),Θ(h2)] := Θ(h1)Θ(h2)−Θ(h2)Θ(h1) = iσ([h1], [h2])1 = i〈h1, GP˜h2〉V1 . (2.24)
We shall soon demonstrate that σ is equivalent to a bi-linear form which can be computed on an
arbitrary, but fixed Cauchy surface of (M,g), i.e. at “equal time”. This implies that the covariant CCR
(2.24) can be equivalently expressed in terms of “equal-time” CCR of field and canonical momentum.
One may be tempted to read (2.24) as “[Θ(x),Θ(y)] = iGP˜ (x, y)1”, where GP˜ (x, y) is the integral
kernel of the operator GP˜ , but, while this makes sense for theories without gauge invariance, it does
not make sense here because (2.24) only holds for hi ∈ [hi] ∈ E , i.e. for hi s.t. K†hi = 0.
Note that the all elements of the quantum field algebra A constructed as above are gauge-invariant
because both the generators Θ(h) and the commutation relation are gauge-invariant in the sense dis-
cussed before. In particular, all elements of A are physically meaningful observables. Given a state
on the algebra A, i.e. a positive and normalised linear functional
〈 〉ω : A → C, 〈1〉ω = 1, 〈A†A〉ω ≥ 0 ∀A ∈ A ,
one can construct a Hilbert space representation π of A by means of the GNS-theorem [Ha96]. This
gives a Hilbert space H with a vector Ω s.t. the smeared quantum fields Θ(h) become operators
π(Θ(h)) on H and 〈A〉ω = 〈Ω|π(A)|Ω〉, π(A)† = π(A†) for all A ∈ A. Discussing the existence
of states – and thus of Hilbert space representations of A – is beyond the scope of this paper, but
we presume that one can show existence by methods similar to the ones used in [BFR13] on general
5We tacitly extend G
P˜
, 〈·, ·〉V and σ to complexified domains by R-linearity.
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backgrounds or by generalising the construction of so-called states of low energy on cosmological
backgrounds [Ol07] from the scalar case to the one at hand. Note that the abstract properties 1-4
of (M,V,W, P ,K) imply that the algebra A satisfies the so-called time-slice axiom, see [HS13,
Proposition 4.11], i.e. for each generator Θ(h) there exists a h ∈ [h] ∈ E which has support in an
arbitrarily small neighbourhood of an arbitrary but fixed Cauchy surface of (M,g) – a “time slice” –
and thus A is fully determined by information contained in this time slice.
An interesting question is whether the presymplectic form σ is non-degenerate and thus symplectic,
i.e. whether
σ([h1], [h2]) = 0 ∀ [h1] ∈ E ⇒ [h2] = [0] .
If this were not the case, then the quantum field algebra A would contain a non-trivial centre, i.e.
elements not proportional to the identity which commute with all elements inA. The question whether
or not this happens is loosely related to the question whether the classical linear observables labelled
by E are separating on Sol/G, and similar methods can be used to tackle this issue. Thus, for the same
reasons outlined in the brief discussion of the separability of Sol/G, we believe that a full classification
of the non-degeneracy of σ is presumably possible with additional assumptions on (M,g) using the
methods of [FH12] and [HS13], but that a general statement for arbitrary (M,g) is difficult to obtain.
In the following Theorem 2.5 we shall state a necessary condition for non-degeneracy of σ, in other
words, a sufficient condition for degeneracy of σ.
2.4.4 Equivalent formulation of the presymplectic space
For explicit computations such as the ones we intend to perform for the special case of perturbations
in inflation it is advantageous to have an equivalent form of the Poisson bracket σ at our disposal. To
this avail we split any on-shell configuration Θ ∈ Sol into a “future part” Θ+ and a “past part” Θ−,
where we call Θ± ∈ Γ(V) a future/past part of Θ ∈ Γ(V) if there exist two Cauchy surfaces Σ±
such that Θ± and Θ coincide on J±(Σ±) and Θ± vanishes on J∓(Σ∓). A possibility to construct a
future/past part of Θ is to pick two Cauchy surfaces Σ± of (M,g) which satisfy Σ− ⊂ J−(Σ+) and
Σ+ ∩ Σ− = ∅ and to pick a smooth partition of unity χ+ + χ− = 1 s.t. χ− vanishes on J+(Σ+) and
equals 1 on J−(Σ−). Using this, we define Θ± := χ±Θ. Of course the such constructed future/past
part is non-unique, but the difference Θ+ − Θ+′ of any two future parts Θ+, Θ+′ of Θ has time-like
compact support. Using any definition of Θ+, we construct a bilinear form on Sol by
〈·, ·〉Sol : Sol× Sol→ R, (Θ1,Θ2) 7→ 〈Θ1,Θ2〉Sol := 〈PΘ+1 ,Θ2〉V . (2.25)
Employing once more the abstract properties 1-4 of (M,V,W, P ,K) demonstrated in Theorem 2.1,
one can prove the following properties of this bilinear form, cf. [HS13, Proposition 5.1+Theorem
5.2]6.
Theorem 2.5. The bilinear form 〈·, ·〉Sol on Sol defined in (2.25) has the following properties.
1. 〈Θ1,Θ2〉Sol is well-defined for all Θ1, Θ2 ∈ Sol with space-like compact overlapping support.
In particular, it is independent of the choice of future part entering the definition (2.25).
2. 〈·, ·〉Sol is antisymmetric.
3. 〈·, ·〉Sol is gauge-invariant, i.e. 〈Θ1,Θ2+Kς〉Sol = 〈Θ1,Θ2〉Sol for all Θ1,Θ2 ∈ Sol, ς ∈ Γ(W)
s.t. Θ1 and ς have space-like compact overlapping support.
4. For all Θ ∈ Sol and all h ∈ Ker0(K†), 〈Θ, GP˜h〉Sol = 〈Θ, h〉V .
5. In particular, for all h1, h2 ∈ Ker0(K†), 〈GP˜h1, GP˜h2〉Sol = σ([h1], [h2]).
6In fact, some of the statements in Theorem 2.5 are slight generalisations of [HS13, Proposition 5.1] or are not spelt out
explicitly there, but they can be proved using exactly the same steps used in the proof of said proposition.
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6. GP˜ descends to an isomorphism of presymplectic spaces GP˜ : (E , σ)→ (Solsc/Gsc,0, 〈·, ·〉Sol).
7. If Gsc,0 ( Gsc, then σ is degenerate, i.e. there exists [0] 6= [h] ∈ E s.t. σ([h], E) = 0.
The fourth property in the above theorem shows that one can view the observable Sol/G ∋ [Θ] 7→
〈Θ, h〉V , i.e. the smeared classical field, equivalently as “(pre)symplectically smeared classical field”
Sol/G ∋ [Θ] 7→ 〈Θ,H〉Sol with H ∈ [H] ∈ Solsc/Gsc,0. Moreover, because of the fifth (and the
ensuing sixth) property, the quantum field algebra can be viewed as generated by the symplectically
smeared quantum field Θ(H), corresponding to the quantization of 〈Θ,H〉Sol, and satisfying the CCR
[Θ(H1),Θ(H2)] = i〈H1,H2〉Sol1 ,
which may be interpreted as “equal-time” CCR on account of the following result.
As anticipated, we will now demonstrate that the bilinear form 〈·, ·〉Sol, whenever it is defined, can
be computed as an integral on an arbitrary but fixed Cauchy surface of the spacetime (M,g). In fact,
the integrand of this integral is the “charge” of a “conserved current”. To see this, for any two sections
of V , we define a “current” j by
j : Γ(V)× Γ(V)→ T ∗M (2.26)
(Θ1,Θ2) 7→ ja(Θ1,Θ2) :=− 4
α
θ1
bc∇aθ2bc +
8
α
θ1
c
a ∇bθ2bc −
4ξ2φ2 − 2β
βα
θ1
c
c ∇aθ2 dd −
− 2ξφ
β
θ1
c
c ∇aζ2 −
2ξφ
β
ζ1∇aθ2 cc −
α
β
ζ1∇aζ2+
+
2ξ (2− α)
βα
θ1
c
c (∇aφ) ζ2 +
4
α
ζ1
(
∇bφ
)
θ2ab − “1↔ 2”
The covariant divergence / codifferential of this satisfies
− δj(Θ1,Θ2) = ∇aja(Θ1,Θ2) =
〈〈
Θ1, PΘ2
〉〉
V −
〈〈
PΘ1,Θ2
〉〉
V (2.27)
where 〈〈·, ·〉〉V is the integrand of 〈·, ·〉V . The existence of a j with this property is related to the formal
selfadjointness of P . Moreover, this property implies in particular δj(Θ1,Θ2) = 0 if PΘ1 = PΘ2 =
0, which motivates the nomenclature for j. This current can be written equivalently as follows. If we
define
P =: Mab∇a∇b +Na∇a + L Γ =: FΓ Γ−1 = F−1Γ (2.28)
〈·, ·〉V =:
∫
M
volM 〈〈·, ·〉〉V 〈·, ·〉V =:
∫
M
volM 〈〈·, ·〉〉V =
∫
M
volM 〈〈·, F−1·〉〉V (2.29)
then
ja(Θ1,Θ2) =
〈〈
Θ1,M
b
a ∇bΘ2
〉〉
V
−
〈〈
Θ2,M
b
a ∇bΘ1
〉〉
V
+
+
〈〈
Θ1,
(
Na − F
(
∇bF−1Mba
))
Θ2
〉〉
V
.
Note that the definitions of Mab and L and, consequently, the definition of ja in this way is not unique.
However, two possible Mab, M ′ab lead to ja, j′a which differ by a co-exact oneform δω = j−j′. This
is irrelevant as we are interested only in δj. A unique j satisfying (2.27) can be specified by defining
it via the covariant conjugate momentum of Θ obtained from the quadratic action S(2)(Θ). We choose
a different current here because it has a slightly shorter form than this “canonical” one.
We now pick two arbitrary but fixed Θ1, Θ2 ∈ Sol with space-like compact overlapping support,
an arbitrary but fixed Cauchy surface Σ of (M,g) with forward pointing unit normal vector field n,
and then compute
〈Θ1,Θ2〉Sol = 〈PΘ+1 ,Θ2〉V =
∫
M
volM
〈〈
PΘ+1 ,Θ2
〉〉
V =
16
= −
∫
J+(Σ)
volM
〈〈
PΘ−1 ,Θ2
〉〉
V +
∫
J−(Σ)
volM
〈〈
PΘ+1 ,Θ2
〉〉
V ,
where we have used that PΘ+ = P (Θ − Θ−) = −PΘ− for all Θ ∈ Sol. Using (2.27) and Stokes’
theorem, the two summands in the last expression can be rewritten as
∓
∫
J±(Σ)
volM
〈〈
PΘ∓1 ,Θ2
〉〉
V = ∓
∫
J±(Σ)
volM
(〈〈
PΘ∓1 ,Θ2
〉〉
V −
〈〈
Θ∓1 , PΘ2
〉〉
V
)
=
= ∓
∫
J±(Σ)
volM
(−δj(Θ∓1 ,Θ2)) = ∓∫
J±(Σ)
d ∗ j(Θ∓1 ,Θ2) =
∫
Σ
volΣ n
aja(Θ
∓
1 ,Θ2) .
Here ∗ denotes the Hodge star operator and while applying Stokes’ theorem, we have used the fact
that, by our assumptions, the sets suppΘ±1 ∩suppΘ2∩J∓(Σ) are compact. Finally, note that a partial
sign flip occurred in last step by matching the chosen orientations of Σ. Summing up, we have proved
the following.
Lemma 2.6. For every Θ1, Θ2 ∈ Sol with space-like compact overlapping support, and every Cauchy
surface Σ of (M,g) with forward pointing unit normal vector field n
〈Θ1,Θ2〉Sol =
∫
Σ
volΣ n
aja(Θ1,Θ2) , (2.30)
where ja(Θ1,Θ2) is defined in (2.26).
2.4.5 Removing the field redefinition
We close our general treatment of the linearised Einstein-Klein-Gordon system by demonstrating that
the field redefinition Θ = Γ = FΓ is irrelevant for the results of our constructions. To this avail, we
recall the relations (2.11) between the original and redefined quantities and define
Sol := {Γ ∈ Γ(V) |PΓ = 0} Solsc := Sol ∩ Γsc(V)
G := K [Γ(W)] Gsc := G ∩ Γsc(V) Gsc,0 := K[Γsc(W)]
Ker0(K
†) := {h ∈ Γ0(V) |K†h = 0} E := Ker0(K†)/P [Γ0(V)] (2.31)
σ : E × E → R, ([h1], [h2]) 7→ σ([h1], [h2]) := 〈h1, F−1GP˜h2〉V
〈·, ·〉Sol : Sol× Sol→ R, (Γ1,Γ2) 7→ 〈Γ1,Γ2〉Sol := 〈PΓ+1 ,Γ2〉V
j : Γ(V)× Γ(V)→ T ∗M (Γ1,Γ2) 7→ j(Γ1,Γ2) := j(Γ1,Γ2) .
A straightforward computation shows that K† = K†. Moreover, as the redefinition operator F is
invertible by our assumptions that α = 1− ξφ2 and β = 1+ (6ξ − 1)ξφ2 have definite sign on all M ,
we have P [Γ0(V)] = P [Γ0(V)]. Thus Ker0(K†) = Ker0(K†), E = E . Moreover, since for Θ = FΓ,
〈Θ, h〉V = 〈Γ, h〉V , the classical observables Sol/G ∋ [Θ] 7→ 〈Θ, h〉V and Sol/G ∋ [Γ] 7→ 〈Γ, h〉V
are the same for all h ∈ [h] ∈ E . A direct computation also shows that σ = σ and 〈Γ1,Γ2〉Sol =
〈Γ1,Γ2〉Sol, and thus all presymplectic spaces under consideration are isomorphic
(E , σ) ≃ (Solsc/Gsc,0, 〈·, ·〉Sol) ≃ (Solsc/Gsc,0, 〈·, ·〉Sol) ≃ (E , σ) .
One can show that the operator F−1 ◦ GP˜ in the definition of σ is the causal propagator of P˜ ◦ F =
P +T ◦K† ◦F , which can be interpreted as a gauge-fixed version of P and has a well-defined Cauchy
problem although it is not normally hyperbolic. Thus we could have in principle quantized directly
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the system (M,V,W, P,K) without quantizing (M,V,W, P ,K) as an in-between step. The reason
why we chose this indirect route is that we wanted to use the results of [HS13], which are not directly
applicable to (M,V,W, P,K), because e.g. K† ◦K does not have a well-defined Cauchy problem.
To close this section, we consider the original current j as a preparation for the next section. Note
that the previous observations and Lemma 2.6 imply that this Lemma holds also for 〈·, ·〉Sol and j.
Finally, a direct computation shows
ja(Γ1,Γ2) = −α
4
γ1
bc∇aγ2bc +
α
2
γ1
c
a ∇bγ2bc +
α
4
γ1
c
c ∇aγ2 dd −
α
4
γ1
c
c ∇dγ2 da −
α
4
γ1ab∇bγ2 cc +
+ξφϕ1∇cγ2 ca + ξφγ1 ca ∇cϕ2 − ξφγ1 cc ∇aϕ2 − ξφϕ1∇aγ2 cc − ϕ1∇aϕ2+ (2.32)
+
1− 2ξ
2
γ1
c
c (∇aφ)ϕ2 + ((1− ξ)ϕ1 + ξφγ1 cc )
(
∇bφ
)
γ2ab − ξφγ1ab (∇cφ) γ2 bc − “1↔ 2” .
3 Quantization of perturbations in Inflation
The basic idea of Inflation, see e.g. the monographs [EMM12, Mu05, St05], is the assumption that
the early universe underwent a phase of exponential expansion driven by one (or several) scalar fields.
This expansion is thought to have homogenised the universe respectively all of its matter-energy con-
tent. Afterwards, the quantized perturbations of the metric and scalar field are believed to have been the
seeds for the small scale inhomogeneities of the universe we see today. Mathematically this amounts
to consider solutions of the Einstein-Klein-Gordon equation (2.1) such that the background spacetime
(M,g) is a Friedmann-Lemaıˆtre-Robertson-Walker (FLRW) spacetime
M = I × R3 ⊂ R4 , g = a(τ)2(−dτ2 + d~x2)
where we here consider only the case where the spatial slices are diffeomorphic to R3, i.e. flat. a(τ)
denotes the scale factor, τ is conformal time and we denote derivatives w.r.t. τ by ′ throughout this
section. Moreover, Latin indices in the middle of the alphabet i, j, k, ... denote spatial indices in the
FLRW coordinates, and these indices are always raised by means of the (inverse of the) Euclidean
metric δij and not by the induced metric a2δij . An important quantity is
H := a
′
a
=
∂τa
a
⇒ R = 6(H
′ +H2)
a2
.
FLRW-solutions of the Einstein-Klein-Gordon equations (2.1) can only exist if the scalar field φ does
not depend on the spatial coordinates, i.e. φ = φ(τ). Thus, for solutions of FLRW-type, the Einstein-
Klein-Gordon equations simplify to (recall α = 1− ξφ2)
6αH2 − (φ′)2 − 12ξHφφ′ − 2a2V = 0
2α(H2 + 2H′) + (1− 4ξ)(φ′)2 − 4ξHφφ′ − 4ξφφ′′ − 2a2V = 0
φ′′ + 2Hφ′ + 6ξ(H′ +H2)φ+ a2∂φV = 0 .
In the previous section we have indicated how to quantize perturbations of the Einstein-Klein-Gordon
system in a gauge-invariant way on any background (M,g, φ) and thus in particular on backgrounds of
FLRW type. Our aim in this section is to compare this general construction with the usual approach to
the quantization of perturbations in Inflation, see e.g. [Ba80, EMM12, MFB92, Mu05, St05], which
has been recently investigated from the point of view of algebraic quantum field theory in [El13].
While these works consider only the case of minimal coupling ξ = 0, there are quite a lot of works on
inflationary perturbations in the non-minimally coupled case. It is barely possible to cite them all at
this point, so we would like to mention only the early works [FM89, SBB89, MS91].
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3.1 Classification of perturbations
The starting point of the usual treatment of perturbations in inflation is to use the high symmetry
of the spatial slices of FLRW spacetimes, given by the Euclidean group, in order to split the metric
perturbations into scalar, vector and tensor components. The existence and uniqueness of this split is
directly related to the existence and uniqueness of solutions to the Poisson equation on R3
∆u = ~∇2u = f .
While it is probably widely known that a unique solution u which vanishes at infinity exists if f
is vanishing at infinity (and that u is smooth if f is smooth), it is maybe less widely known that a
solution u (which is unique up to harmonic functions ∆u = 0) exists also for f which do not vanish
at infinity, see e.g. [Ho¨90, Corollary 10.6.8]. Hence we explicitly state this splitting result7.
Proposition 3.1. The following results hold for smooth vector and tensor fields on R3.
1. Every vector field f ∈ C∞(R3,R3) can be split as
fi = ∂iB + Vi , B ∈ C∞(R3,R) , V ∈ C∞(R3,R3) , ∂iVi = 0 ,
where B and V are defined as
∆B := ∂ifi , Vi := fi − ∂iB .
The splitting is unique if f vanishes at infinity and one requires that B and V vanish at infinity.
B and V have compact support if and only if ∂ifi = ∆s with s compactly supported.
2. Every symmetric tensor field f ∈ C∞(R3,∨2R3) can be split as
fij = ∂i∂jE + δijD + 2∂(iWj) + Tij , E,D ∈ C∞(R3,R)
W ∈ C∞(R3,R3) , ∂iWi = 0 , T ∈ C∞(R3,
∨2R3) , T ii = 0 , ∂iTij = 0 ,
where E,D,W, T are defined as
2∆D := ∆f ii − ∂i∂jfij , ∆E := f ii − 3D ,
∆Wi := ∂
jfij − ∂i∆E − ∂iD , Tij := fij − ∂i∂jE + δijD + 2∂(iWj) .
The splitting is unique if f vanishes at infinity and one requires that D,E,W, T vanish at
infinity.
The non-uniqueness of the splitting in case of vector and tensor fields f not vanishing at infinity
implies that e.g. a vector field f can be simultaneously of “scalar” and “vector” type if fi = ∂iB with
∆B = 0, B 6= 0. Similarly, a symmetric tensor field f can be simultaneously of “scalar”, “vector”
and “tensor” type if fij = ∂i∂jE with ∆E = 0, E 6= 0.
Because ∆ commutes with conformal time derivatives and is invertible on functions which vanish
at spatial infinity (and because ∆ and its inverse are continuous), the above splitting can be directly
applied to the γ0i and γij components of all field configurations Γ = (γab, ϕ)T ∈ Γ(V) and to the ςi
components of all gauge transformation parameters ς ∈ Γ(W) which vanish at spatial infinity. The
resulting scalar, vector and tensor parts of such Γ and ς are then smooth functions on M themselves.
For Γ and ς not vanishing at spatial infinity it is less clear whether a splitting in smooth scalar, vector
and tensor parts exist because the non-uniqueness of the splitting for each τ impedes a proof that the
splitting is continuous in τ 8. Presumably it is possible to prove the existence of a splitting smooth in τ
7We state the result only for smooth functions, but it holds also for distributions, cf. [Ho¨90, Section 10.6].
8I would like to thank Marco Benini for pointing out this issue to me.
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by repeating the proof of solvability of the Poisson equation via compact exhaustions of R3 in [Ho¨90,
Section 10.6.] in a manner which is uniform in τ . We shall however refrain from doing this here, as
the existence of a smooth splitting for Γ and ς which vanish at spatial infinity will be sufficient for our
results. Notwithstanding, we shall provide a few definitions and statements covering the split form of
general sections which are valid even if this split form is not proven to exist for all smooth sections.
With this in mind, we define the splitting here directly for the field perturbations themselves rather
than for the redefined perturbations Θ = Γ, in order to match the conventions with other works on
perturbations in Inflation. In general we will work exclusively with original rather than redefined
quantities in this section as we have seen in Section 2.4.5 that the field redefinition is invertible and
irrelevant for the classical and quantum field theory of the linearised Einstein-Klein-Gordon system.
That said, we split the metric perturbations γab as
γab = a(τ)
2
( −2A (−∂iB + Vi)T
−∂iB + Vi 2
(
∂i∂jE + δijD + ∂(iWj) + Tij
)) , (3.1)
where
A,B,D,E ∈ C∞(M,R) , V,W ∈ C∞(M,R3) , ∂iVi = ∂iWi = 0
T ∈ C∞(M,∨2R3) , T ii = 0 , ∂iTij = 0
and the signs and factors are conventional and convenient. Similarly, we split the gauge transformation
parameters ς ∈ Γ(W) as
ςa = a(τ)
2
( −r
∂is+ zi
)
, r, s ∈ C∞(M,R) , z ∈ C∞(M,R3) , ∂izi = 0 . (3.2)
We say that Γ = (γab, ϕ)T ∈ Γ(V) ...
... is of scalar type if γab can be split as (3.1) with Vi = Wi = Tij = 0.
... is of vector type if ϕ = 0 and γab can be split as (3.1) with A = B = D = E = Tij = 0.
... is of tensor type if ϕ = 0 and γab can be split as (3.1) with A = B = D = E = Vi = Wi = 0.
And define ς ∈ Γ(W) of scalar/vector type analogously. This motives the following definitions of
section spaces, where X stands for an arbitrary trivial vector bundle over M .
Γ∞(X ) := {Γ ∈ Γ(X ) | ∂i1 · · · ∂inΓ(τ, ~x) vanishes for |~x| → ∞ for all n ≥ 0}
ΓS/V/T (V) := {Γ ∈ Γ(V) |Γ is of scalar/vector/tensor type}
ΓS/V (W) := {ς ∈ Γ(W) | ς is of scalar/vector type} (3.3)
Γ
S/V/T
∞/sc/0(V) := Γ∞/sc/0(V) ∩ ΓS/V/T (V) Γ
S/V
∞/sc(W) := Γ∞/sc(W) ∩ ΓS/V (W)
The strong condition that elements in Γ∞(V) and Γ∞(W) vanish at spatial infinity with all spatial
derivatives is not necessary as in the following we shall only need the vanishing of at most two deriva-
tives. However imposing the stronger condition simplifies the discussion as one does not have to track
the number of derivatives vanishing at infinity. Similarly whenever we speak of “vanishing at spatial
infinity” in the following we shall mean “vanishing at spatial infinity with all derivatives vanishing at
spatial infinity”.
Naturally, we have e.g. Γ0(V) ⊂ Γsc(V) ⊂ Γ∞(V). Proposition 3.1 and the subsequent discussion
imply
Γ∞(V) = ΓS∞(V)⊕ ΓV∞(V)⊕ ΓT∞(V) , Γ∞(W) = ΓS∞(W)⊕ ΓV∞(W) ,
ΓS(V) ∩ ΓV (V) ∩ ΓT (V) 6= {0} ,
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ΓS∞(V) ∩ ΓV∞(V) = ΓS∞(V) ∩ ΓT∞(V) = ΓV∞(V) ∩ ΓT∞(V) = {0} , (3.4)
ΓS0/sc(V)⊕ ΓV0/sc(V)⊕ ΓT0/sc(V) ( Γ0/sc(V) .
In particular, the scalar/vector/tensor part of a section with (space-like) compact support does in
general not have a (space-like) compact support, whereas is is presumably true but not proven that
ΓS(V) ⊕ ΓV (V) ⊕ ΓT (V) = Γ(V) and ΓS(W) ⊕ ΓV (W) = Γ(W). The uniqueness of the splitting
for Γ∞(V) and Γ∞(W) implies that there exist surjective projectors
PS/V/TV : Γ∞(V)→ ΓS/V/T∞ (V) , PS/VW : Γ∞(W)→ ΓS/V∞ (W) , (3.5)
which can be written explicitly in terms of spatial derivatives and the (chosen) inverse of ∆.
In order to distinguish configurations of the perturbation variables, i.e. classical states, from test
sections, meaning labels of observables, we use the following notation for the splitting of test sections
h = (kab, f)
T ∈ Γ0(V).
kab = a(τ)
2
( −2c (−∂ib+ vi)T
−∂ib+ vi 2
(
∂i∂je+ δijd+ ∂(iwj) + tij
)) , (3.6)
c, b, d, e ∈ C∞∞(M,R) , v, w ∈ C∞∞(M,R3) , ∂ivi = ∂iwi = 0
t ∈ C∞∞(M,
∨2R3) , tii = 0 , ∂itij = 0 .
Recall that, as discussed in Section 2.4.5, a test section h ∈ Γ0(V) labels an observable independent
of whether or not one considers original or redefined perturbation variables.
Note that the vanishing of the splitting components at spatial infinity and the fact that the kernel
of ∂i consists of locally constant functions imply
Γ ∈ ΓSsc(V) ⇒ B,D,E ∈ C∞sc (M,R) , h ∈ ΓS0 (V) ⇒ b, d, e ∈ C∞0 (M,R) , (3.7)
Γ ∈ ΓVsc(V) ⇒ V,W ∈ C∞sc (M,R3) , h ∈ ΓV0 (V) ⇒ v,w ∈ C∞0 (M,R3) .
By a similar argument, using that Γ ∈ Γsc/0(V) implies that both γii and ∂iγij have (space-like)
compact support, one can obtain
Γ ∈ Γsc/0(V) ⇒ A,D,∆E,ϕ ∈ C∞sc/0(M,R) . (3.8)
Finally, we observe the following important result.
Lemma 3.2. On FLRW backgrounds, 〈·, ·〉V and 〈·, ·〉W satisfy the following relations.
1. The splitting Γ∞(V) = ΓS∞(V)⊕ΓV∞(V)⊕ΓT∞(V) is orthogonal w.r.t. to 〈·, ·〉V and the splitting
Γ∞(W) = ΓS∞(W) ⊕ ΓV∞(W) is orthogonal w.r.t. to 〈·, ·〉W . In particular, PS/V/TV (PS/VW ) is
formally selfadjoint w.r.t. 〈·, ·〉V (〈·, ·〉W ), that is, for any ς1, ς2 ∈ Γ∞(W), Γ1, Γ2 ∈ Γ∞(V),〈
Γ1,PS/V/TV Γ2
〉
V
<∞ ⇒
〈
Γ1,PS/V/TV Γ2
〉
V
=
〈
PS/V/TV Γ1,Γ2
〉
V
,〈
ς1,PS/VW ς2
〉
W
<∞ ⇒
〈
ς1,PS/VW ς2
〉
W
=
〈
PS/VW ς1, ς2
〉
W
.
Moreover, 〈ΓS(V),ΓV/T0 (V)〉V = 〈ΓV (V),ΓS/T0 (V)〉V = 〈ΓT (V),ΓS/V0 (V)〉V = {0} and
〈ΓS(W),ΓV0 (W)〉W = 〈ΓV (W),ΓS0 (W)〉W = {0}.
2. 〈·, ·〉V is non-degenerate on ΓS∞(V) × ΓS∞(V), ΓV∞(V) × ΓV∞(V) and ΓT∞(V) × ΓT∞(V) and
〈·, ·〉W is non-degenerate on ΓS∞(W)× ΓS∞(W) and ΓV∞(W)× ΓV∞(W), i.e.
Γ1 ∈ ΓS/V/T∞ (V) and 〈Γ1,Γ2〉V = 0 ∀ Γ2 ∈ ΓS/V/T0 (V) ⇒ Γ1 = 0 ,
ς1 ∈ ΓS/V∞ (W) and 〈ς1, ς2〉W = 0 ∀ ς2 ∈ ΓS/V0 (W) ⇒ ς1 = 0 .
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Proof. Proof of 1: The statement follows by partial integration from
〈Γ1,Γ2〉V =
∫
M
volM
[
4A1A2 − 2
(
∂iB1 − V i1
)
(∂iB2 − V2i) +
+4
(
∂i∂jE1 + δ
ijD1 + ∂
(iW
j)
1 + T
ij
1
) (
∂i∂jE2 + δijD2 + ∂(iW2j) + T2ij
)]
,
〈ς1, ς2〉W =
∫
M
volM
[
a2r1r2 + a
2
(
∂is1 + z
i
1
)
(∂is2 + z2i)
]
.
Proof of 2: We consider only the tensor case on V , the other cases can be proven in the same fashion.
If (Γ, h) ∈ ΓT∞(V)× ΓT0 (V), then
〈Γ, h〉V =
∫
M
volM T
ijtij .
We can replace tij by ∆2fij for f ∈ C∞0 (M,R3 ⊗ R3) arbitrary, because the antisymmetric part of
f does not contribute to the integral, and because the splitting of ∆2f(ij) gives a compactly supported
tensor part by Proposition 3.1 and the scalar and vector parts do not matter by orthogonality. By non-
degeneracy of (f1, f2) 7→
∫
M volM f1
ijf2ij for arbitrary f1, f2 ∈ C∞(M,R3 ⊗ R3) with compact
overlapping support and the fact that the only solution of the Laplace equation vanishing at spatial
infinity is zero, 〈Γ, h〉V = 0 for Γ ∈ ΓT∞(V) and all h ∈ ΓT0 (V) thus implies Γ = 0.
3.2 Gauge invariant variables and splitting of the equations
Using (3.1) and (3.2) one finds that, under a gauge transformation Γ 7→ Γ +Kς , the components of Γ
transform as
A 7→ A+ (∂τ +H)r , B 7→ B + r − s′ , D 7→ D +Hr , E 7→ E + s , (3.9)
ϕ 7→ ϕ+ φ′r , Vi 7→ Vi + z′i , Wi 7→Wi + zi , Tij 7→ Tij ,
We see that gauge transformations preserve the type of a section, i.e.
K
[
ΓS/V (W)
]
⊂ ΓS/V (V) ,
in fact
PS/VV ◦K|Γ∞(W) = K ◦ PS/VW PTV ◦K|Γ∞(W) = 0 . (3.10)
This implies in particular that the tensor components of a configuration are already gauge-invariant.
We can also directly see that the conformal gauge9 B = 0, E = 0 is always possible by choosing
ς such that s = −E, r = −B − E′. Moreover, we can clearly set either Wi or Vi to zero by choosing
zi = −Wi or zi(τ, ~x) = −
∫ τ
τ0
dτ1 Vi(τ1, ~x). These gauge conditions can be satisfied by means
of a gauge transformation preserving the decay/support properties in spatial directions. A further
possibility is the synchronous gauge A = B = Vi = 0, i.e. γ0a = 0. This can be achieved e.g.
by performing first a gauge transformation Γ 7→ Γ + Kς with a2∂τ ςi/a2 = −γ0i and ς0 = 0 and
then a gauge transformation with r(τ, ~x) = −1/a(τ) ∫ ττ0 dτ1 a(τ1)A(t, ~x), s(τ, ~x) = ∫ ττ0 dτ1 r(τ1, ~x),
zi = 0. Proceeding in this way, we see that, for Γ ∈ Γsc/∞(V), the synchronous gauge condition can
be satisfied by means of a single gauge transformation with parameter ς ∈ Γsc/∞(W). We combine
these observations into the following lemma.
9The name conformal gauge is motivated by the fact that this gauge is invariant under gauge transformations Γ 7→ Γ+Kς
with ς a constant multiple of the conformal Killing vector ∂τ = (1, 0, 0, 0)T .
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Lemma 3.3. The following results hold for all Γ ∈ Γ∞(V).
1. There exists ς ∈ Γ∞(W) such that Γ + Kς can be split as (3.1) with B = E = 0. If Γ ∈
ΓSsc/0(V), ς can be chosen in ΓSsc/0(W).
2. There exists ς ∈ Γ∞(W) such that Γ + Kς can be split as (3.1) with Vi = 0 or Wi = 0. If
Γ ∈ ΓVsc(V), ς can be chosen in ΓVsc(W).
3. There exists ς ∈ Γ∞(W) such that Γ + Kς can be split as (3.1) with A = B = Vi = 0. If
Γ ∈ Γsc(V), ς can be chosen in Γsc(W).
The fact that K commutes with the splitting (3.11) and Lemma 3.2 directly imply
PS/VW ◦K†|Γ∞(V) = K† ◦ PS/VV . (3.11)
Thus the gauge-invariance condition K†h = 0 for observables is satisfied if and only if the scalar and
vector parts of h satisfy this condition individually, viz.
K†h = 0 ⇔

−4(∂τ + 3H)c+ 2∆b+ 4H(3d+∆e) + φ′f = 0
(∂τ + 4H) b+ 2 (d+∆e) = 0
(∂τ + 4H)~v −∆~w′ = 0
. (3.12)
While the tensor components of the perturbation variables are already gauge-invariant, one can
combine the scalar and vector components into the following well-known gauge-invariant quantities,
where Ψ and Φ are the so-called Bardeen potentials.
Ψ := A− (∂τ +H)(B + E′) Φ := D −H(B + E′) (3.13)
χ := ϕ− φ′(B + E′) Xi := W ′i − Vi
One can check that the equation of motion operator P : Γ(V)→ Γ(V) is also compatible with the
splitting10, cf. Section A.3, that is
P
[
ΓS/V/T (V)
]
⊂ ΓS/V/T (V) , PS/V/TV ◦ P |Γ∞(V) = P ◦ PS/V/TV . (3.14)
Thus in particular the equations of motion PΓ = 0 decouple for Γ which vanish at spatial infinity and
for PΓ = 0 to hold the scalar, vector and tensor components of Γ must satisfy individual equations
of motion. The full scalar, vector and tensor parts of the equation PΓ = 0, expressed in terms of the
gauge invariant components Φ, Ψ, χ, Xi, Tij of Γ are displayed in Section A.3. For the vector and
tensor degrees of freedom these imply
∆Xi = 0 (∂τ + 2H)α
4
Xi = 0 (3.15)
P TTij :=
1
a2
((∂τ + 2H)α∂τ − α∆)Tij = 0 (3.16)
i.e. we see that there do not exist non-trivial solutions Xi which do not vanish at spatial infinity and
that Tij satisfies a (normally) hyperbolic equation. The scalar parts of PΓ = 0 can be subsumed in a
particularly simple form in terms of the so-called (generalised) Mukhanov-Sasaki variable µ, which is
proportional to R, a quantity related to the perturbation of the spatial curvature and a key geometrical
quantity in the physics of inflationary perturbations, see e.g. [MS91].
µ :=
z
a
(
Ψ− ξφ
α
χ
)
+
√
β
α
χ z := a
√
β
α
φ′
H +√α′ R := −
√
αa
µ
z
(3.17)
10Essentially this is due to the fact that there are no non-trivial background vector fields f ∈ C∞(M,R3), whereas the
only non-trivial background tensor field f ∈ C∞(M,R3 ⊗ R3) is the identity matrix.
23
In terms of µ, the scalar equations of motion displayed in section A.3 can be re-expressed equivalently
as
Pµµ :=
(
−∇c∇c + R
6
− z
′′
za2
)
µ = 0 , (3.18)
Ψ− ξφ
α
χ =
H+√α′
2a2α
 τ∫
τ0
dτ1azµ+ λ0
 , (3.19)
Φ− ξφ
α
χ = −
(
Ψ− ξφ
α
χ
)
χ =
2α2
βφ′
(∂τ +H+
√
α
′
)
(
Ψ− ξφ
α
χ
)
, (3.20)
where τ0 is arbitrary and λ0 is the unique solution of
∆λ0 = a
√
αz
µ′ +
∂τ
(
H +√α′
)
H +√α′ −
∂τ
(√
β
α φ
′
)
√
β
α φ
′
µ
∣∣∣∣∣∣
τ=τ0
. (3.21)
Thus one can view µ as the basic dynamical variable, which is a conformally coupled scalar field with
time-dependent mass, whereas Φ, Ψ and χ can be inferred from µ on-shell. The “correct” definition
of µ (3.17) and the equations (3.18)–(3.20) can also be obtained from the simpler equations in the
minimally coupled case ξ = 0 by using the transformation outlined in Appendix A.1.
The previous discussions imply that the following definitions of section spaces are consistent (re-
call (2.31)).
Sol∞ := Sol ∩ Γ∞(V) G∞ := G ∩ Γ∞(V)
Sol
S/V/T
(∞/sc) := Sol ∩ Γ
S/V/T
(∞/sc)(V) G
S/V
(∞/sc) := G ∩ Γ
S/V
(∞/sc)(V) GT(∞/sc) := {0} (3.22)
GS/Vsc,0 := K
[
ΓS/Vsc (W)
]
Ker
S/V/T
0 (K
†) := Ker0(K†) ∩ ΓS/V/T0 (V) ES/V/T := KerS/V/T0 (K†)
/
P
[
Γ
S/V/T
0 (V)
]
Some of these spaces have a particularly simple form, viz.
KerT0 (K
†) = ΓT0 (V) GS/Vsc = GS/Vsc,0 SolV∞/GV∞ = SolVsc/GVsc = {0} EV = {0} . (3.23)
The first identity follows from (3.12) while the second can be deduced from (3.7),(3.9) and the fact that
the time-integral of a space-like compact function is space-like compact. The third identity follows
from Lemma 3.3 and (3.15). The last identity is, as we shall see, dual respectively equivalent to the
third and follows from the fact that each vector solution h ∈ ΓV0 (V) ofK†h = 0 is of the form h = Pj,
j ∈ ΓV0 (V), cf. (3.12) and Section A.3. Moreover, we can show the following.
Theorem 3.4. The spaces (3.22) satisfy the following relations.
1. F−1 ◦GP˜ : Γ0(V)→ Γ(V) induces bijective maps F−1 ◦GP˜ : ES/V/T → SolS/V/Tsc /GS/V/Tsc .
2. ES/V/T ⊂ E and SolS/V/Tsc /GS/V/Tsc ⊂ Solsc/Gsc,0.
3. Sol∞/G∞ can be split as
Sol∞/G∞ = SolS∞/GS∞ ⊕ SolV∞/GV∞ ⊕ SolT∞/GT∞ .
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Proof. Proof of 1: This statement can be proven exactly as the fact that F−1 ◦ GP˜ induces a bi-
jective map F−1 ◦ GP˜ : E → Solsc/Gsc, whereby Proposition A.1 may be used to maintain the
scalar/vector/tensor character of the objects at each step. As the necessary steps are rather lengthy, we
transfer them to Theorem A.2 in the appendix.
Proof of 2: Assuming SolS/V/Tsc /GS/V/Tsc ⊂ Solsc/Gsc,0, ES/V/T ⊂ E follows by E ≃ Solsc/Gsc,0
and ES/V/T ≃ SolS/V/Tsc /GS/V/Tsc , cf. Section 2.4.5 and the first statement of this theorem. To prove
Sol
S/V/T
sc /GS/V/Tsc ⊂ Solsc/Gsc,0, we define ι : SolS/V/Tsc /GS/V/Tsc → Solsc/Gsc,0 by ι([Γ]) := [Γ] and
the wanted statement follows if we can show that ι is injective. To see this, we assume ι([Γ]) = 0,
thus there exists ς ∈ Γsc(W) such that Γ = Kς . However, we know that Γ ∈ SolS/V/Tsc . In the scalar
case, it follows that the vector components Vi and Wi of Γ vanish, and thus the vector component zi
of ς vanishes by (3.9). Hence, Γ ∈ GSsc and [h] = [0] ∈ SolSsc/GSsc. In the vector case, we have nothing
to prove as SolVsc/GVsc = {0}. Finally, in the tensor case, we note that K[Γsc(W)] ∩ SolTsc = {0}, thus
[Γ] = [0] ∈ Solsc/Gsc,0 and Γ ∈ SolTsc implies Γ = 0.
Proof of 3: The splitting of Sol∞/G∞ follows from (3.4) and the splittings Sol∞ = SolS∞⊕SolV∞⊕
SolT∞ and G∞ = GS∞ ⊕ GV∞ ⊕ GT∞ which in turn follow from (3.14) and (3.10), respectively.
3.3 Comparing the general quantization procedure with the standard approach
In the previous sections we have seen that, on FLRW backgrounds, on-shell configurations of the lin-
earised Einstein-Klein-Gordon system which vanish at spatial infinity can be uniquely split into scalar,
vector and tensor parts, where the vector parts are pure gauge and gauge-invariant linear combinations
of the scalar and tensor parts satisfy hyperbolic equations of motion Pµµ = 0 (3.18) and P TTij = 0
(3.16). Similarly, we have seen that, at least a subset of the observables on the linearised Einstein-
Klein-Gordon system can be split analogously, whereby the resulting vector parts are trivial. It thus
seems that the quantum theory of the linearised Einstein-Klein-Gordon system on FLRW backgrounds
contains sub-theories corresponding to the scalar and tensor degrees of freedom, whereas all vector
degrees of freedom are pure gauge. Consequently, the usual approach to quantizing perturbations in
inflation is to take the equations Pµµ = 0 and P TTij = 0 (or the corresponding Lagrangians) as a
starting point for canonical quantization. In view of our general approach to quantize the Einstein-
Klein-Gordon system provided in Section 2, two questions arise:
1. Are the scalar and tensor observables in the full quantum theory of the linearised Einstein-Klein-
Gordon system equivalent to the ones in the quantum theories of µ and Tij constructed based
on Pµµ = 0 and P TTij = 0?
2. Can all local observables in the full quantum theory of the linearised Einstein-Klein-Gordon sys-
tem be split into local scalar and local tensor observables, and thus into µ- and Tij-observables?
The aim of this section is to answer these questions in a rigorous fashion, whereby we will see that
the first question has a positive answer, whereas the answer to the second one is negative. While the
latter implies that in principle the usual approach to directly quantize the scalar and tensor degrees
of freedom does not give all observables of the quantum linearised Einstein-Klein-Gordon system,
a subsequent analysis in Section 3.4 will indicate that the local scalar and tensor observables are
sufficient if one considers only configurations of the linearised Einstein-Klein-Gordon system which
vanish at spatial infinity.
As we have reviewed the canonical quantization of (pre)symplectic spaces in Section 2.4.3, we
may answer the above questions on the level of (pre)symplectic spaces, i.e. on the level of classical
field theories.
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3.3.1 The scalar sector
If Γ ∈ Γ∞(V) then the splitting (3.1) is unique and we can view A,B,D,E, Vi,Wi, Tij , and, conse-
quently, Ψ,Φ, χ, µ,Xi as functionals of Γ and thus as maps A : Γ∞(V)→ C∞∞(M,R), and so on. In
order to investigate the scalar sector, we analyse the properties of µ : Γ∞(V) → C∞∞ (M,R). To this
avail, we recall that Pµ is the normally hyperbolic differential operator (3.18) and define the following
µ-related quantities.
Solµ = {µ ∈ C∞(M,R) |Pµµ = 0} , Solµ∞/sc := Solµ ∩ C∞∞/sc(M,R)
〈·, ·〉µ : C∞(M,R)× C∞(M,R)→ R, (f1, f2) 7→ 〈f1, f2〉µ :=
∫
M
volM f1f2
〈·, ·〉Solµ : Solµ × Solµ → R, (f1, f2) 7→ 〈f1, f2〉Solµ := 〈Pµf+1 , f2〉µ
Gµ± : C
∞
0 (M,R)→ C∞(M,R), PµGµ± = idC∞0 (M,R), suppG
µ
±f ⊂ J±(supp f) ∀ f ∈ C∞0 (M,R)
Gµ : C∞0 (M,R)→ C∞(M,R) , Gµ := Gµ+ −Gµ−
Eµ := C∞0 (M,R)/Pµ [C∞0 (M,R)]
σµ : Eµ × Eµ → R, ([f1], [f2]) 7→ σµ([f1], [f2]) := 〈f1, Gµf2〉µ
jµ : C∞(M,R)× C∞(M,R)→ T ∗M , (f1, f2) 7→ jµa (f1, f2) := −f1∇af2 + f2∇af1
where 〈·, ·〉µ and 〈·, ·〉Solµ are understood to be defined only on functions with compact, respectively,
space-like compact overlapping support, and the future part f+ of a smooth function f is defined as
in Section 2.4.4.
As already anticipated the equation of motion Pµµ = 0, which can be seen as coming from the
action S(µ) := 12 〈µ, Pµµ〉µ, defines a field theory on FLRW backgrounds M = (M,g, φ) on its own.
In analogy to our discussion of the linearised Einstein-Klein-Gordon system, we can consider this field
theory a specified by the data (M,M ×R, Pµ) = (M,V = M ×R,W = M ×R, P = Pµ,K = 0).
The following properties of this field theory can then be shown by the methods used in the analysis
of the linearised Einstein-Klein-Gordon system, where the non-degeneracy of σµ can be proven as in
[BG11].
Theorem 3.5. The conformally coupled scalar field theory on FLRW backgrounds defined by (M,M×
R, Pµ) satisfies the following relations.
1. Pµ is formally selfadjoint w.r.t. 〈·, ·〉µ.
2. Gµ descends to a bijective map Gµ : Eµ → Solµsc.
3. σµ and 〈·, ·〉Solµ are antisymmetric and well-defined. Moreover, σµ is non-degenerate.
4. For all µ ∈ Solµ and all f ∈ C∞0 (M,R), 〈µ,Gµf〉Solµ = 〈µ, f〉µ. In particular, for all
f1, f2 ∈ C∞0 (M,R), 〈Gµf1, Gµf2〉Solµ = σµ([f1], [f2]).
5. Gµ descends to an isomorphism of symplectic spaces Gµ : (Eµ, σµ)→ (Solµsc, 〈·, ·〉Solµ).
6. For every µ1, µ2 ∈ Solµ with space-like compact overlapping support, and every Cauchy sur-
face Σ of (M,g) with forward pointing unit normal vector field n
〈µ1, µ2〉Solµ =
∫
Σ
volΣ n
ajµa (µ1, µ2) .
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By Theorem 3.4, the space E = Ker0(K†)/P [Γ0(V)] ∋ h which labels all gauge-invariant linear
observables of the classical linearised Einstein-Klein-Gordon system via Sol/G ∋ [Γ] 7→ 〈Γ, h〉V ,
contains the scalar subspace KerS0 (K†)/P [ΓS0 (V)] = ES ⊂ E . This space may be legitimately inter-
preted as indexing local scalar observables because Lemma 3.2 implies that 〈ES ,SolV/T 〉V = {0}11.
The presymplectic form σ on E can thus be restricted to ES , s.t. (ES , σ) can be considered as a
presymplectic subspace of (E , σ). These two presymplectic spaces, as well as (Eµ, σµ), can be quan-
tized as described in Section 2.4.3, leading to quantum observable algebrasAS ,A andAµ respectively,
whereby AS is a subalgebra of A. In order to demonstrate equivalence of the quantum theory of µ,
constituted by Aµ, to the scalar sector AS of the full quantum theory of the linearised Einstein-Klein-
Gordon system given by A, we need to show both that AS and Aµ are isomorphic and that this iso-
morphism preserves the physical meaning of the quantum observables. This is achieved once we find
bijective maps µ : Sol∞/G∞ → Solµ∞ and µ0 : ES → Eµ and show both that µ0 induces an isomor-
phism µ0 : (ES , σ)→ (Eµ, σµ) and that 〈Γ, h〉V = 〈µ(Γ), µ0(h)〉µ for all ([Γ], [h]) ∈ Sol∞/G∞ × E .
Theorem 3.6. The map µ : Γ∞(V)→ C∞∞(M,R) enjoys the following properties.
1. µ induces bijective maps
µ : SolS∞/GS∞ → Solµ∞ and µ : SolSsc/GSsc → Solµsc .
2. µ, F−1 ◦GP˜ and Gµ induce a bijective map
µ0 : ES → Eµ , µ0 := (Gµ)−1 ◦ µ ◦ F−1 ◦GP˜ .
3. For all Γ ∈ SolS∞, H ∈ SolSsc
〈Γ,H〉Sol = 〈µ(Γ), µ(H)〉Solµ .
4. For all Γ ∈ SolS∞ and all h ∈ KerS0 (K†)
〈Γ, h〉V = 〈µ(Γ), µ0(h)〉µ .
5. The presymplectic spaces (ES , σ), (SolSsc/GSsc, 〈·, ·〉Sol), (Eµ, σµ) and (Solµsc, 〈·, ·〉Solµ) are all
isomorphic and symplectic. In particular, σ is non-degenerate on ES .
Proof. We first note that µ is well-defined on the quotients because µ is gauge-invariant, i.e. µ ◦
K|ΓS∞(W) = 0, cf. (3.17), (3.13) and (3.9). Surjectivity of the µ map follows from (3.19) as every
smooth function on M can be written as a conformal time derivative of a smooth function on M . To
see injectivity, observe that, by (3.19) and (3.20), µ(Γ) = 0 implies Ψ(Γ) = Φ(Γ) = χ(Γ) = 0. By
Lemma 3.3 and the gauge invariance of µ, Ψ, Φ and χ we may consider Γ to be in conformal gauge,
thus µ(Γ) = 0⇒ A = D = ϕ = 0⇒ [Γ] = [0].
The second statement follows from the fact that, by the first statement, Theorem 3.5 and Theorem
3.4, µ and Gµ and F−1 ◦GP˜ are bijective. Thus µ0 is bijective as a composition of bijective maps.
The third statement can be seen by realising that for all Γ ∈ SolS∞, all H ∈ SolSsc and every Cauchy
surface Σ of (M,g) with forward pointing unit normal vector field n∫
Σ
volΣ n
aja(Γ,H) =
∫
Σ
volΣ n
ajµa (µ(Γ), µ(H)) ,
11We presume that ES is the maximal subspace of E with this property, but we have not been able to prove this as we
are lacking a convenient way of parametrising SolV . SolT can be parametrised by all time-like compact elements of ΓT (V)
because P T in (3.16) is normally hyperbolic, cf. [Ba13]. The vector equations (3.15) can also be combined into a normally
hyperbolic equation, but SolV does not correspond to all solutions of this equation.
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Where ja is defined in (2.32). This identity in turn is best checked on a Cauchy surface orthogonal to
∂τ and by computing in conformal gauge, cf. Lemma 3.3. This computation is quite cumbersome, but
straightforward. Using this identity, the statement follows from Lemma 2.6 and Theorem 3.5.
The last two statements follow directly from the first three, Theorem 3.5 and Section 2.4.5. In
particular, it holds for all Γ ∈ SolS∞ and all h ∈ KerS0 (K†)
〈Γ, h〉V =
〈
Γ, F−1GP˜h
〉
Sol
=
〈
µ(Γ), µ
(
F−1GP˜h
)〉
Solµ
= 〈µ(Γ), µ0(h)〉µ .
We have seen that the scalar sector of the linearised Einstein-Klein-Gordon system on FLRW
backgrounds is equivalent to the field theory of the scalar field µ. One might wonder whether there is
a different linear combination µ˜ of the gauge invariant potentials Ψ, Φ and χ with the same properties.
In [El13] it has been proven that µ is indeed the only linear combination of these potentials which
satisfies a normally hyperbolic differential equation and canonical commutation relations on all FLRW
backgrounds. While [El13] considers only the minimally coupled case ξ = 0, the result can be directly
extended to the non-minimally coupled case by means of the transformation outlined in Section A.1.
3.3.2 The tensor sector
The tensor sector of the linearised Einstein-Klein-Gordon system can be discussed largely in anal-
ogy to the scalar sector, though the analysis is simplified considerably by the fact that the map
Tij : Γ∞(V) → C∞(M,
∨2 R3) and the normally hyperbolic operator P T in (3.16) are defined
in a rather direct fashion. Thus, one can straightforwardly prove a tensor version of the combined
statements of Theorem 3.5 and Theorem 3.6. For simplicity, we omit the indices in the notation of the
Tij map in the following and define
C∞(∞/sc/0)(M,T ) := {T ∈ C∞(∞/sc/0)(M,
∨2R3) |T ii = 0 , ∂iTij = 0} .
Theorem 3.7. The map T : Γ∞(V)→ C∞(M,T ) enjoys the following properties.
1. 〈· , ·〉V |ΓT∞(V)×ΓT∞(V) = 〈T ( · ) , T ( · )〉T , where the bilinear form 〈·, ·〉T : C∞(M,T )×C∞(M,T )→
R, defined for functions of compact overlapping support as
(t1, t2) 7→ 〈t1, t2〉T :=
∫
M
volM t
ij
1 t2ij ,
is symmetric and non-degenerate.
2. T ◦ P |Γ∞(V) = P T ◦ T and P T is formally selfadjoint w.r.t. 〈·, ·〉T .
3. T
[
SolT∞/sc
]
=
{
T ∈ C∞∞/sc(M,T ) |P T T = 0
}
4. T
[ET ] = C∞0 (M,T )/P T [C∞0 (M,T )]
5. T ◦ F−1 ◦GP˜ |ΓT
0
(V) = G
T ◦ T |ΓT
0
(V), where
GT : C∞0 (M,T )→ C∞(M,T ) , GT := GT+ −GT− ,
GT± : C
∞
0 (M,T )→ C∞(M,T ), P TGT± = idC∞0 (M,T ) ,
suppGµ±t ⊂ J±(supp t) ∀ t ∈ C∞0 (M,T ) .
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6. σ|ET×ET = σT ◦ (T × T ), where
σT : T [ET ]× T [ET ]→ R, ([t1], [t2]) 7→ σT ([t1], [t2]) := 〈t1, GT t2〉T .
In particular, σ is non-degenerate on ET .
7. j|ΓT∞(V)×ΓT∞(V) = jT ◦ (T × T ), where
jT : C∞(M,T )× C∞(M,T )→ T ∗M , (t1, t2) 7→ jTa (t1, t2) := −tij1 ∇at2ij + tij2 ∇at1ij .
8. For every Γ1, Γ2 ∈ SolT∞ with space-like compact overlapping support, and every Cauchy
surface Σ of (M,g) with forward pointing unit normal vector field n
〈Γ1,Γ2〉Sol = 〈T (Γ1), T (Γ2)〉SolT =
∫
Σ
volΣ n
ajTa (T (Γ1), T (Γ2)) ,
where
〈·, ·〉SolT : T [SolT∞]× T [SolT∞]→ R, (T1, T2) 7→ 〈T1, T2〉SolT := 〈P TT+1 , T2 〉T .
Proof. 1. follows from the form of 〈· , ·〉V on FLRW backgrounds, see e.g. the proof of Lemma 3.2,
whereas 2. is manifest from the definition of P T in (3.16) and the formal selfadjointness of P . 3., 4.
and 5. follow from 2., where we note that GT is well defined because P T is diagonal and commutes
with spatial derivatives. 6. follows from 5. whereas 7. can be shown by a direct computation. Finally,
8. follows from 2., 7. and Lemma 2.6.
As in the scalar case, the above results imply that the subalgebra AT of A, corresponding to the
local tensor observables of the linearised Einstein-Klein-Gordon system on FLRW backgrounds, can
be understood either as the result of quantizing the symplectic space (ET , σ) ⊂ (E , σ) or as the result
of quantizing the symplectic space (T [ET ], σT ), which is the canonical symplectic space associated
to the normally hyperbolic equation P TT = 0. Note that, owing to the orthogonality result Lemma
3.2, σ(ES , ET ) = {0} and thus the subalgebras AS and AT of A commute.
3.3.3 Are all local observables of scalar and tensor type?
As anticipated, we now prove that E 6= E0 = ES ⊕ ET , which implies that A is not generated solely
by AS and AT .
Theorem 3.8. E0 ( E and SolS/GSsc ⊕ SolT /GTsc ( Solsc/Gsc,0, i.e. not all local observables of the
linearised Einstein-Klein-Gordon field theory can be split into local scalar and local tensor observ-
ables.
Proof. The proof strategy is as follows. We give an example for Γ ∈ SolV and h ∈ Ker0(K†) such
that 〈Γ, h〉V 6= 0. Since by orthogonality, cf. Lemma 3.2, 〈SolV , h〉V = 0 for all h ∈ [h] ∈ E0, this
implies that [h] ∈ E \ E0. That said, we define Γ ∈ ΓV (V) by
Wi = 0 , Vi =
1
a2α
exp(x1) sin(x2)x3exp(x1) cos(x2)x3
0
 ,
and we define h = (kab, f)T ∈ Γ0(V) by f = 0 and
kab =

0 ∂3∂2λ 0 −∂1∂2λ
∂3∂2λ 0 (∂τ + 2H)∂3λ 0
0 (∂τ + 2H)∂3λ 0 −(∂τ + 2H)∂1λ
−∂1∂2λ 0 −(∂τ + 2H)∂1λ 0
 ,
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where λ ∈ C∞0 (M,R) is arbitrary. It is not difficult to check that Γ ∈ SolV and that K†h = 0.
Moreover, we can compute
〈Γ, h〉V = −2
∫
M
volM
exp(x1) sin(x2)x3∂3∂2λ
a2α
= −2
∫
M
volM
exp(x1) cos(x2)λ
a2α
,
which is clearly non-vanishing for many λ ∈ C∞0 (M,R). SolS/GSsc⊕SolT /GTsc ( Solsc/Gsc,0 follows
from E0 ( E by Theorem 3.4 and Section 2.4.5.
This result implies in particular that E0 is not separating on Sol/G, i.e. there exist [Γ] ∈ Sol/G
such that 〈[Γ], E0〉V = {0}. Notwithstanding, we shall demonstrate in the next section that E0 is
indeed separating on Sol∞/G∞.
3.4 Separability of solutions and non-degeneracy of the presymplectic form
We analyse two important structural properties of the classical and quantum theory of perturbations in
inflation.
Theorem 3.9. The linearised Einstein-Klein-Gordon system (M,V,W, P,K) on backgrounds M =
(M,g, φ) of FLRW type possesses the following properties.
1. E0 := ES ⊕ EV ⊕ ET = ES ⊕ ET is separating on Sol∞/G∞, i.e.
Γ ∈ Sol∞ and 〈Γ, h〉V = 0 ∀ [h] ∈ E0 ⇒ [Γ] = [0] ∈ Sol∞/G∞ .
2. σ is non-degenerate on E , i.e.
σ([h1], [h2]) = 0 ∀ [h1] ∈ E ⇒ [h2] = [0] .
Proof. Proof of 1: Since by Lemma 3.4 Sol∞/G∞ = SolS∞/GS∞ ⊕ SolV∞/GV∞ ⊕ SolT∞/GT∞ and
SolV∞/GV∞ = {0}, cf. (3.23), we can consider only solutions of the form Γ = Γ1+Γ2 with Γ1 ∈ SolS∞
and Γ2 ∈ SolT∞. Using the fourth statement of Theorem 3.6 and setting h = h1 + h2 with [h1] ∈ ES
and [h2] ∈ ET , we can compute
〈Γ, h〉V =
∫
M
volM
(
µ(Γ1)µ0(h1) + T
ijtij
)
.
Using now the injectivity of µ : SolS∞/GS∞ → Solµ∞ and the surjectivity of µ0 : ES → Eµ (see Theo-
rem 3.6), KerT0 (K†) = ΓT0 (V), as well as Lemma 3.2, we find that Γ ∈ Sol∞ and 〈Γ, h〉V = 0 for all
[h] ∈ E0 imply µ(Γ1) = Tij = 0 and thus [Γ] = [0].
Proof of 2: We recall that F−1 ◦ GP˜ defines a bijective map between E and Solsc/Gsc,0 and that
σ([h1], [h2]) = 〈h1, F−1GP˜h2〉V , cf. Section 2.4.5. Thus the statement is equivalent to
Γ ∈ Solsc and 〈Γ, h〉V = 0 ∀ [h] ∈ E ⇒ [Γ] = [0] ∈ Solsc/Gsc,0 ,
i.e. to the separability of Solsc/Gsc,0 by E . Since E0 ⊂ E , this follows already if we can prove that E0
separates Solsc/Gsc,0. To show this, we assume Γ ∈ Solsc and 〈Γ, h〉V = 0 for all [h] ∈ E0. Choosing
[h] ∈ ET , we can argue as in the proof of the first part that Tij = 0, thus Γ ∈ (SolS∞ ⊕ SolV∞) ∩ Solsc.
Choosing instead [h] ∈ ES , we can again demonstrate as in the proof of part one that µ(PSVΓ) = 0. We
can not invoke the conformal gauge now, because we don’t know whether PSVΓ is space-like compact
in the first place, whereas all gauge transformations we perform in this proof have to be elements of
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Gsc,0. Notwithstanding, we can compute in synchronous gauge A = B = Vi as this is possible within
Gsc,0 by Lemma 3.3. In this gauge, µ(PSVΓ) = 0 implies by (3.19), (3.20) and (3.13) that
D = HE′ ϕ = φ′E′ (∂τ +H)E′ = 0 . (3.24)
We now prove Γ ∈ Gsc,0 under the assumption that either H 6= 0 or φ′ 6= 0 and consider the case
H = φ′ = 0 afterwards. That said, if H + φ′ 6= 0, we can infer from (3.24) via (3.8) that E′ is space-
like compact, and thus we can find a gauge transformation in GSsc ⊂ Gsc,0 (choosing r = s′ = −E′ in
(3.2)) such that D = ϕ = E′ = 0 while maintaining A = B = 0. Altogether, we find that, modulo
Gsc,0, the only non-vanishing components of Γ are E and Wi, s.t. γij = 2a2(∂i∂jE + ∂(iWj)). From
Vi = 0, the vector equation of motion (3.15) and the vanishing of Wi at spatial infinity we can infer
that W ′i = 0. Moreover, since γij is space-like compact, we can deduce by setting i = j that even
∂iE +Wi is space-like compact. Thus, by setting r = 0, s = E and zi = Wi in (3.2), we see that
indeed Γ ∈ Gsc,0.
Finally, if H = φ′ = 0, the synchronous gauge condition and (3.24) imply without further ado
that the only non-vanishing components of Γ are E and Wi. As above, we can infer from this that
∂iE +Wi is space-like compact and that W ′i = 0, whence E′ is also space-like compact. Thus, as
in the case H + φ′ 6= 0 we can achieve E′ = 0 by a gauge transformation in Gsc,0 which maintains
A = B = D = ϕ = Vi = 0 and leaves Wi unchanged. Now Γ ∈ Gsc,0 follows as above by setting
r = 0, s = E and zi = Wi in (3.2).
Recall that the first statement of this theorem implies in physical terms that the set of classical ob-
servables labeled by E is large enough for distinguishing all classical pure states which vanish at spatial
infinity. However, both statements of the above theorem are also relevant for the quantum theory of the
linearised Einstein-Klein-Gordon system on FLRW backgrounds. Consider the polynomial quantum
observable algebra A of the linearised Einstein-Klein-Gordon system on FLRW backgrounds, con-
structed out of (E , σ) as in Section 2.4.3, and recall that A is generated by smeared quantum fields
Γ(h). The second result of the above theorem implies that the the algebraA has a trivial centre, i.e. all
elements which commute with the whole algebra are proportional to 1. Given any pure and Gaussian
state 〈 〉ω on A and any classical solution Θ ∈ Sol, we may construct a coherent state 〈 〉ω,Θ by
defining an isomorphism ι : A → A of A via A ∋ Γ(h) 7→ ι(Γ(h)) := Γ(h) + 〈Θ, h〉V1 and setting
〈 〉ω,Θ := 〈 〉ω ◦ ι. This coherent state has the one-point function 〈Γ(h)〉ω,Θ = 〈Θ, h〉V . Moreover,
by extending the above splitting constructions to distributional sections, which is in principle straight-
forward as Proposition 3.1 is valid also for distributions, it is presumably possible to extend the above
separability result in an inductive manner in order to prove that the subalgebra of A generated by the
subalgebras AS and AT contains enough observables in order to distinguish quantum states whose
correlation functions vanish at spatial infinity.
Unfortunately, we have not yet been able to prove the separability of the full solution space Sol/G
by E , but the separability of Sol∞/G∞ by E0 is already sufficient in order to legitimate considering the
smaller space E0 of observable labels rather than the full E . The corresponding algebra of quantum
observables is thus fully generated by local scalar and local tensor observables and corresponds to the
standard quantization of perturbations in Inflation.
3.5 Non-commutativity of the Bardeen potentials at space-like separations
To close, we would like to comment on an interesting observation of [El13]. The quantization of the
scalar perturbations of inflation outlined in the previous sections implies that the quantum Mukhanov-
Sasaki variable µ commutes at space-like separations. Indeed, by Section 3.3, we have
[µ(f1), µ(f2)] = iσ
µ([f1], [f2])1 = i〈f1, Gµf2〉µ1
where the smeared quantum field µ(f) may be interpreted as the quantization of the classical observ-
able Solµ ∋ µ 7→ 〈µ, f〉µ =
∫
M volM µf . The above commutation relations may be re-written in
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“unsmeared” form as
[µ(x), µ(y)] = iGµ(x, y)1
where Gµ(x, y) is the integral kernel of Gµ. The construction of Gµ then implies that Gµ(x, y) van-
ishes for space-like separated x and y. A further equivalent version of the commutation relations may
be obtained from the fifth and sixth statement of Theorem 3.5, which imply the equal-time relations12
[µ(τ, ~x), µ(τ, ~y)] = [µ′(τ, ~x), µ′(τ, ~y)] = 0 , [µ(τ, ~x), µ′(τ, ~y)] = ia(τ)−2δ(~x, ~y)1 . (3.25)
In [El13] it has been found that these commutation relations for µ imply that the quantized gauge-
invariant potentials Φ, Ψ and χ do not commute at space-like separations. This has been interpreted
as a potential sign of “non-commutativity of inflation” as these potentials are gauge-invariant and thus
have a clear physical meaning. In the following, we would like to argue that this non-commutativity
is not surprising as a similar phenomenon occurs in any local quantum field theory. For simplicity we
consider only the minimally coupled case ξ = 0 (like [El13]) and the Bardeen potential Ψ.
For convenience of the reader, we recall the relevant equations of motion.
µ = 1f1f2Ψ
′ − f ′1
f2
1
f2
Ψ (a)
µ′ = f3µ+ 1f1f2∆Ψ (b)(
∂2τ −∆−
(
f2
a
)′′
a
f2
)
aµ = 0 (c)
⇔

Ψ = f1
(
λ0 +
τ∫
τ0
dτ1f2µ
)
(d)
∆λ0 = f2 (µ
′ − f3µ)|τ=τ0 (e)
” (c)
(3.26)
Here, τ0 is arbitrary, but fixed and the three purely time-dependent functions fi are defined as
f1 :=
H
2a2
, f2 :=
a2φ′
H , f3 :=
(f1f2)
′
f1f2
− (a
2f1)
′
a2f1
.
The argument of [El13, Lemma 5.3.] now proceeds as follows. Assuming
[Ψ(τ, ~x),Ψ(τ, ~y)] = 0 =
[
Ψ′(τ, ~x),Ψ′(τ, ~y)
]
, (3.27)
one obtains via (3.25) and (3.26) (a) and (b)
iδ(~x − ~y)
a2
1 =
[
µ(τ, ~x), µ′(τ, ~y)
]
= − 1
f21 f
2
2
∆~y
[
Ψ(τ, ~y),Ψ′(τ, ~x)
]
.
which implies [
Ψ(τ, ~y),Ψ′(τ, ~x)
]
= − ia
2
4πf21f
2
2
1
|~x− ~y|1 (3.28)
if one assumes that this commutator vanishes at spatial infinity. Clearly, this shows that Ψ does not
satisfy local commutation relations.
In order to proceed with our argument regarding the interpretation of the local non-commutativity
of Ψ, we derive this result in a slightly different way. Namely, using the equations of motion in the
form (3.26) (d) and (e), one finds that the covariant commutator of Ψ is of the form
[Ψ(x),Ψ(y)] = i(GΨ1 (x, y) +G
Ψ
2 (x, y) +G
Ψ
3 (x, y))1 , (3.29)
GΨ1 (τx, ~x, τy, ~y) := f1(τx)f1(τy)
τx∫
τ0
τy∫
τ0
dτ1dτ2 f2(τ1)f2(τ2)G
µ(τ1, ~x, τ2, ~y) ,
12The a−2 factor in the commutation relations may be removed by a conformal transformation u := aµ, whereby u can
be interpreted as a quantum field on Minkowski spacetime.
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GΨ2 (τx, ~x, τy, ~y) := f1(τx)f1(τy)
 τx∫
τ0
dτ1 f2(τ1)G˜
Ψ
2 (τ1, ~x, ~y)−
τy∫
τ0
dτ1 f2(τ1)G˜
Ψ
2 (τ1, ~y, ~x)
 ,
∆~y G˜
Ψ
2 (τx, ~x, ~y)1 := f2(τ0)
[
µ(τx, ~x), µ
′(τ0, ~y)− f3(τ0)µ(τ0, ~y)
]
,
∆~x∆~y
GΨ3 (τx, ~x, τy, ~y)
f1(τx)f1(τy)
1 = f2(τ0)
2
[
µ′(τ0, ~x)− f3(τ0)µ(τ0, ~x), µ′(τ0, ~y)− f3(τ0)µ(τ0, ~y)
]
= 0 .
Assuming the vanishing of GΨ3 (τx, ~x, τy, ~y) at spatial infinity, one finds that this contribution to the
commutator vanishes. The remaining contributions GΨ1 and GΨ2 display two kinds of local non-
commutativity behaviour. Whereas GΨ2 is the result of integrating the initial conditions (3.27) and
(3.28) at τ = τ0 (by means of the normally hyperbolic equation satisfied by Ψ which may be inferred
from (3.26)), and is thus strictly non-local, GΨ1 (τ1, ~x, τ2, ~y) still vanishes if |~x−~y| is sufficiently large.
Note that this implies that the assumptions (3.27) are not met at arbitrary τ , but only at τ = τ0. Cer-
tainly this does not invalidate the qualitative local non-commutativity result of [El13], it just shows
that (3.27) and (3.28) do not capture the full local non-commutativity of Ψ.
By deriving this local non-commutativity in the form (3.29), we arrive at natural interpretation of
this feature. Indeed (3.26) (d) and (e) clearly display that Ψ is a functional of µ which is non-local in
both time and in space. Thus it is no surprise that Ψ does not commute at space-like separations upon
quantization. Equivalently, one may say that the smeared quantum field Ψ(f) is not contained in the
algebra of local observables AS = Aµ for general test functions f , but only for f which are suitable
derivatives of other test functions. However, we believe that one should not attribute any physical
meaning to this non-locality, despite of Ψ being gauge-invariant and thus a valid observable, because
one may easily construct non-local observables out of local ones in a similar fashion as above in any
local quantum field theory.
Acknowledgements
The work of T.-P. H. is supported by a research fellowship of the Deutsche Forschungsgemeinschaft
(DFG). Many symbolic computations have been performed with “Ricci”, a Mathematica package for
symbolic tensor calculus by J. M. Lee, available at [www.math.washington.edu/∼lee/Ricci].
A A few details
A.1 Mapping ξ 6= 0 to ξ = 0
The coupled system (2.1) for (g, φ) and non-minimal coupling ξ 6= 0 can me mapped to the simplified
case ξ = 0 by redefining (g, φ) in the following way, which is a generalised conformal transformation
[FM89, SBB89, MS91].
g := αg
dφ
dφ
=
√
β
α
V (φ) :=
V (φ)
α2
Here, as before, α = 1 − ξφ2 and β = 1 + κξφ2, κ = (6ξ − 1) ξ. With these definitions, the
fields (g, φ), defining the “Einstein frame” in contrast to the original “Jordan frame” specified by
(g, φ), satisfy the coupled Einstein-Klein-Gordon equations with ξ = 0 and the potential V . Under
our standing assumptions that α and β don’t vanish anywhere on M (and thus have definite sign by
continuity), φ can be integrated as
φ =
−√κ asinh(√κφ) +√ξ + κ atanh
(
φ
√
ξ+κ√
β
)
ξ
.
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For the geometric quantities and perturbations in FLRW spacetimes the transformation amounts
to
a :=
√
αa ⇒ H := H+√α′ = H− ξφ
′φ
α
X := X − ξφ
α
ϕ Y := Y ϕ :=
√
β
α
ϕ ,
where X ∈ {A,B,D,E} and Y ∈ {Vi,Wi, Tij}.
A.2 The full expressions for P , P , and P˜
The full original form of the linearised equation of motion operator reads
P : Γ(V)→ Γ(V) P =
(
P0 P2
P3 P1
)
(A.1)
(P0γ)ab =
1− ξφ2
4
(
−∇c∇cγab + 2∇c∇(aγb)c − gab∇c∇dγcd −∇a∇bγ cc + gab∇c∇cγ dd +
+gabR
cdγcd −Rγab
)
+
(
1− 4ξ
4
(∇cφ)(∇cφ) + 1
2
V − ξφ(∇c∇cφ)
)
γab + ξgabγcdφ∇c∇dφ+
+ξφ(∇cφ)
(
1
2
∇cγab −∇(aγb)c + gab∇dγcd −
1
2
gab∇cγ dd
)
+
4ξ − 1
4
gabγcd(∇cφ)∇dφ
(P2ϕ)ab =
{
gab
(
−ξφ∇c∇c + 1− 4ξ
2
(∇cφ)∇c + 1
2
∂φV +
ξ
2
Rφ− ξ(∇c∇cφ)
)
+
+ξφ∇a∇b + (2ξ − 1)
(∇(aφ)∇b) + ξ(∇a∇bφ)− ξRabφ}ϕ
P3γ =
(
ξφ∇c∇d − ξφ∇a∇agcd − ξφRcd + (∇cφ)∇d − 1
2
(∇aφ)∇agcd + (∇c∇dφ)
)
γcd
P1ϕ =
(−∇c∇c + ξR+ ∂2φV )ϕ .
We recall
α := 1− ξφ2 β := 1 + κφ2 κ := (6ξ − 1) ξ .
With these abbreviations, the full form of the linearised equation of motion operator after the field
redefinition is
P : Γ(V)→ Γ(V) P =
(
P 0 P 2
P 3 P 1
)
(A.2)
(P 0θ)ab = −∇c∇cθab + 2∇c∇(aθb)c − gab∇c∇dθcd +
4ξφ
α
(∇(aφ)∇cθb)c −
2ξφ
α
(∇cφ)∇cθab−
− 2
α
V θab− 2ξ
βα
(∇aφ)(∇bφ)θ cc +
4ξ(2− α)
α2
(∇cφ)(∇(aφ)θb)c−
4ξ2φ2
α2
(∇φ)2θab+4ξφ
α
(∇c∇(aφ)θb)c
(
P 2ζ
)
ab
=
(
−(∇(aφ)∇b) +
κφ
β
(∇aφ)(∇bφ) + 1
2
gab(∇cφ)∇c+
+
4ξφV + α∂φV
2β
gab − κφ
2β
(∇φ)2gab
)
ζ
P 3θ = 4
(
ξφ
α
∇a∇b + ξφ (2ξα− α− 2ξ)
βα2
V gab +
ξα− α− 2ξ
2βα
∂φV g
ab +
ξφ
2β
∂2φV g
ab+
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+
3ξ2φ (4ξ − β)
β2α2
(∇φ)2 gab + 4ξ + α− 4ξα
α2
(∇aφ)∇b − ξ
βα
(∇cφ)∇cgab+
+
ξφ (8ξ + α− 4ξα)
α3
(∇aφ)(∇bφ) + 4ξ + α− 4ξα
α2
(∇a∇bφ)
)
θab
P 1ζ =
(
−∇a∇a + ξR+ 2ξ (1 + 3ξ)
β
φ∂φV +
α
β
∂2φV+
+
2κφ
β
(∇aφ)∇a −
2κ
(
κφ2 − 1) (∇φ)2
β2
)
ζ .
Finally, the full form of the gauge-fixed equation of motion operator P˜ reads
P˜ : Γ(V)→ Γ(V) P˜ =
(
P˜0 P˜2
P˜3 P˜1
)
(A.3)
(P˜0θ)ab = −∇c∇cθab − 2R c da b θcd −
8ξ2φ2
βα
V θab − 2ξφ
β
∂φV θab +
4ξφ
α
(∇(aφ)∇cθb)c−
− 2ξ
βα
(∇aφ)(∇bφ)θ cc −
2ξφ
α
(∇cφ)∇cθab + 2 (4ξ + α− 4ξα)
α2
(∇cφ)(∇(aφ)θb)c−
−2ξ
(
α+ 2βξφ2
)
βα2
(∇φ)2 θab − 2ξφ
α
gab(∇dφ)∇cθcd(
P˜2ζ
)
ab
=
(
κφ
β
(∇aφ)(∇bφ) + ξφ
α
(∇φ)2gab + (∇a∇bφ)
)
ζ
P˜3θ = 4
(
ξφ (2ξα − α− 2ξ)
βα2
V gab +
ξα− α− 2ξ
2βα
∂φV g
ab +
ξφ
2β
∂2φV g
ab−
−3ξ
2φ (β − 4ξ)
β2α2
(∇φ)2 gab + 2ξ
2φ2
α2
(∇aφ)∇b − ξ
βα
(∇cφ)∇cgab+
+
ξφ (8ξ + α− 4ξα)
α3
(∇aφ)(∇bφ) + 4ξ + α− 4ξα
α2
(∇a∇bφ)
)
θab
P˜1ζ =
(
−∇a∇a + ξ (2− α)
α
R+
2ξ (β + α+ 3ξα)
βα
φ∂φV +
α
β
∂2φV+
+
12ξ2φ
βα
(∇aφ)∇a +
2
(
12βξ2 + β2α− β2ξα+ 12ξ2α− 18βξ2α) (∇φ)2
β2α2
)
ζ .
A.3 The linearised equations on FLRW backgrounds
We display the scalar, vector and tensor parts of PΓ for Γ ∈ Γ∞(V), expressed in terms of the gauge
invariant components Φ, Ψ, χ, Xi, Tij .
−2a2A(PΓ) = −α∆Φ+ ξφ∆χ+ (3αH− 3ξφφ′)Φ′ − (3ξHφ+ φ′
2
)
χ′−
−a2VΨ+
(
3ξH′φ+ (1− 3ξ)Hφ′ + φ
′′
2
)
χ
−a2B(PΓ) = −αΦ′ + (∂τ −H) ξφχ+
(
αH− ξφφ′)Ψ− φ′
2
χ
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2a2D(PΓ) = −αΦ′′ + ξφχ′′ + α
2
∆ (Ψ + Φ)− ξφ∆χ+ (αH− ξφφ′)Ψ′ + (2ξφφ′ − 2αH)Φ′+
+
(
ξφH + 4ξ − 1
2
φ′
)
χ′ +
1
2
(
2αH2 + 4αH′ − 4Hξφφ′ + (1− 4ξ)(φ′)2 − 4ξφφ′′) (Ψ− Φ)+
+a2V Φ−
(
2ξH2φ+ ξH′φ+ (1− ξ)Hφ′ + 1− 2ξ
2
φ′′
)
χ = 0
2a2E(PΓ) =
1
2
(2ξφχ− α (Ψ + Φ))
a2ϕ(PΓ) = 6ξφΦ′′ + χ′′ − 2ξφ∆(Ψ + 2Φ)−∆χ− (6ξHφ+ φ′) (Ψ′ − 3Φ′) + 2Hχ′−
−2 (6ξH2φ+ 6ξH′φ+ 2Hφ′ + φ′′)Ψ+ (6ξH2 + 6ξH′ + a2V ′′)χ
a2Vi(PΓ) =
α
4
∆Xi a
2Wi(PΓ) = (∂τ + 2H)α
4
Xi
2a2Tij(PΓ) =
1
2
((∂τ + 2H)α∂τ − α∆)Tij
Due to gauge invariance, i.e. K†P = 0, in case of PΓ = 0 the two scalar equations with second
time derivatives ϕ(PΓ) = 0 and D(PΓ) = 0 follow from the remaining three scalar equations.
A.4 Hyperbolic operators and splittings
We prove a few important results regarding the interplay of hyperbolic operators and the splitting into
scalar, vector and tensor pieces on FLRW backgrounds.
Proposition A.1. Let (M,g) be a globally hyperbolic FLRW spacetime, let V := ∨2 T ∗M⊕(M ×R)
and W := TM and let PV : Γ(V) → Γ(V) and PW : Γ(W) → Γ(W) be Cauchy-hyperbolic opera-
tors, i.e. PV and PW have a well-posed Cauchy problem and thus in particular unique advanced and
retarded Green’s operators GPV± and GP
W
± for PV and PW respectively exist, cf. [BG11]. Moreover,
let GPV := GPV+ −GP
V
− and GP
W
:= GP
W
+ −GP
W
− and assume that
PS/V/TV ◦ PV |Γ∞(V) = PV ◦ PS/V/TV ,
PS/VW ◦ PW |Γ∞(W) = PW ◦ PS/VW ,
where PS/V/TV and PS/VW are defined in (3.5). Then, the following statements hold.
1. If Γ ∈ ΓS/V/Tsc (V) satisfies PVΓ = 0 then Γ can be written as Γ = GPVh with h ∈ ΓS/V/T0 . If
ς ∈ ΓS/Vsc (W) satisfies PWς = 0 then ς can be written as ς = GPWf with f ∈ ΓS/V0 (W).
2. If Γ1 ∈ ΓS/V/Tsc (V), PVΓ2 = Γ1 can be solved by a Γ2 ∈ ΓS/V/Tsc (V). If ς1 ∈ ΓS/Vsc (W),
PVς2 = ς1 can be solved by a ς2 ∈ ΓS/Vsc (W).
3. If PVh ∈ ΓS/V/T0 (V) and h ∈ Γ0(V), then h ∈ ΓS/V/T0 (V). If PWf ∈ ΓS/V0 (W) and f ∈
Γ0(W), then f ∈ ΓS/V0 (W).
Proof. We consider the case of PV , the other one can be shown analogously.
Proof of 1: The proof follows the proof of e.g. [BG11, Theorem 3.5.] with a few modifications.
To this avail, we split Γ ∈ ΓS/V/Tsc (V) with PVΓ = 0 into a future and past part Γ = Γ+ + Γ− as
described at the beginning of Section 2.4.4. By choosing a partition of unity χ = χ+ + χ− which is
constant in the spatial coordinates, we can achieve Γ± ∈ ΓS/V/Tsc (V). We now set h := PVΓ+. Since
h = −PVΓ− and PV commutes withPS/V/TV , h ∈ ΓS/V/T0 (V). Moreover GP
V
h = GP
V
+ h−GP
V
− h =
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GP
V
+ P
VΓ+ +GP
V
− P
VΓ− = Γ+ + Γ− = Γ, where GPV± PVΓ± = Γ± is demonstrated in the proof of
[BG11, Theorem 3.5.].
Proof of 2: As in the proof of the first part, we split Γ1 = Γ+1 +Γ
−
1 into a future and past part such
that Γ±1 ∈ ΓS/V/Tsc (V). Then a possible solution of PVΓ2 = Γ1 is Γ2 := GP
V
+ Γ
+
1 +G
PV− Γ
−
1 which is
well-defined by e.g. [Ba13, Theorem 3.8]. Since PV commutes with PS/V/TV , the same holds for its
inverses GPV± and thus Γ2 ∈ ΓS/V/Tsc (V).
Proof of 3: If PVh ∈ ΓS/V/T0 (V) and h ∈ Γ0(V), then (1−PS/V/TV )PVh = PV(1−PS/V/TV )h =
0, where (1 − PS/V/TV )h has compact support in time. However, such solutions to PVΓ = 0 do not
exist (see e.g. [Ba13, Corollary 3.9]) due to the Cauchy-hyperbolicity of PV . Thus (1−PS/V/TV )h = 0
which implies h ∈ ΓS/V/T0 (V).
Although we shall not need this more general case in the present work, the above proof can be
repeated omitting the assumption that all occurring sections have compact support in spatial directions.
A.5 The two faces of scalar and tensor observables
Here we prove part 1 of Theorem 3.4.
Theorem A.2. On FLRW backgrounds, F−1◦GP˜ : Γ0(V)→ Γ(V) induces bijective maps F−1◦GP˜ :
ES/V/T → SolS/V/Tsc /GS/V/Tsc . In particular
1. (Surjectivity) Every Γ ∈ SolS/V/Tsc can be split as Γ = Γ1 + Γ2 with Γ2 ∈ GS/V/Tsc and Γ1 ∈(
F−1 ◦GP˜
) [
Ker
S/V/T
0 (K
†)
]
.
2. (Injectivity) h ∈ KerS/V/T0 (K†) and F−1 ◦GP˜h ∈ GS/V/Tsc if and only if h ∈ P
[
Γ
S/V/T
0 (V)
]
.
Proof. Since EV = {0} and SolV /GVsc = {0}, we only need to prove the scalar/tensor case. To this
avail, we recall a few identities from Section 2.
P = P ◦ F−1 , K = F ◦K , K† = K† , T = 2
α
K , R = K† ◦K = K† ◦ F ◦K
Q = K† ◦ T = K† ◦ T , P˜ = P + T ◦K† = P ◦ F−1 + T ◦K† ,
where Q, R and P˜ are (multiples of) normally hyperbolic operators and thus have a well-defined
Cauchy problem. In particular, unique advanced and retarded propagators GQ±, GR± and GP˜± exist, and
we define the causal propagators GQ := GQ+ − GQ−, GR := GR+ −GR− and GP˜ := GP˜+ −GP˜−. Since
F is invertible, also P˜ ◦ F has a well-posed Cauchy problem, and the causal propagator of P˜ ◦ F is
F−1 ◦GP˜ . Moreover it holds
K† ◦ P˜ = Q ◦K† , P˜ ◦K = T ◦R ⇒ K† ◦GP˜ = GQ ◦K† , K ◦GR = GP˜ ◦ T ,
where the implications can be shown as in [HS13, Theorem 3.12]. Finally, since P , K and K† inter-
twine, respectively commute with, the scalar/tensor projectors on the appropriate spaces, cf. (3.10),
(3.11), (3.14), and one can show that F commutes with PS/V/TV as well, analogous relations hold for
T , R, Q, P˜ , and the inverses GQ±, GR±, GP˜±.
Proof of 1: To see surjectivity in the tensor case, we recall F [ΓS/T (V)] = ΓS/T (V) andK†[ΓT∞(V)] =
{0}, in particular KerT0 (K†) = ΓT0 (V). Thus P˜FΓ = PΓ + TK†FΓ = 0, and by Proposition A.1
there exists h1 ∈ ΓT0 (V) s.t. Γ = F−1GP˜h1. In the scalar case, we solve Rς = K†FKς = K†FΓ for
ς . By Proposition A.1, this is possible with ς ∈ ΓSsc(W). We set Γ3 = Kς ∈ GSsc and obtain by con-
struction P˜F (Γ−Γ3) = 0. Thus, by Proposition A.1 there exists h2 ∈ ΓS0 (V) s.t. Γ−Γ3 = F−1GP˜h2.
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We compute 0 = K†FF−1GP˜h2 = K†GP˜h2 = GQK†h2, hence there exists f ∈ Γ0(W) s.t.
K†h2 = Qf , cf. [BG11, Theorem 3.5.]. By Proposition A.1, f ∈ ΓS0 (W). We set h3 := h2 − Tf
and obtain by construction h3 ∈ KerS0 (K†). We define Γ1 := F−1GP˜h3 and it remains to show that
Γ4 := Γ− Γ3 − Γ1 ∈ GSsc. To see this, we compute Γ4 = F−1GP˜Tf = F−1KGRf = KGRf . This
is in Γsc(V) due to [BG11, Theorem 3.5.] and in GSsc because K and GR preserve the scalar type.
Proof of 2: We start again with the tensor case. If h1 = Ph2 for h2 ∈ ΓT (V), then K†h1 =
K†Ph2 = 0 because K† ◦ P = 0 and h1 = PF−1Fh2 = (P ◦ F−1 + T ◦K†)Fh2 = P˜Fh2 due
to K†Fh2 = 0. Thus F−1GP˜h1 = 0. If instead h1 ∈ KerT0 (K†) = ΓT0 (V) and F−1GP˜h1 = 0,
then there exists h3 ∈ Γ0(V) s.t. h1 = P˜ h3 by [BG11, Theorem 3.5.], and owing to Proposition
A.1, h3 ∈ ΓT0 (V). Reversing the computation above, we find that h1 = P˜ h3 = PF−1h3, where
F−1h3 ∈ Γ0(V) since F−1 preserves the tensor type. To show the scalar case, we assume h1 = Ph2
for h2 ∈ ΓS(V). We note that h1 ∈ KerS0 (K†) and compute F−1GP˜h1 = F−1GP˜ (P˜ ◦F − T ◦K† ◦
F )h2 = −F−1GP˜TK†Fh2 = F−1KGRK†Fh2 = KGRK†Fh2. By the same arguments as in the
proof of 1, this is an element of GSsc. Assuming instead that h1 ∈ KerS0 (K†) and F−1GP˜h1 = Kς for
some ς ∈ ΓSsc(W) (recall GSsc = K[ΓSsc(W)]), we may compute Rς = K†FKς = K†FF−1GP˜h1 =
K†GP˜h1 = GQK†h1 = 0. Thus by [BG11, Theorem 3.5.] and Proposition A.1, there exists f ∈
ΓS0 (W) s.t. ς = GRf . We have F−1GP˜h1 = Kς = KGRf = F−1KGRf = F−1GP˜Tf , thus,
by [BG11, Theorem 3.5.] and Proposition A.1, there exists h2 ∈ ΓS0 (V) such that h1 = P˜ h2 + Tf .
We may further compute 0 = K†h1 = K†P˜ h2 +K†Tf = QK†h2 +Qf , from which f = −K†h2
follows by [BG11, Theorem 3.5.]. Thus h1 = P˜ h2 + Tf = P˜ h2 − TK†h2 = PF−1h2 with
F−1h2 ∈ ΓS0 (V).
B List of symbols
We compile a list of the symbols used across various sections of the text along with their definition or
a reference to their first appearance.
〈·, ·〉V bilinear form on Γ(V) prior to field redefinition,
(2.2)
〈·, ·〉V bilinear form on Γ(V) after field redefinition, (2.13)
〈·, ·〉W bilinear form on Γ(W), (2.3)
〈·, ·〉Sol bilinear form on Sol, (2.31)
〈·, ·〉Sol bilinear form on Sol, (2.25)
a scale factor, Section 3
α α = 1− ξφ2
A scalar component of γab, (3.1)
A polynomial quantum field algebra corresponding to
the presymplectic space (E , σ) ≃ (E , σ), Section
2.4.3
Aµ polynomial quantum field algebra of µ, Aµ ≃ AS ,
Section 3.3.1
AS/T polynomial quantum field algebra corresponding to
the symplectic space (ES/T , σ)
b scalar component of kab, (3.6)
B scalar component of γab, (3.1)
β β = 1 + (6ξ − 1) ξφ2
c scalar component of kab, (3.6)
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C∞∞(M,T ) space of smooth functions with values in T which
vanish at spatial infinity with all derivatives
γab metric perturbation prior to field redefinition, Sec-
tion 2.2
Γ tuple of field perturbations prior to redefinition Γ =
(γab, ϕ)
T
, Section 2.2
Γ(V/W) space of smooth sections of V resp. W
Γ0/sc/tc(V/W) spaces of smooth sections of V resp. W of compact,
spacelike compact, timelike compact support, Sec-
tion 2.1
Γ∞(V/W) space of smooth sections which vanish at spatial in-
finity with all derivatives
ΓS/V/T (V/W) space of smooth sections of scalar/vector/tensor type
Γ
S/V/T
∞/sc/0(V/W) Γ
S/V/T
∞/sc/0(V/W) = Γ∞/sc/0(V/W)∩ΓS/V/T (V/W)
d scalar component of kab, (3.6)
D scalar component of γab, (3.1)
∆ Laplace operator on R3
e scalar component of kab, (3.6)
E scalar component of γab, (3.1)
E E = Ker0(K†)/P [Γ0(V)]
E E = Ker0(K†)/P [Γ0(V)]
ES/V/T ES/V/T = KerS/V/T0 (K†)
/
P
[
Γ
S/V/T
0 (V)
]
f test function
F field redefinition operator, (2.28)
φ (background) scalar field, Section 2.2
ϕ scalar field perturbation prior to field redefinition,
Section 2.2
Φ Bardeen potential Φ = D −H(B +E′)
gab smooth Lorentzian (background) metric on M , Sec-
tion 2.1
G tuple of background fields G = (g, φ)T , Section 2.2
G G = K [Γ(W)]
G G = K [Γ(W)]
Gsc Gsc = G ∩ Γsc(V)
Gsc Gsc = G ∩ Γsc(V)
Gsc,0 Gsc,0 = K[Γsc(W)]
Gsc,0 Gsc,0 = K[Γsc(W)]
G∞ G∞ = G ∩ Γ∞(V)
GS/V(∞/sc) G
S/V
(∞/sc) = G ∩ Γ
S/V
(∞/sc)(V)
GT(∞/sc) GT(∞/sc) = {0}
GS/Vsc,0 GS/Vsc,0 = K
[
Γ
S/V
sc (W)
]
GP˜ causal propagator of P˜ , (2.22)
h h = (kab, f)
T compactly supported section of V ,
Section 2.4
H H = (∂τa)/a
χ gauge-invariant scalar field perturbation χ = ϕ −
φ′(B + E′)
j conserved current prior to field redefinition, (2.32)
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j conserved current after field redefinition, (2.26)
kab metric component of compactly supported section of
V , Section 2.4
K gauge transformation operator prior to field redefini-
tion, (2.6)
K gauge transformation operator after field redefini-
tion, (2.12)
Ker0(K
†) Ker0(K†) = {h ∈ Γ0(V) |K†h = 0}
Ker0(K
†) Ker0(K†) = {h ∈ Γ0(V) |K†h = 0}
Ker
S/V/T
0 (K
†) KerS/V/T0 (K
†) = Ker0(K†) ∩ ΓS/V/T0 (V)
M four-dimensional smooth manifold, Section 2.1
(M,g) four-dimensional globally hyperbolic spacetime,
Section 2.1
µ Mukhanov-Sasaki variable, (3.17)
n forward-pointing unit normal vector field on Σ
P linearised Einstein-Klein-Gordon operator prior to
field redefinition, (A.1)
P linearised Einstein-Klein-Gordon operator after
field redefinition, (A.2)
P˜ gauge-fixed linearised Einstein-Klein-Gordon oper-
ator, (A.3)
P T equation of motion operator for Tij , (3.16)
Pµ equation of motion operator for µ, (3.18)
PS/V/TV projectors PS/V/TV : Γ∞(V)→ ΓS/V/T∞ (V)
PS/VW projectors PS/VW : Γ∞(W)→ ΓS/V∞ (W)
Ψ Bardeen potential Ψ = A− (∂τ +H)(B + E′)
R Ricci curvature scalar, Section 2.1
r scalar component of ς , (3.2)
s scalar component of ς , (3.2)
Sol Sol = {Γ ∈ Γ(V) |PΓ = 0}
Sol Sol = {Θ ∈ Γ(V) |PΘ = 0}
Solsc Solsc = Sol ∩ Γsc(V)
Solsc Solsc = Sol ∩ Γsc(V)
Sol∞ Sol∞ = Sol ∩ Γ∞(V)
Sol
S/V/T
(∞/sc) Sol
S/V/T
(∞/sc) = Sol ∩ Γ
S/V/T
(∞/sc)(V)
ς vector field, ς ∈ Γ(W) = Γ(TM)
σ presymplectic form on E , (2.31)
σ presymplectic form on E , (2.23)
Σ Cauchy surface of (M,g)
tij tensor component of kab, (3.6)
T gauge fixing operator T = 2/αK
Tij tensor component of γab, (3.1)
τ conformal time, Section 3
θab metric perturbation after field redefinition, Section
2.2
Θ tuple of field perturbations after field redefinition
Θ = (θab, ζ)
T
, Section 2.2
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vi vector component of kab, (3.6)
Vi vector component of γab, (3.1)
V potential for φ
V V = ∨2 T ∗M ⊕ (M × R), Section 2.1
wi vector component of kab, (3.6)
Wi vector component of γab, (3.1)
W W = TM , Section 2.1
Xi gauge invariant vector perturbation Xi = W ′i − Vi
ξ coupling to scalar curvature, Section 2.2
zi vector component of ς , (3.2)
ζ scalar field perturbation after field redefinition, Sec-
tion 2.2
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