Abstract. We completely describe the size and large intersection properties of the Hölder singularity sets of Lévy processes. We also study the set of times at which a given function cannot be a modulus of continuity of a Lévy process. The Hölder singularity sets of the sample paths of certain random wavelet series are investigated as well.
Introduction
Let us consider a d-dimensional Lévy process X = (X t ) t∈[0,∞) whose Lévy measure has infinite total mass. A remarkable property enjoyed by almost all sample paths of X is that they are multifractal functions. This property, which was proven by S. Jaffard [11] , implies that the regularity of X fluctuates so erratically as time passes that with probability one, the random sets
are nonempty for all h in some subinterval of [0, ∞] which is not reduced to a point. Here, h X (t) denotes the Hölder exponent of the process X at time t. It measures the regularity of X at t and is defined as the supremum of all h > 0 such that there are a real c > 0 and a d-tuple P of polynomials enjoying
for any nonnegative real t ′ in a neighborhood of t, see [13] . S. Jaffard actually established a more precise result since he determined the spectrum of singularities h → dim E h of almost every sample path of X (see Theorem 1 below). Here, dim stands for Hausdorff dimension. He thus gave a first description of the size properties of the sets E h .
In this paper, we provide a finer description of these size properties by computing the Hausdorff g-measure of the sets E h ∩ V for any gauge function g and every open set V . On top of that, we show that certain random sets related to the sets E h enjoy a remarkable geometrical property which was introduced by K. Falconer [9] . To be specific, we establish that the sets
where S denotes the set of jump times of the Lévy process X, are almost surely sets with large intersection. This means in particular that they are locally everywhere of the same size, in the sense that the Hausdorff dimension ofẼ h ∩ V does not depend on the choice of the nonempty open subset V of (0, ∞). This also implies that the size properties of the setsẼ h are not altered by taking countable intersections. Indeed, the Hausdorff dimension of the intersection of countably many sets with
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large intersection is equal to the infimum of their Hausdorff dimensions. This property is rather counterintuitive in view of the fact that the intersection of two subsets of R of Hausdorff dimensions s 1 and s 2 respectively is usually expected to be s 1 + s 2 − 1, see [10, Chapter 8] for precise statements. The occurrence of sets with large intersection in the theory of Diophantine approximation and that of dynamical systems was pointed out by many authors, see [7, 8, 9] and the references therein. Their use in multifractal analysis of stochastic processes is more novel and was introduced by J.-M. Aubry and S. Jaffard [1] in order to determine the law of the spectrum of singularities of a model of random wavelet series. Our results indicate that sets with large intersection also arise in the study of more common processes like Lévy processes.
We also study the set of times at which a given function cannot be a modulus of continuity of a Lévy process. To be specific, we show that this set almost surely contains a set with large intersection and we give a sufficient condition on a gauge function g to ensure that this set almost surely has maximal Hausdorff g-measure in every open subset of (0, ∞).
The methods that we develop hereunder to investigate the size and large intersection properties of the singularity sets E h andẼ h of Lévy processes can also be applied to a model of random wavelet series which generalizes that previously introduced by S. Jaffard in [12] . We thus obtain analogous results in that context, see Section 5.
Statement of the results
We begin by recalling some basic properties of Lévy processes. Remember that X = (X t ) t∈[0,∞) denotes a Lévy process valued in R d . This means that X has stationary independent increments, its sample paths are right-continuous with left limits and X 0 vanishes. The characteristic exponent ψ is defined by E[e iλ·Xt ] = e −tψ(λ) for all t ∈ [0, ∞) and λ ∈ R d and is given by the Lévy-Khintchine formula, that is,
where a ∈ R d , q is a positive semidefinite quadratic form on R d and π is a measure on R d \{0} which enjoys (1 ∧ x 2 )π(dx) < ∞ and is called the Lévy measure of X, see e.g. [21, Theorem 8.1] . Note that the local regularity properties of X are trivial if the total mass of π is finite, because in this case X is the superposition of a compound Poisson process with drift and a Brownian motion, whose Hölder exponent is 1/2 everywhere with probability one, see e.g. [15, Chapter 16] or [16, Chapter 2] . Therefore, our results are nontrivial only if the Lévy measure π has infinite total mass. Moreover, let ∆X t = X t − X t − for each time t ∈ (0, ∞) and let S denote the set of all times t such that ∆X t = 0. Thus, S is the set of all jump times of the Lévy process X.
2.1.
Size properties of the singularity sets. We shall give an exhaustive description of the size properties of the sets E h andẼ h defined by (1) and (2) respectively for every h ∈ [0, ∞].
A typical way to describe the size properties of a subset of R d is to compute its Hausdorff g-measure in every open subset of R d , for every gauge function g. Recall that a gauge function is a nondecreasing function g defined on [0, ε] for some ε > 0 and such that lim 0 + g = g(0) = 0. The Hausdorff g-measure of a set F ⊆ R d is defined by
The infimum is taken over all sequences (U p ) p∈N of subsets of R d with F ⊆ p U p and |U p | < δ for all p ∈ N, where | · | denotes diameter. As stated in [20] 
thus giving a partial description of its size properties, see [10] . In the above formula, we adopt the convention that sup ∅ = 0 and inf ∅ = d. S. Jaffard [11] computed the Hausdorff dimension of the sets E h . In order to state his result, let us introduce some further notations. Let σ be the image measure of π by x → x and let c j = σ((2 −j−1 , 2 −j ]) for every integer j ≥ 0. We shall often assume that the following condition holds:
Note that (3) is satisfied as soon as the exponent
is less than 2. This exponent, which lies in [0, 2], was introduced by R. Blumenthal and R. Getoor [3] and has an effect on the pointwise regularity of the Lévy process X. First, W. Pruitt [19] proved that h X (0) = 1/β almost surely if q = 0. Thus the Hölder exponent of X is 1/β almost everywhere with probability one. Then, let
with the convention that 1/β ′ = ∞ if β ′ = 0. As shown by the following result of S. Jaffard, the exponents β and β ′ govern the law of the Hausdorff dimension of the sets E h . Theorem 1 (S. Jaffard). Suppose that (3) holds.
(a) With probability one, for every h ∈ (1/β ′ , ∞], E h = ∅. (b) With probability one, E 1/β ′ has full Lebesgue measure in [0, ∞). (c) If β > 0, with probability one, for every h
, dim E h = 0 with probability one.
We shall refine this result by computing H g (E h ∩ V ) for every gauge function g ∈ D and every open subset V of R and we shall also determine H g (Ẽ h ∩ V ), thereby providing a full description of the size properties of the sets E h andẼ h . We can actually restrict our attention to the case where V is included in (0, ∞). Indeed, for any open subset V of R, we have
, where V + denotes the open subset V ∩(0, ∞) of (0, ∞). In addition, the size properties of E h andẼ h are trivial when h ∈ [1/β ′ , ∞]. More precisely, Theorem 1 ensures that with probability one,
. Furthermore, along with the fact that S is almost surely countable, Theorem 1 implies that the sets E 1/β ′ andẼ 1/β ′ almost surely have full Lebesgue measure in [0, ∞), so that with probability one, for every g ∈ D and every open subset V of (0, ∞),
For those reasons, the only case of interest is that in which V ⊆ (0, ∞) and h ∈ [0, 1/β ′ ). In this case, the values of
given by Theorems 2 and 3 below. In order to state these results, we need to introduce some additional notations. Let D d denote the set of all gauge functions g ∈ D such that r → g(r)/r d is positive and nonincreasing on (0, ε] for some ε > 0. One easily checks that any function in D d is continuous in a neighborhood of zero. For any g ∈ D, let
Proposition 2 in [8] then ensures that g d ∈ D d ∪ {0} for any g ∈ D and that there exists a real number κ ≥ 1 such that
Here, κ only depends on the dimension d and the norm R d is endowed with. This means that the Hausdorff measures built using the gauge functions g and g d are comparable. Therefore, to study size properties of subsets of R d , one often begins by considering gauge functions in D d .
Moreover, for any gauge function g in D, let
where 0 + denotes the integral on any interval (0, ε] with ε > 0 on which the integrand is continuous. In the above formula, we adopt the usual convention that inf ∅ = ∞. It is straightforward to prove that h g = ∞ if g 1 = 0 and that h g ≤ 1/β otherwise. Besides, h Id s = s/β for any s ∈ (0, 1].
Theorem 2. Assume that (3) holds and let g ∈ D. With probability one, for every real h ∈ [0, 1/β ′ ) and every nonempty open subset V of (0, ∞),
Remarks. This result shows that for any g ∈ D with h g = 0, the set E 0 almost surely has infinite Hausdorff g-measure in every nonempty open subset V of (0, ∞). Such a function g exists if and only if the Lévy measure π has infinite total mass.
Thus, if its Lévy measure has infinite total mass, there are uncountably many times at which a Lévy process has a vanishing Hölder exponent and does not jump. Let h ∈ (0, 1/β ′ ). Theorem 2 ensures that E h almost surely has infinite Hausdorff g-measure in every nonempty open subset of (0, ∞) for any fixed gauge function g ∈ D with h g = h. If β > 0, such a function always exists: take g = Id βh for example. This need not be true if β = 0. Indeed, some Lévy measures π yield h g ∈ {0, ∞} for all g ∈ D. Consider e.g.
Observe that the event of probability one on which the statement of Theorem 2 holds depends on the gauge function g. One can gain uniformity in g by assuming that β > 0 and restricting oneself to the following collection of gauge functions:
Note that for any s ∈ (0, 1] the function Id s belongs to D.
Theorem 3. Assume that β > 0 and that (3) holds. With probability one, for every g ∈ D, every h ∈ [0, 1/β ′ ) and every nonempty open subset V of (0, ∞),
If β > 0 and (3) holds, it obviously follows from Theorem 3 that with probability one, for every h ∈ [0, 1/β ′ ) and s ∈ (0, 1],
so that dim E h = βh. Thus Theorem 3 yields the part of Theorem 1 that concerns the sets E h for h ∈ [0, 1/β ′ ).
2.2.
Large intersection properties of the singularity sets. We shall show that the setsẼ h are sets with large intersection, in the sense that they belong to certain classes G g (V ) of subsets of R. These classes were introduced in [8] in order to generalize the original classes of sets with large intersection of K. Falconer [9] .
The classes G g (V ) are defined as follows in general dimension d. For any g ∈ D d , let ε g denote the supremum of all ε ∈ (0, 1] such that g is nondecreasing on [0, ε] and r → g(r)/r d is nonincreasing on (0, ε]. Moreover, given an integer c 2, let Λ c,g be the set of all c-adic cubes of diameter less than ε g , that is, sets of the form
The infimum is taken over all sequences (
, let us write g ≺ g if g/g monotonically tends to infinity at zero. We can now define the classes G g (V ). Recall that a G δ -set is one that may be expressed as a countable intersection of open sets.
Remark. It is proven in [8] that the class G g (V ) depends on the choice of neither the integer c nor the norm R d is endowed with, even if they affect the construction of
The class G g (V ) enjoys several remarkable properties, among which the following are the most important, see [8] .
For h ∈ [0, ∞], we shall determine for which gauge functions g ∈ D 1 and which nonempty open subsets V of R the setẼ h belongs to the class G g (V ). It is easy to check thatẼ h , being included in [0, ∞), cannot belong to G g (V ) if V ⊆ (0, ∞). Furthermore, Theorem 1 and the observation that S is almost surely countable imply thatẼ 1/β ′ has full Lebesgue measure in [0, ∞) with probability one. It follows from Theorem 4 that with probability one, for every g ∈ D 1 , every h ∈ [1/β ′ , ∞] and every nonempty open subset V of (0, ∞), the setẼ h belongs to G g (V ). Therefore, the only case of interest is that in which V ⊆ (0, ∞) and h ∈ [0, 1/β ′ ). In this case, the gauge functions g and the open sets V such thatẼ h ∈ G g (V ) are given by the next theorem. In its statement, D 1 denotes the collection D ∩ D 1 of gauge functions.
Theorem 5. Assume that (3) holds.
(a) Let g ∈ D 1 . With probability one, for every h ∈ [0, 1/β ′ ) and every nonempty open subset V of (0, ∞),
and every nonempty open subset V of (0, ∞),
Let us mention that Theorems 2, 3 and 5 can be seen as corollaries of a more general result, namely, Theorem 7, which is stated and proven in Section 3.
2.3. Pointwise moduli of continuity. We also study the size and large intersection properties of the set of all times t ∈ [0, ∞) at which a given function cannot be a modulus of continuity of the Lévy process X. Let W be the set of all continuous increasing functions w defined on [0, ε] for some ε > 0 and such that w(0) = 0 and
For any h ∈ (0, ∞), one readily verifies that the function δ → δ h belongs to W. Let t ∈ [0, ∞). A function w ∈ W is a modulus of continuity of X at t if there are a real c > 0 and a d-tuple P of polynomials enjoying
for any nonnegative real t ′ in a neighborhood of t. Given a function w ∈ W, let F w denote the set of all times t ∈ [0, ∞)\S at which w is not a modulus of continuity of X. The following result is established in Section 4.
Theorem 6. Let g ∈ D and w ∈ W with 0 + g 1 (w −1 (r))σ(dr) = ∞. Then F w almost surely contains a set of the class G g1 ((0, ∞)). Furthermore, with probability one, for every open subset V of (0, ∞), we have
Remark. The part of the statement of Theorem 6 that concerns the size properties of F w is a convenient way to recast two results. Let g ∈ D and w ∈ W with
On the one hand, if g(r)/r tends to infinity as r → 0, the set F w almost surely has infinite Hausdorff g-measure in every nonempty open subset of (0, ∞). On the other hand, if g(r)/r does not tend to infinity at zero, F w actually contains a Borel set of full Lebesgue measure in [0, ∞) with probability one. The fact that F w almost surely has maximal Hausdorff g-measure in every open subset of (0, ∞) then follows from the observation that H g coincides up to a multiplicative constant with the Lebesgue measure on the Borel subsets of R. We refer to Section 4 for details.
Singularity sets
In this section, we establish the following result and we explain how it leads to Theorems 2, 3 and 5. Note that u • v ∈ D 1 for every u ∈ D 1 and every v ∈ D 1 . Theorem 7. Assume that (3) holds and let u ∈ D 1 with h u < ∞. With probability one, for every v ∈ D 1 , every h ∈ [0, 1/β ′ ) and every nonempty open V ⊆ (0, ∞),
and the setẼ h belongs to the class
The section is organized as follows. We begin by recalling some results obtained by S. Jaffard in [11] and by proving several preliminary lemmas. We then establish Theorem 7. Theorems 2, 3 and 5 are proven at the end of this section. . It follows in particular that the set S of jump times of X is almost surely countable. The Hölder exponent of the Lévy process X at a given time t ∈ [0, ∞) depends on the accuracy with which its jump times approach t. More precisely, let S 1 denote the set of all s ∈ S such that ∆X s ≤ 1 and, for every continuous nondecreasing function ϕ : [0, ∞) → R enjoying ϕ(0) = 0, let
It is easy to check that α → L Id 1/α is nondecreasing. The following proposition recasts both Lemma 2 and Proposition 1 in [11] .
Proposition 1 (S. Jaffard). Assume that (3) holds. With probability one, for every real number h ∈ [0, 1/β ′ ),
Owing to Proposition 1 and the fact that S is almost surely countable, in order to establish Theorem 7, it suffices to determine the size and large intersection properties of L Id 1/α for any α ∈ (0, ∞). The next lemma is a first step towards this goal.
Lemma 2. Consider a continuous nondecreasing function
Proof. Assume that 0 + ϕ(r)σ(dr) < ∞ and let n ∈ N and ε ∈ (0, 1]. The compensation formula for Poisson point processes yields
see [2, p. 7] . Since the last integral tends to zero as ε → 0, the result follows from Fatou's lemma. Conversely, suppose that 0 + ϕ(r)σ(dr) = ∞ and let n ∈ N and t 0 ∈ [0, n]. In addition, assume that t 0 ∈ L ϕ . Then there are finitely many s ∈ S 1 with |t 0 − s| < ϕ( ∆X s ). In particular, there is a positive integer m such that for every integer m ′ ≥ m + 1, the Borel set
⊗ π, this can happen with probability at most
which tends to zero as m ′ → ∞. As a result, any real number t 0 ∈ [0, n] belongs to L ϕ with probability one. Fubini's theorem leads to
and the result follows.
The following lemma will be called upon at various points of the proof of Theorem 7. We omit its proof because it is a straightforward consequence of the fact that J is a Poisson measure with intensity L
Lemma 3. With probability one, for every finite interval I and every positive real ε, there are finitely many jump times s ∈ S 1 ∩ I such that ∆X s > ε.
The proof of Theorem 7 uses some techniques developed in [8] which we now recall in general dimension d. Let V denote a nonempty open subset of R d . Let I be a denumerable (i.e. countably infinite) set and let (x i , r i ) i∈I denote a family in
The family (x i , r i ) i∈I is called a homogeneous ubiquitous system in V if for Lebesgue almost every point x ∈ V , there are infinitely many i ∈ I such that x − x i < r i . Moreover, for every gauge function
The following result is proven in [8] . 
Remark. For every continuous nondecreasing function ϕ : [0, ∞) → R enjoying ϕ(0) = 0 and 0 + ϕ(r)σ(dr) = ∞, the family (s, ϕ( ∆X s )) s∈S1 is almost surely a homogeneous ubiquitous system in (0, ∞). Indeed, Lemma 2 ensures that the set L ϕ almost surely has full Lebesgue measure in (0, ∞). In addition, the set S 1 is almost surely denumerable. Furthermore, ϕ( ∆X s ) ≤ ϕ(1) for all s ∈ S 1 and, for every m ∈ N, the set of all times s ∈ S 1 such that |s| < m and ϕ( ∆X s ) > 1/m is almost surely finite owing to Lemma 3. Theorem 8 can therefore be applied to the family (s, ϕ( ∆X s )) s∈S1 .
Proof of Theorem 7.
For the sake of clarity, we split the statement of Theorem 7 into five propositions, namely, Propositions 4 to 8, which we present and prove all along this section.
Before stating these propositions, we begin by fixing some notations and making some remarks. Assume that (3) holds and let u ∈ D 1 with h u < ∞. In addition, letũ denote a continuous nondecreasing function defined on [0, ∞) that coincides with u in a neighborhood of zero. As h u = hũ, Lemma 2 ensures that for every fixed h ∈ (0, h u ), with probability one, for every n ∈ N,
tends to zero as ε → 0. Hence with probability one, for every m ∈ N such that h u − 1/m > 0 and every n ∈ N, the integral A n,ε (h u − 1/m) tends to zero as ε → 0. Moreover, for every h ∈ (0, h u ), there is a positive integer m enjoying h ≤ h u −1/m. Thus A n,ε (h) ≤ A n,ε (h u − 1/m) because h → A n,ε (h) is nondecreasing. As a result,
Likewise, one can establish thanks to Lemma 2 that with probability one,
It follows that (7), (8) and the statements of Proposition 1 and Lemma 3 simultaneously hold with probability one. From now on, we assume that the corresponding event occurs.
Consider
and let V be a nonempty open subset of (0, ∞).
Hence, it suffices to show that the set L Id 1/α has zero Hausdorff u • v-measure.
To this end, observe that α < h u γ v so that α/(γ v − η) < h u for some η ∈ (0, γ v ). In addition, let n ∈ N and let ε denote a positive real small enough to ensure that 
This covering yields
Owing to (7), this integral tends to zero as ε → 0. Proposition 4 follows.
Proof. Let us build a gauge function u in D 1 such that u ≺ u and h u ≥ h u . For all n ∈ N, let α n = (1 + 1/n)/h u . Note that the sequence (α n ) n∈N decreases and converges to 1/h u . Moreover, lim 0 + u = 0 and 0 + u(r αn )σ(dr) < ∞ for all n ∈ N. So there exists a decreasing sequence (r n ) n∈N in (0, 1] such that the functions u and r → u(r)/r are respectively nondecreasing on [0, u(r αn )σ(dr) ≤ 1 (n + 1) 3 for every integer n ≥ 2. Observe that (r n ) n∈N necessarily converges to zero since u(r n ) tends to zero as n → ∞ and u is positive and continuous on (0, r 1 ]. For every integer n ≥ 2 and every r ∈ (r n , r n−1 ], let w(r) = n + log u(r n−1 ) − log u(r) log u(r n−1 ) − log u(r n ) .
The function w is continuous and nonincreasing on (0, r 1 ]. For every r in this interval, let u(r) = u(r)w(r). Consider an integer n ≥ 2 and two reals r and r ′ such that r n < r ≤ r ′ ≤ r n−1 . Then u(r ′ ) − u(r) vanishes if u(r) = u(r ′ ) and otherwise it is at least
The function u is therefore nondecreasing on (r n , r n−1 ] for each integer n ≥ 2. As it is continuous on (0, r 1 ], it is nondecreasing on this interval. Given n 0 ∈ N, observe that u(r αn 0 ) ≤ u(r αn ) and w(r αn 0 ) ≤ n + 1 for every integer n ≥ n 0 + 1 and every real r ∈ (r n 1/αn 0 , r n−1 1/αn 0 ], so that
This implies that u tends to zero at zero because σ has infinite total mass, owing to the finiteness of h u . Hence u ∈ D 1 and u ≺ u. This also implies that 1/α n0 ≤ h u . Letting n 0 → ∞ yields h u ≤ h u . Besides, h u ≤ h u < ∞ because u ≺ u. Then the analog of (7) with u instead of u holds with probability one. Assume that the corresponding event occurs. As Along with Lemma 3, this result ensures that the family (s,ũ•ṽ( ∆X s 1/α )) s∈S1 is a homogeneous ubiquitous system in (0, ∞). Theorem 8 implies that for any nonnegative nondecreasing function ϕ : [0, ∞) → R that coincides with (ũ •ṽ) −1 in a neighborhood of zero, the set of all reals t such that |t − s| < ϕ(ũ •ṽ( ∆X s 1/α )) for infinitely many s ∈ S 1 belongs to the class Gũ
•ṽ ((0, ∞)) hence to the class G u•v ((0, ∞)) asũ •ṽ and u • v coincide in a neighborhood of the origin. The G δ -set of all reals t such that |t − s| < ∆X s 1/α for infinitely many s ∈ S 1 contains the aforementioned set because ϕ(ũ •ṽ(r)) ≤ r for every positive r small enough. Thus it belongs to the class G u•v ((0, ∞)) as well. The interval [0, ∞) also belongs to this class. Theorem 4 finally ensures that ∞) ).
In addition, as S is countable, R\S is a G δ -set of full Lebesgue measure in (0, ∞), thereby belonging to G u•v ((0, ∞)) thanks to Theorem 4. Moreover, Proposition 1 and the observation that α → L Id 1/α is nondecreasing yield
so thatẼ h is a countable intersection of sets of the class G u•v ((0, ∞)). Theorem 4 then implies thatẼ h belongs to G u•v ((0, ∞)). Proposition 6 follows.
Proof. We begin by assuming that u ≺ Id. One easily checks that 1/β ≤ h u < ∞ so that β does not vanish. Hence the identity function belongs to D 1 and enjoys h Id = 1/β < ∞. Then the analog of (8) with Id instead of u holds with probability one and we may suppose that the corresponding event occurs. Furthermore, since
In consequence, the function v : r → v(r)/ log(v(r)/r) belongs to D 1 and enjoys v ≺ v and Let us now assume that u ≺ Id and build a gauge function u ∈ D 1 such that u ≺ u and h u ≤ h u . To this end, let α n = 1/(h u + 1/n) for every n ∈ N and observe that 0 + u(r αn )σ(dr) = ∞. Meanwhile, there exists r 1 ∈ (0, 1] such that u is continuous and nondecreasing on [0, r 1 α1 ] and ρ : r → u(r)/r is nonincreasing on (0, r 1 α1 ]. Moreover, ρ tends to infinity at zero. It follows that for every integer n ≥ 2, there is a real number r n ∈ (0, r n−1 ) such that ρ(r n αn ) ≥ ρ(r n−1 αn−1 )e 1/n and (rn,rn −1] u(r αn )σ(dr) ≥ 1.
Note that the sequence (r n αn ) n∈N decreases and converges to zero. For every integer n ≥ 2 and every real r ∈ (r n αn , r n−1 αn−1 ], let w(r) = n + log ρ(r) − log ρ(r n−1 αn−1 ) log ρ(r n αn ) − log ρ(r n−1 αn−1 ) .
Then, the function w is continuous, nonincreasing and positive on (0, r 1 α1 ]. Let u(r) = u(r)/w(r) for all r ∈ (0, r 1 α1 ]. This function is continuous and nondecreasing on (0, r 1 α1 ] and tends to zero at zero, so it belongs to D. Furthermore, u ≺ u since w monotonically tends to infinity at zero. In addition, u belongs to D 1 . Indeed, r → u(r)/r is continuous at r n αn for every integer n ≥ 2 and is nonincreasing on (r n αn , r n−1 αn−1 ] because, for r ≤ r ′ in this interval, u(r)/r − u(r ′ )/r ′ vanishes if ρ(r) = ρ(r ′ ) and is at least
otherwise. Let n 0 denote an integer greater than 1. For every integer n ≥ n 0 and every r ∈ (r n , r n−1 ], we have r n αn < r αn ≤ r αn 0 , so that n+1 = w(r n αn ) ≥ w(r αn 0 ) and u(r αn ) ≤ u(r αn 0 ). Hence
As a result, h u ≤ 1/α n0 . Letting n 0 → ∞ yields h u ≤ h u < ∞. Thus the analog of (8) with u instead of u holds with probability one and we may assume that the corresponding event occurs. Then, since
Proof. We begin by supposing that h = h u•v . In particular, h ≥ h u•v and Proposition 7 ensures that
Moreover, Proposition 1 along with the fact that α → L Id 1/α is nondecreasing leads to 
Owing to (7) , this integral tends to zero as ε → 0. It follows that L Id 1/(h−1/m) has zero Hausdorff u • v-measure. Hence, Proposition 8 holds for h = h u•v . Let us assume that h > h u•v . Then, h u is necessarily positive. Let w = Id h/hu . As h ≤ h u , we have w ∈ D 1 and γ w = h/h u so that h u•w = h u γ w = h. Using w instead of v in the first part of the proof, we obtain To begin with, let us assume that h g = ∞. By following the proof of (7), it is easy to establish that with probability one,
Let us suppose that the event on which this assertion and the statements of Proposition 1 and Lemma 3 hold occurs. Let h ∈ [0, 1/β ′ ), α ∈ (h, 1/β], n ∈ N and let ε denote a positive real small enough to ensure that g 1 andg coincide on [0, ε]. 
Letting ε → 0 implies that the set L Id 1/α has zero Hausdorff g 1 -measure. It follows from (5) that H g (L Id 1/α ) = 0. As S is countable, Proposition 1 shows that E h and E h have zero g-measure as well.
Conversely, let us assume that h g < ∞. The function g 1 then necessarily belongs to D 1 . Let us apply Theorem 7 with u = g 1 and v = Id. Then, with probability one, for every real h ∈ [0, 1/β ′ ) and every nonempty open subset V of (0, ∞),
Theorem 2 now follows from (5) along with the observation that h g = h g1 .
Proof of Theorem 3.
Let us suppose that β > 0 and that (3) holds. As h Id = 1/β < ∞, we can apply Theorem 7 with u = Id. Hence, with probability one, for every g ∈ D 1 , every h ∈ [0, 1/β ′ ) and every nonempty open V ⊆ (0, ∞),
Theorem 3 is then a direct consequence of (5) and the fact that h g = h g1 .
3.5. Proof of Theorem 5. Assume that (3) holds. In order to prove the first part of Theorem 5, let g ∈ D 1 . We begin by supposing that h g = ∞. Hence, there exists a gauge function g ∈ D 1 such that g ≺ g and h g = ∞. Applying Theorem 2 with g rather than g, one proves that with probability one, for each h ∈ [0, 1/β ′ ), the setẼ h has zero Hausdorff g-measure. The result then follows from Theorem 4. Conversely, if h g < ∞, the result is easily obtained by applying Theorem 7 with u = g and v = Id. If β > 0, then h Id = 1/β < ∞. So the second part of Theorem 5 is straightforwardly obtained by applying Theorem 7 with u = Id.
Moduli of continuity
This section is devoted to the proof of Theorem 6. Let g ∈ D and w ∈ W with 0 + g 1 (w −1 (r))σ(dr) = ∞. Note that g 1 belongs to D 1 . Letg denote a continuous nondecreasing function defined on [0, ∞) that coincides with g 1 in a neighborhood of zero and letw be a continuous increasing function defined on [0, ∞) that tends to infinity at infinity and coincides with w in a neighborhood of the origin.
Observe that there are two real numbers κ 1 and κ 2 with 1 < κ 1 ≤ κ 2 and a positive real δ 0 such that κ 1w (δ) ≤w(2δ) ≤ κ 2w (δ) for all δ ∈ [0, δ 0 ]. Let ϕ q : r →w −1 (r/κ 1 q ) for each q ∈ N and consider
Theorem 6 is then a straightforward consequence of the two following lemmas.
Lemma 9. With probability one,F w ∈ G g1 ((0, ∞)) and
for every open subset V of (0, ∞).
Proof. As κ 1w (δ) ≤w(2δ) for any δ ∈ [0, δ 0 ], we havew −1 (r/κ 1 ) ≥w −1 (r)/2 for every r > 0 small enough. Thus, for q ∈ N and r small enough, ϕ q (r) ≥w −1 (r)/2 q , sog(ϕ q (r)) ≥g(w −1 (r))/2 q owing to the fact thatg ∈ D 1 . In consequence, for every ε > 0 small enough,
Lemmas 2 and 3 then show that the family (s,g •ϕ q ( ∆X s )) s∈S1 is a homogeneous ubiquitous system in (0, ∞) with probability one. As the functions g 1 andg coincide in a neighborhood of the origin, Theorem 8 ensures that L ϕq almost surely belongs to the class G g1 ((0, ∞)). Furthermore, the set S is almost surely countable by Lemma 3, so R\S almost surely belongs to this class by Theorem 4. This theorem finally implies thatF w almost surely belongs to G g1 ((0, ∞)) as well. Let us suppose that g 1 ≺ Id. There exists a function g ∈ D 1 such that g 1 ≺ g and 0 + g(w −1 (r))σ(dr) = ∞. By using g rather than g 1 above, it is easy to check thatF w almost surely belongs to G g ((0, ∞)). Theorem 4 then ensures that with probability one,
. Conversely, let us assume that g 1 ≺ Id. Hence,g(r) = g 1 (r) ≤ Cr for some C > 0 and every r > 0 small enough. Therefore, H g1 ≤ CH 1 and, by virtue of (5), H g is a translation invariant Borel measure which is finite on compacts. It follows that H g = ηL 1 on the Borel subsets of R for some η > 0. Meanwhile, for q ∈ N and ε > 0 small enough,
so that the set L ϕq almost surely has full Lebesgue measure in (0, ∞) by Lemma 2. In addition, S is almost surely countable by Lemma 3. ThusF w almost surely has full Lebesgue measure in (0, ∞). As a result, with probability one, for every open subset V of (0, ∞), we have
Lemma 10. With probability one,F w ⊆ F w .
Proof. Let us assume that the event on which the statement of Lemma 3 holds occurs and let t 0 ∈F w . Moreover, let us suppose that t 0 does not belong to F w . Hence w is a modulus of continuity of X at t 0 so there are two positive reals c and δ and a d-tuple P of polynomials such that for every t ≥ 0,
We may actually assume that for every t ≥ 0,
Consider an integer q > log(3cκ 2 )/ log κ 1 . As t 0 ∈ L ϕq \S, there exists an injective sequence (s n ) n∈N in S 1 such that 0 < |t 0 − s n | < ϕ q ( ∆X sn ) for all n ∈ N. Owing to Lemma 3, there are finitely many integers n enjoying ϕ q ( ∆X sn ) > (1/2) ∧ δ 0 . Thus |t 0 − s n | < (1/2) ∧ δ 0 for some n ∈ N. Let us suppose that X t − P (t − t 0 ) < ∆X sn /3 for every t ≥ 0 with |t − t 0 | ≤ 2|s n − t 0 |. For every integer p large enough, we have |s n − 1/p − t 0 | ≤ 2|s n − t 0 | so that
Meanwhile, the left-hand side tends to ∆X sn as p → ∞, so we end up with a contradiction. Hence there exists a nonnegative real t satisfying |t − t 0 | ≤ 2|s n − t 0 | and
Since ∆X sn > κ 1 qw (|t 0 − s n |), we obtain κ 1 q < 3cκ 2 , which is a contradiction. As a result, t 0 ∈ F w . The setF w is thus included in F w .
Lacunary wavelet series
The methods developed in the previous sections enable us to investigate the size and large intersection properties of the singularity sets of a model of random wavelet series which generalizes that studied by S. Jaffard in [12] . The relevance of this model is due to the fact that many signals, images or mathematical functions can be represented in a wavelet basis using very few nonvanishing coefficients. Examples include the piecewise smooth functions, the images denoised via wavelet thresholding and the solutions of certain nonlinear hyperbolic equations, see [4, 5, 6] . The process that we consider is a wavelet series with only a given number of nonvanishing coefficients at each scale j. These coefficients are equal to 2 −hj for some fixed h > 0 and their positions are chosen uniformly and independently. [17] . Since we are interested in pointwise properties, it is more convenient to work with wavelets on the d-dimensional torus 
The functions 2 d λ /2 Ψ i λ , along with the constant function equal to one on T d , then form a wavelet basis of L 2 (T d ). We refer to [18] for details. Let h ∈ (0, ∞) and pick an integer m i,j ∈ {0, . . . , 2 dj } for every i ∈ I and every j ∈ N 0 . The process that we consider is a wavelet series, denoted by R, with only m i,j nonvanishing coefficients at each scale j and in each direction i, for j large enough. These coefficients are equal to 2 −hj and their positions are chosen uniformly and independently. To be specific, let (X i,n ) (i,n)∈I×N0 denote a family of independent identically distributed random points in
j=0 m i,j < ∞ and let N i = N 0 otherwise. The points X i,n , for n ∈ N i , are thus uniformly and independently chosen on the torus. Moreover, they are intended to govern the positions of the nonvanishing coefficients of the wavelet series R in the direction i. The corresponding scales are
For i ∈ I and n ∈ N i , let λ i,n denote the unique dyadic cube of generation j i,n that contains X i,n . Finally, let
It is then easy to check that with probability one, for every i ∈ I and every j ∈ N 0 large enough, there are exactly m i,j dyadic cubes λ with generation j such that (i, λ) ∈ M, that is, such that the wavelet coefficient of R indexed by i and λ does not vanish.
The absolute values of the coefficients of R are at most 2 −h λ . Proposition 4 in [13] then ensures that R belongs to the Hölder space C h (T d ). In addition, note that the pointwise regularity properties of R are trivial when i,j m i,j < ∞. In this case, there are finitely many pairs (i, j) ∈ I × N enjoying m i,j > 0, so that M is finite. The process R is thereby C ∞ everywhere on T d . In consequence, even if the results of this section are valid when the preceding sum is finite, they are nontrivial only when it is infinite. 5.2. Statement of the results. S. Jaffard [12] determined the law of the spectrum of singularities of R in the case where m i,j = ⌊2 ηj ⌋ for all i ∈ I and j ∈ N 0 and some fixed η ∈ (0, d). In order to refine this result and extend it to any family (m i,j ) (i,j)∈I×N , we shall investigate the size and large intersection properties of
Here, h R (x) denotes the Hölder exponent of R at x ∈ T d . This exponent is defined as the supremum of all positive h such that
for all x ′ ∈ T d , some positive reals c and δ and some function P on T d such that P • φ coincides with a polynomial in a neighborhood of zero, see [13] . 
for all x ′ ∈ T d . Given w ∈ W h , let F w denote the set of all points at which w is not a modulus of continuity of the wavelet series R. The following result can be seen as the analog of Theorem 6.
Theorem 10. Let g ∈ D and w ∈ W h with i,j m i,j g d (w −1 (2 −hj )) = ∞. Then F w almost surely contains a set of the class
The remainder of this section is devoted to the proof of Theorems 9 and 10. The methods which come into play are those introduced in Sections 3 and 4.
5.3. Proof of Theorem 9. We begin by introducing some further notations and establishing two preliminary lemmas. The Hölder exponent of R at a given point x ∈ T d depends on how its nonvanishing wavelet coefficients are located around x. More precisely, for every continuous nondecreasing function ϕ : [0, ∞) → R enjoying ϕ(0) = 0, let
Note that α → L Id h/α is nondecreasing. The sets L Id h/α are related with the singularity sets E h andẼ h , as shown by the following lemma, which can be regarded as the analog of Proposition 1.
Lemma 11. With probability one, for every h ∈ [0, h) ∪ (h, ∞], the set E h is empty and, for every h ∈ [h, h],
Proof. The set E h is empty for all h ∈ [0, h) because R ∈ C h (T d ). In addition, let α ∈ (h, ∞) and x ∈ T d . Proposition 1.3 in [14] ensures that if x ∈ L Id h/α then h R (x) ≤ α, else h R (x) ≥ α. It follows that for any h ∈ [h, ∞],
To conclude, observe that for all α ∈ (h, ∞), the set L Id h/α contains the set of all x ∈ T d such that d (x, X i,n ) < 2 −1−hji,n/α for infinitely many i ∈ I and n ∈ N i , which is almost surely equal to T d , by Proposition 9 in [15, Chapter 11] .
The following result is analogous to Lemma 2. Let us establish Theorem 9. For the sake of clarity, we divide its statement into six propositions, namely, Propositions 13 to 18, which we now announce and prove.
Proposition 13. With probability one, the set E h is empty for all h ∈ [0, h)∪(h, ∞] and the set E h has full Lebesgue measure in T d .
Proof. To begin with, Lemma 11 implies that with probability one, the set E h is empty for all h ∈ [0, h) ∪ (h, ∞]. This result also ensures that with probability one,
Let α ∈ (h, h). For each j ∈ N, the set L Id h/α is covered by the open balls with center x λ and radius 2 −h λ /α for all (i, λ) ∈ M enjoying λ ≥ j. This covering yields
where κ > 0 only depends on the norm R d is endowed with. Lemma 12 implies that the right-hand side tends to zero as j → ∞. Since α → L Id h/α is nondecreasing, it follows that with probability one, for every α ∈ (h, h), the set L Id h/α has Lebesgue measure zero. Thus, E h almost surely has full Lebesgue measure in T d .
Let u ∈ D d with h u < ∞ and letũ denote a continuous nondecreasing function defined on [0, ∞) that coincides with u in a neighborhood of the origin. Since h u = hũ, Lemma 12 implies that with probability one, for every real h > h, h < h u =⇒ (i,λ)∈Mũ
Thus ( which is a contradiction.
