Abstract. During the MaxEnt 2002 workshop in Moscow, Idaho, Tony Vignaux asked again a few simple questions about using Maximum Entropy or Bayesian approaches for the famous Dice problems which have been analyzed many times through this workshop and also in other places. Here, there is another analysis of these problems. I hope that, this paper will answer a few questions of Tony and other participants of the workshop on the situations where we can use Maximum Entropy or Bayesian approaches or even the cases where we can actually use both of them.
INTRODUCTION
Dice problems have been analyzed many times (See mainly Ed. Jaynes papers [1, 2, 3, 4] and also [5, 6, 7, 8, 9] ), but it seems that still many questions are open. In this note, I will try to answer some of them. Before starting, we need to set up precise notations and describe precisely the context. Let 
P 3 8
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e 4 8 , but it may not always be the case. Note also that, in many dice problems, the main hypothesis is that they are fair. Then assigning the probability distributions become a combinatorial computation. For example, suppose we throw two dice and count the sums h of the two faces numbers. We want to assign the probabilities In some other analysis, we may not know if the die is loaded or not. This may be one of the question to be answered. To be able to answer to a question, we may need to gather relevant data. These data may be of different form and thus, as we will see in the following, the way to use them to answer to a question may also differ.
Before gathering any data, we may define the question to be answered. For example, if we want to know if the die is loaded or not, we may be interested to infer about s . Also, before gathering any data, we may make hypotheses and we may be able to translate the knowledge contained in these hypotheses by an a priori probability law t C s G 
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to the data to represent the amount of knowledge about the unknown parameters contained in the data. We will see however that this may not be easy in some cases.
The questions may also be different: We may want to know if the die is loaded or not or we may want to know what is the probability that the next face be the face 1 , or still, what are the numbers written on the faces of the die.
Let start by a simple and easy problem which, here after, we call Problem 1.
PROBLEM 1
We have observed the complete data ¡ r ¦ h i A j h "
and we know the number of states (number of faces). The question is to estimate
is the probability of the event face
and no need for more complex mathematics. But if we ask: How confident or (how sure) are you about these values? He may say: hum..., let use the probability theory.
Let assume to know and we have given (and thus we now q ) and assume that the die has been thrown always in the same manner and independently. Here then, we can write the complete likelihood function
Note that in the right hand side of this expression, is present through ( and we can write 
which is defined on the same set ® and where¯C
H G
is the marginal or evidence function:
Thus, we have
Now, if we are only interested by the value of
which has the highest probability, we can compute it by putting the derivative of
There is only one possible solution to this equation and there is not any ambiguity. Here is the results for the two above data sets: Data set 1:
and Data set 2:
. But, we must be careful here on the interpretations that we can give to these numerical values. We may want to answer the following questions:
• Do these two data sets come from the same die?
• Is this die loaded?
• What is the probability of seeing face 1 up based on the data set 1 or the data set 2?
• If I throw this die 6 z y z
times again, what will be the number of times I will see face
We have still too much to do before being able to give correct answers to these questions.
PROBLEM 2
Assume now that, in place of 
. Thus, we can work hereafter only with the functions
which is given by [10, 11] 
With a uniform prior
where
is the Beta probability density function (pdf)
which is defined for
and where
and we have:
Consequently, the posterior law, whose expression is 
Note also that, again with this prior, the normalization factor or the evidence function
which result to Table 1 ). To eliminate this problem, one can choose
which results tō
which result to
. The following Table summarizes these points.
Note also that, when we have the expression of the a posteriori law
, we may define other estimators than the MAP or the posterior mean (PM). We may also answer the questions of type
. Note however that, all these computed numbers depend on the data and our prior knowledge we included. For any other data set we obtain other numbers. One may want to study the sensitivity of the solution to a kind of variability of data. This can be done by Monte Carlo simulations or by repeating the experience (but very often this may not be possible).
Also, in general the number of data or, more precisely, the contrast between the number of data and the number of parameters, is a crucial parameter. One may want to know the convergence of the solution to the hypothetical case where the number of data goes to infinity. Now, let see if we can answer some of the questions at the end of the last section.
• What is the probability of seeing face 1 up based on the data set 1 or the data set 2? For each data set, we can give the following answers:
-The most probable values of 
We can try to answer this question by comparing the probability laws
. But how to do this comparison? We may try to compute the relative entropy
If this value is near to zero, this means that the two data sets comes from different dice.
We can answer this question by computing the probabilities of two hypotheses
• If I throw this die q $¡ 6 z y z
times again, what will be the number of times I will see the face 
ii) Try to find the expression of
and then integrate out
PROBLEM 3
Now, consider the case where, the observer has given to us only a subset
(He just has forgotten to count and report the numbers
, but he is sure that the used die has faces. In this case we can only obtain an expression for the likelihood function if we know the total number of the observations
Note that this likelihood expression does not depend on the parameters
. Thus, the maximum likelihood (ML) estimation approach is unable to propose any values for them, while the Bayesian approach and in particular the MAP estimation can propose a solution which depends on the choice of a priori. For example, with a uniform prior, we have:
where the first row is common with ML and the second row is due to the uniform prior and the normalization.
It is important to note that, while in the two previous cases, the prior law t C s G has less important role, here the classical ML approach cannot give any answer to the problem and the role of prior information is crucial.
PROBLEM 4
Another interesting case is the one where we do not know the number of states (faces of the die). For example, we have observed the following data: 
and so on. 
. Then, we may write 
or ii) Assume each í (
to be the sum of the true å (
and a random error
where î ( is assumed to be centered with unknown pdf. In both cases, we are interested by finding 
The Maximum Entropy principle chooses the one
where 
We note that when is uniform
and it can be shown that ú (
is the solution of the equation
which can be computed numerically. It is evident that the expressions of
, and consequently any numerical values for the estimate
depend on the choice of . As a matter of algorithmic and computation of ² ý (solution of the equation (29)) and ² é defined in (30), it is interesting to know that they can be computed through: 
For other choices of and more details on these relations refer to [14, 15, 16, 17, 18, 19, 20, 21, 22, 23] .
Bayesian approach:
The Bayesian approach is based on the second equation, i.e.,, . Then, if we are also given q , the problem becomes equivalent to the Problem 2 and we have:
Then, again choosing a uniform prior
and then we have E5
We see that E5 
CAN WE DO IT EASILY ?

Frequentiste point of view:
Here, we assume a priori that the die is fair and try to obtain an expression for the likelihood
using the following arguments: Given q and and assuming that each through of the die is independent of all others, we may argue on the number of possible outcomes resulting to a particular data set using the multinomial coefficient
is the number of possible outcomes such that the face 1 appears ( times between the total possible outcomes which is . Thus, we may assign
It is known that, using the Stirling approximation 2 the expression of this probability, when q is large, converges to 
But, we do not know either q or . We may however try to use these expressions to find approximations to the likelihood function we need. First, we may assign
and replacing for
and using again the Stirling formula we may find an expression which may be independent of q . 
I COULD NOT GO FARTHER !
Integration of nuisance parameter
Then we can write
Then, we have to integrate out s to obtain the likelihood
CAN WE OBTAIN SIMPLE EXPRESSIONS OR CAN WE INTEGRATE OUT N ?
Ad hoc empirical approach:
Another approach is to assign the two pdfs
Here too, the expression of the posterior pdf 
and we assume to know the number of states . The objective is to find
MaxEnt solution:
The classical answer to this problem is MaxEnt which can be described as follows: It is obvious that, there are infinite number of possible solutions to the equation (44). The Maximum Entropy principle chooses the one with the highest entropy
The solution has the form
and ú is the solution of the following equation
which can be computed numerically.
It is also easy to show that the maximum value of the entropy is 
We can also try to integrate out
These computations seem to me intractable. In the following, I propose another approach:
The main idea here is that, we may account for uncertainty of this data (in particular, because we do not know the value of q ) by assuming
and by arguing on the additivity and positivity of
Then, the posterior is
and the MAP solution is 
Combined data fusion solution:
Assume now that, not only we have the data or , but also í from previous section. How to combine them. Here is my solution.
Follow the Bayesian approach of the sections 1 or 2 to write down the expression of the a posteriori law
and use the expression of
here.
PROBLEM 6
Assume now that, our observer has repeated the experience g times, and before each experience, he has changed the numbers written on each face. For example, the first time, he has written¨) ( ! ¡ 1
and for the second experience¨
. This is also equivalent to the experiment of using 
The problem is similar to the previous case, but here we have g data:
which can be written . In both cases, the system of equation has an infinite number of solutions.
MaxEnt solution:
The MaxEnt approach is again straightforward and the solution has the form
and
is the solution of the following equation
which can be computed numerically. It is also easy to show that the maximum value of the entropy is
which can also be written
Bayesian solution:
Following the steps of the section 5, we have
and the MAP solution is
Combined data fusion solution:
Assume now that, not only we have the data or , but also ï from previous section. How to combine them. Here again we can follow the Bayesian approach of the sections 1 or 2 to write down the expression of the a posteriori law
and use the expression of 
PROBLEM 7
Consider the same previous experiment, but this time, the experimenter is sure that all dice were absolutely identical and unloaded, but he has forgotten to note the numbers he has written on the dice faces. However, he has also noted the mean values
. Can we be of any help for him to find them? Thus, this time,
and we have
and also
. The problem becomes an interesting one, we want to compute the elements of a matrix from its row and column sums. This mathematical problem arise in many other applications such as computed tomography where we want to recover the pixel values of an image from its horizontal and vertical projections.
Except the case of
, we have always less data than unknowns and the problem has an infinite number of solutions. Even in the case
where the number of unknowns and data are equal, the problem is still under-determined and has infinite number of solutions. We need to question our experimenter to see if he can remember of any other information about those numbers (prior information or constraints?) which can be helpful to give reasonable answers about this question.
To go further in details of this problem, let change slightly the notations. We want to estimate the elements¨ Deterministic constraints: vj are normalized, then we have a unique solution.
•¨)
( o are normalized as they represent a probability distribution:
. This information is not enough to find a unique solution. That becomes true if¨)
( o is separable as in previous case.
and and are distributed as uniformly as possible over the grid 
Probabililistic constraints:
• We know that
¥ x
and that we generated 
. This discussion shows a relation between the classical ME approach of the last section and the ME in the mean as is presented here. Even if here, we have a tool to derive the expression of the needed convex criterion, still an arbitrary remains on the choice of and the reference measure b C ¥ G 
Let consider only the case of independent Gaussian¨
( o
where we may be able to do all the computations.
Gaussian case:¨)
is Gaussian and we can easily compute its mean and variance. To obtain the mean values, we can compute the derivative of
and equal it to zero to obtain corresponds to the famous backprojection operation in computed tomography.
CONCLUSIONS
This paper was another analysis of dice problems trying to answer some of the questions about the situations where we can use the Bayesian or the Maximum Entropy approaches. Through this paper, we distinguished three approaches: Bayesian, classical MaxEnt and MaxEnt on the mean. I showed some of the situations where we can use these approaches.
The Bayesian approach can be used when we can write explicitely a probabilistic model relating the data to the unknown parameters from which we can deduce the expression of the likelihood and can assign an a priori law to those parameters, we can then use the Bayesian approach to compute the a posteriori from which we can infer about the parameters.
The classical MaxEnt can be used in cases where we have a set of data which can be considered as linear constraints on a set of parameters which are themselves a probability distribution. Then the classical MaxEnt give the possibility to find a unique solution to the underdetermined problem.
The MaxEnt on the mean can be used in cases where we have a set of data which can be considered as linear constraints on the expected values of a set of parameters which are the elements of a convex set on which we can define a reference measure. Then, we can use the MaxEnt on the mean approach to compute a probability law on that set such that the expected values of the parameters satisfy exactly the data. We can then compute those expected values which depend on the choice of the reference measure. We showed also that there are strong relation between the two MaxEnt approaches.
In some cases, it may happens that we have both the moment data and the sampling data. Then we can first use the MaxEnt approach to assign the prior law using the moment data and then use it with the likelihood to compute the a posteriori law of the parameters from which we can infer about them.
Finally, even if I tried to answer to some of the questions, I also asked more questions to be answered. We thus still have a lot to do with all the three approaches. However, it seems that for practical applications the Bayesian approach seems to be the right and the easiest one.
