A new framework based on multi-modal semantic clues and HCRF (Hidden Conditional Random Field) for soccer wonderful event detection. Through analysis of the structural semantics of the wonderful event videos, define nine kinds of multi-modal semantic clues to accurately describe the included semantic information of the wonderful events. After splitting the video clips into several physical shots, extract the multi-modal semantic clues from the key frame of each shot to get the feature vector of the current shots, and compose the observed sequence of the feature vectors of all shots in the test video clips. Using the above observed sequence as HCRF model input in the case of small-scale training samples, establish a wonderful event detection HCRF model effectively.
Introduction
To solve the automation problem of event detection, plenty of machine learning algorithms were widely applied, including Dynamic Bayesian Network (DBN) model, Hidden Markov Model (HMM), Conditional Random Fields model and Support Vector Machine (SVM) model [1] [2] . However, those machine learning algorithm models have obvious shortcomings. To be specific, HMM requires possibly complete sample space. The model construction is complex [3] [4] . The computational amount is huge. Moreover, it needs conditional independence assumption when creating the model, not describing the true structure of events [5] [6] . The machine learning methods based on SVM take semantic event detection directly as feature classification problem to solve, not thoroughly utilizing semantic information, leading to bad performance of the detection. The machine learning strategies based on Conditional Random Fields (CRF) model can't describe interior structure and potential information of semantic events by defining hidden state variables when creating the event model, limiting the model's abilities to depict and recognize semantic events [7] [8] .
With the deeper investigation, Quattoni [9] introduced a brand new machine learning method [10] [11] , which is based on hidden conditional random fields (i.e. HCRF) model. The strategy incorporates merits of all algorithms mentioned above. It has been successfully applied in the field of gesture, voice and action recognition. The HCRF model makes full advantage of potential hidden state structure to discover effectively the internal laws of semantic events. The manifested long-distance dependence and overlapping feature are more accordant with structural features of video signals. Meanwhile, according to video multi-granularity, through overall analysis and description of video semantic events in terms of video images and audios, as well as the fusion of multimodal semantic clues and HCRF model, a feasible new framework is developed to detect wonderful episodes in football videos [12] .
Extraction of multimode semantic clues
After analyzing the semantic structure of highlights in football match videos, it defines nine multi-pattern semantic clues, as to mine accurately the semantic information contained by such highlights and thus to express them roundly and clearly. Of the nine multimode semantic clues, the selection of scoring board SB, referee rate RR and frame motion FM are defined and retrieved by the following method:
Scoring board (SB)
When there's foul, referee will show red card/yellow card. Then on the scoring board will show the name of the offender and information relating to the red/yellow card. In this case, SB can be regarded as an important semantic clue for red/yellow episode. Here we use Harris corner detection method to separate SB Board Area (BA), defining and giving Aspect Ratio of BA (AR_BA) and Area Ratio of BA (AreaR_BA). The design formula (1) (2) and quantitative rule of semantic shots is shown as (3):
1 SB = means the scoreboard shots, otherwise is non scoreboard shots. Figure 1 (a) is a representative frame of the scoreboard shot.
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Referee Ratio (RR)
Referee-relating information in the football videos can be used for detecting highlights, like red/yellow incidents. Here we employ the approach in [13] to detect referee' clothing, define the aspect ratio, area rate and Aspect Ratio of MBR (AR_MBR) of the minimum bounding rectangle (MBR) in referee's clothes Area Ratio of MBR (AreaR_MBR), which are calculated by and the quantitative rule is(4) (5) (6): _ _ _
W MBR AR MBR H MBR
= (4) _ _ AreaR MBR AreaR MBR p q = × (5) 1, _ ( ) , _ ( ) 0, u r
AR MBR i T AreaR MBR i T PR else
1 PR = means the Referee shots, otherwise is non Referee shots. Figure 1 fragments; testing data have 30 corner kick clips and 20 non-corner kick clips; training data for penalty kicks have respectively 20 penalty and non-penalty kick fragments; testing data have 61 penalty kick fragments and 20 non-penalty kick fragments; for the red/yellow cards, training data have 20 red/yellow card clips and 10 non red/yellow card clips; testing data include 37 red/yellow card clips and 15 non red/yellow card clips. In the experiment, we use recall rate and precision rate to evaluate quantitatively the retrieval results of multimode semantic clues and detection results of above highlights. Due to the space here, Table1 only lists partial experimental video information about corner kick episodes. 
Table1. Experimental video information of the corner event

Conclusion
This paper presents a new framework for soccer video highlights multimodal cues and detection based on HCRF model. Firstly, the fusion of audio and video features, constructed middle level semantic space using multi modal semantic clues, make up the semantic gap from the low-level features to high-level semantics. Secondly, the multi-pattern semantic cues to form the feature vector as the observation sequence of HCRF model
