Uncertainty Quantification and Reduction in Cardiac Electrophysiological Imaging by Dehaghani, Azar Rahimi
Rochester Institute of Technology 
RIT Scholar Works 
Theses 
4-2015 
Uncertainty Quantification and Reduction in Cardiac 
Electrophysiological Imaging 
Azar Rahimi Dehaghani 
Follow this and additional works at: https://scholarworks.rit.edu/theses 
Recommended Citation 
Dehaghani, Azar Rahimi, "Uncertainty Quantification and Reduction in Cardiac Electrophysiological 
Imaging" (2015). Thesis. Rochester Institute of Technology. Accessed from 
This Dissertation is brought to you for free and open access by RIT Scholar Works. It has been accepted for 







A dissertation submitted in partial fulfillment of the
requirements for the degree of Doctor of Philosophy
in the B. Thomas Golisano College of
Computing and Information Sciences








The Ph.D. Degree Dissertation of Azar Rahimi Dehaghani has been examined and ap-
proved by the dissertation committee as complete and satisfactory for the dissertation
requirement for Ph.D. degree in Computing and Information Sciences at B. Thomas












Uncertainty Quantification and Reduction in Cardiac
Electrophysiological Imaging
by Azar Rahimi Dehaghani
April 2015
Abstract
Cardiac electrophysiological (EP) imaging involves solving an inverse problem that in-
fers cardiac electrical activity from body-surface electrocardiography data on a physical
domain defined by the body torso. To avoid unreasonable solutions that may fit the
data, this inference is often guided by data-independent prior assumptions about dif-
ferent properties of cardiac electrical sources as well as the physical domain. However,
these prior assumptions may involve errors and uncertainties that could affect the infer-
ence accuracy. For example, common prior assumptions on the source properties, such
as fixed spatial and/or temporal smoothness or sparseness assumptions, may not nec-
essarily match the true source property at different conditions, leading to uncertainties
in the inference. Furthermore, prior assumptions on the physical domain, such as the
anatomy and tissue conductivity of different organs in the thorax model, represent an
approximation of the physical domain, introducing errors to the inference. To determine
the robustness of the EP imaging systems for future clinical practice, it is important to
identify these errors/uncertainties and assess their impact on the solution. This disserta-
tion focuses on the quantification and reduction of the impact of uncertainties caused by
prior assumptions/models on cardiac source properties as well as anatomical modeling
uncertainties on the EP imaging solution.
To assess the effect of fixed prior assumptions/models about cardiac source properties on
the solution of EP imaging, we propose a novel yet simple Lp-norm regularization method
for volumetric cardiac EP imaging. This study reports the necessity of an adaptive prior
model (rather than fixed model) for constraining the complex spatiotemporally changing
properties of the cardiac sources. We then propose a multiple-model Bayesian approach
to cardiac EP imaging that employs a continuous combination of prior models, each
reflecting a specific spatial property for volumetric sources. The 3D source estimation
is then obtained as a weighted combination of solutions across all models.
Including a continuous combination of prior models, our proposed method reduces the
chance of mismatch between prior models and true source properties, which in turn
enhances the robustness of the EP imaging solution.
To quantify the impact of anatomical modeling uncertainties on the EP imaging solu-
tion, we propose a systematic statistical framework. Founded based on statistical shape
modeling and unscented transform, our method quantifies anatomical modeling uncer-
tainties and establish their relation to the EP imaging solution. Applied on anatomical
models generated from different image resolutions and different segmentations, it reports
the robustness of EP imaging solution to these anatomical shape-detail variations. We
then propose a simplified anatomical model for the heart that only incorporates certain
subject-specific anatomical parameters, while discarding local shape details. Exploiting
less resources and processing for successful EP imaging, this simplified model provides
a simple clinically-compatible anatomical modeling experience for EP imaging systems.
Different components of our proposed methods are validated through a comprehensive
set of synthetic and real-data experiments, including various typical pathological condi-
tions and/or diagnostic procedures, such as myocardial infarction and pacing.
Overall, the methods presented in this dissertation for the quantification and reduction
of uncertainties in cardiac EP imaging enhance the robustness of EP imaging, helping
to close the gap between EP imaging in research and its clinical application.
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Inverse problems are solved across many science and engineering domains by making in-
ferences about the physical system under study from a set of observed data. To eliminate
unreasonable solutions that may fit the data, these inferences often need to be guided by
data-independent prior knowledge/assumptions about the physical system under study.
However, the prior knowledge, independent from measurement data, includes errors and
uncertainties that could lead to potential model-data mismatch and affect the inference
accuracy. To make an accurate inference, it is important to identify and quantify un-
certainties in the prior assumptions, assess their impact on the solution, and develop
algorithmic techniques to address the robustness of the inference to these uncertainties.
This dissertation focuses on the quantification and reduction of the impact of uncer-
tainties caused by prior knowledge/assumptions on the statistical inference. It will be
carried out in the context of cardiac inverse problem, also known as cardiac electophysi-





Cardiac electrophysiological (EP) imaging, also known as the cardiac inverse problem,
is a non-invasive technique used to mathematically estimate cardiac electrical activity
from body-surface electrocardiography (ECG) measurements on physical domains of
heart and torso. This line of research emerged to address the limitations of current
clinical techniques such as ECG and catheter mapping in monitoring and diagnosis of
cardiac dysfunctions. ECG provides non-invasive measurements of voltage changes on
the body surface which, when displayed over time, can provide diagnostic information
about cardiac electrophysiological dysfunctions. However, ECG data is obtained at very
low spatial resolution (typically 12-lead recordings), lacking the regional detailed infor-
mation about cardiac electrical propagation required for interventional therapies such
as localization and ablation of the arrhythmogenic substrate. For this purpose, catheter
mapping, the invasive counterpart of ECG, is employed in the current clinical setting to
directly record the voltage measures at different locations on the heart surfaces. How-
ever, this laborious point-to-point mapping procedure is invasive and time-consuming
and places the patient at the risk of fatal arrhythmia and exposure to fluoroscopy ra-
diation [7–9]. It also requires a point-by-point mapping procedure that does not allow
simultaneous beat-to-beat mapping. As a result, the acquired information requires skill-
ful aggregation and annotation of the clinicians. Furthermore, the catheter mapping
technique provides a poor surface surrogate for the transmural electrical events. To
overcome the limitations associated with the paradigm of invasive mapping, cardiac EP
imaging is developed that non-invasively provides a beat-to-beat estimation of cardiac
electrical dynamics with high spatial resolution.
However, cardiac EP imaging involves solving an inverse problem that is notoriously
Chapter 1 3
ill-posed. This ill-posedness is caused by three different factors: 1) the limited number
of ECG measurements compared to the large degree of freedom in the unknown sources,
2) attenuation and smoothing effect of the torso volume conductor, and 3) the underly-
ing biophysics of the problem [10]: even with virtually continuous measurements on the
body surface, this problem still lacks a unique solution because, in a quasi-static elec-
tromagnetic field, different configurations of 3D sources may produce the same surface
measurements [11].
This ill-posed inverse problem is often regularized, in a deterministic or non-deterministic
form, by incorporating prior knowledge/assumptions about the cardiac electrical sources
and the physical domains of heart and torso. Representing the cardiac inverse problem
as Φ = Hv, this regularization, in its most general deterministic form, can be formulated
as:
minv||Φ−Hv||+ ||Rλv|| (1.1)
where Φ is input body-surface ECG measurements and v denotes the unknown car-
diac sources. H represents volume conductor model (defining the physical domains of
heart and torso) that contains patient-specific anatomical information as well as physical
properties of different tissues in the body. Rλ is the regularization matrix.
Prior assumptions about the sources v and the volume conductor model H are incor-
porated into the second and first terms of the regularization 1.1, respectively. Although
these prior assumptions help to circumvent the ill-posedness of the problem, the uncer-
tainties/errors caused by them influence the solution of 1.1.
Chapter 1 4
1.1.1 Uncertainties in Prior Assumptions on Cardiac Properties
Different fixed prior assumptions on spatial and/or temporal properties of cardiac sources
v are employed to circumvent the ill-posedness of the cardiac inverse problem. The most
commonly used prior assumptions (i.e., prior models) on the source properties include
fixed spatial and/or temporal smoothness assumptions (L2-norm model) [6, 12–14], spa-
tial sparsity assumptions (L1-norm model) [15–18], and with or without physiological
models of cardiac electrical activity [19, 20].
However, a fixed prior model does not necessarily reflect complex spatiotemporally
changing properties of cardiac sources at different conditions. Cardiac sources undergo
a complex spatiotemporal process in each cardiac cycle. Initially, cardiac sources are
only active in a few sparsely distributed focal points. They then form an excitation
wavefront during the depolarization phase that resembles a sharp edge, separating ex-
cited myocardium cells from resting cells. This is followed by a repolarization wavefront
that is more extended and smooth compared to the excitation wavefront. Therefore,
a sparsity or smoothness-constrained model is intuitively accurate for compact or ex-
tended distributions of cardiac sources, respectively. Furthermore, in a pathologic heart
with increased heterogeneity in tissue property, the sparsity or smoothness of cardiac
sources are hard to predict a priori. As a result, using a fixed model for constraining the
complex spatiotemporally changing properties of cardiac electrical sources introduces
uncertainties to the EP imaging solution, when there is a mismatch between the fixed
prior model and true source distribution. The impact of these uncertainties on the EP
imaging solution has never been studied before.
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1.1.2 Uncertainties in Prior Assumptions on the Volume Conductor
Different prior assumptions about the volume conductor model H are incorporated to
reduce the ill-posedness of the problem and its computational complexity, or to avoid the
non-unique solution space. The most commonly used prior assumptions on the volume
conductor model include the assumptions on the anatomical models of heart and torso
[21, 22] and conductivity parameters of the volume conductor [23].
However, these prior assumptions involve uncertainties/errors, when they represent an
approximation (rather that the exact) of the physical domain. While previous studies
have addressed the impact of uncertainties in conductivity parameters [24] and cer-
tain global anatomical parameters (heart size, position and orientation with respect to
body-surface electrodes) of the volume conductor model [21, 22, 25] on the EP imag-
ing solution, the importance of uncertainties in highly-detailed anatomical modeling has
never been studied before. These inevitable anatomical modeling uncertainties stem
from a variety of factors such as image quality, segmentation expertise, segmentation
methods, and/or registration techniques, which lead to unresolved uncertainties in the
outcome of EP imaging systems. At the same time, detailed anatomical modeling puts
high demands on the quality of tomographic images and image-analysis process, the
complexity of which reduces the cost-effectiveness of the otherwise promising technique
of EP imaging in clinical practice.
These uncertainties originating from prior assumptions on the source properties as well
as anatomical modeling uncertainties may compromise the accuracy of the EP imaging
solution, raising questions on the robustness of cardiac EP imaging systems for future
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clinical practice. As described earlier, these uncertainties have never been studied and
addressed before.
1.2 Dissertation Contribution
In this dissertation, our goal is to quantify and reduce the effect of the uncertainties
caused by prior assumptions about the cardiac source properties and anatomical mod-
eling on the solution of cardiac EP imaging.
1.2.1 Addressing Uncertainties in Prior Assumptions on Source Prop-
erties
We study the impact of prior assumptions about the source properties on the solution
of cardiac EP imaging, followed by a novel EP imaging technique to reduce that impact.
• We first propose a novel yet simple Lp-norm regularization method for cardiac
source imaging to study the impact of fixed prior models (such as L1- and L2-norm
models) on accurate reconstruction of spatiotemporally complex cardiac sources
at different conditions. This study indicates limitations of fixed prior models for
constraining complex cardiac source structures, raising a need for an adaptive
prior model that can automatically reflect spatiotemporal changes in the cardiac
sources.
• To overcome the limitations of fixed prior models, we then propose a multiple
model Bayesian approach to cardiac EP imaging that employs a continuous com-
bination of prior models, each reflecting a specific spatial property for volumetric
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cardiac sources. The 3D source estimation is then obtained as an weighted combi-
nation of solutions across all models. Therefore, automatic adjustment of weights
changes the contribution of prior models to the final solution at different con-
ditions, reducing the chance of mismatch between prior models and true source
distribution.
This physiologically-meaningful multi-model constraint also enables us to recon-
struct shape features of the cardiac source structure such as activation front and
infarct border, characterization of which is of great therapeutic importance.
In addition, implementing our multiple-model approach in Bayesian framework not
only enables automatic estimation of unknown system parameters in addition to
source distribution, it also provides complete distribution of cardiac sources that
gives more insight through statistical characteristics of the solution.
1.2.2 Addressing Uncertainties of Anatomical Modeling
In addition, we study the impact of anatomical modeling uncertainties on the solution
of cardiac EP imaging, followed by a clinically feasible anatomical modeling technique.
• We first design a systematic statistical framework to analyze the sensitivity of EP
imaging to the anatomical modeling variations. This framework utilizes statistical
shape modeling as well as unscented transform to quantify/model otherwise am-
biguous uncertainties/variations in anatomical shape details and determine their
relation to the EP imaging output. This study reports robustness of cardiac EP
imaging to the uncertainties inherent in anatomical modeling, indicating the pos-
sibility that high-level complexity in personalized anatomical models might not be
necessary for reliable EP imaging. As a result, the process of anatomical modeling
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in current EP imaging systems may be simplified for improved clinical feasibility
in future practice.
• To improve anatomical modeling experience for clinical practice, we then propose a
simplified anatomical model for the heart, based on analytic descriptions of regular
3D geometrical shapes, that only incorporates subject-specific anatomical param-
eters (heart size, position and orientation with respect to body-surface electrodes),
while discarding local shape details. Exploiting less resources and processing for
successful EP imaging, this simplified model helps moving EP imaging closer to
clinical application.
1.3 Dissertation Organization
This dissertation is organized as follows: Chapter 2 reviews the background of cardiac
electrophysiology and related EP imaging techniques. Chapter 3 provides the details
of our analysis about the impact of fixed prior models on the solution of EP imaging.
Details of our proposed multiple-model approach for volumetric EP imaging is demon-
strated in chapter 4. Chapter 5 illustrates our proposed systematic statistical approach
for quantifying anatomical modeling uncertainties and assessing their impact on the EP
imaging solution. Chapter 6 provides detailed description of cardiac simplified anatom-
ical model. We conclude in Chapter 7 by providing a summary of the strengths and
limitations of this work, as well as discussions on the future research directions.
Chapter 2
Background and Related Works
2.1 Cardiac Electrophysiology
The heart is a cone-shaped muscular organ located inside the ribcage between the right
and left lungs and beneath the sternum. The anatomical structure of the heart is
divided into two halves (right and left), each of which includes two chambers (atrium
and ventricle). Contraction of the chambers pumps the blood throughout the body.
However, heart contraction is originally stimulated by its electrical activity, which stems
from the sinoatrial (SA) node. SA node, located at the right atrium, generates an
electrical impulse that spreads to the atrioventricular (AV) node, located between the
atria and the ventricles. After a delay at the AV node, the electrical impulse propagates
to the bundle of His, the bundle branches and Purkinjie fibers, causing contraction of
the ventricles. The electrical conduction system of the heart is shown in Fig. 2.1.
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Figure 2.1: Cardiac electrical conduction system [1].
2.2 Imaging Cardiac Electrophysiology
Cardiac electrophysiology (EP), in the current clinical practice, is imaged using non-
invasive and/or invasive methods. The most common non-invasive EP imaging method
is standard 12-lead electrocardiography (ECG) that provides body-surface potential at
9 locations over time. An invasive counterpart of ECG is cardiac mapping that is often
used to examine the electrical pattern of the heart by point-to-point catheter mapping
on the heart surfaces. These techniques are briefly explained in the following sections.
2.2.1 Electrocardiography
Electrocardiography (ECG) is used to acquire body-surface potential dynamics in order
to non-invasively understand the cardiac conduction system. It translates the electrical
impulse generated by the polarization and depolarization of cardiac tissue into a wave-
form. The standard 12-lead ECG includes three limb leads that are placed on the left
arm, right arm and left leg. In addition to the limb leads, it uses six precordial leads on
the anterior thorax, as shown in Fig. 2.2.
The schematic of normal ECG tracing is shown in Fig. 2.3. It consists of the following
major segments: P wave, PR segment, QRS complex, ST segment, and T wave. P wave
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Figure 2.2: Standard 12-lead ECG [2].
Figure 2.3: Schematic representation of normal ECG [3].
corresponds to the atrial depolarization stage. PR segment represents the activation
propagation through AV node and Purkinjie fibers. The QRS complex represents de-
polarization of ventricular myocardium. ST segment corresponds to the period during
which the ventricles are depolarized. T wave represents repolarization of the ventricles.
Despite simplicity of ECG acquisition, it is obtained at very low spatial resolution (9
lead recordings) on the body surface far from the original electrical source inside the
heart. Thus, it lacks the regional detailed information about cardiac electrical prop-
agation required for interventional therapies such as localization and ablation of the
arrhythmogenic substrate.
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Figure 2.4: Electrode positioning on the body-surface in a 120-lead Dalhousie BSPM
standard [4].
2.2.2 Body-Surface Potential Mapping
A complete version of ECG system is body-surface potential mapping (BSPM) that
records potential dynamics at more locations (using 30 to 200+ electrodes) on front and
back of the torso. An example BSPM layout (Dalhousie standard), consisting of 120
electrodes, is shown in Fig. 2.4.
Covering front and back of the torso, BSPM provides additional information compared
to 12-lead ECG system that helps clinician to follow the source activity inside the heart
(Fig. 2.5). It also better reflects local variations in heart activity.
Unfortunately, currently there is no recognized standard for electrode positioning or
recording system due to the difficulty in acquisition and interpretation of massive amounts
of BSP data. However, computational cardiac EP imaging methods, as will be discussed
later in this chapter, rely on it as a main input for inverse estimation.
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Figure 2.5: An example of a BSPM in both anterior and posterior view [5].
2.2.3 Cardiac Mapping
When regional details of cardiac electrical activity are needed for interventional ther-
apies, invasive electroanatomic mapping is employed in the current clinical setting to
directly record the voltages at different locations of the heart by point-to-point catheter
mapping on heart surfaces. In this procedure, cardiac electrophysiologists place one or
more catheters within the patient’s heart, pace the heart to induce electrical dysfunc-
tions, and record electrical signals produced in the cavity of the heart.
However, this laborious point-to-point mapping procedure has fundamental limitations.
First, it is an invasive and time-consuming procedure that places the patient at the risk of
fatal arrhythmia and exposure to fluoroscopy radiation [7–9]. Second, it requires a point-
by-point mapping procedure that does not allow simultaneous beat-to-beat mapping.
As a result, the acquired information requires skillful aggregation and annotation of the
clinicians. Third, it provides spatially low resolution surface-based information, which
is a poor surface surrogate for the transmural electrical activity across the depth of the
myocardium.
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2.3 Computational Approaches for Imaging Cardiac Elec-
trophysiology
In response to the limitations of the current clinical techniques, computational electro-
physiological imaging is developed, which aims to mathematically reconstruct subject-
specific cardiac electrical dynamics from body-surface recordings and vice versa. It con-
sists of cardiac forward modeling and inverse problem estimation, both aim to establish
the relationship between cardiac electrical sources and body-surface voltage measure-
ments. This line of research has the potential to eliminate the limitations of catheter
mapping and improve the current clinical practice of imaging cardiac electrophysiology
in terms of accuracy and involved risks.
2.3.1 Cardiac Forward Modeling
Cardiac forward modeling seeks to determine the body-surface potential resulting from
the activity of cardiac electrical sources. The quasi-static electromagnetism [11] explains
the relation between the potential distribution within the torso volume and the cardiac
electrical sources as:
∇.((Dint + Dext)∇φe(r)) = ∇ · (−Dint∇u(r)), ∀r ∈ Ωh (2.1)
∇.(Di∇φi(r)) = 0, ∀r ∈ Ωi, ∪Ωi = Ωt/h (2.2)
On a bidomain heart model, equation 2.1 describes how the extracellular potential φe
within the heart volume Ωh originates from the spatial gradient of action potential
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u. r stands for the spatial coordinate, Dint and Dext are the effective intracellular
and extracellular conductivity tensors, and their summation Dk = Dint + Dext is bulk
conductivity tensor.
On the monodomain torso model, equation 2.2 describes how the potential φi distributes
within the volume conductor Ωi external to the heart with conductivity tensor Di,
assuming that no other active electrical source exists within the torso.
Within the myocardium 2.1, the anisotropic ratio of Dk is a magnitude smaller than
that of Dint [26, 27]. Therefore, we only retain the intracellular anisotropy and assume
isotropic bulk and torso conductivity, which converts Dk and Di to scalars σblk and
σi, respectively. This is similar to an oblique dipole layer model, where the anisotropy
of primary current is considered whereas that of passive/secondary current is neglected
[27]. Intracellular conductivity tensor Dint is obtained by mapping a 3D experimentally-
derived mathematical fiber model to the personalized ventricular geometry of the sub-
ject [28]. Its conductivity is assumed to be 0.24 Sm−1 in longitudinal direction and
0.024 Sm−1 in transversal direction [29]. Isotropic bulk conductivity σblk is calculated
as an intermediate value between longitudinal and transversal conductivities (0.48Sm−1
and 0.12 Sm−1, respectively) [29]. Torso is assumed to be homogeneous with conductiv-
ity value σt equal to 0.2Sm
−1 [29]. Based on these assumptions, the forward relationship
between cardiac action potential u and body-surface voltage data φ can be described in
the following Poisson’s equation 2.3 within the heart and Laplace’s equation 2.4 external
to the heart:
σblk∇2φe(r) = ∇ · (−Dint∇u(r)), ∀r ∈ Ωh (2.3)
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σt∇2φ(r) = 0, ∀r ∈ Ωt/h (2.4)
To preserve the continuity of potentials and currents on the interface, a boundary con-









∀r ∈ Γh (2.5)
Similarly a boundary condition is defined on the torso surface that assumes no current
(flux) leaves the torso surface Γt:
∂φ(r)
∂n
= 0 ∀r ∈ Γt (2.6)
where n stands for the outward normal of a surface.
Equations (2.3-2.6) can be numerically solved on a subject heart-torso model to obtain
a linear relationship: Φ = Hv [30], between body-surface measurements Φ and cardiac
source v.
2.3.2 Cardiac Inverse Electrophysiological Imaging
Cardiac inverse EP imaging, also known as the inverse problem of electrocardiography
(IECG), aims to mathematically reconstruct subject-specific cardiac electrical dynamics
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from non-invasive body-surface measurements on anatomical regions of heart and torso.
Existing EP imaging techniques can be generally divided into two categories, according
to how the above bidomain equations are solved in the forward modeling. In earlier
approaches, the forward model is constructed on the domain external to the heart sur-
face by solving the Laplace equation (2.4,2.6). In these approaches, the equivalent source
model takes the form of epicardium and/or endocardium potentials [31–33] or activation
time on the ventricular surface [34–36]. By formulating the source model on the heart
surface, these approaches avoid the non-unique solutions induced by the underlying bio-
physics. Recent efforts start to examine the forward model that includes the domain of
3D myocardium, solving both the Poisson’s equation (2.3,2.5) and the Laplace’s equation
(2.4,2.6). The source model in these approaches represent the real physiological sources
in the heart, in the form of 3D transmural action potential [19, 20, 37–39], spatial gradi-
ent of 3D transmural action potential [40], or current density / activation wavefront [41]
throughout the myocardial wall. Because of the 3D source model beneath the heart sur-
face, this type of approaches faces additional challenges of non-unique solutions induced
by the underlying biophysics of the problem.
2.3.2.1 Surface-based EP Imaging
Mainstream EP imaging approaches reconstruct EP characteristic on the heart sur-
faces. In these methods, cardiac sources are characterized by their reflection on the
heart surface (epicardium and/or endocardium) as potential distribution. Lacking any
physiologically-meaningful priors, these methods apply regularization with a fixed prior
model to overcome the ill-posedness of this inverse problem, such as Tikhonov regular-
ization (zero-order, first-order, and second-order) and truncated singular value decom-
position (SVD) regularization [31]. Other efforts incorporate additional physiological
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constraints to the solutions including spatial and/or temporal smoothness of the poten-
tial distribution [6, 42]. Recently, L1-norm based sparsity models have also been used
to enforce low-dimensional features of the solutions in space [15–17]. Although, these
methods provide the electrical dynamics of the heart from closer distance to the elec-
trical sources inside the heart with higher resolution compared to body-surface ECG,
extracting electrophysiological characteristics of the heart such as activation and repo-
larization time still is not straight forward. Other EP imaging methods directly recover
the activation front on the heart surfaces [34, 35]. The advantage of these methods over
the potential-based methods is the reduction in the number of unknowns that leads to
a better-posed problem. In addition, activation-based methods show better stability
and accuracy in the presence of measurement and geometry errors. However, the prob-
lem of activation front imaging is non-linear and non-convex, requiring a physiologically
accurate models.
Although, these surface-based approaches provide non-invasive, simultaneous EP data,
they provide limited information about the 3-dimensional potential dynamics beneath
the heart surface that is of more direct medical interest. Furthermore, fixed prior models
used in these surface-based approaches do not effectively reflect spatiotemporal changes
of cardiac electrical sources, leading to errors/uncertainties in the final solution.
2.3.2.2 Volumetric EP Imaging
In the past decade, transmural (volumetric) EP imaging has been emerged that con-
siders transmural source models in forms of transmural action potential [19, 20, 37–39],
spatial gradient of 3D transmural action potential [40], or current density / activation
wavefront [41]. In the reconstruction of current density or activation wavefront, dif-
ferent orders of smoothness constraints have been imposed on the spatial or temporal
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properties of the solution, through methods such as Laplacian weighted minimum norm
[37], or lead-field normalized weighted minimum norm (LFN-WMN) in combination with
truncated-SVD [41]. In the reconstruction of transmural action potential, physiological
constraints are often used [19, 20, 39]. For instance, Ohyu et al. proposed a maximum a
posteriori (MAP) estimation of transmural action potential (AP) by modeling AP as a
simplified template step function [39]. Another example is the method proposed by He
et al. that presents a parametrized cellular automaton heart model, where deterministic
regularization is used to optimize the model parameters [20]. However, deterministic
optimization presented in [20] cannot efficiently handle noise and often is dependent on
the initial condition. Wang et al. also proposed another transmural EP imaging ap-
proach that guides MAP estimation of the transmembrane potential distribution using
a 3D whole-ventricle electrical excitation model [19]. In contrast to the deterministic
method [20], the statistical model presented in [19] takes into account the model and
data uncertainties.
Although these methods provide volumetric imaging of cardiac electrical dynamics, the
fixed prior model used in these methods [19, 20] conflicts with the complex structural
properties of the cardiac electrical sources and cannot adaptively reflect the change in
the source structure. This conflict impacts the solution of EP imaging methods by
introducing errors/uncertainties in the solution.
Chapter 3
Impact of Prior Assumptions




Cardiac electrophysiological (EP) imaging utilizes computational techniques to non-
invasively estimate cardiac bioelectrical source activity from body-surface ECG mea-
surements on anatomical models of heart and torso. In general, EP imaging involves
solving a severely ill-posed inverse problem which lacks a unique transmural solution
in its most unconstrained form. This ill-posedness is caused by the underlying bio-
physics of the problem: different configurations of 3D sources may produce the same
surface measurements [11]. In addition, the attenuation and smoothing effect of the
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medium between cardiac sources and body-surface measurements (torso volume con-
ductor) increase the ill-posedness of this problem. Furthermore, the limited number of
surface measurements compared to the large degree of unknown sources adds to the ill-
posedness of this problem. Proper assumptions of the solutions must be made in order
to overcome the ill-posedness of the problem and obtain a unique solution.
Over the past three decades, many approaches have been developed for non-invasive
cardiac EP imaging with the focus on finding proper prior assumptions/models for the
source distribution. First, different equivalent source models are used as an implicit
constraint on the solution. These models can be in general classified into two groups: 1)
surface-based source models in forms of epicardial potential [31–33], or activation time of
the ventricular surface [34–36], and 2) volumetric source models in forms of intramural
action potential [19, 20, 37–39, 43], or current density/activation front throughout the
myocardial wall [41]. The surface-based source models implicitly overcome the lack of
unique solutions by constraining the solution on the heart surface, while the transmu-
ral source models rely on further assumptions to overcome this physical ill-posedness.
Second, assumptions on different properties of the equivalent source models are used to
further regularize the ill-posed inverse problem. For example, spatial and/or temporal
smoothness of the source models have been commonly used and enforced through dif-
ferent numerical techniques such as Tikhonov regularization (zero-order, first-order, and
second-order) [14], truncated SVD [12, 13], and Kalman filter framework [6]. Recently,
L1-norm based sparsity models have also been used to enforce low-dimensional features
of the solutions in space [15–18]. In addition, physiological prior knowledge generated
from computational models of 3D electrical excitation has also been adopted to constrain
transmural EP imaging [19, 20].
While these predefined models are beneficial in circumventing the ill-posedness of the
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Figure 3.1: Illustration of action potential and its spatial gradient during excitation
phase of cardiac cycle in a healthy heart.
problem, they also rely on fixed assumptions that may not generalize to the property
of EP excitation at different conditions. For example, they may enforce the source
distribution to follow a pre-assumed spatial structure that does not necessarily reflect
the spatiotemporal evolution of cardiac sources. Cardiac sources undergo a complex
spatiotemporal process in each cardiac cycle. Initially, cardiac sources are only active in
a few sparsely distributed focal points. They then form an excitation wavefront during
the depolarization phase that resembles a sharp edge separating excited myocardium
cells from resting cells (Fig. 3.1). This is followed by a repolarization wavefront that is
more extended and smooth compared to the excitation wavefront. Therefore, a sparsity
model is intuitively ideal when the sources exhibit compact spatial properties, e.g., at
the beginning of the excitation phase, while a smoothness-constrained model better
suits extended distributions of cardiac sources, e.g., repolarization phase. Furthermore,
in a pathologic heart with increased heterogeneity in tissue property, the sparsity or
smoothness of sources are hard to predict a priori. Overall, a fixed prior model may
have its limitations when used for constraining the complex spatiotemporal property of
cardiac electrical excitation.
Based on these observations, we design a set of experiments to specifically study the
impact of fixed prior assumptions/models (such as L1- and L2-norm models) about the
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cardiac source properties on the solution of EP imaging at different conditions. Toward
this goal, we first propose a novel yet simple Lp-norm regularization method, where p
value is selected empirically, to reconstruct volumetric cardiac sources. We then take
one step further to incorporate temporal information into the Lp-norm regularization to
promote the temporal consistency and stability of the reconstruction in the presence of
measurement noise. To do so, we assume that cardiac sources share the same temporal
basis functions as the surface measurements. Decomposing the surface measurement into
spatial and temporal components using singular value decomposition (SVD), we apply
Lp-norm regularization to the remaining spatial component. In both approaches, chang-
ing the p value between 1 and 2, we assess the impact of different but fixed spatial prior
models (including L1- and L2-norm models) on the accuracy of source reconstruction.
In two sets of phantom and real-data experiments, we investigate the impact of fixed
prior models on cardiac source estimation and demonstrate the necessity of an adaptive
(rather than fixed) prior model for accurate reconstruction of different source structures
and sizes.
3.2 Lp-norm Regularization
To assess the impact of fixed prior models on the accuracy of the source reconstruction,
we propose a Lp-norm regularization approach for 3D cardiac source reconstruction.
This regularization can be formulated as:




p)1/p, 1 < p < 2
(3.1)
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where Φ is body-surface measurements at one time instant, v is cardiac sources (spatial
gradient of action potential), n is the dimension of v, i.e., the number of discrete nodes
used to represent the ventricular myocardium. Changing the p value in regularization
3.1 enables us to assess the impact of different fixed prior models on the accuracy of
source reconstruction.
3.3 Lp-SVD Regularization
We then take one step further to incorporate temporal information to the Lp-norm reg-
ularization 3.1 in order to improve temporal consistency and robustness to noise. To
achieve this goal, we follow the assumptions of the isotropy model presented in [44] and
assume that cardiac sources share the same temporal basis functions as ECG measure-
ments. These temporal basis functions can be obtained by different transformations, and
in this study we consider taking the singular value decomposition of ECG measurements:
Φ = UST′, where T = [t1, t2, . . . , tk] defines the orthonormal temporal basis functions.
Projecting both ECG measurements and cardiac sources onto the basis functions T, new
variables Φ̃= ΦT and ṽ = vT are obtained to represent the corresponding projection
coefficients. We then apply Lp-norm regularization to reconstruct new variable ṽ from
Φ̃. In this way, the Lp regularization problem can be formulated only on the spatial
domain as:




p)1/p, 1 < p < 2
(3.2)
where n is the dimension of ṽ, i.e., the number of discrete mesh-free nodes used to rep-
resent the ventricular myocardium. Solving the regularization problem 3.2, the optimal
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coefficient ṽ would be obtained. The cardiac sources v are then calculated as linear
combinations of the temporal basis functions: v = ṽT.
Imposing Lp-norm prior model with varying p value on the spatial component of the
sources promotes different spatial structures as often observed in the heart. Therefore,
changing p value between 1 and 2, Lp-norm spatial prior model provides a flexible tool
to analyze the impact of fixed prior models on localizing sources with different sizes.
Furthermore, solving the regularization 3.2 in the transformed domain spanned by the
temporal basis of the measurement Φ imposes temporal consistency of the reconstructed
sources. Solving the problem in the singular vector domain 3.2 has an additional ad-
vantage of reducing the size of the problem and increasing the robustness to noise. In
typical situations, where the number of time instances for Φ is in the order of hundreds,
the leading singular vectors of Φ are less than 10 (accounting for ≥ 95% of the data
variation). The leading singular vectors are obtained by taking the c highest singular
values that provide 95% of the data variation. Thus, solving 3.2 only for the first c
leading singular vectors results in ≥ 90% reduction of the problem size as well as an
increased robustness to noise.
Adopting second-order cone programming (SOCP), we convert regularization 3.2 to
SOCP problem and solve it using the CVX toolkit [45].
3.4 Experiments and Results
We conduct two sets of synthetic and real-data experiments using our proposed Lp-norm
and Lp-SVD regularization methods to investigate the impact of imposing fixed prior
models on spatial properties of cardiac sources on the accuracy of source reconstruction.
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3.4.1 Synthetic Experiments
In the synthetic experiments, we consider a heart-torso model derived from a human
subject. The torso surface is represented by triangulated elements with 370 vertices.
The ventricular myocardium is represented by evenly-distributed points with 7 mm
resolution and confined by the ventricular surface.
The accuracy of 3D source estimation is evaluated using the source overlap (SO) defined
as the intersection divided by the union between the estimated and the true region of
cardiac sources:
SO =
simulated sources ∩ estimated sources
simulated sources ∪ estimated sources
(3.3)
3.4.1.1 Imaging Sources with Various Sizes Using Lp-norm Regularization
In the first set of experiments, we investigate the impact of fixed prior models using Lp-
norm regularization without temporal information on localizing cardiac source regions
with different sizes. In total, 44 settings are studied, considering a region of active cardiac
sources sized from 1% to 45% of the left ventricle. These source regions are placed at
different locations inside the ventricular myocardium. The nodes lying within the region
of active sources are assigned with values 1, while the rest of the ventricular nodes are
set to be 0. For each setting, the corresponding ECG measurements are simulated on
the 370 vertices on the body-surface, and are corrupted with white Gaussian noise (30
dB SNR) before being input to the Lp-norm method to reconstruct the region of active
cardiac sources.
For every source setting, Lp-norm estimation (without temporal constraint) at single





Figure 3.2: Source estimation using Lp-norm regularization for 1 ≤ p ≤ 2. 58 active
sources are located at left ventricle mid-anterior. Increasing the p value increases the
source size such that L1-norm obtains too scattered source distribution while L2-norm
provides overly-diffused solution. Cardiac source magnitudes are normalized to 1.
Fig 3.2 shows an example of source estimation using Lp-norm regularization for 1 ≤ p ≤
2, where the active region is located at mid-inferior of the left ventricle. The L1-norm
estimation of active sources results in a very sparse source reconstruction (SO = 0.05)
scattered in the true region of active sources, and nearly no active sources were detected
close to the endocardium. Increasing the p value for the Lp-norm regularization, the
detected source region size increases. At p = 1.3, we obtain a more accurate estimation
of source region (SO=0.38), which is located very close to the true region of active
sources. As p continues to increase, the estimated source region becomes more extended
but still has a relatively compact center. There is a sudden change of pattern in the
solution when p equals to 2, where the estimated source region (L2 solution) becomes
very diffused (SO=0.22). Another example is presented in Fig 3.3, where the active
cardiac sources are located close to the right ventricle apex. Similar pattern can be





Figure 3.3: Source estimation using Lp-norm regularization for 1 ≤ p ≤ 2. 127 active
sources are located close to the right ventricle apex. Increasing the p value increases the
source size such that L1-norm obtains too scattered source distribution while L2-norm
provides overly-diffused solution. Cardiac magnitudes are normalized to 1.
accurate result is obtained at p = 1.7. These two examples demonstrate that different
source sizes may require different prior models to be accurately estimated.
Fig 3.4 summarizes the mean SO (vertical-axis) between the true and estimated source
region obtained using Lp-norm regularization, as p increases from 1 to 2 (horizontal
axis 1) and as the size of active region increases (horizontal axis 2). As shown, focal
small source regions are better estimated using L1-norm model with low false-positives.
However, the solution produced by L1-norm regularization for medium and large source
regions has a high under-estimation (low numerator in the calculation of the SO) and
therefore a low value of SO. On the other extreme, the smeared solution of L2-norm
regularization is able to accurately detect large source regions. However, L2-norm es-
timation tends to have a high over-estimation (high denominator in the calculation of
the SO) for small regions leading to a low SO value. For source regions of medium
sizes, the maximum SO is obtained, when 1.5 ≤ p ≤ 1.6. These experiments show that
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Figure 3.4: Source overlap (SO, vertical axis) obtained by Lp-norm (1 ≤ p ≤ 2,
horizontal axis 1) for active sources with different sizes (1−100 active sources, horizontal
axis 2).
accurate estimation of sources with different sizes requires different (rather than fixed)
prior models.
3.4.1.2 Imaging Source Activity Along the Border of Computer-Simulated
Infarct Regions
In the second set of experiments, we examine the impact of fixed prior models on es-
timating the source distribution along the infarct border during the ST-segment of an
ECG cycle. During the ST-segment of an ECG cycle, there is no cardiac flow in a healthy
heart. In an infarcted heart, in comparison, only the viable myocardium would exhibit
coherent high plateau potential, while the necrotic tissue in the scar core will exhibit
low plateau potential. These two regions will be separated by the infarct border with
localized cardiac sources, as shown in Fig. 3.5. Realistic transmural action potential
propagation is simulated by the Aliev-Panfilov [46] model. Next, the spatial gradient of
action potential is calculated that represent our true sources. The corresponding ECG
measurements on the body-surface are then simulated and the time frames correspond-
ing to ST-segment are selected and corrupted with 20 dB noise as inputs to reconstruct
the cardiac source distribution.
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Figure 3.5: Illustration of action potential and its spatial gradient during the ST-
segment of an ECG cycle in an infarcted heart.
Impact of Time Incorporation on Lp-norm Regularization
We first examine the importance of incorporating temporal information into the Lp-
norm regularization in an infarcted heart during the ST-segment of an ECG cycle. Fig.
3.6 shows an example of cardiac source distribution along the infarct border that extends
from basal to mid anterior and anterolateral LV (black contour) at 2 consecutive time
samples during ST-segment. In total, 80 sources are located in the infarct border. L1
regularization produces a scattered solution of 24 (SO= 0.08) and 20 active sources (SO=
0.06), respectively. L2 regularization produces a diffused solution of 211 (SO= 0.26) and
221 sources (SO= 0.24). Neither of the methods is able to capture the structure of the
cardiac sources along the infarct border. In comparison, the Lp regularization (p = 1.5)
detects 92 (SO= 0.35) and 89 (SO= 0.31) active sources that are closer to the ground
truth but are inconsistent between the 2 time instances. Lp-SVD (p = 1.5) detects 90
and 88 sources (SO= 0.39 and 0.38) in regions consistent with the true infarct border. The
importance of a proper fixed prior model (in this example, a Lp prior with p = 1.5) is evident in
reflecting the complex spatial shape of source distribution in this example. The incorporation of
temporal constraints (the proposed SVD) is shown to further improve the temporal consistency
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Figure 3.6: Estimation of cardiac sources localized along the infarct border using Lp-
SVD regularization vs. Lp(p = 1.5), L1 and L2-norm counterparts at two consecutive
time samples during ST-segment of an ECG cycle.
Imaging Sources Along the Infarct Border With Temporal Information
We consider 72 experiments with infarct regions located at different areas within the left ventricles
(LV). The size of the infarct regions range from 1% to 45% of the LV. Fig. 3.7 shows an example
with 69 sources distributed along the border of an infarct that extends from apex to apical
inferior and lateral LV. L1 regularization produces a scattered solution with SO= 0.08 while
L2 diffused solution has SO= 0.26. In comparison, Lp-SVD (p = 1.5) regularization provides
a solution that is more consistent with the true infarct border with maximum SO= 0.41. This
benefit of the Lp-SVD (p = 1.5) is particularly evident when the infarct border is of medium size
(20% ∼ 30% of the LV), indicating the importance of different prior models for different source
sizes.
Fig 3.8 presents SO mean and standard deviation between the true and estimated infarct
border during the ST segment of an ECG cycle obtained using Lp-SVD, as p increases
from 1 to 2 and as the size of infarct border increases. Summary of these experiments is
also provided in Table 3.1. It can be seen that incorporating temporal information has
increased the overall performance of source reconstruction using Lp-SVD regularization,
compared to Lp-norm regularization (Fig. 3.4) without temporal information. Other
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(a)Simulation (b)L1-norm (c)L1.2-SVD (d)L1.5-SVD (e)L1.8-SVD (f)L2-norm
Figure 3.7: Estimation of cardiac sources along the infarct border using Lp-SVD,
p ∈ {1.2, 1.5, 1.8}, vs. L1 and L2 counterparts during ST-segment of an ECG cycle.
Figure 3.8: Comparison of segment overlap (SO) with respect to infarct border size.
Table 3.1: Comparison of segment overlap (SO) with respect to infarct border size.
Size/ 0 ∼ 5% 5% ∼ 10% 10% ∼ 20% 20% ∼ 30% > 30%
Method n = 8 n = 12 n = 13 n = 22 n = 17
L1-norm 0.12± 0.03 0.10± 0.04 0.07± 0.008 0.06± 0.03 0.04± 0.01
L1.2-SVD 0.18± 0.02 0.26± 0.06 0.23± 0.03 0.17± 0.05 0.18± 0.02
L1.5-SVD 0.21± 0.05 0.29± 0.02 0.37± 0.04 0.42± 0.04 0.44± 0.02
L1.8-SVD 0.18± 0.06 0.25± 0.02 0.32± 0.03 0.35± 0.11 0.42± 0.02
L2-norm 0.16± 0.07 0.27± 0.02 0.29± 0.02 0.36± 0.10 0.43± 0.02
than that, both methods show similar performances at reconstructing sources with dif-
ferent sizes and structures. Overall, high performance of L2-norm model and Lp-SVD
(with p=1.5) for estimating large and medium size source regions, respectively, indicates
that different source sizes/structures require different prior model for accurate source
reconstruction.
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3.4.2 Real-Data Experiments on Post-infarction Patients
Because of the important therapeutic value of the infarct border and what we observed in
our initial synthetic experiments, we continue to conduct an initial real-data experiment
on two post-infarction human subjects to assess the impact of fixed prior model in
detecting cardiac sources along the infarct border during the ST-segment of an ECG
cycle using the proposed Lp-norm prior model.
Experimental data were collected from two patients with prior myocardial infarction and
made available to this study by 2007 PhysioNet / Computers in Cardiology Challenges
[47]. MRI scan of the patient has 8-mm inter-slice spacing and 1.33 mm/pixel in-plane
resolution. Body-surface ECG maps were recorded by Dalhousie University standards
[48] at 123 known anatomical sites and interpolated to 370 nodes of the Dalhousie torso
model [4]; each ECG recording consists of a single averaged PQRST complex sampled at
2k Hz. Gold standards of the infarct were provided by cardiologists who examined the
late Gadolinium enhanced (LGE) MR scans of the patients, and were provided in terms
of the location and size of the infarct with regard to the 17-segment division of the LV
according to AHA standards [49]. Specifically, according to the gold standard, in case
1 the infarct is centered at segment 8 and extends to segments 1, 2, 3, 9, 13, 14 and 15.
The infarct center in case 3 is located at segment 10 and 11, between mid-inferior and
mid-inferolateral of the LV of the subject (highlighted with black contour on Fig. 3.9)
and extends to the neighboring segments (4, 5, 9, 12, 15, 16).
In both cases, L1-norm (Fig. 3.9a) results in a very sparse solution scattered far from the
infarct center during the ST-segment. Regions of cardiac sources provided by L2-norm
(Fig. 3.9b) are diffused and cover the infarct center. Neither of the methods is able
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Figure 3.9: Estimation of cardiac sources along the infarct border using Lp-SVD
(p = 1.5) vs. L1 and L2-norm regularizations for two post-infarction human subjects
during the ST-segment of an ECG cycle.
proposed Lp-SVD solution (p = 1.5) (Fig 3.9c) provides a more accurate estimation of
the cardiac sources that distribute around the center of the infarct.
3.5 Conclusions
The inverse problem of volumetric cardiac source imaging is notoriously ill-posed without
a unique solution. Different efforts to solve this ill-posed problem are mainly focused
on imposing a fixed prior model on the spatial and/or temporal properties of cardiac
cardiac sources. However, complex spatiotemporal property of cardiac cardiac sources
determines that common fixed prior models (L1- and L2-norm models) are no longer
proper because the underlying assumption (either too focal or too smooth) does not
reflect the property of the source distribution at different conditions. We proposed a
novel yet simple application of the Lp-norm regularization to analyze the impact of fixed
prior models on cardiac source imaging with different structure/sizes. Furthermore, we
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incorporated temporal information using the SVD technique to improve consistency over
time and robustness to noise.
Our experimental results showed the limitations of fixed prior models (L1- and L2-norm
models) in imaging sources with different sizes/structure. These limitations was more
evident in imaging source activity along the infarct border, where spatial distribution
of cardiac sources is not known apriori. Although in these experiments Lp-norm with
p = 1.5 obtained better results compared to L1- or L2-norm models, different conditions
(source structures/sizes) may require different p values (different prior models) to obtain
accurate solution.
In addition, this study showed the potential of Lp-norm prior model with varying p value
as an adaptive prior model that can reflect spatiotemporal changes of cardiac sources.
Following the same assumptions as isotropy model [44], we used Lp-SVD regularization
to primarily study the impact of spatial prior model on the solution of EP imaging. While
Lp-SVD regularization provided temporal consictency and noise robustness for imaging
sources during ST-segment of an ECG cycle, it may not provide a proper temporal basis
function for the entire cardiac cycle, as detailed in this recent study [50]. Obtaining a
proper temporal model is the focus of our future work, as discussed in Chapter 7.
In the next chapter, we address the limitation of fixed prior model by casting the Lp-
norm regularization problem into a Bayesian framework and treat p as a hyperparameter
to be estimated simultaneously from the data. Incorporating a continuous combination
of prior models using Lp-norm model, our proposed approach overcomes the limitation
of fixed prior model in reflecting different source structures.
Chapter 4
Imaging Volumetric Cardiac




Volumetric cardiac electrophysiological (EP) imaging requires solving a severely ill-posed
problem. Existing efforts to overcome its ill-posedness mainly focus on imposing a fixed
prior assumption/model on spatial and/or temporal properties of the current sources.
However, fixed prior models may enforce the source distribution to follow a pre-assumed
spatial structure that does not necessarily reflect the spatiotemporal evolution of cardiac
current sources. In the previous chapter, we studied the impact of fixed prior models
on the solution of EP imaging for different source structures/extents. The importance
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of an adaptive prior model for optimal reconstruction of sources at different conditions
were demonstrated through two sets of phantom and real-data experiments.
In this chapter, we present a multiple-model approach to reduce the model-data mis-
match during volumetric cardiac EP imaging by allowing the prior model to adapt to
available ECG measurements. A primary objective of this study is to investigate how the
uncertainty in a prior model may affect EP imaging solutions and whether allowing the
measurement data to pick a favorable set of models may reduce this effect. Therefore,
we present a hierarchical Bayesian approach that employs a continuous combination of
prior models, each reflecting a specific spatial property for transmural sources. Specif-
ically, multiple models are incorporated as an Lp-norm prior for cardiac sources where
the hierarchical structure allows the inclusion of p as an unknown hyperparameter with
a prior uniform distribution: in this way, compared to a fixed model (i.e., a pre-defined
value for p), this model consists of a continuous set of models, corresponding to different
values of p, as defined by its density function. To examine how some models may be
favored over others by different measurement data, the posterior distribution of cardiac
sources and hyperparameter p is calculated using a Markov Chain Monte Carlo (MCMC)
technique. The posterior distribution of p automatically determines the weight for each
prior model to contribute to the posterior distribution of cardiac sources. In another
word, the posterior distribution of p quantifies the reliance of 3D source estimation
on different prior models, providing an understanding of how different combinations of
prior models (p value ranging between 1 and 2) are preferred by different measurement
data. In addition, the hierarchical Bayesian structure allows us to estimate additional
parameters, including the variance of the measurement noise and the source prior, to be
automatically inferred from the data. This alleviates the challenge of finding optimal
parameters that often arises in the deterministic regularization [6, 16, 17].
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Incorporating multiple prior models for imaging cardiac sources are conceptually similar
to multiple-constraint method proposed by Brooks et al. that adopts a pre-defined
finite set of models (constraints) with different order of L2-norm in a deterministic
regularization scheme for imaging equivalent source distribution on the heart surface [6].
The proposed multiple-model Bayesian approach can be considered as a generalization
of Brooks et al. method to 1) include both L1-norm and L2-norm equivalent priors
in the regularization, and 2) incorporate a continuous rather than discrete set of prior
models through the use of hyperparameter p in a Bayesian framework that automates
the estimation of the model combination. The proposed approach, in essence, can also
be interpreted as the multiple model adaptive estimation (MMAE) that is commonly
used for motion analysis and target tracking [51–53]. Like MMAE, a set of models
are considered, where the weighted combination of all solutions determines the final
solution. Nevertheless, there are two main differences that distinguish our work from
MMAE. First, our approach considers a continuous distribution of models rather than a
finite set of models. Therefore, it avoids the need to pre-define a finite number of models
to sufficiently cover the model space. Second, MMAE is often used with minimum mean
square error estimator such as Kalman filter to provide a point estimation of the output,
while we are interested in a full Bayesian analysis of the output distribution.
The proposed multiple-model volumetric cardiac source imaging is performed on two
sets of synthetic and real-data experiments, reconstructing 3D source distributions with
different structures and sizes. To investigate the effect of fixing the prior model, in each
experiment, solutions are also obtained by pre-defining the value of p in the Lp-norm
to 1 and 2, respectively, in the proposed method. The results show that the posterior
combination of models (the posterior distribution of p) as determined by the ECG data
differs substantially among different experimental settings. Furthermore, high variance
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and complex distributions of p emerge when more complex pathological conditions are
involved. This underscores the importance of 1) adapting prior models to different under-
lying source structures; and 2) utilizing a combination of models rather than one single
model for a better match with complex source properties. These abilities, as demon-
strated by the experiments, improve the robustness of imaging transmural electrical
sources with different structures and sizes in comparison to fixed-model approaches.
While targeted at the application of noninvasive EP imaging in this chapter, the under-
lying concept of the presented work can be generalized to a broader variety of inverse
problems that face the challenge of model-data mismatch.
4.2 Methodology
The inverse problem of cardiac EP imaging can be formulated as:
b = Hv + n, (4.1)
where b represents the m × 1 body-surface measurement vector at one time instant, v
is n× 1 cardiac sources, H denotes m× n transfer matrix, and n is m× 1 measurement
noise.
4.2.1 Bayesian Inference
Bayesian inference refers to the general procedure of constructing a probability dis-
tribution for unknown parameters from given measurements, assuming both unknown
parameters and known measurements to be random variables [54, 55].
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Starting from the Bayes’ rule of probability, the joint probability distribution of unknown
parameters and given measurements, P (x, y), is represented as:
P (x, y) = P (x|y)P (y), (4.2)
where x is the unknown parameters of interest and y is the given measurements. P (x|y) is
the conditional probability distribution of x given y. P (y) is the marginalized probability
distribution of y: P (y) =
∫
P (x, y)dx.
Therefore, the posterior probability of x given y is constructed as:






According to (4.3), our prior knowledge about the unknown parameters x is incorporated
in prior term P (x) to produce the posterior probability distribution P (x|y), given the
data likelihood term P (y|x). Since probability P (y) is independent of x, it is considered
as a normalizing constant that can be omitted:
P (x|y) ∝ P (y|x)P (x). (4.4)
Different techniques can be used to analyze this posterior distribution. For example,
maximum a posterior (MAP) estimation will produce an estimate of the mode of the
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posterior distribution that maximizes the posterior probability. The solution of this op-
timization problem, however, gives a point estimate of x without providing information
about its distribution. To fully characterize the posterior distribution of x when P (x|y)
is not analytically tractable, simulated-based methods such as Markov Chain Monte
Carlo (MCMC) or approximation methods such as Variational Bayes (VB) can be used
[54, 55].
In this work, we focus on characterizing the full posterior distribution because we are
interested in the posterior distribution of p in order to analyze the different combination
of final models as determined by the ECG data.
4.2.2 Hierarchical Multiple-Model Bayesian Inference to Volumetric
Cardiac Source Imaging
From a Bayesian perspective, assuming the source v and the measurement data b as
random variables, at each time instant, the posterior probability of the unknown cardiac
source P (v | b), according to the Bayes’ theory, is related to the prior distribution of
the sources P (v) and the likelihood distribution of measurement data given sources
P (b | v):
P (v | b) ∝ P (b | v)P (v). (4.5)
4.2.2.1 Multiple-Model Prior Term
Fixed-model approaches of EP imaging consider a specific prior distribution for the
source v that imposes a pre-defined assumption on the source distribution. For example,
considering Gaussian distribution for the sources imposes smoothness on the solution,
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while assuming Laplace prior distribution for the sources induces sparsity on the solution.




represented using a zero-mean generalized Gaussian distribution [56] for the source prior
as:













where n denotes the number of sources and p represents the order of the Lp-norm prior.
Fixing the p value to 1 or 2 converts the source prior distribution (4.6) to a Laplace
distribution or Gaussian distribution, respectively. To incorporate a continuous combi-
nation of multiple models, we let p be an unknown random variable (hyperprameter). To
give no prior preference over the value of p, we assume it to follow a uniform distribution
between 1 and 2:
P (p) =

1, p ∈ [1, 2]
0, otherwise
. (4.7)
Parameter δ denotes the variance (inverse of precision) of the source prior, assumed to be
equal for all sources and constant over time. It plays a similar role to the regularization
parameter in a deterministic setting, controlling the contribution of the source prior to
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the regularization. To avoid the challenge of finding an optimal value for δ through
empirical studies, we also assume it to be an unknown hyperparameter with a uniform
distribution.
4.2.2.2 Data Likelihood Term
Assuming zero-mean normal distribution for the measurement noise, and spatially inde-
pendent measurements b, the likelihood term follows a Gaussian distribution as:





where m denotes the number of body-surface measurements and η2 represents the noise
variance, assumed to be equal for all measurements. The noise variance controls the
contribution of the data-fitting term to the regularization. Here, we also consider it to
be an unknown hyperparameter with a uniform distribution.
Substituting the likelihood and prior terms in (4.5), the joint posterior distribution (4.5)
can be re-formulated as:
P (v,Θ | b) ∝ P (b | v, η)P (η)P (v | p, δ)P (p)P (δ), (4.9)
where Θ = {δ, p, η} denotes a vector of size 3 including the three hyperparameters.
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4.2.2.3 Sampling the Posterior using MCMC
A full Bayesian analysis of this problem is obtained by sampling the joint posterior
distribution (4.9) using a MCMC technique called slice sampling [57]. Slice sampling
generates samples of a random variable by uniformly sampling from under the curve of
its density function. Unlike Gibbs sampling [58] that requires conditional distributions
of unknown random variables, or Metropolis-Hastings scheme [55] that requires an ac-
curate selection of the proposal distribution for an efficient random walk, slice sampling
enables us to directly sample the joint posterior distribution with minimum tuning re-
quired. Assuming a one-dimensional random variable z with probability density function
proportional to f(z), the single variable slice sampling can be summarized into 4 steps
as:
(a) Take an initial value z0 for z.
(b) Draw a real value g uniformly from interval [0, f(z0)], defining a horizontal slice
S = {z : g < f(z)}.
(c) Find an interval I = (L,R) around z0 that contains all or most of the slice S:
using stepping-out and shrinkage procedures, an interval of width w is randomly
positioned around z0, and then expanded in steps of size w until both ends are
outside the slice. These two ends determine L and R, which in turn identify
interval I.
(d) Draw a new sample z1 uniformly from the interval I, such that it belongs to the
slice S. If it does not belong to slice S, use it to shrink the interval I and repeat
step (d). If it belongs to slice S, accept it as a new sample and start over from
step (b) using the new sample as a new initial value z0.
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Figure 4.1: Single variable slice sampling with stepping-out and shrinkage procedures
for selecting and updating an interval.
Different approaches can be utilized to select two ends of the interval I in step (c). Here,
we use the stepping-out and shrinkage procedures to identify L and R, as explained in
Fig. 4.1. For details of other interval selection methods refer to [57]. A multivariate
distribution can be sampled by repeated use of univariate slice sampling to sample each
variable in turn. To determine whether the samples are representative of the source
distribution (convergence), several chains with different starting points are generated.
Comparing the variance between different chains, the convergence is identified when the
chains are no longer differentiable. In addition, the early iterations are discarded as they
are under the influence of the starting point.
Given samples from the posterior distribution (4.9), the posterior distribution of sources





The integration of the joint probability distribution P (v,Θ|b) over three hyperparame-
ters Θ = {p, δ, η} provides the marginal probability distribution of sources P (v|b). This









P (v, p, η, δ|b). (4.11)
Therefore, a combination of multiple models (different p values in the Lp-norm prior)
contributes to the final posterior distribution of cardiac sources P (v|b), where each
model is weighted/modulated by the posterior probability of its occurrence determined




jP (vj |b), where k is the number of samples.
4.3 Experiments and Results
We conduct two sets of synthetic and real-data experiments to evaluate the performance
of the presented multiple-model approach in comparison to a fixed-model approach in
reconstructing sources with different sizes and structures.
Both the multiple-model and fixed-model approaches are implemented using the same
overall Bayesian framework as described in section II: for the former, p is treated as a
hyperparameter as detailed earlier; for the latter, the value of p is fixed at 1 and 2 to
represent, respectively, a Laplace (sparsity) and Gaussian (smoothness) density prior.
For all experiments, slice sampling is executed with 3 chains, each with different initial
value, containing 20000 samples. The number of chains and the length of each chain are
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determined based on both sensitivity analysis and convergence criteria. Hyperparameter
p is initialized to a uniformly selected value between 1 and 2. Similarly, source variance
initial value is selected from the interval [0, 3], where the bounds are defined large enough
to cover all possible values for the source variance. Likewise, noise variance as uniformly
picked from the interval [0.1, 10e − 5] to cover different noise levels. The first 3000
samples of each chain are dropped to remove the impact of the initial value on the
samples. From these samples that represent the posterior distribution of the cardiac
sources and hyperparameters (including p), we focus our analysis on: 1) the distribution
of p as an indication of the model combination preferred by the data; and 2) posterior
mean of cardiac sources in order to evaluate the accuracy of the estimation.
4.3.1 Synthetic Experiments
To test the impact of the prior model on the accuracy of source construction, we conduct
three different sets of synthetic experiments on image-derived human heart-torso models.
The torso surface is represented by 370 nodes. The heart volumes are represented
by evenly-distributed nodes with resolution between 4mm to 7mm. The 3D source
reconstruction accuracy is measured in terms of correlation coefficient (CC) between the








where vs and ve are the true sources and the posterior mean of estimated sources,
respectively. ||.|| represents the magnitude of a vector and v̄ denotes the mean of a
vector.
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4.3.1.1 Imaging Cardiac Sources with Various Sizes
In this set of experiments, we investigate the effect of prior models when the cardiac
sources to be reconstructed range in sizes from 5% to 40% of the ventricles. In total,
40 different settings are considered, where active source region is placed at different
locations in the ventricular myocardium. Cardiac sources within the active region are
assigned with value 1, while the rest are assigned with value 0. It is noteworthy that
these settings do not reflect physiologically meaningful configurations of cardiac sources
typically seen in the heart. They are meant to mimic the change in sparse vs. diffuse
structures in cardiac sources in a simplified manner, with a focus on revealing how these
changes may affect the need of different prior models. For example, settings of focal and
extended sources resemble sparse source distribution at the beginning of the excitation
and extended source distribution along diseased regions of the heart, respectively. For
each setting, 370-lead ECG data is simulated and corrupted with 20 dB Gaussian noise
as input in the multiple-model approach.
Fig. 4.2 presents three examples, where the active source region is centered at left
ventricle (LV) apex and covered 6% , 17%, and 40% of LV (Fig. 4.2A, 4.2B, and
4.2C), respectively. The use of a sparse Laplace prior is able to detect the focal source
(CC= 0.69), but its performance decreases when the region of active sources expands
(CC= 0.60 and 0.40). In contrast, using a smooth Gaussian prior provides an overly-
smooth solution for the focal source region (CC= 0.52), but it obtains better estimation
of larger source regions (CC= 0.65 and 0.68). By using a multiple-model prior, the
posterior mean is similar in accuracy to that obtained with a Laplace prior for the focal
region (CC= 0.67, Fig. 4.2A), but it outperforms both fixed-model approaches in larger
source regions with CC= 0.70 and 0.74 (Fig. 4.2B and 4.2C). Interestingly, distributions
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Original Laplace Gaussian Multiple-model
Figure 4.2: Three examples of the posterior mean of reconstructed 3D sources using
multiple-model prior vs. Laplace and Gaussian priors. Active sources are centered at
the apex of LV and covered 6%, 17%, and 40% of the myocardium in A, B and C,
respectively. Posterior distributions of hyperparameter p for the three cases are also
shown in the rightmost panel.
Figure 4.3: Comparison of multiple-model prior with Laplace and Gaussian priors in
reconstructing active source regions with different sizes. Source size is defined in terms
of percentage of the ventricular myocardium.
of hyperparameter p for these 3 cases (Fig. 4.2) suggest that higher weights are assigned
by data to the value of p closer to 1 for the focal source. This weight distribution for p
shifts to higher values closer to 2 when the source region expands.
As illustrated in Fig. 4.3, in these 40 different settings of source distributions, the use of
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multiple-model prior delivers consistent results for sources with various sizes, while the
use of fixed-model priors only satisfactorily captures specific types of source distributions.
One-way ANOVA test is used to check (test) the overall difference between the mean
results of multiple-model prior (CC= 0.52±0.08), Laplace prior (CC= 0.50±0.11), and
Gaussian prior (CC= 0.48 ± 0.13) among all source region sizes and all locations. The
ANOVA test reports non-significant difference among three groups, which might be due
to: 1) simplicity of the settings that Laplace and Gaussian priors perform relatively well
in estimating a compact source region, confirmed by the very symmetric distribution of
p, or 2) dependency of the results on the source region size, meaning that the overall
mean of Laplace and Gaussian priors is similar while Laplace prior provides accurate
results for small source regions and not very accurate results for large source regions
and Gaussian prior behaves vice versa. Therefore, we also perform the paired student’s
t-test, reporting the multiple-model prior significantly higher accuracy than that of the
Laplace or Gaussian priors (p < 0.005).
This set of experiments demonstrates that different models are required to successfully
estimate sources with different sizes and structures. While fixed-model approaches better
detect specific source regions, adaptively changing the distribution of p (model combina-
tions) according to the data is capable of estimating source regions with different sizes
and structures.
4.3.1.2 Imaging Cardiac Source Distribution along the Infarct Border
In the second set of synthetic experiments, we examine the feasibility of the proposed
method in estimating the source distribution along the infarct border during the ST
segment of an ECG cycle. During the ST segment of an ECG cycle, in an infarcted
heart, only the viable myocardium would exhibit coherent high action potential, while
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(A) Original (B) Laplace (C) Gaussian (D) Multiple-model
Figure 4.4: Two examples of the posterior mean estimate of the source distribution
(the spatial gradient of action potential) along the infarct border during the ST segment
of an ECG cycle, where the infarct is centered at the middle to apical region at the
anterior wall of LV (top row) and at the apex (bottom row). The p distribution obtained
by our method is also shown at the rightmost panel.
the necrotic tissue in the scar core exhibits low potential. These two regions are separated
by the infarct border with localized cardiac sources. In total, we consider 116 cases
of infarcts at different locations and with different border sizes ranging from 5% to
55% of the LV. In these experiments, action potential at the core of infarct regions is
set to 0, while it is set to 1 at healthy regions. The true cardiac source distribution
along the infarct border is therefore calculated as spatial gradient of action potential.
Finally, body-surface ECG measurements associated with each setting are simulated and
corrupted with 20 dB (SNR) Gaussian noise to serve as the input for the multiple-model
approach.
Fig. 4.4 presents two examples of imaging 3D source distribution along infarct border.
In the top row, infarct core is located at the middle to apical region at the anterior wall
of LV; in the bottom row, infarct is centered at the apex of LV (Fig. 4.4A). As shown,
the use of Laplace prior detects a few sparse patches of active sources without providing
information about the center or structure of the infarct region (Fig. 4.4B, CC= 0.25
top row, and CC= 0.37 bottom row). The use of Gaussian prior better identifies the
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infarct region, though its estimations are smeared, such that the estimated sources
extend to the infarct center (Fig. 4.4C, CC= 0.43 top row, and CC= 0.44 bottom row).
The source distributions along the infarct are significantly better estimated using the
multiple-model prior, outlining both the location and shape of the infarct (Fig. 4.4D,
CC= 0.67 top row, and CC= 0.63 bottom row). In addition, as shown in the estimated
posterior distribution of p in Fig. 4.4D, the optimal ranges of value for p differ with
cases, indicating different source structures preferred different set of prior models. In
the example at the top row, the p distribution is centered around 1.2 and stretched
equally on both sides, implying a region with small to medium size (37% of the LV). In
the example at the bottom row, the value of p is mainly distributed between 1 and 1.2,
indicating a relatively small source region (25% of the LV).
Fig. 4.5 summarizes multiple-model prior performance compared to that of fixed-model
approaches in reconstructing source distributions along the infarct border with different
sizes. Unlike Laplace and Gaussian priors that satisfactorily capture specific types of
source distributions, multiple-model prior obtains consistent results for sources with
various sizes. In these 116 settings, multiple-model prior results with overall accuracy
CC= 0.55±0.09 are significantly better than that of Laplace and Gaussian priors (CC=
0.45 ± 0.12 and CC= 0.46 ± 0.08, respectively) based on one-way ANOVA test (p =
3.7512e− 014) followed by paired student’s t-test (p < 0.005).
These experiments illustrate the advantage of multiple-model prior in estimating source
distribution along the infarct border. Since the infarct border size/structure is not known
a priori, fixed-model approaches run the risk of imposing constraints on the source
distribution that are not consistent with the underlying source structures. In contrast,
multiple-model prior reflects the source structure through the weights (p distribution)
estimated for the models to correctly identify the infarct border.
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Figure 4.5: Comparison of multiple-model prior with Laplace and Gaussian priors in
reconstructing active source distribution along the infarct border. Source size represents
the size of active sources along the infarct border and is defined in terms of percentage
of the left ventricle.
4.3.1.3 Imaging Excitation/Repolarization Wavefront in Cardiac Pacing
In this set of experiments, we increase the complexity of the experimental settings and
consider realistic structures of sources that are generated by Aliev-Panfilov model [59]
describing spatiotemporal propagation of action potentials in the ventricles. Four differ-
ent heart geometries are used in these experiments. These heart models are coupled with
identical 370-vertices torso. For each heart model, 5 different random pacing locations
are considered. For each pacing location, action potential propagation are simulated
during a cardiac cycle using Aliev-Panfilov model. Next, the spatial gradient of action
potential is calculated to obtain true cardiac source distribution representing excita-
tion/repolarization wavefront in the cardiac cycle. The corresponding 370-lead body-
surface measurements are simulated and corrupted with 20 dB noise. The performance
of multiple- vs. fixed-model approached is evaluated in reconstructing the propagation
of cardiac sources at 20 different time instants during a cardiac cycle.
Fig. 4.6 presents an example of excitation wavefront propagation at 4 time instants
during depolarization phase of an ECG cycle. In this example, the pacing location is
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Figure 4.6: An example of imaging excitation wavefront propagation in cardiac pacing
at 4 time instants during the depolarization phase of an ECG cycle. The pacing point
is located at the base of right ventricle. Active source region represents the spatial
gradient of action potential.
relatively sparse solutions (Fig. 4.6B) that accurately detects source distribution at the
very beginning of the pacing (t1, CC= 0.73). Its performance, however, decreases when
the source region become larger such that only part of the active region is identified
(t2: CC= 0.42, t3: CC= 0.37, and t4: CC= 0.26). Its solution also involves false source
detection at two time instants (t2, t4). Gaussian prior solution (Fig. 4.6C) is more
consistent with the original source propagation, though it has a false-positive source
region at t4 and a relatively more diffuse over-estimation of the focal source at t1 (t1:
CC= 0.69, t2: CC= 0.47, t3: CC= 0.41, and t4: CC= 0.35). The use of multiple-
model prior obtains the source detection with the highest CC throughout different time
instants, with less false-positive detection (Fig. 4.6D, t1: CC= 0.71, t2: CC= 0.59, t3:
Chapter 4 55
CC= 0.53, and t4: CC= 0.64). The posterior distribution of p is also consistent with the
size of different sources (Fig. 4.6D, the rightmost panel). At t1,when the source region is
very focal, p distribution favors values close to 1. When the source region expands, in the
subsequent time instants, the p distribution shifts toward 2, such that the largest source
region (t3) favors p values very close to 2. The fact that the posterior distribution of p
varies with the spatiotemporal change of the propagating source clearly demonstrates
the need of automatically adapting the prior models when imaging spatiotemporally
varying cardiac sources. Furthermore, it is noteworthy that the posterior distribution of
p is associated with larger variance, and more complex shape as the spatial structure of
the cardiac sources become more complex in the second (Fig. 4.4) and third (Fig. 4.6)
set of synthetic experiments, indicating the need of combining multiple models instead
of identifying one single fixed model to constrain the imaging.
We also take a closer look at an example pacing in one cardiac cycle to study the perfor-
mance of the multiple-model prior compared to fixed-model approaches over time. Fig.
4.7 shows the CC obtained by multiple-model prior and Laplace and Gaussian priors
during depolarization and repolarization phases, each at 5 time instants. The CC accu-
racy is more consistent for multiple-model prior over a cardiac cycle while fixed-model
approaches fluctuate more often over time. Low standard deviation (STD) of multiple-
model prior (±0.03) also confirms its consistent performance over time compared to
higher STD of fixed-model approaches (Laplace prior STD: ±0.08, and Gaussian prior
STD:±0.06).
For this set of experiments, the overall performance of multiple-model prior in imaging
excitation and repolarization wavefronts during three stages of an ECG cycle is sum-
marized in Fig. 4.8, in comparison with fixed-model approaches. At early excitation
phase, where sources are sparse, our method performance compares with that of Laplace
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Figure 4.7: Comparison of multiple-model prior with Laplace and Gaussian priors
in reconstructing excitation and repolarization wavefronts during an example pacing in
one cardiac cycle.
Figure 4.8: Overall comparison of multiple-model prior with Laplace and Gaussian
priors in reconstructing excitation and repolarization wavefronts in three stages of an
ECG cycle.
prior. Nevertheless, multiple-model prior outperforms fixed-model approaches in other
phases of an ECG cycle. Conducting one-way ANOVA test on the results obtained
using multiple-model prior as well as Laplace and Gaussian priors (CC= 0.53 ± 0.05,
CC= 0.44 ± 0.07, and CC= 0.42 ± 0.11, respectively) reports that at least one group
mean is significantly different from the other group means with p = 5.5128e− 073. The
paired student’s t-test also confirms that multiple-model prior results are significantly
higher than that of Laplace and Gaussian priors with p < 0.005.
These experiments demonstrate that time-varying cardiac source structures call for not
only an automatic adaptation of the prior models to the ECG data, but also the com-
bination of multiple models rather than an optimal model in constraining the imaging.
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4.3.2 Real-Data Experiments
Real-data experiments are conducted on two different groups of post-infarction patients.
As explained earlier, in an infarcted heart, cardiac source activity is expected to be
seen along the border of the infarct core during the ST segment of the ECG cycle.
The reference infarct region for the first four patients is provided by cardiologists who
examined the delayed enhancement MRI of the four patients, while the other two patients
have voltage mapping as reference.
4.3.2.1 Imaging Infarct Region using MRI as Reference
The first four patients underwent cardiac MRI for 3D infarct enhancement. Detailed
specification of these four datasets is described in Chapter 3, section 4.2.
As shown in Fig. 4.9A, the center of infarct region (black contour) in case 1 is located
at mid-anteroseptal of the heart. The sparse solution of Laplace prior only detects part
of the infarct region border. The overly-diffused estimation of Gaussian prior does not
reveal any information about the location or structure of the infarct region. In compar-
ison, multiple-model prior is able to outline the distribution of sources along the infarct
region (non-blue regions). Similar performance is observed in case 2, where the infarct
region extends from basal inferior and inferoseptal to mid-inferior and inferoseptal. In
case 3, the infarct region is centered at mid-inferior of the LV and extended to the
septum and inferior LV. Multiple-model prior outperforms estimations obtained using
Laplace and Gaussian priors as they both include a false positive infarct region at the
right ventricle (RV). Case 4 has two infarct regions centered at basal anterior and apical
inferior. Laplace prior behaves similar to other cases. Gaussian prior could only detect




















Figure 4.9: Estimation of cardiac source activity (non-blue color) along the infarct
region border (black contour) during the ECG ST segment for 4 human subjects. Active
source region represents the spatial gradient of action potential.
detects the infarct region located at apical inferior, although it only shows some source
activity around basal anterior without providing more information about the infarct
structure/size.
For quantitative evaluation, we threshold the solution to obtain the region bordering the
infarct core. The threshold value is decided by repeated application of k-mean clustering,
where k is first set to a large value and then is decreased in order to find an appropriate
number of clusters. The difference between clusters’ values determines the threshold
value. This approach is similar to region growing technique, where a large k value in k-
mean clustering results in a large number of small regions. By decreasing the k value the
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Table 4.1: Comparison of infarct quantification with best existing results
size of regions start to grow until appropriate region size is achieved. We then calculate
the infarct region in terms of location (using the 17-segment model of LV) and size (ratio
of infarct region volume to the total LV volume), as shown in Fig. 4.9C. Interestingly, as
shown in Fig. 4.9B, in cases 1 and 2 that have relatively compact infarct regions (30%),
the posterior density of p exhibits a relatively compact distribution centered around
1.2. For case 3 that has a large infarct region (52%), the distribution of p shifts toward
higher values (∼ 1.5) with a larger tail on one side. In case 4, although the infarct
region is small (14%), the source distribution is expected to be more diffused because
of the presence of two separate infarct regions. Accordingly, the posterior density of p
is more evenly distributed from 1.4 to 1.6 with a larger variance. These results further
demonstrate the capability and necessity of a multiple-model approach to automatically
adjust the contribution of different models based on the source structure and, in some
cases, to utilize a set of more evenly weighted models than one optimal model when
dealing with complex source structures.
Table 4.1 compares the accuracy of infarct quantification for cases 3 and 4 with the
results obtained on the same data by five other methods. In brief, Xu et al. solves
the problem by estimating the volumetric action potential using a total-variation prior
[18]. Wang et al. obtains volumetric action potential using a physiological-model based
maximum a posteriori estimation [60]. Dawoud et al. reconstructs epicardial potential
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from body-surface measurements using Tikhonov regularization followed by a morphol-
ogy classification to calculate infarct size and location [4]. Farina et al. uses a spherical
infarct model inside a detailed 3D cardiac excitation model to deterministically opti-
mize the infarct location and size [61], and Mneimneh et al. directly analyzes the ECG
without solving any inverse EP imaging problems. [62]. As shown, in both cases, the
results obtained by multiple-model prior are comparable to volumetric action potential
imaging methods [18, 60] and outperformed the other three approaches [4, 61, 62]. It
also reports less false positive infarct compared to those in [18, 60].
4.3.2.2 Imaging Infarct Region using Voltage Mapping as Reference
The other two patients have ventricular tachycardia due to previous infarct and under-
went catheter voltage mapping of the scar substrates. The datasets include CT images
of heart/torso geometries as well as 123-lead BSP measurements for each subject that
are acquired at the Cardiac Electrophysiology Laboratory of the QEII Health Sciences
Center, Halifax, Canada [63]. Axial CT scans of these two cases include slices with
0.8-3 mm inter-slice spacing and 0.86 mm pixel spacing. The torso surface for these two
cases is described by triangular elements with 120 vertices. Patient-specific heart-torso
models are constructed from CT scans of individual patients. BSP measurements are
recorded by Dalhousie University standards [48] at 123 known anatomical sites; each
BSP recording consisted of a single averaged PQRST complex sampled at 2 kHz. For
these two patients, the reference infarct data is obtained through invasive bipolar volt-
age recordings collected on the epicardium of the heart using the CARTO system [63].
Infarct core is identified as a region with peak-to-peak bipolar voltage < 0.5mV and
the region with voltage between 0.5 mV to 1.5 mV indicates infarct border. CARTO
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Figure 4.10: (A) CARTO map (the leftmost panel) and its spatial gradient (non-blue
region) projected on the heart surface with highlighted infarct region (black contour).
(B-D) Estimation of cardiac source activity (non-blue color) along the border of the
infarct region. Active source region represents the spatial gradient of action potential.
Amira 4.1 software (Mercury Computer Systems, Chelmsford, MA), followed by coher-
ent point drifting method for non-rigid registration [64, 65]. Infarct region is identified
after thresholding as described earlier, and its quantitative accuracy is evaluated in
terms of overlap (SO) with the infarct region delineated from the CARTO voltage map.
SO is defined as intersection between estimated and reference source regions over union
of estimated and reference source regions. Note that SO is half of the Dice coefficient
commonly used in segmentation techniques.
As shown in Fig. 4.10, the use of Laplace prior can partially identify source activity
along the infarct border without providing detailed information about the structure of
the infarct core (case 5: SO= 0.34, case 6: SO= 0.31). The use of Gaussian prior
has better estimation of source distribution along infarct border in case 5 (SO= 0.48)
while its estimation in case 6 is smeared and extended to the infarct center (SO= 0.36).
Multiple-model prior performance in delineating the infarct core is improved compared
to fixed models in both cases (case 5: SO= 0.51, case 6: SO= 0.53). Specifically in
case 6, multiple-model prior not only identifies the infarct region, it detects the source
activity at heterogeneous region close to the apex. Similar to previous observations, in
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these real-data experiments with complex infarct structures, the posterior density of p
exhibits a more even and complex distribution with larger variances.
4.4 Discussions
1) Comparison with Multiple-Constraint Regularization Method by Brooks
et al. [6]
As mentioned in the introduction, the proposed multiple-model prior is conceptually
similar to multiple-constraint regularization method proposed by Brooks et al. for es-
timating epicardial potential distribution from body-surface measurements [6]. Brooks
deterministic approach imposes a finite set of prior models with different orders of L2-
norm on spatial property of equivalent cardiac sources on the epicardium. A special case
of this deterministic regularization method with zero-order and first-order Tikhonov con-
straints is then used for epicardial potential imaging, formulated as:
minv ||b−Hv||+ λ1||v||2 + λ2||Rv||2, (4.13)
where, R is the gradient matrix, λ1 and λ2 are regularization parameters, and v is
equivalent cardiac sources on the epicardium. For more details of this method refer to
[6].
Here, we implement and compare this method with the presented multiple-model Bayesian
approach for imaging volumetric cardiac sources. Regularization parameters are deter-
mined using L-surface method, as explained in [6] as an extension of L-curve method.
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Figure 4.11: Comparison of the presented multiple-model Bayesian approach with
Brooks et al. multiple-constraint regularization [6] in imaging volumetric sources lo-
cated at different segments of LV defined according to standard 17-segment model of
LV.
We consider 17 different settings, where active sources are located at different segments
of LV defined according to standard AHA 17-segment model of LV [49]. The active
source segment is set to value 1, while the rest is set to value 0. For each setting, the
body-surface measurements are simulated and corrupted with 20 dB Gaussian noise.
Fig. 4.11 shows the results obtained by the presented multiple-model Bayesian approach
compared to Brooks et al. multiple-constraint regularization. While both approaches
obtain similar performance trend in these 17 different settings, the presented multiple-
model Bayes provides better overall source estimation (CC =0.52 ± 0.14) compared to
Brooks multiple-constraint regularization (CC=0.49 ± 0.13). According to paired stu-
dent t-test, the multiple-model Bayes obtains significantly higher accuracy (p = 0.005);
though a larger experiments set is required for more conclusive comparison.
It must be noted that Brooks method is originally aimed to estimate epicardial poten-
tial distribution while its implementation in this work targets estimation of volumetric
sources in the myocardium.
The Bayesian framework of the multiple-model approach enables automatic estimation
of hyperparameters such as distribution of p, source variance and noise variance in
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addition to source distribution. In comparison, the multiple-constraint regularization
involves the challenge of finding proper regularization parameters for the generic model,
although this challenge is overcome in the special case of two constraints using L-surface
method.
2) Posterior Mean vs. MAP Estimators
In this work, we use the posterior mean of the source distribution to evaluate the accuracy
of the estimation of cardiac sources. This choice is made based on the assumption about
the distribution of measurements and sources that followed Gaussian distribution and
generalized Gaussian distribution, respectively. As a result, the posterior distribution of
sources follows generalized Gaussian distribution, which is a unimodal distribution that
justifies the posterior mean as a valid point estimator for the sources. This unimodal
distribution also indicates that MAP and posterior mean would provide close results.
For comparison purposes, we also calculate MAP estimation of the source distribution in
the second set of synthetic experiments. Examples of two source distributions obtained
using slice sampling are shown in Fig. 4.12A. As shown, the unimodal posterior distri-
bution of sources explains comparable results of MAP and posterior mean estimators
(as shown in Fig. 4.12B). A slightly lower accuracy of MAP estimator can be explained
by its sensitivity to sampling errors in the solution while posterior mean is more robust
to these errors by averaging over a set of solutions.
3) Deterministic Formulation of Proposed Bayesian Method
The posterior distribution (4.9) being solved in this work can be formulated in a deter-
ministic form by taking negative logarithm from two sides of the equation (4.9) as:
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(A) (B)
Figure 4.12: (A) Examples of posterior distribution of two sources obtained using slice
sampling. (B) Comparison of Map vs. posterior mean estimators for multiple-model
prior as well as Laplace and Gaussian priors for the second set of synthetic experiments.
−log(P (v,Θ | b)) ∝ −log(P (b | v, η))− log(P (v | p, δ))
−c,
(4.14)
where c is a constant value resulted from taking logarithm of uniform distribution of
the hyperparameters. Dropping the constant c and calculating the logarithm of the
likelihood and the source prior terms would convert (4.14) to:
− log(P (v,Θ | b)) ∝ ||b−Hv||+ λ||v||p, (4.15)
where the regularization parameter λ is determined from noise variance η2 and source
variance δ. Using the posterior mean as a point estimator for cardiac sources is then
equivalent to taking the expectation of (4.15).
Solving this problem for Laplace or Gaussian prior distribution for the sources converts
the functional (4.15) to:
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||b−Hv||+ λ||v||z, z = 1 or 2, (4.16)
where z = 1 (L1-norm) is equivalent to assuming Laplace distribution for the sources
while z = 2 (L2-norm) corresponds to Gaussian distribution for the sources. Poste-
rior mean of the source distribution is then equivalent to taking the expectation of the
functional (4.16). Note that solving (4.16) in a Bayesian framework, the regulariza-
tion parameter (λ) is automatically estimated along with the source distribution. It
is noteworthy that posterior distribution (4.9,4.14,4.15) instead of an MAP estimate is
being sought in this work because of our interest in analyzing the full posterior distri-
bution of the hyperparameter p, with the intention to examine the model combination
as determined by ECG data.
4) Initialization Impact
Another advantage of the proposed Bayesian approach is in considering source vari-
ance δ and noise variance η2 as hyperparameters and estimating them in addition to
source distribution. As mentioned in the methodology section, the values of δ and η
affect the accuracy of Bayesian inference by controlling the contribution of the prior
and the data-fitting term. To verify the robustness of our approach to initial values
of these parameters, we conduct experiments with different measurement noises (SNR
levels ranging from 50 to 10 dB). For all experiments, initial values of δ and η are identi-
cal. As shown in Fig. 4.13, a slight change in CC value of different measurement noises
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Figure 4.13: Correlation coefficient obtained using multiple-model prior for active
sources in the presence of white Gaussian noises with different SNR levels.
demonstrates the ability of the hierarchical approach to automatically adapt hyperpa-
rameter values to deliver high performance. In these experiments, the final value of δ is
mainly distributed over the range of 0.3 to 0.6, regardless of its initial value.
5) Computational Cost
Our proposed approach obtains full posterior distribution of sources and hyperparam-
eters by relying on MCMC slice sampling technique to obtain samples from the high-
dimensional solution space (in the order of 1000). As a result of this high-dimensional
solution space, it takes an average of 1 minute to converge on an iMac 2.9GHz Quad-
Core Intel Core i5 with 16GB DDR3 SDRAM. The computational cost of Laplace and
Gaussian priors implemented in this work (by fixing p value to 1 and 2, respectively)
is similar because they also rely on sampling the same high-dimensional solution space
with one less hyperprameter. In comparison, regularization methods take an average of




Implementing multiple model concept in the form of Lp-norm prior with varying param-
eter p is similar to the source separation method reported in [66], where Lp-norm prior
model is used to promote different source structures.
In the first set of real-data experiments, ECG data were collected from 120 leads and
interpolated to 370 vertices for the inverse solution. In the second set of real-data exper-
iments, ECG data collected from 120 leads were directly used for the inverse solution.
We experimented with both types of inputs in our past work, and no substantial dif-
ference was observed. It might be because interpolation does not provide extra data
but increases the redundant data (linearly dependent on the original 120-lead data). In
addition, ECG data are usually involves noise and require pre-processing before being
used for the EP imaging, such as detrending and denoising. Here, we used averaging
over time to remove the noise. Beat-to-beat variability of the ECG signals was observed
in our data and is a topic of our future study.
The anisotropy of the conductivity tensors reflects fiber structure that can be obtained
experimentally or based on mapping techniques. The former is not yet readily available
in in-vivo human subjects, while the latter has been commonly used in literature, such
as in detailed ventricular modeling [67]. In this work, the latter approach is adopted
where 3D fiber model is obtained by mapping a 3D experimentally-derived mathematical
fiber model [28] to the personalized ventricular geometry of the subject. To obtain the
exact conductivity values of a specific subject is a much more challenging problem and
requires parameter estimation methods such as in [68]. Here literature value is adopted
[69]. Both fiber mapping and conductivity values may introduce uncertainty/errors to
the forward modeling, which in turn impact the solution of EP imaging. Assessing these
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uncertainties is a challenging yet important question that need to be addressed in future
work.
The overall CC obtained by multiple-model prior for imaging volumetric cardiac sources
(on average 0.50) is lower than those reported in [15, 31, 70] (between 0.70 to 0.90). It
is likely because of the use of transmural source models instead of surface-based source
models. Furthermore, it might be caused by the type of transmural source models we
used, i.e., the gradient of action potential, which corresponds to complex and relatively
compact structures such as propagation wavefront and infarct border. In our future
work, we will use other error measures, such as relative difference measure (RDM) and
magnification error norm (MAG), to further analyze our results.
Our proposed method only focuses on automatic adaptation of spatial prior model to
the source spatial properties. Therefore, comparison with temporal-constraint based
approaches such as those presented in [60, 71] was not considered. In our future work, we
plan to integrate the proposed spatial multiple model approach with a temporal model of
cardiac source propagation to guide the source evolution over time while automatically
adapting to source spatial properties. Similar approach has been undertaken by our
group in integrating a spatial sparsity model with a temporal source propagation model
using hierarchical Bayes [72].
The infarct model used in this work is obtained based on the physiological properties
of action potential during the ST segment of an ECG cycle, exhibiting low voltage
amplitude at infarcted region and high voltage amplitude at viable tissues. The source
model along the infarct border is obtained as the spatial gradient of action potential.
Although this simplified infarct model provides different source structures for validating
our method, it does not consider heterogeneous infarct regions. In our future work, we
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will include infarct border zone in our simulation setting. It is noteworthy that the
microscopic structure of infarct border zone is not yet well established and it is common
practice in electrophysiological simulation to consider the parameter in the border zone
to have intermediate values between that of the infarct core and healthy zones [73].
We will also consider extending the presented work to the imaging of ischemic regions
utilizing previously reported cellular models of ischemia [74, 75].
In this work, we focused on source distributions with resolutions around 4-7 mm. In
future work, we will study how the resolution of source distribution impacts the per-
formance of multiple-model prior, the findings of which will enable us to optimize the
computational cost of MCMC sampling by minimizing the number of sources (unknown
parameters) to be estimated.
4.5 Conclusions
Noninvasive cardiac EP imaging involves solving an ill-posed problem, which is often reg-
ularized by imposing fixed prior models on the spatial distribution of sources. Although
fixed-model techniques are able to accurately estimate specific source distributions, they
may not always reflect the time-varying property of cardiac sources. In this work, we
proposed a multiple-model hierarchical Bayesian approach for 3D source estimation to
reduce model-data mismatch by incorporating a continuous combination of multiple
models, contribution of which is inferred from the measurements. Experimental results
demonstrated the necessity of different prior models for estimating complex source struc-
tures and the ability of the presented multiple-model approach to automatically adapt
the model combination to measurement data in reflection of the source property.
Chapter 5
Impact of Prior Assumptions




Non-invasive cardiac electrophysiological (EP) imaging utilizes personalized anatomical
models to establish the mathematical relationship between the cardiac electrical source
v and body-surface measurements Φ (Φ = Hv), where the constructed transfer matrix
(volume conductor model) H is specific to each subject’s heart-torso geometry. The
role of anatomical modeling in the accuracy of EP imaging has been previously stud-
ied. It was shown that using a generic instead of personalized anatomical model in
EP imaging fails to accurately estimate cardiac electrical activity of individual subjects
71
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[22]. Further studies also confirmed that certain global anatomical parameters, such
as size, position and orientation of the heart with respect to electrode placement on
the torso, must be subject-specific in order for non-invasive EP imaging to be accurate
[21, 25]. Therefore, it has been a standard practice in current EP imaging systems to
utilize a high-quality, anatomically-detailed heart-torso model generated from individual
subjects’ tomographic scans.
Personalized anatomically-detailed heart-torso model can be constructed either directly
from patient’s tomographic data or by customizing a template model to patient’s anatomy
[76]. However, taking either approach, construction of detailed anatomical models puts
high demands on the quality of tomographic images needed. It also involves a time-
consuming, expert-dependent image-analysis process, the complexity of which reduces
the cost-effectiveness of the otherwise promising technique of EP imaging in clinical
practice. Furthermore, it introduces model variations stemming from a variety of factors
such as image quality, segmentation expertise, segmentation methods, and/or registra-
tion techniques. This in turn leads to unresolved uncertainties in the outcome of EP
imaging systems that bring questions to their robustness in clinical practice.
In this study, we investigate the impact of the variation in detailed personalized anatom-
ical modeling on EP imaging outcomes. This will help us understand and verify the
robustness of current EP imaging systems to modeling variations inherent in these sys-
tems. Furthermore, it will shed light on the quality of anatomical models that is actu-
ally needed for reliable EP imaging, which in the long term will provide guidance for
establishing a clinically practicable procedure of anatomical modeling for EP imaging.
Considering the solution of the inverse EP problem y as a function of input anatomical
model x, y = g(x), where g represents the complex process of the inverse estimation
of cardiac electrical activity, we approach our problem in two steps: 1) modeling the
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probabilistic/statistical distribution of the input variable x, the personalized anatomical
models, and 2) quantifying the uncertainty of the outcome y in relation to the uncer-
tainty in input x. In this study, we focus on the variation in modeling the ventricles of
individual subjects.
To model the variations in input variable x, we propose a novel application of statistical
shape modeling (SSM) [77]. SSM provides a parametric shape model that captures the
pattern of variability among a set of shapes. It is conventionally used to represent the
shape variation among a population of subjects. However, in the context of EP imaging,
the importance of subject-specific global anatomical parameters has been established
[21, 25]. Therefore, in this study, the variation to be modeled is that of the personalized
shapes, assuming that its global parameters have been correctly personalized to the
individual’s images. To do so, we build an SSM for each specific subject rather than a
population of subjects. Training SSM over a set of subject-specific anatomical models
derived from the same subject’s anatomical images with different image quality, different
inter-/intra-individual segmentation, or different segmentation methods, we derive a
parametric description of the variation in personalized anatomical model in terms of
their mean and variance.
To assess the sensitivity of the output variable y to the uncertainties in input variable x,
there are two general groups of techniques: analytical vs. simulation-based approaches.
Analytical approach is based on the differentiation of system equations with respect
to the parameters of interest [78]. In our problem, the system g represents a complex
process including the construction of personalized anatomical models, the calculation of
transfer matrix H, and the inverse estimation of cardiac electrical activity. Therefore,
it cannot be explicitly formulated and analytically assessed.
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Alternatively, simulation-based approaches provide sensitivity evaluation based on mul-
tiple simulations of the system g for different input values. The most well-known
simulation-based approach is Monte Carlo (MC) analysis that generates a large number
of random samples from the input parameter space. These samples are then propagated
through the system to obtain the corresponding outputs, using which the statistics of
the output variable can be calculated. However, given the large dimensionality of the
input anatomical model x (more than 1000 points), application of MC analysis to our
problem will require a large number of simulations that is computationally expensive if
not impossible.
Deterministic sampling is another class of simulation-based techniques that balances
between the analytical and random sampling techniques. An example of such tech-
niques is generalized polynomial chaos-stochastic collocation (gPC-SC) method that
approximates the system function by a linear combination of orthogonal polynomials
using collocation points (samples). These collocation points are derived with the aid of
collocation methods originally used in numerical differentiation/integration [79]. This
method was previously used to study the sensitivity of the forward electrocardiographic
simulation to the position of the heart [25]. However, the number of required collocation
points increases exponentially with the dimension of the input variable. Alternatively,
unscented transform (UT) is a deterministic sampling method that preserves the sys-
tem equation g(x) intact and approximates the distributions of input/output variables
instead. Particularly, it uses optimization methods to find a minimal number of sam-
ples that can preserve the statistical moments of a given distribution up to a desired
order [80]. Compared to SC, in the presence of a high-dimensional input variable x, UT
requires substantially less number of samples to accurately estimate statistics of output
variable up to the second moment [81].
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Therefore, we will apply the UT to the SSM, trained for each subject, to draw a set of
samples from the statistical distribution of input personalized anatomical models. EP
imaging will be carried out on each sample to obtain the corresponding outcome. The
statistics of the EP imaging outcome will be calculated to study its uncertainty subject
to anatomical modeling variations.
The feasibility of our approach in quantifying and assessing the impact of anatomical
modeling variations on the EP imaging solution is demonstrated in two sets of phantom
and real-data experiments. In these experiments, we employ two of the existing EP
imaging methods as testbeds: epicardial-based electrocardiographic imaging (ECGI)
[31] and transmural electrophysiological imaging (TEPI) [19].
5.2 Cardiac Electrophysiological Imaging
5.2.1 Surface-based EP Imaging Methods
As described in Chapter 2, surface-based EP imaging considers equivalent source models
on the ventricular surface in forms of epicardial potential [31–33], or activation time
[34–36]. These surface-based EP imaging methods often overcome the ill-posedness
of the inverse problem by employing regularization with various constraints on spatial
and/or temporal properties of the solution, such as Tikhonov regularization (zero-order,
first-order, second-order) [14], truncated-SVD [12, 13], state-space filtering framework
(Kalman filter) [6], and recently L1-norm based sparsity models [15–17].
In this study, we consider epicardial-based electrocardiographic imaging (ECGI) tech-
nique, as presented in [31]. ECGI solves the inverse problem for the equivalent current
source models located on the epicardium of the heart. Using boundary element method,
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equations (2.4,2.6) can be numerically solved on a subject heart-torso model to obtain
linear relationship between body-surface measurements Φ and epicardial potential ve:
Φ = Hve. ECGI then solves the inverse problem using zero-order Tikhonov regulariza-
tion treating each time instant separately:
v̂e = arg minve ||Φ−Hve||2 + β||ve||2 (5.1)
The first term in equation 5.1 provides the least square solution while the second term
imposes constraint on the spatial smoothness of the solution. The regularization pa-
rameter β controls the relative weight of two terms. For details of the ECGI algorithm,
please refer to [31].
5.2.2 Transmural EP Imaging Methods
In the past decade, transmural EP imaging has been emerged that considers transmural
source models in forms of transmural action potential [19, 20, 37–39], or current density
/ activation wavefront [40, 41]. These volumetric approaches often overcome the ill-
posedness of the inverse problem by imposing different orders of smoothness constraints
on the spatial or temporal properties of the solution, through methods such as Lapla-
cian weighted minimum norm [37], or lead-field normalized weighted minimum norm
(LFN-WMN) in combination with truncated-SVD [41] and/or incorporating physiolog-
ical models of cardiac excitation wavefront propagation [19, 20, 39].
In this study, we consider transmural electrophysiological imaging (TEPI) method, as
presented in [19]. TEPI solves the inverse problem for the transmural action potential
within the myocardium. Using a proper combination of numerical methods, such as
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mesh-free and boundary element methods [19, 82], one can numerically solve equations
(2.3-2.6) on a subject heart-torso model, and obtain linear relationship between body-
surface measurements Φ and transmural action potential u: Φ = H̃u. For detailed
specification of the heart-torso models and calculation of the forward problem using
mesh-free and boundary element methods, please refer to [82].
TEPI combines a physiological spatiotemporal prior of action potential with body-
surface potential data through Bayesian statistical regularization to overcome the ill-
posedness of the problem. Assuming action potential u and body-surface potential Φ as
random variables, TEPI seeks the maximum a posteriori (MAP) estimate of uk at time
instant k that maximizes the posterior density function of uk given all body-surface
measurements ,Φ1:k , up to the time instant k, where k = 1, . . . , t and t is the total
number of measurements over time.
ûk = arg maxuk {f(uk|Φ1:k)} (5.2)
At each time step k, a prediction of the distribution of uk is first obtained by a prob-
abilistic simulation of a macroscopic Aliev-Panfilov model [59] based on its estimation
from the previous iteration uk−1. An MAP estimation of uk is then calculated using
the predicted prior and the likelihood according to the Bayes rules. For details of TEPI,
please refer to [19].
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5.3 Sensitivity Assessment of EP Imaging to Variations in
Personalized Ventricular Shapes
Anatomical modeling involves variations and uncertainties that are caused by different
factors such as different segmentation techniques, inter-/intra-individual difference in
segmentation, and image quality. As an example, Fig. 5.1 presents two different seg-
mentation results (red and blue contours) of one cardiac MRI slice at the short axis view
performed by two experts. The visible difference in local details of endocardium and
epicardium contours would eventually lead to two different heart models built for the
same subject. In contrast with global anatomical parameters (heart size, position and
orientation) whose importance on EP imaging is well established, the influence of these
local shape variations on the accuracy of EP imaging has not been investigated or well
understood.
To determine the sensitivity of the EP imaging outcome y to the local anatomical mod-
eling variations x, we formulate the problem as y = g(x), where x contains the 3D
coordinates of all surface nodes, y is the corresponding EP imaging outcome, and g rep-
resents a complex process including the construction of personalized anatomical models,
the calculation of transfer matrix H, and the inverse estimation of cardiac electrical
activity. As summarized in Fig. 5.2, first, we will model the statistical distribution
Figure 5.1: Two different segmentations (red and blue contours) of one MRI slice at
the short axis view.
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Figure 5.2: Outline of the proposed approach to investigate the uncertainty of EP
imaging subject to variations in personalized anatomical models.
accounting for variations in personalized anatomical modeling. Second, we will quantify
the output uncertainty resulting from the input variation. Detailed descriptions of these
two steps are provided in the following sections.
5.3.1 Uncertainty Quantification in Personalized Anatomical Models
As a first step, we need to quantify the variations/uncertainties in personalized anatom-
ical models. Because of the importance of subject-specific global anatomical parameters
(heart size, position, and orientation with respect to torso) on the accuracy of EP imag-
ing [21, 25], we train a personalized SSM for each subject on a set of anatomical models
that have identical global parameters correctly customized to the subject. This set of
training models will include shape variations resulted from two major causes: different
image resolution and inter-individual difference in segmentation. For the former, cardiac
MR/CT images of each subject are downsampled to generate different image resolutions.
For the latter, different experts are recruited to perform manual segmentations for each
subject’s images. These segmentation results by different users on images with different
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resolutions provide the basis for constructing the training set of anatomical models to
build the subject-specific SSM.
For each segmentation result, a surface mesh of the heart will be built with nodal po-
sitions represented in Cartesian coordinates (xi, yi, zi i = 1, 2, . . . , n). For each subject,
all surface meshes in the training set have the same number of nodes with known cor-
respondence. Concatenating the coordinates of all n nodes to one vector, each surface
mesh (anatomical model) can be described as x = (x1, y1, z1, . . . , xn, yn, zn)
T . It must
be noted that, as mentioned earlier, the training anatomical models for each subject are
aligned and share identical global anatomical parameters tailored to that subject.
Constructing the statistical shape model consists of two steps: 1) extracting the mean
shape, 2) calculating the covariance matrix of the training shapes [77]. The mean shape













(xi − x̄)(xi − x̄)T (5.4)
The variation of personalized anatomical models for a specific subject is thus mod-
eled as a high-dimensional Gaussian random variable with mean x̄ and covariance Px:
N (x̄,Px).
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5.3.2 Simulation-Based Sensitivity Evaluation
Given the statistical description of personalized anatomical modeling, we are interested
in quantifying the resulting statistical distribution of the EP imaging output. As de-
scribed earlier, the complex relationship g between EP imaging output y and the input
anatomical model x cannot be analytically formulated. Therefore, simulation-based
techniques should be used to obtain output statistics based on multiple simulations of
y = g(x) using samples drawn from the input distribution x. Because of the high-
dimensionality of x, we employ the unscented transform (UT) to reduce the number of
samples and accordingly the number of EP imaging processes needed to be carried out.
UT is established based on the principle that, given a nonlinear function y = g(x), it
is easier to approximate a probability distribution than it is to approximate an arbitrary
nonlinear function [80]. Accordingly, a set of weighted points (sigma points), S =
{i = 1, 2, · · · , p : Xi,Wi}, is selected deterministically so as to minimize the error in
approximating the statistical moments of x up to a desired order. Applying the nonlinear
function g to each point yields a set of transformed points, statistics of which gives an
estimate of the output statistics that otherwise could not be derived analytically.
Given the Gaussian shape model N (x̄,Px), derived in the previous section, different
sets of sigma points can be used to capture the output statistics up to the second
order. An example that we employed in our study is a set of 2L sigma points (samples)
symmetrically-distributed around the mean along the direction of second-order variation:
Xi = x̄ + (
√
LPx)i,Wi = 1/2L, i = 1, . . . , L
Xi+L = x̄− (
√
LPx)i,Wi+L = 1/2L, i = 1, . . . , L
(5.5)
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where L represents dimension of the input variable x (3n in this case, n being the number
of nodes in the shape model) and (
√
LPx)i denotes the ith row or column of the matrix
√
LPx. Wi is the weight assigned to the ith sigma point.
Because L = 3n is large in our study (n is at the order of 103), 2L sigma points
still requires a large amount of EP imaging processes. To further reduce the number of
sigma points needed, we propose to sample the sigma points only along the predominant
(instead of all) directions of variance in x. To extract the principal directions of variance
in x, principle component analysis (PCA) is applied to Px to decompose the covariance
matrix into the principle modes of variations Ψ (eigenvectors) and the corresponding





The modes of variations are sorted in an order with descending variances such that
λ1 > λ2 > · · · > λ3n. Therefore, the covariance matrix Px can be approximated by the






λ2ψ2; · · · ;
√
λcψc] (5.7)
Replacing the full size covariance matrix Px with the reduced covariance matrix P̃x in
equation (5.5), we can reduce the number of required sigma points to 2c as:
Xi = x̄ +
√
cλiψi,Wi = 1/2c i = 1, . . . , c
Xi+c = x̄−
√
cλiψi,Wi+c = 1/2c i = 1, . . . , c
(5.8)
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(a) First principle component
(b) Second principle component
(c) Third principle component
Figure 5.3: Examples of anatomical variations around mean geometry model along
(a) first, (b) second, and (c) third principle directions. Mean geometry model is shown
in red color while the two sample geometry models are shown in white and blue.
To guarantee plausible shapes,
√
c should be restrained to a certain interval. A common
approach is to limit
√
c to lie within [−3,+3], treating all modes as independent distri-
butions [77]. This is approximately equivalent to taking the first 10 eigenvectors (c = 10)
in sampling the sigma points, which accounts for 98% of the total variation (
∑L
i=1 λi).
As an example, Fig. 5.3 presents anatomical variations around mean geometry x̄ (shown
in red color) along the (a) first, (b) second, and (c) third principle directions (white and




λi i ∈ {1, 2, 3}, respectively).
Each sigma point represents a personalized anatomical model following the statistical
distribution modeled for a specific subject using his or her SSM.
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5.3.3 Statistical Analysis
For each subject, on each anatomical model Xi sampled from his/her personalized SSM,
EP imaging can be carried out using identical BSP data acquired for that specific subject:
Yi = g(Xi) (5.9)









Wi(Yi − ȳ)2 (5.11)
In this way, the mean and variance of EP imaging output (5.10, 5.11) are calculated,
which provide information about the distribution/uncertainty of the EP imaging solu-
tions.
In addition, pooled from results across multiple subjects, we conduct a statistical test
of equivalence to investigate the statistical equivalency of the EP imaging outputs Yi
obtained on different anatomical models Xi drawn from subject-specific SSM models. To
do so, a specific accuracy measure θ (explained in section 5.4) is extracted from the EP
imaging outputs. θs obtained on the same subject yet with different anatomical models
(drawn from the SSM) are randomly paired up and the difference of each pair (dθ) is
calculated. The hypothesis test of equivalence based on paired t-test is then performed
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on the dθs of multiple subjects. Assuming parameter dθ ∼ N (δ, σ2) to be the measure
of the intra-subject difference of the paired observations of θs, statistical equivalency is
obtained if δ/σ lies within an established range [−ε, ε], ε > 0 [83]. The alternative and
null hypotheses are defined as:
Alternative hypothesis (H1) : −ε ≤ δ/σ ≤ ε
Null hypothesis (H0) : δ/σ < −ε or δ/σ > ε
5.4 Experiments and Results
As mentioned before, we consider two EP imaging approach (ECGI and TEPI, described
in section 5.2) as testbeds for our experiments. The solution of ECGI is in the form
of epicardial potential dynamics while the TEPI solution is in the form of transmural
action potential dynamics. We conduct two sets of synthetic and real-data experiments.
5.4.1 Synthetic Experiments
Synthetic experiments are conducted on four subjects including one canine heart and
three human hearts. A realistic human torso model with 370 vertices on the triangulated
body surface is coupled with all the heart models to set up the phantom experiments
[84]. For each subject, MR/CT images are down-sampled to generate 3 sets of images
with different resolutions. A set of 7 ventricular models are developed using manual
segmentation of MR/CT images with specific resolution performed by different experts
(total 21 segmentations for each subject). This set serves the training set for constructing
subject-specific SSM. From each subject-specific SSM, 20 ventricular models are gener-
ated using the 10 highest eigen values of the covariance matrix. Body surface potential
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Depolarization phase Repolarization phase
(a) Ventricular model 1
(b) Ventricular model 2
Figure 5.4: ECGI solution (epicardial potential) obtained on two ventricular models
for the same subject in the healthy setting, at two different time instants of cardiac
depolarization and repolarization phases.
(BSP) data, including 370 electrodes located on the vertices of the torso surface mesh,
are simulated on the mean shape provided by the trained SSM for each subject and are
corrupted with 20-dB white Gaussian noise. For each subject, the identical BSP data
are coupled with the SSM-sampled ventricular models for EP imaging to ensure that the
only factor affecting EP imaging outputs is the variation in the input ventricular shape.
In the synthetic experiments the ground truth is available in form of epicardial/action
potential dynamics. Therefore, quantitative accuracy of the solution is evaluated in
terms of average relative error (RE) and average correlation coefficients (CC) between
estimated and true potentials over a cardiac cycle [31].
Experiments are conducted on both healthy and post-infarction settings; for the lat-




Figure 5.5: (a) Overlap of two ventricular models of one subject, shown in Fig. 5.4,
in short-axis view from base to apex. (b) ECGI solution at two corresponding nodes
on the two ventricular models in healthy setting.
Depolarization phase Repolarization phase
(a) Ventricular model 1
(b) Ventricular model 2
Figure 5.6: ECGI solution (epicardial potential) obtained on two ventricular models
for the same subject in the post-infarction setting, at two different time instants of
cardiac depolarization and repolarization phases.
ECGI Results. Fig. 5.4 gives an example of the epicardial potential reconstructed
on two ventricular models for the same subject in the healthy setting at two time in-
stants during depolarization and repolarization stages. Variation in two personalized
anatomical models is also shown in short-axis views in Fig. 5.5a. Despite visible differ-
ence in anatomical details, similar epicardial potential patterns can be observed for two
anatomical models during the cardiac cycle. Estimated epicardial potential dynamics
for two corresponding nodes on the surface meshes of two ventricular models in the
healthy setting are also very similar (Fig. 5.5b). An example of epicardial potential
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(a) (b)
Figure 5.7: STD map of ECGI output on a mean anatomical model during ST segment
of an ECG cycle for (a) healthy, and (b) post-infarction settings.
reconstruction for the same anatomical models in the post-infarction setting is shown
in Fig. 5.6. Likewise, potential dynamics are consistent for the two ventricular models
during depolarization and repolarization, indicating that variation in shape details does
not have significant impact on the EP imaging solution.
The mean and variance of the ECGI outputs on a mean anatomical model are calculated
according to equations (5.10, 5.11). Standard deviation (STD) map of ECGI outputs
for healthy and post-infarction settings during the ST segment of an ECG cycle is
presented in Fig. 5.7. STD ranges from 2.63e−9 to 1.4e−4 in the healthy setting while
in the post-infarction setting the STD range (6.43e − 8, 0.007) is higher. Low STD in
both settings indicates robustness of ECGI outcomes to the variations in personalized
anatomical models.
On ECGI outputs obtained on the 80 ventricular models for the four subjects, error
measures RE and CC for the same subject are randomly paired up (40 pairs for the
paired t-test) and RE difference and CC difference are calculated for each pair. Paired
results of the four subjects have RE difference (dθ) with mean 0.03 and variance 0.19.
Assuming the commonly used equivalence limits ε = 0.5 [83], with 40 number of pairs,
dθ resides in the rejection region at α level = 5%. The CC difference for the paired
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Depolarization phase
(a) Ventricular model 1
(b) Ventricular model 2
Repolarization phase
(a) Ventricular model 1
(b) Ventricular model 2
Figure 5.8: TEPI solution (transmural action potential) obtained on two ventricular
models for the same subject in the healthy setting, at two different time instants of
cardiac depolarization and repolarization phases. Color encodes the value of action
potential.
population has normal distribution N (0.04, 0.032), also reporting the rejection of null
hypothesis for the tolerance ε = 0.5 at α = 0.05.
TEPI Results. Fig. 5.8 presents four snapshots of transmural action potential estima-
tion on two ventricular models of one subject in the healthy setting during depolariza-
tion and recovery stages. Transmural action potential propagates similarly through two
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(a) (b)
Figure 5.9: (a) Overlap of two ventricular models of one subject, shown in Fig. 5.8,
in short-axis view from base to apex. (b) TEPI solution at two corresponding nodes
on the two ventricular models in healthy setting.
models during cardiac cycle despite visible anatomical detail differences (shown in Fig.
5.9a). Estimated transmural action potential dynamics for two corresponding nodes on
the two ventricular models during one cardiac cycle are presented in Fig. 5.9b. It can be
seen that slight difference in the position of the corresponding nodes does not affect the
estimated action potential dynamics. Fig. 5.10 shows snapshots of transmural action
potentials obtained on two ventricular models of the same subject in the post-infarction
setting, where late activation (left) and early repolarization (right) at infarct region are
similar in two anatomical models.
Similarly, mean and variance of TEPI outputs are determined (equations 5.10, 5.11).
STD map of TEPI outputs on a mean anatomical model during the ST segment of an
ECG cycle for both healthy and post-infarction settings are shown in Fig. 5.11. TEPI
output STD ranges between 8.25e − 6 to 0.03 for different ventricular models during
a cardiac cycle in healthy setting. In post-infarction settings, STD range increases
(9.25e − 6, 0.05) compared to healthy setting. The small range of variation in TEPI
output in both settings confirms its low sensitivity to the variations in input anatomical
models.
Likewise, TEPI outputs on the entire population are collected and its errors in RE and
CC on ventricular models for the same subject are randomly paired up (40 pairs in total
for the four subjects). The difference of RE (dθ) for the paired results of all 4 subjects
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Depolarization phase
(a) Ventricular model 1
(b) Ventricular model 2
Repolarization phase
(a) Ventricular model 1
(b) Ventricular model 2
Figure 5.10: TEPI solution (transmural action potential) obtained on two ventricular
models for the same subject in the post-infarction setting, at two different time instants
of cardiac depolarization and repolarization phases. Color encodes the value of action
potential.
has mean 0.01 and variance 0.03 that belongs to the rejection region at α =0.05, choosing
equivalence limits to be ±ε for ε = 0.5 and a number of 40. The null hypothesis is thus
rejected and the alternative hypothesis can be accepted. Similarly, the difference of
CC for the paired population has a normal distribution N (0.02, 0.016) that reports the
rejection of the null hypothesis for the tolerance ε = 0.5 at α =0.05. Therefore, in our
Chapter 5 92
(a) (b)
Figure 5.11: STD map of TEPI output on a mean anatomical model during ST
segment of an ECG cycle for (a) healthy, and (b) post-infarction settings.
phantom experiments, the null hypothesis is successfully rejected, and we can conclude
that local variations in personalized ventricular models do not affect the accuracy of
either EP imaging methods being considered. In another word, variations in the shape
level do not impact the accuracy of EP imaging systems.
5.4.2 Real-Data Experiments
Real-data experiments are performed on four post-infarction human subjects [85]. The
datasets include end-diastolic MR images of heart/torso geometries and 123-lead body-
surface potential (BSP) recordings for each subject, described in detail in Chapter 3,
section 4.2.
Similar to the phantom experiments, 7 ventricular models are built for each subject
based on manual segmentations of 3 different images resolutions by different experts
in order to create the SSM training set (in total 21 segmentations for each subject).
Using trained SSM for each subject, 16 ventricular models are generated, giving 64
heart models in total among the four subjects. For each subject, 16 ventricular models
are coupled with identical measured BSP data as inputs to the two EP imaging methods
under study.
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In real-data experiments, because the ground truth of epicardial/action potential dy-
namics (e.g., intracardiac electrogram recording) is not available, infarct quantification
is used to assess the solution accuracy. Infarct region can be identified based on the
characteristic features of the estimated potential dynamics. In this study, we extract
two most representative features of the infarct region: activation time (AT) and action
potential duration (APD) which is defined as the difference between AT and repolar-
ization time (RT). In ECGI, late activation time is used as a main characteristic of the
infarct region. AT is set at the maximum negative derivative of the QRS segment of
epicardial potential trace [86]. In TEPI, regions associated with late activation time
and/or short action potential duration are identified as infarct regions [60]. AT is set at
the maximum first derivative of action potential upstroke and RT is set at the maximum
second derivative of action potential downstroke [87]. Infarct region is finally quantified
in terms of infarct size and center that are calculated based on the 17 segments of the left
ventricle (LV) [49]. Infarct size (IS) describes the ratio of estimated infarcted segments
to the total number of segments. Infarct center (IC) represents the center of the infarct
scar segments.
ECGI Results. Fig. 5.12a shows ECGI solutions for two ventricular models of case
3 and case 4 during depolarization. For each subject, despite the visible difference in
anatomical details of the two ventricular models, similar potential dynamics can be
observed. Infarct regions detected by ECGI methods for two ventricular models of the
same subject are also identical, as highlighted with black contour with good match with
the ground truth. Detected infarct region for case 1 corresponds to segments 1, 3, 4, 7,
9, 10, 13 and 15 with center located at segment 9. In case 2, segments 4, 5, 9, 10,11 are
associated with infarct region (center at segment 10). In case 3, detected infarct region is
centered at segment 12 and extends to segments 3, 4, 5, 11 and 16. In case 4 the infarct
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Two ventricular models of case 3
Two ventricular models of case 4 STD map
(a) (b)
Figure 5.12: (a) ECGI solution for two ventricular models constructed for case 3 and
case 4 during depolarization. Black and red contours show the ECGI estimated and
the reference infarct region, respectively. (b) STD map of ECGI output on a mean
anatomical model for case 3 and case 4 at the corresponding time instants. Color
encodes the value of potential magnitude.
region is detected to be at segments 1, 3, 4, 5, 7, 10, 15, and 17 with center at segment
15. The STD map of ECGI solution for these two cases at the corresponding time
instants are also shown in Fig. 5.12b. The low peak value on the STD map (0.004 mV )
indicates robustness of the ECGI solutions to the variations in personalized anatomical
modeling.
A hypothesis test of equivalence is conducted on randomly paired ECGI outputs of the
same subject (32 pairs in total for four subjects) using IS and IC as accuracy measures.
IS difference and IC difference for paired ECGI observations have normal distribution
N (0.1, 0.17) and N (0.6, 1.17), respectively, that falls within the rejection region of the
null hypothesis. In another word, the alternative hypothesis is accepted meaning that
variations in shape level have negligible impact on accuracy of ECGI output.
TEPI Results. Fig. 5.13a presents TEPI solutions for two ventricular models of case 3
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Two ventricular models of case 3
Two ventricular models of case 4 STD map
(a) (b)
Figure 5.13: (a) TEPI solution for two ventricular models constructed for case 3
and case 4. Black and red contours show the TEPI estimated and the reference infarct
region, respectively. (b) STD map of TEPI output on a mean anatomical model for case
3 and case 4 at the corresponding time instants. Color encodes the value of potential
magnitude.
and case 4. Despite variations in anatomical details, similar potential dynamics can be
observed on two anatomical models of the same subject. The infarct regions detected for
the two anatomical models (highlighted with black contours) are consistent and match
the ground truth (red contour) as well. In case 1, the detected infarct region (segments
1, 2, 7, 8, 9, 13, 14, and 15) centers at segment 8. The infarct region in case 2 extends
to segments 2, 3, 8, 9, 14, and 15 with center 9. In case 3, segments 3, 4, 9, 10, and
15 are detected to be associated with infarct (center at segment 10). In case 4, infarct
region is estimated to be at segments 9, 10, 11, and 15 (center at 15). The STD maps
of TEPI solution for these two cases during repolarization are also shown in Fig. 5.13b.
Maximum STD corresponds to low value of 0.001 mV that shows the low sensitivity of
TEPI method to the variations in anatomical modeling.
TEPI outputs on ventricular models for the same subject are randomly paired up, and
hypothesis tests of equivalence are performed on the 32 pairs for the 4 subjects. IS
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difference and IC difference of paired observations for TEPI outputs have normal dis-
tribution N (0.01, 0.06) and N (0.4, 1.8), respectively. For a sample of 32 pairs and the
equivalence limit ε = 0.5, it reports the rejection of null hypothesis and acceptance of
alternative hypothesis at 5% level. Therefore, the real-data experiments results confirm
the findings of synthetic experiments.
5.5 Discussions
1) Validation against Intracardiac EP Data
In this study, the findings are limited to healthy and post-infarction settings. Fur-
thermore, in real-data post-infarction setting, EP imaging methods are only validated
against gold standard in terms of 17 segments of AHA standard due to the challenge
of obtaining intracardiac validation data in humans. To date, transmural EP imaging
validation against intracardiac measurements is only reported in animal studies [? ?
]. In future work, more analysis will be conducted on real cases with intracardiac EP
measurements as gold standard to obtain sensitivity study in terms of RE and CC. The
sensitivity of EP imaging methods to personalized anatomical models variations in other
cardiac pathologies remains to be studied.
2) Impact of Heart Motion
It is a common practice in cardiac EP imaging to use a static heart model due to
model complexity, computational cost, and more importantly, the challenge to acquire
temporally-aligned body surface mapping and tomographic imaging data. However,
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neglecting heart motion in cardiac EP imaging will affect the solutions. In the depo-
larization stage, this effect can be assumed to be minimal because, as a result of the
delay between electrical activation and mechanical contraction, the depolarization of the
ventricles can be expected to be close to completion before the heart starts to contract.
The repolarization of the ventricles, however, will be accompanied by the deformation
of the heart and it remains unclear how the neglect of this deformation would affect
EP imaging. Because the current study focuses on the effect of shape variations instead
of heart motion on cardiac EP imaging, we follow the common practice in the field to
adopt a static heart model to isolate the factors of interest (shape variations).
3) Impact of Fiber Architecture
In this study, fiber structures on sample ventricular models are obtained by mapping
a detailed, experimentally-derived mathematical model [28] to the patient-specific ge-
ometry of our ventricular models. The 3D fiber architecture is fixed for each patient
among the multiple ventricular models with shape variations, again to isolate the factor
of shape variation and its effect on cardiac EP imaging. It therefore does not affect the
observations of our sensitivity study.
4) Other Remarks
Using PCA is based on the assumption that all the variables have linear relationships.
This study considers a small range of variations in anatomical models, where PCA as-
sumptions apply. Including a wider range of anatomical variations, such as respiration
or heart motion, may contradicts the linearity assumption of PCA, requiring more ap-
propriate techniques for dimension reduction.
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5.6 Conclusions
Cardiac EP imaging focuses on non-invasive and mathematical reconstruction of car-
diac electrical activity using body-surface measurements data. Its diagnostic potential
in current practice of clinical EP study for different cardiac pathologies has been re-
ported [15, 33, 88–90]. To move toward future clinical translation, several components
within current EP imaging systems remain to be examined regarding both their clinical
practicability and their influence on the robustness of these systems. One such com-
ponent is personalized anatomically-detailed ventricular modeling, preparation of which
involves inevitable variations and uncertainties that may impact reliability of EP imag-
ing outcome. While global anatomical parameters (heart size, position and orientation)
have been reported to be important, shape variation caused by personalized anatomical
modeling errors has not been investigated.
In this work, for the first time, we investigated how modeling errors introduced during
subject-specific modeling affect accuracy of EP imaging outcome, when global anatom-
ical parameters are correctly captured. Our statistical sensitivity study quantitatively
evaluated the uncertainty of EP imaging caused by the variations in personalized anatom-
ical models in healthy and post-infarction settings, using two of the existing EP imaging
systems (ECGI and TEPI methods) as testbeds for our study. The spatial STD maps of
epicardial and transmural potential dynamics summarized the variations in the ECGI
and TEPI solutions caused by the input anatomical variations. The presented approach
is shown to be able to quantify the otherwise ambiguous uncertainties introduced in the
EP imaging by anatomical modeling errors. Our experimental results showed that the
current practice of EP imaging – relying on detailed personalized anatomical model –
Chapter 5 99
is robust to modeling errors at the level of shape variations inherently associated with
image quality, segmentation users, and segmentation methods.
While this study only considers two sources of variations in personalized ventricular
models, the presented approach can be used to study a wider variety of anatomical
variations such as that in modeling the torso model.
The finding of this study indicates the possibility that high-level complexity in personal-
ized anatomical models might not be necessary for reliable EP imaging and, as a result,
the process of anatomical modeling in current EP imaging systems may be simplified for
improved clinical feasibility in future practice. Based on this finding, in the next chapter,
we propose a cardiac minimal anatomical model that only incorporates subject-specific
anatomical parameters while discarding the shape details. This minimal model is con-
structed using minimal resources and intervention, which facilitates application of EP





Cardiac electrophysiological (EP) imaging techniques rely on anatomically-detailed mod-
els of heart and torso, derived from whole-body tomographic scans of the individual
subject under study. This common practice in EP imaging was set based on the find-
ings of the previous studies that EP imaging fails if generic anatomical models are used
rather than subject-specific ones, and certain subject-specific global anatomical param-
eters (heart size, position and orientation with respect to body-surface electrodes) need
to be incorporated to allow accurate EP imaging [22, 25]. However, detailed personal-
ized anatomical modeling largely relies on the quality of the tomographic images, which
restricts the imaging choices to high-quality MR/CT scans, excluding more accessible
and less expensive imaging modalities in clinical setting such as ultrasound. In addition,
detailed anatomical modeling involves a time-consuming, expert-dependent process, the
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complexity of which contradicts clinical applicability. At the same time, the anatomical
modeling process involves uncertainties originating from image quality, inter- /intra-
individual segmentation, or different segmentation tools that impact the solution of EP
imaging. In chapter 5, we described a systematic statistical approach to study the impact
of anatomical modeling variations on EP imaging. Our experimental results indicated
that EP imaging is robust to the anatomical modeling variations in the level of shape
details as long as the global anatomical parameters are correctly captured.
Based on this finding, we take one step further to study if the local shape details in a per-
sonalized anatomical model can be discarded without affecting the diagnostic character-
istics of EP imaging. We propose a cardiac simplified anatomical model that only incor-
porates essential subject-specific anatomical parameters while discarding the anatomical
shape details. This simplified anatomical model describes the heart using regular 3D
geometrical shapes, parameters of which reflect the essential subject-specific anatomical
parameters. Exploiting less resources and processing for personalization of the pro-
posed cardiac simplified anatomical model, this simplified anatomical model improves
anatomical modeling experience for future clinical application of EP imaging.
The performance of our proposed simplified anatomical model compared to anatomically-
detailed heart model in cardiac EP imaging is investigated through a set of real-data
experiments.
6.2 Personalized Simplified Anatomical Model of Heart
We propose a simplified ventricular model based on analytic descriptions of regular 3D
geometrical shapes (Fig. 6.1). In this simplified ventricular model, the left ventricular
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epicardium and endocardium are described by two concentric circles at short axis and
an ellipsoid at long axis as:
R2Lendo(or R
2
Lepi) = (ε− ε0)2 + (η − η0)2 + a2l (ζ − ζ0)2 (6.1)
where ε − η plane represents the short-axis plane and ζ is the long axis of the heart,
(ε0, η0, ζ0) represents center of LV base, RLendo and RLepi are the radii of LV endocardium
and epicardium (RLepi > RLendo), respectively, and al describes ellipticity of the shape.
This model is experimentally shown to better represent LV geometry compared to other
geometrical shapes in [91].
The right ventricular surface is represented using two concentric circles intersecting with
LV circles at short-axis (ε− η plane) and a parabola at long axis (ζ direction) [92] as:





0) is the center of the two concentric circles representing the free wall
of RV endocardium. Radii RRendo and RRepi are determined at the base-slice and kept




0) always resides on LV endocardium so the distance






0) is equal to the radius of LV endocardium, and
decreases along the long axis from the base to apex determined by the elongation of the
shape (described by ar). This simplified ventricular model (Fig. 6.1) can be seen as an
anatomically-plausible model that is personalized to a subject’s heart anatomy without
including realistic shape details.
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(a) Left ventricle model (b) Right ventricle model
Figure 6.1: Cardiac simplified anatomical model
Subject-specific global anatomical parameters (heart size, position and orientation) are
incorporated into this simplified model through parameters of the geometrical shapes
such as center and radii of endocardium and epicardium circles as well as length of the
ellipsoid. Specifically, heart position is determined by the center of the LV base that
can be derived from the base-slice of the short-axis cardiac scans. It is incorporated
in the simplified model of LV as (ε0, η0, ζ0). Heart orientation is determined by the
normal direction of its short-axis (SA), horizontal long-axis (hLA) and vertical long-
axis (vLA) view plane. These parameters can be quickly calculated from image meta-
data (ImageOrientationPatient) and click interaction with the short-axis scans. For the
anatomically-plausible ventricular model, the SA, hLA and vLA planes explicitly cor-
respond to the ε − η , ε − ζ and η − ζ planes. Heart size is incorporated through the
radii, wall thickness (RLendo, RLepi, RRendo, RRepi), and length of the ventricles (al, ar).
The first two sets of parameters can be obtained from the base SA scans. The length
is determined by the distance between the base and apex. Table 6.1 summarizes the
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Table 6.1: Summary of parameters, imaging data and operation involved in the pro-




Base center SA, hLA, vLA planes





ε− η , ε− ζ,
η − ζ planes
RLendo, RLepi, RRendo,
RRepi,al, ar
Image data Base SA slice Base SA slice
Base SA slice, total number
of base-to-apex SA slices
Interaction Click (1) Click (1) Click (4)
Operation Translation Rotation Scaling
information and procedure required for preparation of cardiac simplified model includ-
ing only 6 click interactions with the base scan of the ventricles and the knowledge of
the total number of apex-to-base SA scans in order to incorporate subject-specific data.
The anatomically-plausible model is substantially simpler to prepare and to customize
(explicit parameters in Table 6.1) compared to anatomically-detailed model.
6.3 Experiments and Results
Following the same experimental settings as Chapter 5, we consider two EP imaging
approach (ECGI and TEPI, described in section 5.2) as testbeds for our experiments.
We conduct a set of real-data experiments on the four human subjects presented in
chapter 5.
On the four heart models in real-data experiments of Chapter 5, we construct corre-
sponding simplified anatomical model for each subject. Coupling our simplified model
of each subject with its BSP measurements, we reconstruct EP outcomes for each sub-
ject using ECGI and TEPI methods. Similarly, infarct quantification is performed as
explained in the real-data experiments section of chapter 5. The results of ECGI method









Figure 6.2: ECGI solution for simplified ventricular models of case 3 and case 4 during
depolarization. Black and red contours show the ECGI estimated and the reference
infarct region, respectively.
potential maps for the simplified model of both cases are similar to that of the more
realistic anatomical models. TEPI results on simplified models of case 3 and case 4 are
presented in Fig. 6.3. As highlighted in Fig. 6.3, there is a good agreement between the
infarct region detected using detailed anatomical details and the one detected with the
simplified model in both cases.
This preliminary study reports negligible role of anatomical details in EP imaging as
well as potentials of the proposed simplified model that can be quickly personalized to
a patient’s global geometrical parameters. However, more comprehensive experiments
including different cardiac pathologies are required to obtain a statistically accurate
conclusion.
6.4 Conclusions
EP imaging techniques commonly utilize detailed personalized anatomical models of
heart and torso to obtain the mathematical relation between cardiac bioelectrical sources








Figure 6.3: TEPI solution for simplified ventricular models of case 3 and case 4.
Black and red contours show the TEPI estimated and the reference infarct region,
respectively. Color encodes the value of potential magnitude.
high expertise in anatomical modeling, and a lot of time, making clinical translation
of EP imaging challenging. It also involves uncertainties caused by image quality and
anatomical modeling process. The robustness of EP imaging to the anatomical model-
ing variations in shape-detail level was established in Chapter 5 through a systematic
statistical approach. It led us to propose a cardiac simplified anatomical model that
only includes certain personalized anatomical parameters, while discarding anatomical
details. Our proposed personalized cardiac simplified model provided promising EP
imaging results in myocardial infarction setting, though more extensive experiments on
different cardiac pathologies are required for a more statistically significant conclusion.
Being easily and quickly customizable to a patient’s anatomy, the proposed cardiac
simplified anatomical model has potential to improve anatomical modeling experience




Cardiac electrophysiological (EP) imaging involves solving an inverse problem that infers
cardiac electrical activity from body-surface electrocardiography data on the physical
domain defined by the body torso. To avoid unreasonable solutions that may fit the data,
this inference is often guided by data-independent prior assumptions about models of
different properties of cardiac electrical sources as well as the physical domain. How-
ever, these prior assumptions/models may involve errors and uncertainties that could
affect the inference accuracy. For example, common prior assumptions on the source
properties, such as fixed spatial and/or temporal smoothness or sparseness assumptions,
may not necessarily match the true source property at different conditions, leading to
uncertainties in the inference. Furthermore, prior assumptions on the physical domain,
such as the anatomy and tissue conductivity of different organs in the thorax model,
represent an approximation (rather than exact) of the physical domain, introducing er-
rors to the inference. To determine the robustness of cardiac EP imaging for its future
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clinical application, it is important to assess and reduce the impact of these uncertainties
on the solution of cardiac EP imaging.
In this dissertation, we specifically focused on the quantification and reduction of the
impact of uncertainties caused by prior assumptions about the source properties as well
as anatomical modeling on the solution of EP imaging.
Uncertainties in Prior Assumptions on Cardiac Source Properties
We demonstrated the inefficacy of fixed prior models in estimating spatiotemporally
changing cardiac sources using a simple yet novel Lp-norm regularization method. Con-
ducting phantom and real-data experiments with a focus on imaging source activity
along the infarct border, we considered a wide range of source distributions with dif-
ferent structures and extents. Our experimental results reported the limitation of fixed
prior models in accurate reconstruction of cardiac sources at different conditions. This
empirical study also illustrated the ability of Lp-norm prior model, with varying p value,
to reflect spatiotemporally changing property of cardiac sources, building the foundation
for our multiple-model approach.
We then proposed a hierarchical multiple-model approach for volumetric cardiac source
imaging that reduces the uncertainties caused by fixed prior models. Considering Lp-
norm prior for current sources, where p is automatically inferred from the data, this
method incorporates a continuous combination of prior models, each reflecting a specific
source structure. In this way, our proposed method can automatically adapt to differ-
ent structural properties of cardiac sources, unlike fixed prior models that only suit a
specific source property. This capability of our proposed method was validated through
a comprehensive set of synthetic and real-data experiments including various typical
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pathological conditions and/or diagnostic procedures, such as myocardial infarction and
pacing.
Our proposed multiple-model Bayesian framework allows for estimation of other un-
known system parameters in addition to source distribution. Automatic rather than
ad hoc selection of the parameters alleviates the challenge of attempting to pre-define
accurate parameters that often arises in deterministic regularization.
Our framework also provides complete distribution of cardiac source estimations, giving
more insight through statistical characteristics of the solution, in contrast to determin-
istic regularization methods that only provide a point estimation.
Uncertainties in Prior Assumptions on Anatomical Modeling
We investigated the impact of uncertainties in highly-detailed anatomical models using
a systematic statistical framework that first quantifies the uncertainties of personalized
anatomical modeling and then assesses their impact on the solution of EP imaging. It
was achieved by novel application of statistical shape modeling (SSM) to model/quan-
tify the otherwise ambiguous anatomical modeling variations, followed by utilization
of unscented transform (UT) to establish an otherwise complex relation between input
and output uncertainties. Our experimental results showed the robustness of EP imag-
ing to the anatomical modeling variations in shape detail in two different healthy and
post-infarction settings. Furthermore, these results suggested that shape details can be
discarded without affecting the diagnostic solution of EP imaging, which directed us to
a cardiac simplified anatomical model.
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We then proposed a cardiac simplified anatomical model that only incorporates subject-
specific anatomical parameters while discarding anatomical shape details. The effec-
tiveness of this simplified model for EP imaging was verified through a set of real-data
experiments on post-infarction human patients. This model requires less resources and
processing in order to be customized to patient’s anatomy, improving anatomical mod-
eling experience for clinical application of EP imaging.
7.2 Future Work
In addition to the above-mentioned contributions to the field of cardiac EP imaging,
this dissertation opens new avenues for future directions of this field, as follows:
Experimental Validation
Our current multiple-model hierarchical approach exhibited promising clinical potential,
yet more real-data experiments and investigation are needed, particularly for different
cardiac pathologies, where cardiac sources exhibit complex spatial distributions.
Our simplified model also needs to be validated for different conditions in addition to
myocardial infarction. EP imaging in different cardiac pathologies may require different
levels of anatomical accuracy that need to be determined through an extensive real-data
study including different cardiac conditions.
Integration with Temporal Model
Our current multiple-model hierarchical approach only focuses on spatial properties of
cardiac sources. Combining it with physiological models of cardiac electrical propagation
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not only enables automatic adaptation to spatial properties of the sources, but also
improves evolution of source properties over time. This spatiotemporally integrated
approach will improve consistency over time and robustness to noise, thanks to the
guidance of the incorporated physiological model.
Application to Other Domains
This study demonstrates the importance of a multiple-model in comparison to a fixed-
model approach in constraining ill-posed inverse problems. While targeted at the ap-
plication of non-invasive cardiac EP imaging in this work, the underlying concept and
method can be customized to be applied to a broader variety of inverse problems that
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