Abstract. Around 1990 Soibelman constructed certain irreducible modules over the quantized coordinate algebra. A. Kuniba, M. Okado, Y. Yamada [6] recently found that the relation among natural bases of Soibelman's irreducible module can be described using the relation among the PBW-type bases of the positive part of the quantized enveloping algebra, and proved this fact using caseby-case analysis in rank two cases. In this paper we will give a realization of Soibelman's module as an induced module, and give a unified proof of the above result of [6] . We also verify Conjecture 1 of [6] about certain operators on Soibelman's module.
1. Introduction 1.1. Let G be a connected simply-connected simple algebraic group over the complex number field C with Lie algebra g. The coordinate algebra C[G] of G is a Hopf algebra which is dual to the enveloping algebra U(g) of g. So we can naturally define a q-analogue C q [G] of C[G] as the Hopf algebra dual to the quantized enveloping algebra U q (g). This paper is concerned with the representation theory of the quantized coordinate algebra C q [G] .
Since the ordinary coordinate algebra C[G] is commutative, its irreducible modules are all one-dimensional and are in one-to-one correspondence with the points of G; however, the quantized coordinate algebra C q [G] is non-commutative, and its representation theory is much more complicated. In fact, Soibelman [9] already pointed out around 1990 that there are not so many one-dimensional C q [G]-modules and that there really exist infinite dimensional irreducible C q [G]-modules.
Let us recall Soibelman's result more precisely. He considered the situation where the parameter q is a positive real number with q = 1. In this case C q [G] is endowed with a structure of * -algebra, and we have the notion of unitarizable C q [G]-modules. Soibelman showed that onedimensional unitarizable C q [G]-modules are in one-to-one correspondence with the points of the maximal compact subgroup H cpt of the maximal torus H of G. Denote the one-dimensional C q [G]-module corresponding to h ∈ H cpt by C h . On the other hand infinite-dimensional irreducible unitarizable C q [G]-modules are constructed as follows. In the case G = SL 2 Vaksman and Soibelman [11] constructed an irreducible unitarizable C q [SL 2 ]-modules F with basis {m n } n∈Z,n≧0 using an explicit description of C q [SL 2 ]. For general G denote by I the index set of simple roots. For each i ∈ I we have a natural Hopf algebra homomorphism π i :
, where q i is some power of q. Via π i we can regard F as a C q [G]-module. Denote this C q [G]-module by F i . Let W be the Weyl group of G. For w ∈ W we denote the length of w by ℓ(w). Take w ∈ W and its reduced expression w = s i 1 · · · s i ℓ(w) (i r ∈ I) as a product of simple reflections. Soibelman proved that the tensor product F i 1 ⊗ · · · ⊗ F i ℓ(w) is a unitarizable irreducible C q [G]-module. Moreover, he showed that F i 1 ⊗ · · · ⊗ F i ℓ(w) depends only on w. So we can denote this C q [G]-module by F w . It is also verified in [9] that any irreducible unitarizable C q [G]-module is isomorphic to the tensor product F w ⊗ C h for w ∈ W , h ∈ H cpt .
As for further development of the theory of C q [G]-modules we refer to Joseph [3] , Yakimov [12] .
Quite recently the above work of Soibelman has been taken up again by Kuniba, Okado, Yamada [6] . Let w 0 ∈ W be the longest element. of the positive part U q (n + ) of U q (g) parametrized by the set of ℓ(w 0 )-tuples of non-negative integers. Kuniba, Okado, Yamada observed in [6] that for two reduced expressions w 0 = s i 1 · · · s i ℓ(w ) ) = s j 1 · · · s j ℓ(w 0 ) of w 0 the transition matrix between B i 1 ,...,i ℓ(w 0 ) and B j 1 ,...,j ℓ(w 0 ) coincides with the transition matrix between B ′ i 1 ,...,i ℓ(w 0 ) and B ′ j 1 ,...,j ℓ(w 0 ) up to a normalization factor. They proved this fact partly using a case-by-case argument in rank two cases.
In the present paper we give a new approach to the results of Soibelman [9] and Kuniba, Okado, Yamada [6] . We work over the rational function field F = Q(q); however, our arguments also hold in a more general situation (see Section 8 below) . Let g = n + ⊕ h ⊕ n − be the triangular decomposition of g. Let N ± and B ± be the subgroups of G corresponding to n ± and h ⊕ n ± respectively. For each w ∈ W we define a C q [G]-module M w as the induced module induced from a one-dimensional representation of a certain subalgebra C q [(N − ∩ wN + w −1 )\G] of C q [G] . We will show that M w is an irreducible C q [G]-module and that for each reduced expression w = s i 1 · · · s i ℓ(w) we have a decomposition M w ∼ = F i 1 ⊗ · · · ⊗ F i ℓ(w) into tensor product. This gives a new proof of Soibelman's result. We will also show that there exists a natural linear isomorphism (1.1)
where U q (n + ∩ wn − ) is a certain subalgebra of U q (g) defined in terms of Lusztig's braid group action (see De Concini, Kac, Procesi [1] , Lusztig [8] ). From this we obtain (in the case w = w 0 ) the result of Kuniba, Okado, Yamada described above. As in [6] a certain localization of C q [G] plays a crucial role in the proof. More precisely, for each w ∈ W we consider the localization C q [wN
, which is a qanalogue of C[wN + B − ]. In addition to it, we use the Drinfeld pairing between the positive and negative parts of the quantized enveloping algebra in constructing the isomorphism (1.1). A curtail difference between Soibelman's approach and our approach is that, instead of the decomposition
used by Soibelman, we utilize the q-analogue of the decomposition
in the case w = w 0 , and
for general w, which is more natural from geometric point of view. As a consequence of our approach, we can also show easily a conjecture of Kuniba, Okado, Yamada [6, Conjecture 1] concerning the action of a certain element of C q [wN + B − ] on M w . We finally note that our results hold true for any symmetrizable KacMoody algebra (see Section 8 below). We hope this fact will be useful in the investigation of 3-dimensional integrable systems, which was the original motivation of [6] .
After finishing this work we heard that Yoshihisa Saito has obtained similar results by a different method.
1.2. We use the following notation for Hopf algebras throughout the paper. For a Hopf algebra H over a field K we denote its multiplication, comultiplication, counit, antipode by m H :
⊗m+1 . We will occasionally use Sweedler's notation for the comultiplication
and the iterated comultiplication
1.3. I would like to thank Masato Okado for some useful discussion.
Quantized enveloping algebras
2.1. Let G be a connected simply-connected simple algebraic group over the complex number field C. We take Borel subgroups B + and B − such that H = B + ∩ B − is a maximal torus of G, and set
. The Lie algebras of G, B ± , H, N ± are denoted by g, b ± , h, n ± respectively. We denote by P the character group of H. Let ∆ + and ∆ − be the subsets of P consisting of weights of n + and n − respectively, and set ∆ = ∆ + ∪ ∆ − . Then ∆ is the set of roots of g with respect to h. We denote by Π = {α i | i ∈ I} the set of simple roots of ∆ such that ∆ + is the set of positive roots. Let P + be the set of dominant weights in P with respect to Π, and set
where Z ≧0 denotes the set of non-negative integers. The Weyl group W = N G (H)/H naturally acts on P and Q. By differentiation we will regard P as a Z-lattice of h * in the following. We denote by
the W -invariant non-degenerate symmetric bilinear form such that (α, α) = 2 for short roots α. For α ∈ ∆ we set α ∨ = 2α/(α, α). As a subgroup of GL(h * ) the Weyl group W is generated by the simple reflections s i (i ∈ I) given by
. We denote by ℓ : W → Z ≧0 the length function with respect to the generating set {s i | i ∈ I} of W . The longest element of W is denoted by w 0 . For w ∈ W we set
For m ∈ Z ≧0 we set
For m, n ∈ Z with m ≧ 0 we set
For i ∈ I we set q i = q (α i ,α i )/2 , and for i, j ∈ I we further set a ij = (α ∨ i , α j ). We denote by U = U q (g) the quantized enveloping algebra of g. Namely, it is an associative algebra over F = Q(q) generated by the elements k
We endow U with the Hopf algebra structure given by
are Hopf subalgebras. The multiplication of U induces isomorphisms
Remark 2.1. In this paper ⊗ F is often written as ⊗.
For γ = i∈I m i α i ∈ Q we set
Then we have U 0 = γ∈Q Fk γ , and hence U 0 is isomorphic to the group algebra of Q.
Then we have U ± = γ∈Q + U ± ±γ . 2.3. There exists a unique bilinear map
characterized by the properties:
We call it the Drinfeld pairing. It also satisfies the following properties:
is non-degenerate. (2.10) 2.4. For a U 0 -module M and λ ∈ P we set
Denote by Mod 0 (U) (resp. Mod r 0 (U)) the category of finite-dimensional left (resp. right) U-modules which is a weight module as a U 0 -module. Here, a right U 0 -module M is regarded as a left U 0 -module by
− we denote by V (λ) the finite-dimensional irreducible (left) U-module with lowest weight λ. Namely, V (λ) is a finite-dimensional U-module generated by a non-zero element v λ ∈ V (λ) λ satisfying f i v λ = 0 (i ∈ I). Then Mod 0 (U) is a semisimple category with simple objects V (λ) for λ ∈ P − (see Lusztig [8] ). For λ ∈ P − we set
The following well known fact will be used occasionally in this paper (see e.g. [10, Lemma 2.1]).
Remark 2.3. In this paper the expression "for sufficiently small λ ∈ P − ..." means that " there exists some µ ∈ P − such that for any λ ∈ µ + P − ...".
2.5.
For i ∈ I and M ∈ Mod 0 (U) we denote byṪ i ,T i ∈ GL(M) the operators denoted by T ′′ i,1 and T ′′ i,−1 respectively in [8] . We have also algebra automorphismsṪ i ,T i of U satisfyinġ
for u ∈ U, m ∈ M ∈ Mod 0 (U). They are given bẏ
By [8] both {Ṫ i } i∈I and {T i } i∈I satisfy the braid relation, and hence we obtain the operators {Ṫ w } w∈W , {T w } w∈W given bẏ
By the description ofṪ i ,T i as automorphisms of U we have
For w ∈ W and M ∈ Mod r 0 (U) we define a right action ofṪ w (resp.
for m ∈ M, m * ∈ M * . We can easily check the following fact.
Lemma 2.4. Let w ∈ W . Then as algebra automorphisms of U we haveT
By [8] 
Proposition 2.5 (Lusztig [8] ). Let w ∈ W and i ∈ I w .
For w ∈ W and γ ∈ Q + we have
by Proposition 2.5 and the explicit description ofṪ i . We have also
(see [8] ). We can easily show the following using Lemma 2.4.
The following result will be used frequently in this paper.
Proposition 2.7 ( [5] , [7] , [8] ). We have
Corollary 2.8. For w ∈ W and i = (i 1 , . . . , i m ) ∈ I w we have
where
Lemma 2.9. For w ∈ W we have
Proof. We only show the first formula since the proof of other formulas are similar. To show the first formula we need to show that for 
As an operator on the tensor product of two integrable modules we have
. . , i m ) ∈ I w . By Corollary 2.8 we havė
where X 1 , . . . , X m are as in Corollary 2.8. Hence we have
Therefore, our assertion is a consequence ofṪ
3. Quantized coordinate algebras 3.1. We denote by C q [G] the quantized coordinate algebra of U (see, for example, [3] , [4] , [10] for the basic facts concerning C q [G]). It is the F-subspace of U * spanned by the matrix coefficients of U-modules belonging to Mod 0 (U). Namely, for V ∈ Mod 0 (U) define a linear map
It is endowed with a Hopf algebra structure by
We set
For λ ∈ P we denote by χ λ : U 0 → F the algebra homomorphism given by χ λ (k γ ) = q (λ,γ) for γ ∈ Q. Then we have
Example 3.1. Consider the case where g = sl 2 and G = SL 2 . In this case U = U q (sl 2 ) is the F-algebra generated by the elements k ±1 , e, f satisfying
Let V = Fv 0 ⊕ Fv 1 be the two-dimensional U-module given by
Then {a, b, c, d} forms a generator system of the F-algebra C q [SL 2 ] satisfying the fundamental relations ab = qba, cd = qdc, ac = qca, bd = qdb, bc = cb,
Its Hopf algebra structure is given by
and define σ
Then we have
satisfies the left and right Ore conditions.
It follows that we have the localization S −1
w . In the rest of this section we investigate the structure of the algebra S −1
In the course of the arguments we give a new proof of Proposition 3.2.
3.3. In this subsection we consider the case w = 1.
Lemma 3.3. We have
where the embedding
Proof. It is easily seen that for any ϕ ∈ C q [G] we have
Hence the assertion is a consequence of
Note that U * is an F-algebra whose multiplication is given by the
Under this identification we have
Proof. By the definition of the comultiplication of U, for x ∈ U + , y ∈ U − we have
Hence
Lemma 3.5. For λ, µ ∈ P we have χ λ χ µ = χ λ+µ .
Proof. We have
The statement for (U + ) ⋆ is proved similarly.
By a similar calculation we have
The statement (i) is proved. The proof of (ii) is similar.
. The proof of (ii) is similar.
The proof for f χ λ is similar.
Proof. In the algebra U * the element σ 1 λ = χ λ is invertible, and its inverse is given by χ −λ .
They are subalgebras of
By Proposition 3.10 and Proposition 3.11 we have the following. 
It follows that we have the localizations
Proof. (i) Since S 1 consists of invertible elements of U * , we have a canonical homomorphism Ψ :
* is injective, Ψ is injective by Proposition 3.10. Hence it is sufficient to show that the image of Ψ coincides with (
⋆ is a consequence of Corollary 3.9. The proofs of (ii) and (iii) are similar.
By Proposition 3.13 we obtain the following results.
Proposition 3.14. The multiplication of S −1
3.4. In this subsection we investigate the localization of C q [G] with respect to S w for w ∈ W . As a left (resp. right) U-module, C q [G] is a sum of submodules belonging to Mod 0 (U) (resp. Mod r 0 (U)). Hence we have a left (resp. right) action ofṪ w on
Proof. We may assume that ϕ = Φ v * ⊗v . Then we have
w (u) . The second formula follows from the first.
Setting u = 1 in Lemma 3.16 we obtain the following.
In the rest of this section we fix w ∈ W .
Lemma 3.18.
Proof. The statements (i) and (ii) are obvious. The remaining (iii) is a consequence of (fṪ
and (2.11).
Lemma 3.19.
Proof. The statement (i) follows from (3.6) and Corollary 2.8. The statement (ii) is a special case of (i). Since V * (λ) wλ is one-dimensional, we have v * wλ ∈ F × v * λṪ w −1 . Hence (iii) also follows from Corollary 2.8.
w is a subalgebra of 
Hence by Lemma 3.19 we have
Proposition 3.25. For any f ∈ C q [G] and λ ∈ P − there exists some
Proof. We can take ν ∈ P − with f σ 
. It follows that we have the localizations
and set
Note thatS w is naturally isomorphic to P as a group.
Proposition 3.27. We can define a bijective linear map
Proof. Assume f (σ
). Then we have f σ (i) We have
Proof. The statements (i) and (ii) are obvious. The statement (iii) is a consequence of Lemma 3.19.
By the above arguments we obtain the following results.
Proposition 3.29. The multiplication induces
by Lemma 2.9. 
Proof. We see easily that
w ) is a free left F[S w ]-module. In the case w = 1 this is a consequence of Proposition 3.13. For general w this follows from the case w = 1 and Lemma 3.28. Take a basis {ψ j } j∈J of the left free
. By Proposition 3.29 we can uniquely write
where J 0 is a finite subset of J. Then we need to show
By f ∈ S 
3.6. By Proposition 3.13 we have
Hence the linear isomorphism F w : S −1
In this subsection we are going to show the following.
Proposition 3.36. We have
Then for any sufficiently small λ ∈ P − there exists uniquely some v * ∈ V * (λ) such that
by Proposition 2.2. We denote this v * by v * (ϕ, λ).
Lemma 3.37. Let ϕ ∈ (U + ) ⋆ . Then for sufficiently small λ ∈ P − we have
Hence we obtain Φ v * (ϕ,λ)⊗v λ = ϕχ λ , or equivalently,
Lemma 3.39. For µ ∈ P we have σ
be the homomorphisms of right U-modules such that p(v *
+ if λ ∈ P − is sufficiently small. Hence the assertion follows from Corollary 3.38.
Lemma 3.40. Let γ, δ ∈ Q + , and let ϕ ∈ (U
If λ ∈ P − is sufficiently small, then we have
Let us give a proof of Proposition 3.36. By (3.22) any f ∈ S −1
We need to show that f ∈ S −1
w \G] for any λ ∈ P . By Lemma 3.33 we have
w \G]) for any µ ∈ P − . Hence we may assume from the beginning that f is written as
by Lemma 3.33, and hence f ∈ S −1
. Take µ ∈ P − which is sufficiently small. Then we have σ
By Lemma 3.39 we can write σ
and hence
By Lemma 3.40 we have
⋆ , and hence
The proof of Proposition 3.36 is complete.
Set
w ]→F)U + = 0} In this subsection we are going to show the following.
. We first show the following result.
−1 , and hence it is sufficient to show
w . On the other hand by ψ ∈ J w we have
w ]), and hence
Therefore, we have only to show
be the homomorphisms of U-modules such that p(v *
λ+µ . The our assertion is equivalent to
This follows from
Let us give a proof of Proposition 3.41. Assume that ϕ ∈ (U + ) 
In view of (2.18) we can define an injective linear map (3.25) i
Hence by Lemma 2.9 we obtain
(ii) Take λ ∈ P − such that i
w ]). Then we have
Here, the last equality is a consequence of Lemma 3.42.
Induced modules
4.1. We fix w ∈ W in this section. By Proposition 2.5, Corollary 2.8 and (3.6) we have
(see Lemma 3.16).
Lemma 4.1. The linear map η ′ w is an algebra homomorphism. Moreover, for λ ∈ P − we have η
by (4.1). For λ ∈ P − and t ∈ U 0 we have
Hence we obtain an algebra homomorphism
Define an injective linear map
and denote its image by
w ] ⋆ is also endowed with a right C q [H]-module structure via the identification (4.7). Then we have
4.3. We construct an isomorphism
Hence by (4.1) we have 
. Therefore, we obtain a homomorphism (4.10)
Proof. By Proposition 3.29 and (3.22) we have
w ). On the other hand by Proposition 3.35, Proposition 3.36, Proposition 3.41 we have
w ). Hence by Proposition 3.44 we have
Proposition 4.5. We have Θ w • Υ w = id under the identification (4.7). Especially, Θ w is an isomorphism of right C q [H]-modules.
− which is sufficiently small we have
4.4. In this subsection we consider the special case where g = sl 2 and G = SL 2 . We follow the notation of Example 3.1. The Weyl group consists of two elements 1 and s. We give below an explicit description of the (
Proof. By Corollary 2.8 we have
, where
By a direct calculation we have
Hence am(n + 1) = χ(q − q −1 )q n m(n). The proof of other formulas are similar. 4.5. Let us return to the general situation where g is any simple Lie algebra.
Proposition 4.7. We have
. Proof. By (3.22), Proposition 3.36, Proposition 3.41, Proposition 3.44 we have
Hence we obtain
by Proposition 4.4. The second isomorphism is a consequence of
For w ∈ W we define a twisted right
We denote by C q [B − ]
•w the F-algebra C q [B − ] equipped with the twisted right C q [H]-module structure (4.11).
We are going to construct an embedding
Lemma 4.8. The linear map Ξ ′ w is an algebra anti-homomorphism. Moreover, for λ ∈ P − we have
Here, the second equality is a consequence of Corollary 2.8.
. By (2.17) the multiplication of U ≦0 induces an isomorphism
of vector spaces. Let
By Proposition 4.7, Lemma 4.8 and Lemma 4.9 we obtain a homomorphism
Since Ξ ′′ w is an algebra anti-homomorphism, we have (4.14) Ξ w (ϕψ 
Proof. By Proposition 4.7 we have only to show
By the definitions of Θ w , Ξ w and Lemma 4.10 it is sufficient to show
We define a
Note that we have an isomorphism
By (2.19) we have an injective linear map
Under the identification (4.16) we have
Proposition 4.12. The linear map Ξ w is injective and its image coincides with A w .
Proof. Note that Θ w is bijective and Ω w is injective. Hence by Lemma 4.11 we see that Ξ w is injective and its image coincides with Im(Ω w ). Moreover, by the definition of Ω w the image of Ω w coincides with A w .
5.
The decomposition into tensor product 5.1. For i ∈ I define a Hopf subalgebra U(i) of U by
We denote the quantized coordinate algebra of
As an algebra it is generated by elements a i , b i , c i , d i satisfying the fundamental relations
We have a quotient Hopf algebra
Denote by
the Hopf algebra homomorphism corresponding to U(i) ⊂ U.
Consider the (C
where s i is the generator of the Weyl group of U(i), and M
By Lemma 4.6 we obtain the following.
We will regard M i as a (
5.3. Let w ∈ W with ℓ(w) = m. We set
For i ∈ I w consider the (
⊗t and the algebra homomorphism
given by
Define a linear map
In this subsection we will show the following. 
We first note the following. Proof. By induction we may assume that k = 1. Set x = w 1 . We may also assume that ϕ = Φ v * ⊗v (v ∈ V, v * ∈ V * ) for some V ∈ Mod 0 (U). Let {v j } be a basis of V and let {v * j } be its dual basis. Then we have
Since the dual basis of {Ṫ for t ∈ U 0 , y ∈ U − ∩T s i U − , p ≧ 0.
seen that all of the arguments in this paper also work in the setting where g is a symmetrizable Kac-Moody Lie algebra.
