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results, such as blurring, missing texture structures, intro-
ducing aberrant voxel colors, and so on. Recently, several
algorithms were proposed to generate high quality solid tex-
tures [2, 9]. However, the quality problems mentioned above
have not been solved yet.
Our algorithm focuses on generating high quality solid
textures from input samples. It is considered that high qual-
ity solid textures should be similar to the exemplars on arbi-
trary slices through the entire volume. We analyze the rele-
vant factors for further improvements of the synthesis qual-
ity, and find that directly copying pixels from the exemplar
to the solid voxels rather than blending, can avoid the prob-
lems such as blurry blending and introducing aberrant voxel
colors. Furthermore, all these pixels being copied equiprob-
ably from the exemplar can preserve most of the texture
structures well. Once these two requirements are satisfied,
high quality solid results can be obtained.
Based on an optimization framework with the k-coher-
ence search [14] and the discrete solver [6], our approach
aims at introducing the position and index histogram match-
ing methods in the re-weighting scheme, which ensure that
all the voxel colors are copied equiprobably from the ex-
emplars, thus both neighborhood matching and histogram
matching are achieved. Since we use the k-coherence search
in the nearest neighborhood search phase, the computation
time is greatly shortened. As expected, experimental results
show that our algorithm outperforms or at least is compa-
rable to the previous solid texture synthesis algorithms in
terms of the synthesis quality.
2 Previous work
Recent years have witnessed significant progress in example-
based texture synthesis algorithms. In general, they can be
classified as local ones [4, 5, 10, 15] and global ones [11,
12]. Local texture synthesis algorithms synthesize an output
texture by pixels [4, 15] or by patches [5, 10]. Global ones
evolve the output texture as a whole, and refine the entire
texture results progressively.
Some per-pixel algorithms achieve quality and speed im-
provements based on the k-coherence search [14], which
provides an efficient trade-off in both speed and quality. The
k-coherence algorithm is divided into two phases: analy-
sis and synthesis. During analysis phase, the algorithm
builds a similarity-set for each input texel. During synthe-
sis phase, the algorithm copies pixel, both the colors and
the source pixel position, from the input to the output. Since
the nearest neighborhood search is limited to a candidate-
set, which is built by taking the union of all pre-computed
similarity-sets of the neighborhood texels for each output
texel during synthesis, a shorter constant time complexity is
reached.
One problem encountered frequently in the optimization-
based texture synthesis [11] is excessive blurry blending,
which is usually introduced by the least square solver, and
may even lead to an undesirable local minima problem. Dis-
crete solver is proposed by Han et al. [6] to address the blur
issue. Instead of blending pixel colors, it selects color di-
rectly from the candidate-sets to update the result pixels,
avoiding the blurry blending problem and retaining the input
position information of each output texel, which is available
for the k-coherence search.
Example-based 2D texture synthesis methods have been
extended to synthesize solid texture. Wei [16] adapted 2D
neighborhood matching synthesis schemes to 3D volumes,
but most of the time got unfavorable results, which are
rather blurring and fail to preserve most texture structures.
Qin and Yang [13] generated solid textures by capturing
the co-occurrences of grayscale levels in the neighborhoods
of 2D images. Since the color channels are closely cor-
related, independent channel synthesis usually leads to vi-
sual artifacts, such as color smearing and bad texture struc-
tures. Jagnow et al. [8] proposed a solid texture synthe-
sis method based on stereology techniques, in which large
texture structures are effectively preserved by modeling for
different particle shapes. However, it tends to omit a num-
ber of fine structures due to the segmentation, and the col-
ors in the result are often slightly different from the ex-
emplar. Most of all, it is specialized for a class of materi-
als and does not support arbitrary examples. Kopf et al. [9]
extended 2D texture optimization techniques to synthesize
solid textures, by introducing a color histogram matching
approach to further improve the synthesized results. Dong
et al. [2] generated solid textures by limiting the synthe-
sis domain to a subset of the voxels around the object sur-
face and performing a parallel spatially deterministic syn-
thesis algorithm on GPU. Though both of them produce
impressive results in many cases, some obvious problems
have not been alleviated. For example, most fine grain de-
tails are missing, and a few distinct texture structures cannot
be well preserved. These quality problems are illustrated in
Fig. 1.
3 Overview
Our algorithm aims at generating high quality solid tex-
tures from 2D exemplars. Inspired by texture optimiza-
tion approach [9, 11], we cast our synthesis process as
an optimization problem. The interesting task here is that
why we introduce the position and index histogram match-
ing methods, and how to synthesize high quality solid
textures by using these two simple but effective meth-
ods.
In our approach, all the voxel colors are supposed to be
copied directly from the exemplars. Hence, it is necessary to
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Fig. 1 Some quality problems for the synthesized results generated by
previous methods. Wei’s and Aura 3D results are rather blurring and
fail to preserve texture structures. For Jagnow et al., Kopf et al. and
Dong et al.’s results, though large texture structures are preserved, a
number of fine grain details and even some obvious structures enclosed
by the red panes are missing in the synthesized results
keep the source position information for each output voxel
during synthesis process. In optimization phase, we adopt
the discrete solver [6] instead of the least square solver. Dur-
ing the copy operation, we copy not only the pixel color
value, but also the position of each copied pixel, ensuring
that k-coherence acceleration is available in search phase.
It is noted that color histogram matching is not always ef-
ficient in improving the synthesis performance, especially
for texture structures with similar colors. By taking advan-
tage of the source position information, we propose two new
kinds of histogram matching methods, position and index
histogram matching, which compute the histograms of the
source position information for all the synthesis voxels and
the nearest neighborhood indices for the neighborhoods of
the voxels. Both texture structures and color histograms are
effectively preserved synchronously by using the position
and index histogram matching methods.
4 High quality solid texture synthesis
Similarly to the approach of Kopf et al. [9], the energy func-
tion that measures the differences between the solid texture
and the exemplar is defined as
E(s, {e}) =
∑
v
∑
i∈{x,y,z}
‖sv,i − ev,i‖γ
=
∑
v
∑
i∈{x,y,z}
∑
u∈Ni(v)
wv,i,u‖sv,i,u − ev,i,u‖2 (1)
Here e denotes the input exemplar, s denotes the synthesized
solid, sv refers to a single voxel, sv,x , sv,y and sv,z are the
neighborhoods of v in the slices orthogonal to the x, y and z
axes, Ni(v) denotes the neighborhood of the voxel v in the
s0v ← random pixel from e, ∀v ∈ s
for resolution l = 0 to L do
if l > 0 then
s0v ← upsample from sv at l − 1
end if
for iteration n = 0 to N do
/Index histogram matching and k-coherence
search are used in search phase./
for all v ∈ s, i ∈ x, y, z do
en+1v,i ← nearest neighborhood of snv,i in e
end for
/Position histogram matching and discrete solver
are used in optimization phase./
sn+1v ← argminsE(s, {e})
if n == N − 1 then
sv ← snv
end if
end for
end for
Fig. 2 Our solid texture synthesis algorithm
slice perpendicular to the ith axis, and the factor γ = 0.8.
More specific issues are discussed in [9].
Our algorithm is multi-resolution and computes the out-
put solid textures from the lowest resolution to the high-
est resolution. It is achieved by solving (1). Before syn-
thesis process, our algorithm requires a preprocessing for
computing a k-coherence similarity-set for each input pixel.
The synthesis process begins with the lowest resolution vol-
ume where the initial value of each voxel is randomly cho-
sen from the exemplar. When synthesizing a higher reso-
lution, we first initialize it by upsampling from the already
synthesized lower resolution result, and then perform syn-
thesis on this level in an iterative way, alternating between
the optimization phase and the search phase, until the syn-
thesized solid achieves good quality. Figure 2 provides the
pseudocode for our solid texture synthesis algorithm.
4.1 Factors for quality improvements
As is well known, an important requirement for solid texture
synthesis is that the Markov Random Field (MRF) assump-
tions should be satisfied. In other words, the solid texture is
supposed to be similar to the exemplar on arbitrary slices
through the volume. And in order to preserve the global
statistics, several parametric approaches such as histogram
matching [1, 7] are introduced. But they are still insufficient
for synthesizing high quality results. One common prob-
lem for previous solid texture synthesis algorithms is blurry
blending, which sometimes introduces aberrant voxel col-
ors and leads to serious visual artifacts. As noted by Han
et al. [6], directly copying pixels from the exemplar to the
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Fig. 3 Two different synthesized results and their color histograms
compared with the exemplar. Result 1 is synthesized with color his-
togram matching, while Result 2 is synthesized with the position and
index histogram matching. Since the color histograms of the results are
in line with that of the exemplar, color histogram matching is insuffi-
cient to re-weight the wu,i,v in this case
voxels can eliminate this problem. Another problem is that
some unique texture structures in the exemplar are missing
in the result. For example, in Fig. 3, an obvious structure
enclosed by the red pane is missing in Result 1 compared
with the exemplar. Kopf et al. [9] tried to preserve them by
color histogram matching, which is proved to be insufficient
in this case. Therefore, we consider that all the pixels in the
exemplar should have the same probability to appear in the
result, which would adequately preserve most of the texture
structures in the result. Once these factors mentioned above
are satisfied, most of the texture structures, including large
texture structures and fine grain texture details, can be well
preserved, reaching further improvements in synthesis qual-
ity.
4.2 Optimization phase
Kopf et al. [9] adopted the least square solver to minimize
the texture energy. The updated voxel is defined as
sv =
∑
i∈{x,y,z}
∑
u∈Ni(v) wu,i,veu,i,v∑
i∈{x,y,z}
∑
u∈Ni(v) wu,i,v
(2)
Instead, we use the discrete solver [6]. For each updated
voxel, the pixel in the set {s(v)} = {eu,i,v|i ∈ {x, y, z}, u ∈
Ni(v)} that mostly reduces the energy function is chosen for
the updated voxel. In practice, we first calculate a prospec-
tive value sv using (2), and then select a texel eu,i,v from the
set {s(v)} that is most similar to sv for the updated voxel.
Since each voxel is copied directly from the input exemplar,
the blur issue can be avoided.
4.3 Search phase
We adopt the k-coherence search in search phase. A candi-
date-set is built for each output voxel by taking the union
of all similarity-sets of the neighborhood pixels, and then
the best match for each voxel neighborhood is obtained
by searching through the candidate-sets. Initial experiments
show that it is still time consuming for the neighborhood
comparison in a full dimensional space with 8×8 neighbor-
hood. A good trade-off between the quality and speed for
the nearest neighborhood search is achieved by reducing the
full dimensionality from 192 to about 20 dimensions with a
Principal Component Analysis (PCA) algorithm.
4.4 Position and index histogram matching
Kopf et al. [9] preserved global statistics by using a re-
weighting scheme with color histogram matching in the fol-
lowing way:
w′u,i,v
= wu,i,v
1 + ∑kj=1 max[0,Hs,j (bj (eu,i,v)) − He,j (bj (eu,i,v))]
(3)
Hs,j and He,j denote the j th histogram of the synthesized
result and the exemplar. H(b) denotes the value of bin b in
a histogram, and bj (c) specifies the bin containing color c
in the histogram Hs,j and He,j . There are two conspicuous
limitations existing in color histogram matching. Firstly, it
works only for color but not for general structure informa-
tion, as demonstrated in Fig. 3. Both color histograms of
Results 1 and 2 keep in step with that of the exemplar, but
some obvious texture structures are missing in Result 1. Sec-
ondly, it even fails to preserve color histograms sometimes.
For example in Fig. 1, the texture structures of white color
enclosed by red panes are missing in Kopf et al.’s result.
One possible reason is that texture channels are improperly
decorrelated. For instance, the weight of a texel A(r, g, b)
expected to be kept in the re-weighting scheme, is reduced
actually according to (3) because one or two bins among
{br(A), bg(A), bb(A)} in the result histogram have a larger
count than those in the exemplar histogram.
4.4.1 Position histogram matching
We first give a primary illustration on the notion of the posi-
tion histogram. It is defined as a 2D grid, with the same size
as the exemplar. Each of the grid unit records the frequency,
appearing in the result volume, of the corresponding pixel
in the exemplar, as illustrated in Fig. 4. In the position his-
togram, the frequency grows with the increase of brightness.
In order to distinguish the place where the frequency is 0, we
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Fig. 4 Position histograms for two different solid textures. The his-
togram value is 0 in the red parts, and grows with the increase of
brightness in the gray parts
paint it red. In other words, in the red part the corresponding
pixels in the exemplar do not appear in the result. In Fig. 4
the black texture structures corresponding to the red part of
the position histogram are missing in the synthesized result
for Result 1. For Result 2, the frequency of most part of the
position histogram is approximately the same. Therefore, al-
most all the texture structures in the exemplar can be found
in the result volume.
Our main purpose of introducing position histogram
matching is to ensure that most of the pixels in the exem-
plar can be found in the result, and they are required to
equiprobably appear in the result. Once position histogram
matching is satisfied, color histogram matching is satisfied
spontaneously.
Similarly to (3), we modify the weight as
w′u,i,v =
wu,i,v
1 + max[0,H(p(eu,i,v)) − θ ] (4)
Here p(eu,i,v) refers to the position of the pixel eu,i,v , H
is the position histogram, H(p) is the value of position p
in histogram H , and θ is the histogram value when all the
pixels from the exemplar completely evenly appear in the re-
sult. Intuitively speaking, when eu,i,v has a large weight w,
it is very likely to choose eu,i,v or a texel similar to eu,i,v for
the updated voxel. Therefore, if the histogram has a smaller
count than θ , the weight should be kept. In the contrary case
that H(p) > θ , we should reduce the weight in order to
make it harder to choose pixel p for the updated voxel, or
else it would converge to the same position, preventing the
pixels equiprobably appearing in the result.
4.4.2 Index histogram matching
Here the index histogram records the frequency of the near-
est neighborhood index corresponding to the neighborhood
Fig. 5 Two kinds of histograms: index histogram (columns 2 and 4)
and position histogram (columns 3 and 5). It can be observed that there
is a significantly positive correlation between the index histogram and
the position histogram
in the exemplar for all the neighborhoods in the result vol-
ume. Each neighborhood in the exemplar is represented by
its center pixel. Hence it is easy for each of the grid unit
to record the corresponding index frequency. This kind of
histogram is also very useful. We notice that the local min-
ima problem for the optimization-based approaches is often
incurred when most nearest neighborhood indices are gath-
ered to the same part in the exemplar. In Fig. 5, we also find
that when most indices gather to some main parts, the struc-
tures corresponding to the red part in position histogram are
missing in the result. Only if the indices distribute equiprob-
ably in the exemplar, most texture structures can be well pre-
served. Therefore, we use the index histogram matching to
restrict most of the nearest neighborhood indices to distrib-
ute equiprobably throughout the exemplar.
In practice, index histogram matching is used to restrict
the nearest neighborhood search. During the search phase,
we modify the distance between two neighborhoods as
d = wd · ‖sv,i − ev,i‖2 (5)
And the weight wd is defined as
wd = 1 + max[0,H(i(ev,i )) − φ] (6)
Here i(ev,i) refers to the nearest neighborhood index corre-
sponding to the pixel ev,i , H(i) is the histogram value of the
index i, and φ is the histogram value when all the indices
completely equiprobably distribute in the exemplar. When
the histogram value H(i(ev,i)) is larger than φ, we increase
the distance d , making it harder to choose ev,i as the near-
est neighborhood index for sv,i . Otherwise, the index would
converge to the same position in the exemplar, failing to pre-
serve the texture structures in the result.
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Fig. 6 Why we need these two histogram matching methods: with-
out index histogram matching, the nearest neighborhood indices would
gather to some parts in the exemplar easily; and without position his-
togram matching, some fine grain details may be missing due to the
color average. High quality results could be generated when both of
them are used jointly
4.4.3 Benefits of position and index histogram matching
Both position and index histogram matching methods de-
pend on each other. We illustrate the necessity of both
of them for our histogram matching in Fig. 6. Without
the index histogram matching, the indices usually converge
to some certain parts in the exemplar, and the pixels are
also picked from those parts even using position histogram
matching. And though the nearest neighborhood indices dis-
tribute equiprobably in the exemplar by using index his-
togram matching, some fine grain details are missing with-
out using position histogram matching. Figure 6 demon-
strates that the index histogram matching is more powerful
than the position histogram matching, and high quality syn-
thesized results are obtained when both of them are used
jointly.
We notice that the index histogram matching is also ap-
plicable for most other texture synthesis methods in im-
proving the synthesis quality, since it only needs to record
the position of the nearest neighborhood index in the ex-
emplar. Once it is used in the optimization-based meth-
ods, most nearest neighborhood indices distribute equiprob-
ably in the exemplar. Hence the undesirable local min-
ima problem can be effectively avoided. Our position and
index histogram matching methods also allow synthesis
controlling. For example, some texture structures are re-
quired to appear more in the result. In this case, θ or φ
is not constant. θ(p) or φ(p) is different at different po-
sitions. The texture structures from the position p appear
more in the synthesized result, with the increase of θ(p)
or φ(p).
5 Result and discussion
We first implement our synthesis algorithm by using a three-
level synthesis pyramid, with an 8 × 8 neighborhood at the
lower two levels and a 6 × 6 neighborhood at the highest
level, and k = 5 for k-coherence search. It takes only about
5 iterations to obtain good quality results at the higher two
levels. Due to the fewer iterations and k-coherence search,
synthesizing a 1283 solid texture takes less than 10 minutes
on a 2.2 GHz CPU. Therefore, the synthesis time is shorter
than that of Kopf et al. [9], and it is independent of the size
and richness of the exemplars.
In Fig. 7, we show some of our synthesized results. It
could be seen that our technique works well for a wide
range of textures varying from isotropic to anisotropic, from
low-frequency to high-frequency, from fine-grain-detailed
to strong-large-structured, and so on. And in order to show
the consistence of the interior synthesized texture, a cutting
part of the bunny in Fig. 8 reveals a consistent stone texture
in the interior with our approach.
Figure 91 shows the comparison of our method with some
previous methods. It could be observed that, in comparison
with Kopf et al.’s [9], our results do not suffer from color
blurring, as well as most fine grain details and sparse texture
1In the top two rows, the tomatoes and caustic results of Kopf et al.
are from http://johanneskopf.de/publications/solid/textures/index.html
and then rendered by our method under the same conditions,
and it is the same to Dong et al.’s result, which is from
http://www.dongallen.com/lazysyn/lazysyn.html. The rest of images or
synthesized results generated by the previous techniques are extracted
from the corresponding papers and/or websites.
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Fig. 7 Results of our high quality solid texture synthesis. Various textures are applicable, including isotropic and anisotropic, low-frequency and
high-frequency, and textures with large structures and with fine grain details
Fig. 8 An additional synthesized result. A part of the bunny is cut off
to show the consistence of the interior synthesized texture
structures are well kept. More importantly, our method pre-
serves the global statistics and global large structures bet-
ter than those by Kopf et al. [9] and by Dong et al. [2].
To be highlighted, large texture structures can be efficiently
preserved even without the aid of the feature maps by our
method, which is demonstrated in the last row. It should
be noted that while all the pixels from the exemplar are
restricted to have the same probability to appear in the re-
sult, little extra effort is made to preserve texture structures.
Therefore, we can conclude that our method does produce
high quality solid textures for a wider range of texture ex-
emplars better than previous methods.
During the synthesis process, it can be observed that most
texture structures are coarsely synthesized at the lowest res-
olution, and progressively refined at the higher two levels
by removing fine scale errors from the texture. Hence, the
neighborhood sizes at different levels can be different. At
the lowest level, the size is proportional to the feature size
of the texture patterns. And at the higher two levels, we fo-
cus on refining the texture details progressively without de-
stroying the large texture structures. Smaller neighborhood
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Fig. 9 Comparisons with recent methods. In the first row, our results
do not suffer from blurring and our method preserves all kinds of tex-
ture structures better than Kopf et al.’s. In the second row, even the
global large structures can be effectively preserved without blurring or
broken structures, compared with Kopf et al. and Dong et al.’s results.
And in the last row, texture structures are efficiently preserved even
without the aid of the feature maps by our method
size is propitious to preserve the fine texture details. Specif-
ically, we use 8 × 8, 6 × 6, and 4 × 4 windows for the three-
level synthesis. The smaller neighborhoods cause our algo-
rithm to be much faster. In this case, synthesizing a 1283
solid texture often takes less than 5 minutes. And more fine
texture details are preserved without destroying large tex-
ture structures. In Fig. 10, with smaller neighborhood sizes
at the higher two levels, the first row shows that large tex-
ture structures are still preserved well. And the second row
shows that more fine texture details are preserved.
6 Conclusions and future work
In this paper, we present a novel algorithm for synthesiz-
ing high quality solid textures from 2D exemplars. Based
on the optimization framework, our algorithm enables most
of the pixels in the exemplars to appear in the result vol-
ume equiprobably by using the position and index histogram
matching methods. Experiments prove that our method is ef-
ficient enough to preserve not only the color histogram but
also the various texture structures in the synthesized result.
As noted, the local minima problem which often occurs in
optimization-based approaches can be avoided by the po-
sition and index histogram matching. Experimental results
demonstrate that our method outperforms or at least is com-
parable to the previous solid texture synthesis algorithms in
terms of the synthesis quality.
For future work, besides synthesizing higher quality solid
textures, we want to further improve the synthesis speed.
And our method can be extended to synthesize high quality
globally varying solid textures, since globally varying tex-
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Fig. 10 Different neighborhood
sizes at different levels. We use
the neighborhood sizes 8 × 8,
8 × 8, 8 × 8 in Result 1, 8 × 8,
8 × 8, 6 × 6 in Result 2, and
8 × 8, 6 × 6, 4 × 4 in Result 3.
With smaller neighborhood
sizes at the higher two levels,
more fine texture details are
preserved without destroying
large texture structures
tures [17] are becoming increasingly important in practical
applications. Using existing methods to synthesize globally
varying solid textures, random distribution instead of nat-
ural global distribution of the varying textures is generated
in the synthesized results, leading to some visual artifacts.
One possible solution is to generate a useful 3D control map,
and globally varying solid textures are synthesized under the
direction of the 3D control map.
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