modeling technique with massively parallel computation process. An accurate device characterization and efficient prediction of general input-output relationship can be achieved based on nonlinear mapping capabilities of neural network. Although extensive time and effort are required for preparing the dataset, once the network is trained, the proposed model accurately predicts the device responses for arbitrary inputs within the desired range.
In this work, a coplanar waveguide (CPW) lateral micro machined (SPDT) switching circuit which find application in high frequency transmitting and receiving signal routing is implemented using neural networks. Generation of training and testing datasets are realized from MATLAB simulation. 
II. THEORY OF SINGLE AND DOUBLE BEAM LATERAL RF MEMS SWITCH
In our previous work, the detailed loss analysis of single beam lateral (only one beam displaces) switch was discussed for ON and OFF states [13] . Additionally in this work, double beam (both beams are displaceable) RF lateral switch which provides a perfect RF symmetrical circuit has been analyzed. The double beam structure presents the advantages of lower insertion loss and high power handling and higher life time due to less residual stress. Since the spring constant for structures of single and double membranes are equal, the switching time for both structures will be the same.
Actually the spring constant of the switch affects the threshold voltage. The spring constant of a membrane depends on the geometry, material, residual stress and degrees of its freedom. The only difference between the conventional single beam and double beam switch is an improvement on threshold voltage. This goal has been concentrated in this paper by controlling the original gap between the two electrodes and the width of beam and mass part of cantilever structure. The proposed double beam switch consisting of a Si-core finite ground coplanar waveguide (FGCPW) and an electrostatic actuator is shown in fig.1 (a) & (b) . The FGCPW is formed by thick single-crystal-silicon plate that has been coated with thin layer of aluminum (Al) to make the RF signal propagation not only along the metal on the top surface, but also on the sidewalls of the transmission line. In this switch, two cantilever beams are employed and can be used as signal lines together to propagate RF signal [14] . The fixed connections of the two cantilever beams are from the same port and the two contact tips are on the other port. At the free-end of the two cantilever beams, both ground lines extend towards the nearby cantilever beams to serve as their fixed electrodes respectively.
When sufficient DC bias voltage is applied between the cantilever beam and the ground line, the cantilever beam is pulled toward the fixed electrode by electrostatic force until its free end hits the contact bump, resulting in the on-state of the switch. When DC bias voltage is removed, the mechanical stress of the beam overcomes the stiction forces and pulls the cantilever beam away, resulting in the off-state of the switch. Due to the asymmetrical layout of the two ports, the Sparameters obtained from the two ports are not reciprocal [3] . [3] series capacitor of open switch and shunt coupling capacitor ( )
with the assumption that the two cantilever beams are identical [14] . Hence, only the circuit model of the single beam switch is discussed in this paper.
In the open state, the switch performance is determined by the switch capacitance s C .The shunt coupling g C between the cantilever beam and the fixed electrode can be estimated as , 2 l is the length of the electrode part of the cantilever beam, t is the thickness of the beam, g is the distance of the gap between two electrodes and f C is the fringing field capacitance. This coupling capacitance is fairly large and affects the loss mechanism in the closed state of the switch.
B. Mechanical modeling of lateral switch
When a micro machined circuit is designed, it is important to consider the switching voltage. The low actuation voltage can be achieved through the optimization of the geometrical dimensions of the actuation part. The top view of the electrostatic actuator used in the modeling is shown in fig.2 . The actuator consists of four components: a suspended cantilever beam serving as a movable electrode, an anchor on the substrate to support the cantilever beam, a fixed electrode opposite to the cantilever beam and a contact bump.
The cantilever beam OC is a beam-mass structure. For the beam part OA, the width is 1 w and the length is 1 l . For the mass part AC, the width is 2 w and the length is ( )
l is the length of the electrode section AB and 3 l is the length of BC. The mass width, 2 w , is designed to be relatively wider than the beam width, 1 w , so that low threshold voltage can be maintained and greater deformation of the electrode section may be avoided.
By assuming the electrode part of the cantilever beam subjected to a uniform load, the equivalent stiffness k, of the cantilever beam [15] can be derived as the expression For the design of the lateral switch in static behavior, low threshold voltage is always desired. The threshold voltage can be determined by above two forces. In this work, the threshold voltage is determined based on the cantilever beam structure by considering the original gap between two electrodes, the length ratio and the beam and mass width of the cantilever.
Since the switching is carried out by an electrostatic force, one has to know the relation between the electrostatic force e F and the real-time distance g of the gap between the ends of two electrodes.
e F can be written as:
where V is the applied voltage. At equilibrium, the electrostatic force e F is equal to the restoring force r F , which can be written as: 
where f can be a simple threshold function, a sigmoidal [17] or hyperbolic tangent function [18] .
The output of neurons in the last (output) layer is computed similarly.
Training a network consists of adjusting weights of the network using learning algorithms. During learning process, neural network adjusts the weights and thresholds so that the error between neural predicted output and sampled output is minimized. All learning algorithms used in this work are based on multilayer correction [19] learning algorithm called back propagation. The five different training algorithms we used in this work are described briefly as below.
A. Levenberg -Marquardt (LM) algorithm
This is a least -square estimation method based on the maximum neighborhood idea [20] . The LM method combines the best features of the Gauss-Newton technique and the steepest-descent method, but avoids many of their limitations. In particular, it generally does not suffer from the problem of slow convergence.
B. Bayesian Regularization (BR) Algorithms
This algorithm updates the weight and bias values according to their LM optimization and minimizes a linear combination of squared errors and weights, and then determines the correct combination so as to produce a well generalized network. This algorithm can train any network as long as its weight, inputs and transfer functions have derivative functions [21] .
C. Quasi-Newton (QN) Algorithm
This is based on Newton's method but doesn't require calculation of second derivatives. An approximate Hessian matrix is updated. At each iteration of the algorithm, the update is computed as a function of the gradient. The line search function is used to locate the minimum [22] . The first search direction is the negative of the gradient of performance. In succeeding iterations the search direction is computed according to the gradient.
D. Conjugate Gradient of Fletcher-Reeves (CGF)
This method updates weights and bias values according to the conjugate gradient with FletcherReeves. Each variable is adjusted to minimize the performance along the search direction. The line search is used to locate the minimum point. Fletcher-Reeves version of conjugate gradient uses the norm square of previous gradient and the norm square of the current gradient to calculate the weights and biases [22] .
E. Scaled Conjugate Gradient (SCG) algorithm
This algorithm can train any network as long as its weights, net inputs and transfer functions have The selected ranges of input parameters are given as follows: (13) where N is the total number of data sets, i x is MATLAB dataset, i x is trained ANN output and i x is mean of i x .
V. RESULTS AND DISCUSSION
To obtain better performance, faster convergence and a simpler structure, the proposed ANN as shown in fig.3 was trained with five different training algorithms. Figure. The performance of the closed switch begins to deteriorate when g C is increasing further to 125fF.
When g C is 60fF, the insertion loss and the return loss of the switch get to their optimal value since a resonance occurs at the operating frequency range and the losses only depend on the total resistance of the circuit. when new cases are presented to it. Since the training and testing time is less than few microseconds, the proposed neural model is quite fast in the design and loss analysis of lateral MEMS series switch.
