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Abstract
The violent collapse of bubble clusters can be an important mechanism of damage to adjacent material
surfaces in both engineering and biomedical applications. Because of their complexity, past theoretical
studies have generally been restricted to significantly simplified models, such as homogenized continuum
models based upon volume averages or arrays of strictly spherical bubbles, which neglect detailed bubble
dynamics. However, the details of the bubble-scale dynamics are potentially important locally. For example,
wall or tissue damage is expected to depend upon peak pressures rather than the average pressure that
might be computed with a homogeneous model. Here, we simulate the expansion and subsequent collapse
of hemispherical clusters of 50 bubbles adjacent to a planar rigid wall and viscous fluids as models for soft
tissues in therapeutic ultrasound using a computationally efficient diffuse-interface numerical scheme for
compressible multiphase flows. It represents in detail the coupled asymmetric dynamics of each bubble
within the cluster. The development of this scheme and its application to simulate detailed bubble-cloud
collapse are the principal contributions of this dissertation.
The numerical scheme represents multi-fluid interfaces using field variables (interface functions) with
associated transport equations. In our formulation, these are augmented, with respect to an established
formulation, to enforce a selected interface thickness. The resulting interface region can be set just thick
enough to be resolved by the underlying mesh and numerical method, yet thin enough to provide an efficient
model for dynamics of well-resolved scales. A key advance in our method is that the interface regularization is
asymptotically compatible with the thermodynamic laws of the mixture model upon which it is constructed.
It incorporates first-order pressure and velocity non-equilibrium effects while preserving interface conditions
for equilibrium flows, even within the thin diffused mixture region. The finite-volume numerical solver is also
integrated in a multi-resolution Adaptive Mesh Refinement (AMR) framework that allows efficient resolution
of individual bubbles of the cluster in a sufficiently large domain. We first quantify the improved convergence
of this formulation in an air-helium shock-tube problem and an air-water bubble-collapse problem, then show
that it enables fundamentally better simulations of single-bubble dynamics. Demonstrations include both a
spherical-bubble collapse, which facilitates comparison with a semi-analytic solution, and a jetting-bubble
ii
collapse adjacent a wall. For the spherical collapse, we show agreement with the semi-analytic solution, and
the preservation of symmetry despite the Cartesian mesh. Comparisons for the near-wall case show that
without the new formulation the re-entrant jet is suppressed by numerical diffusion leading to qualitatively
incorrect results.
Next, the method is applied to simulate cluster dynamics adjacent to material surfaces. Simulations
near the rigid wall show that collapse propagates inward, and a geometrical pressure focusing occurs, which
generates impulsive pressures near the focus. The peak pressures depend strongly on the arrangement of the
bubbles, particularly those near the focus. The initial acceleration of the bubbles that drives their expansion
is identified as an important parameter governing the bubble interactions, and hence the pressure focusing.
The simplified models we compare with provide good agreement for the gross cluster behavior, for example
gas volume history, but fail to predict the same peak pressures seen in the detailed simulations during the
collapse. Replacing the rigid wall with a viscous fluid, as a crude model for tissue, shows significantly
different dynamics compared to the rigid wall. Simulations show weaker pressure focusing with substantially
lower peak pressures.
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Chapter 1
Introduction
Cavitation bubbles significantly impact many engineering and biomedical applications, playing a central role
in erosion of hydraulic machines, underwater explosions, ultrasonic cleaning, sonoluminescence, and several
types of non-invasive biomedical surgeries. The destructive action of collapsing bubble clusters seems to
have been first recognized for its role in cavitation erosion of turbo-machinery [1–4]. In recent years, the
same basic mechanism has been harnessed for biomedical applications such as kidney-stone comminution
and tissue fractionation [5–18]. However, the detailed dynamics of these clusters are poorly understood
since the length scales (. 100 µm) and time scales (. 10µs) during the final and most damaging stage
of the collapse make experimental diagnostics challenging [19–28]. Detailed theoretical description of these
dynamics are also challenging as the physical problem involves multiple fluid phases with temporal and spatial
scales ranging from microscopic individual bubble dynamics to macroscopic average mixture dynamics of
the bubbly liquid [19, 29–36]. Our goal in this study is the development of an efficient numerical scheme
to simulate compressible multiphase flows, and its application to study the dynamics of collapsing bubble
clusters in detail. An introduction to the numerical methods for solving detailed compressible multiphase
flow equations is presented in the next chapter. This chapter provides an introduction to the damage
mechanisms of collapsing bubble clusters.
Spherically symmetric models [37–41] have been immensely useful in developing a foundational under-
standing of the dynamics of a free-field single-bubble collapse, which is fundamental to studying the complex
dynamics of collapsing bubble clusters. The violent nature of a bubble during the final stage of the collapse
is because of the rapid increase in its internal pressure by several orders of magnitude due to the nearly
adiabatic rapid decrease in its volume [3,4]. If the same collapse occurs adjacent to a wall, the bubble loses
its spherical shape, and a re-entrant jet develops, which is directed toward the wall [42,43]. The generation of
this high-speed jet and the emission of shock waves upon violent collapse have been implicated by numerous
experimental and numerical studies in the past to be primarily responsible for the wall damage [2, 42–50].
However, due to the diagnostic and computational challenges, the detailed damage mechanism of col-
lapsing bubble clusters is less studied. From the experimental erosion patterns induced by the collapse of
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hemispherical cluster adjacent to a wall, Hansson & Mørch [19] deduced that the central bubbles of a cluster
are most erosive, based on which, they developed a phenomenological energy-transfer model. Using this
model, they suggested that the collapse propagates from the outer boundary of the cluster toward the cen-
ter, and is associated with a continuous increase in pressure due to the energy transfer from outer to inner
bubbles, which makes the central bubbles most damaging. While this model has clear phenomenological
merits, it is limited by the relatively vague characterization of the relevant energy and its transfer. Pres-
sure measurements on hydrofoil surfaces by Reisman et al. [20] showed generation of large pressure pulses
(up to 3MPa) during the collapse of bubble clouds adjacent to the surfaces. Using these measurements
and high-speed imaging, they also suggested that the inward propagation of cluster collapse generates high
impulsive pressures at the cluster center due to geometrical focusing. Recent experimental investigation of
hemispherical cloud collapse adjacent to a wall by Brujan et al. [28] further supported a pressure-focusing
mechanism. Their acoustic measurements and high-speed imaging suggested much larger interior peak pres-
sure generation (up to 1750MPa) during the collapse of a cloud compared to a free-field single bubble of
same maximum radius. The experimental visualization of the individual bubble shapes during collapse
is challenging because of the difficulty in controlling cloud cavitation. However, the controlled expansion
and collapse of a regular array of 37 bubbles in the experimental study of Bremond et al. [24] show that
the inward propagation of cluster collapse is associated with large non-spherical bubble deformations and
re-entrant jets directed toward the cluster center.
The complexity of the detailed theoretical description of cluster dynamics involving multiple fluids and
scales has motivated the development of simplified homogeneous models [19, 29–36, 51–58], which neglect
details of bubble-scale dynamics. These are constructed on volume or ensemble-averaging approximations
consistent with a long-wavelength limit, in which the pressure varies slowly relative to the bubble size. These
averaged models and other reduced models are discussed in §5 in the context of our detailed simulations
of the bubble-cloud collapse. Our simulations show the relative strengths and weaknesses of the reduced
modeling approaches.
Omta [32] and d’Agostino & Brennen [33] employed homogeneous models to study linearized dynamics of
the spherical bubble clusters. Under the assumptions of their study, d’Agostino & Brennen [33] identified a
“cloud interaction parameter” as a critical quantity in describing the coherent nature of the cloud dynamics.
When this parameter is small, the bubbles behave as individual units, and the natural frequencies of the
cloud are close to that of the individual bubbles. The collective behavior, dominates when it is order
unity or larger, resulting in lower natural frequencies of the cluster compared to the individual bubbles.
Based on the maximum and minimum gas volumes attained in our cluster simulations, the cloud interaction
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parameter [3,20] ranges from 4 to 9, therefore we expect important bubble-bubble interactions in our study.
Wang & Brennen [59] and Matsumoto & Yoshizawa [60] utilized the homogenized approach to study
collapse of a spherical bubble cloud. They suggested that the inward propagation of a cloud collapse is
accompanied with generation and inward propagation of a bubbly-shock wave whose geometric focusing
generates very high pressures at the cloud center. Wang [61] and Shimada et al. [62] suggested that polydis-
persity of bubbles significantly influences this inwardly propagating collapse. The averaged models predict
violent collapse of bubbles near the focus, but neglect their detailed dynamics. We show in §4.2 that the
detailed microstructure of the bubbles near the focus significantly affect the actual details of this most violent
portion of the collapse. Though the homogeneous models have been used in the past to investigate cloud
collapse dynamics, the focus of development of these models has been to capture wave phenomena in bubbly
fluids, which has been studied extensively using these models [29, 30, 55–58,63–66].
The cluster collapse investigations based on experiments and averaged models suggest significantly dif-
ferent dynamics of a bubble in a cluster, relative to an isolated single bubble, due to the bubble-bubble in-
teractions. However, the details of bubble-bubble interactions, and the associated non-spherical deformation
of bubbles [24], are not included in the standard homogenized models. Chahine & Duraiswami [67] studied
aspherical-bubble dynamics of collapsing clusters using a boundary-element method. They focussed on ex-
pansion and collapse of small (≤ 16) bubble clusters in an inviscid incompressible liquid, and showed inward
propagation of collapse with large non-spherical bubble deformations, and development of re-entrant jets in
the outer layer of bubbles. However, they could not continue their simulations after the first re-entrant jet
penetrated through the bubble due to the inability of their numerical scheme to capture topological changes.
They also compared their simulation predictions with a simplified model based on the singular-perturbation
theory [68]. Since the asymptotic method accounted for only weak interactions, it increasingly disagreed with
the simulations upon increasing the number of bubbles, decreasing the inter-bubble separation distances,
and increasing the initial acceleration of bubbles that led to their initial expansion.
Multipole expansions based upon spherical harmonics also provide a model to incorporate bubble shapes
into interactions at a distance, and have been used by Blake et al. [69], Bui et al. [70], and Wilson et al. [71] for
small (≤ 25 bubble) clusters. However, these depend upon an accurate representation of the surface by low-
order spherical harmonic expansions, which are unable to represent the complex shapes of the bubble beyond
their initial deviations from spherical shape. This method also neglects the compressibility of the liquid,
which is responsible for energy dissipations. Detailed simulations have also been performed to investigate
wave phenomena in bubbly flows. Delale et al. [72], Delale & Tryggvason [73], and Seo et al. [55] employed
a front-tracking finite-volume method to study the effect of bubbles on the propagation of a planar pressure
3
wave through an otherwise incompressible liquid at low Reynolds number, and obtained good agreement
with the homogenous models for the parameters considered.
1.1 Research overview
Despite the advances in experimental diagnostics and modeling, the detailed bubble-scale dynamics of a
cluster collapse remain unknown, though we can anticipate that they are important for material damage.
Quantifying these dynamics is the focus of our detailed three-dimensional simulations. We solve the com-
pressible fluid, multiphase flow equations, which include all mesh-resolved bubble-bubble interactions and
the non-spherical dynamics of each bubble within the cluster.
As a model system, we first focus on collapse of hemispherical clusters of 50 bubbles adjacent to a
planar rigid wall as a model for hard tissue. Our model bubble clusters are generated randomly, but give
the well-understood basic importance to bubble-bubble interactions. We can anticipate that the specific
details of any particular collapse will be sensitive to the corresponding initial bubble arrangement. We
therefore consider multiple statistically equivalent random distributions to understand sensitivity to the
initial arrangement. Anticipating that the bubbles near the center are most important, we also consider
a special arrangement in which a central bubble is positioned directly at a specified distance from the
cluster center. The initial expansion of the cluster in driven by the initial over-pressure in the bubbles, and
we anticipate that subsequent dynamics will be sensitive to this pressure. We therefore simulate cluster
dynamics with different initial pressures, and quantify their effect on pressure focussing. This is particularly
important in biomedical applications, where cavitation-based therapeutic actions have been enhanced by
optimizing repetition rates and intensities of ultrasound pulses or shock waves as they control the energy
supplied to the bubbles [15, 74–79]. Next, we study cluster collapse near a viscous fluid as a model for soft
tissue, and investigate the effect of viscosity on pressure focussing.
To enable the simulation of detailed cluster collapse dynamics, we formulated a computationally efficient
and geometrically flexible numerical scheme for multiphase flows that can efficiently resolve each bubble in
a multi-bubble configuration and represent topological changes of bubbles associated with re-entrant jetting
during collapse. A principal contribution of this dissertation is the development of this scheme. We first
develop the numerical scheme for two-phase flows to simulate cluster collapse near a rigid wall, then extend
it to replace the rigid wall with a viscous fluid.
The development of the compressible two-phase model is discussed in the next chapter. The numerical
scheme and its extensive validation is presented in §3. Detailed simulations of cluster collapse adjacent to
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a rigid wall are discussed in §4, and compared with reduced models and experiment in §5. The numerical
implementation of viscous “wall”, and simulation results for cluster collapse adjacent to it are presented in
§6. The key findings are summarized in §7.
5
Chapter 2
Two-phase model development
2.1 Introduction
Aspherical-single-bubble dynamics has been studied extensively using boundary integral numerical method
[2, 45, 47, 49, 80–84]. Since this formulation is for incompressible fluids, it must therefore be supplemented,
when feasible, with additional models whenever compressibility effects are important. For example, in
violent collapses, artificial energy extraction is needed to account for the substantial energy lost to acoustic
emission [49]. In bubble-cluster collapse, it is known that these same pressure pulses affect the dynamics
of nearby bubbles [3, 4]. This limitation motivates the development of methods that explicitly include
compressibility. Unfortunately, it is often difficult for compressible flow formulations to ensure that the
interface between the liquid and the gas remains realistically sharp, especially given the dissipation inherent in
shock-capturing schemes. A challenge in any multiphase compressible numerical method is the simultaneous
and faithful representation of both shocks and interfaces.
One class of compressible multiphase flow approaches is Lagrangian, which includes arbitrary Lagrangian–
Eulerian [85], free-Lagrange [86, 87], and front-tracking methods [88–91]. These maintain sharp interfaces
via explicit representation, but they introduce geometric complexity for large deformations and topological
changes. A level-set [92, 93] based Eulerian approach coupled with the ghost fluid technique mitigates
topological difficulties [94, 95]. However, the method requires special thermodynamic management at the
interface for flows with high density or pressure ratios [96–104]. Another way to cope with the geometric
challenges of Lagrangian tracking is to allow the interface to artificially diffuse into thin zones where multiple
fluids overlap, forming in effect a mixture region. Multiphase flow theory is invoked to define thermodynamic
variables in these mixture zones [105–115]. To be consistent with the nominally discontinuous interface of
an actual immiscible fluid, these zones should be thinner than the features of the flow. In the well-known
“single-fluid” model, this description is implemented by augmenting the Euler equations with equations that
describe the evolution of smooth functions that mark different fluids [116–122].
There are two main challenges specific to the diffuse-interface approach: (1) obtaining consistent ther-
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modynamic laws for the mixture, and (2) preventing artificial spatial distortions of the interface functions.
These two challenges are coupled as we demonstrate for the bubble collapse configuration in §2.2. The second
of these challenges is the more obvious. Without correction, distortions make the interface either too sharp
to be represented on the mesh or so diffuse that it is no longer thin relative to other relevant flow features.
Furthermore, it is also widely recognized that inconsistent interface thermodynamics can lead to mechanical
incompatibilities. Mixture models obtained by asymptotic reduction of the Baer–Nunziato non-equilibrium
multiphase model [105, 106] under stiff mechanical relaxation [111, 113, 114] provide transport of interface
functions consistent with first-order pressure and velocity non-equilibrium effects. Incorporation of first-
order non-equilibrium effects constitutes a significant improvement, but the interfaces can still become so
diffused and distorted without proper numerical regularization that key flow features can be completely lost.
We will show in §2.2 and §3.1 that this level of thermodynamic consistency alone is insufficient, particularly
when strain smears the interface, as for a near-wall bubble collapse. Such distortions can be countered with
specially designed terms in the governing equations that cause the interface function transition to span an
approximately constant-thickness zone, as proposed recently by Shukla et al. [123] for compressible flows.
Unfortunately, these source terms are not necessarily compatible with the thermodynamic mixture models
in the interface zone, which can lead to accumulation of errors in space and time, even far from the interface.
So et al. [124] have recently developed an anti-diffusive method to address this problem. This technique,
however, is intimately tied to the underlying numerical scheme and it is therefore difficult to generalize to
different discretizations, such as an increase in the order of accuracy. There is also the risk that anti-diffusive
fluxes can over-sharpen the interface in flow regions already drawn thin by the resolved strain field (discussed
in §2.3 and §3.1.4). Alternatively, Kokh and Lagoutie`re [125] have shown encouraging results with an anti-
diffusive Lagrange-Remap scheme that controls numerical diffusion via limited downwind fluxes in the remap
stage. The method, however, requires additional steps to compute, and remap from, Lagrangian variables,
and its extension to more general interfacial mixture laws has not been explored yet.
In this chapter, we present a new mixture-consistent interface regularization approach we developed [126]
that addresses the limitations identified in the previous discussion. It maintains the integrity of the thin
interface between immiscible fluids with a sharpening term, but this term is now crafted in such a way
that it remains consistent with the first-order non-equilibrium mixture model. This regularization operator
is incorporated into the continuum model, making the overall model independent of the numerical scheme
employed. For example, it is easily demonstrated on a standard shock-tube problem in one dimension, and
is also directly compatible with a multi-resolution Adaptive Mesh Refinement (AMR) implementation and
a fifth-order WENO scheme we use to demonstrate its properties for three-dimensional bubble collapse.
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2.2 Motivation: mixture-zone models and discretization
Faced with the limited availability of exact solutions that can be used for comparison and analysis of our
method, we frame our initial discussion on a free-space spherical-bubble collapse in a compressible liquid.
In the weak compressibility limit, this configuration has a semi-analytic solution, obtained upon solving
an ordinary differential equation [40, 41], which we treat as nominally “exact”. Though one-dimensional in
the radial coordinate, the configuration is advantageous in that it can be used to evaluate simulations on a
three-dimensional mesh, and thereby illustrate key features of methods that will be important for complex-
geometry applications. If a method is unable to do this, there is little hope that more complex flows can be
well approximated by such a computational model. We therefore use it to motivate the development of the
proposed method, which we present in detail in §2.3.
In all the simulations, water is modeled with a stiffened-gas equation of state (see (2.10) in §2.3 where
we present the formulation in detail) using γ = 4.4 and p∞ = 600 MPa and air is modeled as an ideal gas
with γ = 1.4 (p∞ = 0 MPa). The simulation domain is a 40 × 40 × 40 mm3 cube with a bubble of initial
radius R0 = 1 mm at its center. The bubble is discretized with a mesh of minimum spacing ∆xmin such that
R¯min/∆xmin ≈ 13.9, where R¯min is its minimum radius over the entire simulated time. Details of the initial
conditions are provided in §3.1.2, where we present one-dimensional (radial coordinate) simulation results
for this problem. Here, we compare six approaches on the same three-dimensional mesh:
A˜) Interface capturing based upon an established equilibrium mixture model without any interface regu-
larization [112, 119–122];
A) The model of Shukla et al. [123], which employs the two-fluid equilibrium model of Allaire et al. [112]
and the interface regularization first proposed by Olsson & Kreiss [127] for incompressible flows;
B) The method of So et al. [124], which employs anti-diffusive fluxes to sharpen the interface;
B˜) Method B without the anti-diffusive fluxes;
C˜) The asymptotically reduced model of Kapila et al. [111,113], which includes first-order non-equilibrium
effects without any interface regularization; and
C) The new model, presented in detail in §2.3, which incorporates an interface regularization in a similar
spirit to that we used previously [123], but is now consistent with first-order non-equilibrium effects
[111, 113] in the mixture zone. This demonstration will show how advantageous such consistency can
be.
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Figure 2.1: Evolution of (a) radius R¯(t) defined in (2.1) and (b) thickness of the two-fluid interface d¯(t)
defined in (2.2) relative to the initial thickness using models A˜(), A(M), B˜(.), B(/), C˜(), and C(◦) for
isolated single-bubble collapse under a pressure ratio of 10. The results are compared with the semi-analytic
KM [40] solution (—) in (a), and the desired constant interface thickness with exact immiscibility (—) in
(b).
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The numerical method used for solving models A˜, A, C˜ and C is detailed in §3. Since the anti-diffusion
approach depends on the diffusion of the underlying solver, the numerical solver used for methods B˜ and B
is the same as that employed by So et al. [124]. (Method B˜ is included in the analysis only to highlight the
effect of anti-diffusion.) Figure 2.1a compares the radius of the bubble from three-dimensional simulations
with the Keller–Miksis (KM) [40] solution. The equivalent radius R¯(t) is defined in terms of the gas volume
fraction α2, according to
4
3
piR¯3(t) =
∫∫∫
α2(x, t) dx, (2.1)
where x = {x, y, z}.
The equilibrium model A˜ and our previous mixture-inconsistent model A both lead to rebound signif-
icantly earlier compared to the reference solution. In both cases, the assumption of total thermodynamic
equilibrium at the interface increases the internal bubble pressure at an erroneously faster rate. Models C˜
and C are far more accurate, providing a fundamentally better minimum radius and collapse time predictions
on the same mesh as A˜, A, B˜ and B.
To assess the interface preservation property of different models, we compute the thickness
d¯(t) =
1
S¯(t)
∫∫∫
α2(x, t)[1− α2(x, t)] dx, (2.2)
where S¯(t) is the bubble surface area
S¯(t) =
∫∫∫
|∇α2(x, t)| dx. (2.3)
This definition yields the exact thickness d if the volume fraction obeys
α2 =
1
2
[
1− tanh
(
r −R
2 d
)]
, (2.4)
where R is the radial coordinate at which α2 = 0.5. As can be seen in figure 2.1b, method B˜ is the most
diffusive; the anti-diffusive fluxes in method B reduce this. The regularization operator in our model C has
a user-defined mesh-independent length-scale that governs the thickness of the interface. By construction,
such a length-scale does not exist in the anti-diffusion approach. The thickness of the sharpened interface
using B, therefore, does not remain fixed as it is determined by the dynamics of the flow.
Compared to A and C, models A˜ and C˜ significantly thicken the interface during collapse, with peak
thickness smeared by more than a factor of two around the time of minimum volume. To maintain a thin
interface relative to the corresponding interface features in a complex three-dimensional configuration, this
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would necessitate 8 times the mesh, and this situation would degrade further as the interface diffuses further
throughout the course of a simulation. Models A and C, which use regularization to ensure the thickness is
approximately constant, do not show this behavior. Model A, which does not respect self-consistent mixture
rules, is modestly better than C in preserving fluid immiscibility, but is far inferior for the generally more
important bubble radius history R¯(t) in figure 2.1a. We also note in figure 2.1a that the radius history
obtained using model C agrees well with that obtained using C˜ upon which it is built. Therefore, our
consistent interface regularization preserves large-scale features (associated with the bubble radius R¯) while
better resolving small-scale features (associated with the interface thickness d¯). Such an agreement is clearly
not observed for the interface sharpening methods A and B. It is thus clear that the proposed model C is
advantageous for spherical-bubble collapse on a three-dimensional Cartesian grid, a model for any challenging
complex simulation on a non-interface-conforming mesh. In making these comparisons for bubble collapse
and rebound, we recognize that different methods are better suited to meet the diverse challenges presented
by different classes of problems. There is no expectation that any method will be universally superior.
Since the new model C, which is formulated in the following section, is a continuummodel, it is compatible
with different underlying discretizations. Figure 2.2 shows how the better resolution properties of a fifth-
order WENO scheme, as an example, is advantageous despite its nominally equivalent low-order behavior
at interfaces. We see in figures 2.2a and 2.2b that it is far more effective at maintaining the spherical
symmetry of the bubble, which is confirmed quantitatively in figure 2.2c, which shows the behavior of
spherical harmonics. For spherical harmonics Y ml which satisfy
1
4pi
∫ 2pi
0
∫ pi
0
Y ml (θ, φ)Y
m′
l′ (θ, φ) sin θ dθ dφ = δll′ δmm′ , (2.5)
a Parseval equality provides a convenient measure of the spectrum,
ζ2l =
l∑
m=−l
r2lm, (2.6)
where l and m represent degree and order of the spherical harmonic function, respectively, ζl denotes the
power in mode l, and rlm represents the coefficients corresponding to Y
m
l . To compute ζl, we first obtain
the bubble radius Rˆ(θ, φ) defined by α2 = 0.5 from the three-dimensional simulations, then compute the
coefficients rlm using the SPHEREPACK library [128]. The clear superiority of fifth-order WENO will also
benefit it in more complex configurations. The main advantage of the high-order method is that it has
a much lower grid anisotropy error and therefore lowers the unavoidable directionality introduced by the
Cartesian mesh. The more accurate (spherically symmetric) flow fields around the bubble yield a more
11
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Figure 2.2: Bubble shapes obtained from model D using (a) second-order minmod and (b) fifth-order WENO
at t = 110 µs for isolated single-bubble collapse under a pressure ratio of 10; (c) evolution of spherical
harmonics power-spectrum for l = 1 (M), l = 2 (O), l = 3 (.), l = 4 (), l = 5 (/) and l = 6 (◦); and
(d) radius history using second-order minmod (◦) and fifth-order WENO (), compared with the Keller–
Miksis [40] solution (—).
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accurate radius history, as seen in the inset of figure 2.2d. Though these errors are small compared to the
large errors seen for the different formulations in figure 2.1a, the WENO scheme provides a significantly
more accurate representation of the bubble radius.
2.3 Model formulation
The two-fluid model is developed starting with a variant [106] of the Baer–Nunziato model [105]. It assumes
neither pressure nor velocity equilibrium at the interface, with separate conservation of mass, momentum,
and energy equations for each fluid, along with an equation for the evolution of volume fraction (interface
function) of one of the two fluids. We present the seven-equation model [106,113], in terms of entropy (sk),
velocity (uk), pressure (pk), and volume fraction (αk) of fluids k = 1 and 2,
α1ρ1T1
D1s1
Dt
= (pI − p1)(uI − u1) · ∇α1 + ω(pI − p1)(p2 − p1)
+ λ(uI − u1) · (u2 − u1), (2.7a)
α2ρ2T2
D2s2
Dt
= (pI − p2)(uI − u2) · ∇α2 + ω(pI − p2)(p1 − p2)
+ λ(uI − u2) · (u1 − u2), (2.7b)
α1ρ1
D1u1
Dt
+∇(α1p1) = pI∇α1 + λ(u2 − u1), (2.7c)
α2ρ2
D2u2
Dt
+∇(α2p2) = pI∇α2 + λ(u1 − u2), (2.7d)
α1
D1p1
Dt
+ α1ρ1a
2
1∇ · u1 = ρ1a21I(uI − u1) · ∇α1 + ωρ1a21I(p2 − p1)
+ λσ1(uI − u1) · (u2 − u1), (2.7e)
α2
D2p2
Dt
+ α2ρ2a
2
2∇ · u2 = ρ2a22I(uI − u2) · ∇α2 + ωρ2a22I(p1 − p2)
+ λσ2(uI − u2) · (u1 − u2), (2.7f)
DIα2
Dt
= ω(p2 − p1) +R(α2). (2.7g)
The new term R added to (2.7g) is a user specified regularization operator that sets the interface thickness;
our specific R is defined in (2.20). Viscosity and surface tension are neglected in the above formulation;
justification is provided in §4.1. The incorporation of viscous effects is discussed in §6, where the rigid wall
is replaced with a viscous fluid “wall”. The subscript I, appearing in the right-hand side of several of the
equations, indicates an interface quantity. At this point, the interface velocity uI and pressure pI are retained
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as distinct variables. Material derivatives for each fluid and the interface are
Dl
Dt
=
∂
∂t
+ ul · ∇, (2.8)
for l = 1, 2 and I. The fluid densities, temperatures and sound speeds are ρk, Tk and ak, respectively. The
mass-specific total energy is Ek = ek+ |uk|2/2, where ek is the mass-specific internal energy. The interfacial
variables (uI and pI) are, in general, obtained by weighted averaging of the respective quantities on either
side of the interface [106], but the choice of averaging is not explicit in our formulation after we reduce the
model to equilibrium velocity and pressure at the interface. The parameters λ and ω are the rates at which
velocity and pressure relax to thermodynamic equilibrium, respectively, and
σk =
1
ρk
(
∂pk
∂ek
)
ρk
. (2.9)
The modified seven-equation non-equilibrium model (2.7), including the new R in (2.7g), is reduced
consistently to the five-equation model under stiff mechanical relaxation. The assumption underlying this
procedure is that the relaxation times for the velocities and pressures of the two fluids to reach equilibrium
are small compared to the characteristic times of the flow, implying λ and ω → ∞. The procedure is
lengthy, but straightforward; details are included in Appendix A. The reduced system (A.16) incorporates
first-order mechanical non-equilibrium effects as well as the new, now thermodynamically self-consistent,
interface regularization (Appendix A).
The analysis in Appendix A provides a consistent way of regularizing all the conservative variables by
incorporating R in the continuum formulation, which distinguishes our model from the interface sharpening
approaches of Shukla et al. [123] and So et al. [124]. In the approach of Shukla et al. [123], the density and
interface function are sharpened first, then momentum and energy are discretely updated such that velocity
and pressure in each cell remain unchanged. In the anti-diffusion method of So et al. [124], discrete sharpening
fluxes for the conservative variables are obtained using the discrete anti-diffusive fluxes for volume fraction
such that pressure and velocity equilibrium is maintained in each cell. Thermodynamic self-consistency
guarantees that our continuum formulation (A.16), by construction, conserves specific entropies (sk) of each
phase under isentropic conditions along with preserving velocity and pressure equilibrium. The consistency
of this regularization is shown in §2.2.
The asymptotic analysis that unifies this regularization is carried out for fluids whose states are fixed by
two thermodynamic variables and is therefore broadly applicable. The stiffened-gas equation of state [129]
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provides a good model for our bubble dynamics application:
ρkek = Γk pk +Πk, (2.10)
with
Πk =
γk p
∞
k
γk − 1 , (2.11)
Γk =
1
γk − 1 , (2.12)
where γk and p
∞
k are the usual stiffened-gas parameters [129]. For this equation of state, the reduced system
with consistent regularization (A.16) becomes
∂α1ρ1
∂t
+∇ · (α1ρ1u) = −ρ1R (α2) , (2.13a)
∂α2ρ2
∂t
+∇ · (α2ρ2u) = ρ2R (α2) , (2.13b)
∂ρu
∂t
+∇ · (ρu⊗ u) +∇p = (ρ2 − ρ1)uR (α2) , (2.13c)
∂ρE
∂t
+∇ · ((ρE + p)u) = ((ρ2 − ρ1)κ+ p(Γ2 − Γ1) + Π2 −Π1)R (α2) , (2.13d)
∂α2
∂t
+ u · ∇α2 = α1α2 ρ1a
2
1 − ρ2a22
α1ρ2a22 + α2ρ1a
2
1
∇ · u+R(α2), (2.13e)
where u and p are the equilibrium velocity and pressure (Appendix A),
α1 + α2 = 1, (2.14)
ρ = α1ρ1 + α2ρ2, (2.15)
ρE = α1ρ1E1 + α2ρ2E2, (2.16)
κ =
1
2
|u|2. (2.17)
The mixture speed of sound a is obtained using
1
ρa2
=
α1
ρ1a21
+
α2
ρ2a22
, (2.18)
which reflects the eigenvalues of the hyperbolic part of the reduced system, (A.16). Any other averaging to
obtain the mixture sound speed (frozen sound speed [115], for example) would be inconsistent with (A.16).
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For stiffened gases, the phasic sound speeds (ak) are given by
ak =
√
γk
p+ p∞k
ρk
. (2.19)
The specification of R completes the system. The goal is to represent the interface with a smeared
Heaviside function of constant and uniform thickness throughout the simulation. For incompressible multi-
fluid flows, Olsson et al. [127, 130] used the hyperbolic tangent as the smeared Heaviside function. For
compressible flows, Shukla et al. [123] proposed a modified form that has been shown to work well for the
diffuse-interface methods based on the advection model [112]. We use a similar operator in this study for
the asymptotically reduced model,
R(α2) = L(α2)U0 n · ∇ (|∇α2| − α2(1− α2)) , (2.20)
where the balance of interface sharpening (α2(1− α2)) and diffusion (|∇α2|) fluxes maintains the interface
thickness. The parameter , which is of the order of the grid spacing but controlled explicitly by the user,
defines the thickness of the interface, and U0 represents the characteristic regularization rate. The interface
normal,
n = ∇α2/|∇α2|, (2.21)
directs the operation across the interface, and
L(α2) =


1 for 10−6 < α2 < 1− 10−6
0 otherwise
. (2.22)
Since the distortions of the interface function field are largely driven by the velocity field near the interface,
it is convenient to choose U0 = ‖uI‖max. We obtain an estimate of ‖uI‖max using:
‖uI‖max = (α2(1− α2)|u|)max
(α2(1− α2))max
= 4 (α2(1− α2)|u|)max . (2.23)
Having  as an independent length-scale is advantageous. The terms u · ∇α2 and β∇ ·u in (A.16e) both
can thicken or thin the interface. While regularization schemes are usually designed with interface sharpening
in mind to counter the smearing of numerical diffusion, a purely sharpening term does not prevent over-
thinning the interface when it works in concert with an interface-thinning strain. In the absence of such
a length-scale, especially if there is complex flow, strain can disrupt the balance between the numerical
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diffusion and the artificial anti-diffusion. Relying on the mesh size rather than  is also ill-suited for AMR-
WENO, because the usual refinement criteria are predicated on the mesh-independence of the underlying
solution.
It should also be noted that computation of phase densities for the right-hand side of (2.13) using the
standard formula ρk = αkρk/αk could lead to spurious oscillatory behavior near the interface where both
αkρk and αk have large gradients. To make the formulation more robust, we consider the assumption
that phase densities ρk, though not of course the mixture density ρ, vary slowly across the interface in the
computation of regularization terms
∂ρk
∂n
≈ 0. (2.24)
With this approximation, we avoid the explicit computation of ρk in the right-hand side of (2.13). To this
end, we first take the gradient of ρkαk,
∇(ρkαk) = ρk∇αk + αk∇ρk, (2.25)
then, using (2.14) and (2.24), we obtain
n · ∇(ρ2α2) ≈ ρ2n · ∇α2, (2.26a)
n · ∇(ρ1α1) ≈ −ρ1n · ∇α2. (2.26b)
Subsequently, we use (2.21) and (2.26) to develop an approximation for the first term of ρkR(α2) in (2.13a)
and (2.13b)
ρ2|∇α2| ≈ n · ∇(ρ2α2), (2.27a)
−ρ1|∇α2| ≈ n · ∇(ρ1α1), (2.27b)
and for the second term
ρkn · ∇(αk(1 − αk)) ≈ (1− 2αk)n · ∇(ρkαk). (2.28)
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From (2.27) and (2.28), we get
ρ2R(α2) ≈ L(α2)U0 n · (∇ (n · ∇(ρ2α2))− (1 − 2α2)∇(ρ2α2))
≡ Rˆ2(ρ2α2, α2), (2.29a)
−ρ1R(α2) ≈ L(α2)U0 n · (∇ (n · ∇(ρ1α1))− (1 − 2α2)∇(ρ1α1))
≡ Rˆ1(ρ1α1, α2). (2.29b)
Substituting these Rˆk for ρkR in (2.13) yields the specific quasi-conservative system we use:
∂ρ1α1
∂t
+∇ · (ρ1α1u) = Rˆ1, (2.30a)
∂ρ2α2
∂t
+∇ · (ρ2α2u) = Rˆ2, (2.30b)
∂ρu
∂t
+∇ · (ρu⊗ u) +∇p = u Rˆ, (2.30c)
∂ρE
∂t
+∇ · ((ρE + p)u) = κ Rˆ+ (p(Γ2 − Γ1) + Π2 −Π1)R, (2.30d)
∂α2
∂t
+ u · ∇α2 = α1α2 ρ1a
2
1 − ρ2a22
α1ρ2a22 + α2ρ1a
2
1
∇ · u+R, (2.30e)
where Rˆ = Rˆ1 + Rˆ2.
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Chapter 3
Numerical method and validation
The governing equations are discretized on a fixed Cartesian mesh with an established block-structured
Adaptive Mesh Refinement (AMR) method [131, 132]. To achieve maximum resolution near the interface,
refinement is based on the scaled gradient
∆|∇α2| > δ, (3.1)
where ∆ is the geometrically averaged grid spacing. We take δ = 10−6 in the present simulations. When
(3.1) is satisfied, the grid is refined an additional level, the solution is interpolated to the new grid, and
the criteria is applied again at this level. This recursive process stops at the maximum allowable resolution
set by the user. Figure 3.1a shows a prototypical refinement scenario with three levels of refinement: G0,
G1 and G2. This patch based refinement (as opposed to tree-based) employs simple data structures that
can be efficiently processed [132]. Figure 3.1b shows an actual refined mesh around multiple bubbles at one
instant of time from the simulation described in section §5.3. One observes that all interfaces are refined to
the maximum resolution allowed by the mesh but also that considerable grid density is allowed around the
bubbles to resolve well the velocity and thermodynamic fields that drive the dynamics of the bubbles.
The compressible flow equations are solved using the finite-volume method with the well-known reconstruct-
evolve-average (REA) technique [133, 134]. A total variation diminishing third-order Runge–Kutta method
[135] is used for time integration. The reduced system (2.30) is not exactly conservative in divergence form
due to the advective form of the volume fraction equation and the regularization terms. In the presence
of discontinuities, the numerical solution of a non-conservative hyperbolic system poses computational dif-
ficulties owing to the lack of generalized weak solutions that accurately define the shock relations. Even
with approximate jump conditions [136], it is difficult to develop a path-conservative numerical scheme that
converges to the correct solution [137–140]. A first step toward developing a numerical method to solve
(2.30e) is to recast it as
∂α2
∂t
+∇ · (α2u) = K∇ · u+R(α2), (3.2)
K =
α2ρ1a
2
1
α1ρ2a22 + α2ρ1a
2
1
. (3.3)
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Figure 3.1: (a) AMR strategy. The shaded regions denote locations that have been flagged for refinement.
(b) Adaptively refined mesh on z = 0 plane at t = 0 for a bubble-cluster simulation discussed in section §5.3:
actual size (left) and 8× magnified (right). Mesh colors indicate levels of refinement: one, two, three, four
and five.
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The next step involves volume averaging of the governing system of equations, in which, we use the
following approximation to numerically compute the right-hand side of (3.2),
1
Vijk
∫
Vijk
(K∇ · u) dV ≈ 1
Vijk
Kijk
∫
Sijk
u · dS, (3.4)
where subscript ijk refers to the average values at the corresponding computational cell; V and S denote
volume and surface of the cell, respectively. It should be noted that (3.4) is at best second-order accurate
near the interface. However, it does not alter the overall spatial accuracy of our method because the
shock-capturing scheme will invariably reduce the method to sub-first-order accurate near sharp flow field
transitions or discontinuities [133].
We use a centered second-order approximation to evaluate R in (2.30). The Riemann problem is solved
approximately using the HLLC method [134, 141, 142], though this necessitates special care in the discrete
evolution of the interface function to ensure compatibility with the Euler system [122]. Johnsen and Colo-
nius [122] have proposed an adaptation of the HLLC Riemann solver to the volume fraction evolution for
the diffuse-interface method based on the advection model [112]. We use the equivalent adaptation for
the asymptotically reduced model. For spatial reconstruction, we use a WENO method [143–145], but we
observed only marginal improvement in results upon implementing the two-point (fourth-order accurate)
Gaussian integration proposed by Titarev and Toro [146] for finite-volume WENO methods. Therefore, for
computational efficiency, we use a fifth-order accurate WENO reconstruction without the Gaussian integra-
tion in this study. Reconstruction is performed on primitive variables to avoid spurious pressure oscillations
at the interface [122]. We show in Appendix B that appropriate interface conditions for equilibrium flows
are preserved with our method, despite the regularization.
3.1 Tests and validations
We first demonstrate convergence of our method on one-dimensional problems on one-dimensional meshes.
This is followed by simulations of free-space and near-wall bubble collapses. A uniform Cartesian mesh is
taken in all the simulations, with the regularization parameter  = 0.75∆xmin in (2.20), where ∆xmin denotes
the finest AMR mesh spacing. Characteristic based non-reflecting boundary conditions are applied at far-
field boundaries [147]. The one-dimensional simulations are carried out without AMR, with extrapolation
boundary conditions, and employing second-order spatial reconstruction using the minmod limiter. Three-
dimensional simulations are performed with fifth-order WENO spatial reconstruction.
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Grid cells
R = 0 With R
Error Order Error Order
200 1.10× 10−2 6.80× 10−3
400 7.14× 10−3 0.62 3.80× 10−3 0.84
800 4.48× 10−3 0.67 1.70× 10−3 1.16
1600 2.85× 10−3 0.65 8.47× 10−4 1.01
Table 3.1: Convergence of air volume fraction (α2) for the air-helium shock-tube problem. The error for any
solution variable φ is defined by
∑n
i |φi,simulation − φi,exact|/n, where n is the number of grid cells.
3.1.1 Air-helium shock-tube problem
We consider the initial condition [121]
(ρ, u, p, α2) =


(1, 0, 1, 1) for 0 ≤ x ≤ 1,
(0.125, 0, 0.1, 0) otherwise,
where α2 denotes the air volume fraction. Air and helium are treated as ideal gases with γ = 1.4 and
1.6, respectively. The interface regularization is activated after the interface thickness as defined in (2.2)
becomes greater than the grid spacing. Simulation results using 800 grid cells at t = 0.4 with and without
R are compared with the exact solution in figure 3.2. The resolution study in table 3.1 demonstrates better
convergence of the new method.
It should be noted that the volume fraction transport equation in the underlying model of Kapila et
al. [111] is not in conservation form, which leads to non-conservative products on the right-hand side of
the entire system in (A.16). Shukla et al. [123] showed that if the numerical implementation without R
is conservative, then the density regularization is asymptotically mass conservative with mesh refinement
provided it is done according to (A.16a) and (A.16b). The present model has analogous terms in the right-
hand side of the entire system, yielding asymptotic conservation to mixture mass, momentum and energy.
This is demonstrated in table 3.2, which shows better mass and energy conservation with R upon mesh
refinement. We further show in tables 3.3 and 3.4 that even though mixture mass and energy have better
conservation without regularization, the numerical smearing hampers convergence to the correct solution of
these quantities as well.
3.1.2 Isolated single-bubble collapse: one-dimensional simulation
We consider the collapse of an air bubble in water under an initial pressure ratio p∞/p0 = 10, with the bubble
at its maximum radius R0 = 1 mm at t = 0. The simulation domain is large enough to avoid boundary
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Figure 3.2: Simulation results for the air-helium shock-tube problem without () and with (◦) R compared
with the exact solution (—).
Grid cells
R = 0 With R
∆M ∆E ∆M ∆E
200 5.05× 10−15 1.13× 10−14 2.54× 10−4 4.67× 10−5
400 8.84× 10−15 8.31× 10−15 2.20× 10−4 3.97× 10−5
800 1.54× 10−14 2.81× 10−14 1.12× 10−4 2.01× 10−5
1600 2.54× 10−14 2.39× 10−14 5.67× 10−5 1.02× 10−5
Table 3.2: Conservation of mass (M ≡ ∫ ρ dV ) and energy (E ≡ ∫ ρE dV ) for the air-helium shock-tube
problem with ∆(·) ≡ |(·)initial − (·)final|/(·)initial.
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Grid cells
R = 0 With R
Error Order Error Order
200 4.43× 10−3 3.65× 10−3
400 2.63× 10−3 0.75 2.00× 10−3 0.87
800 1.45× 10−3 0.87 9.17× 10−4 1.12
1600 8.54× 10−4 0.76 4.70× 10−4 0.96
Table 3.3: Convergence of mixture density (ρ) for the air-helium shock-tube problem. (Error is defined in
table 3.1.)
Grid cells
R = 0 With R
Error Order Error Order
200 1.08× 10−2 9.40× 10−3
400 6.17× 10−3 0.81 5.04× 10−3 0.90
800 3.29× 10−3 0.90 2.36× 10−3 1.10
1600 1.88× 10−3 0.81 1.20× 10−3 0.97
Table 3.4: Convergence of volume-specific total energy (ρE) for the air-helium shock-tube problem. (Error
is defined in table 3.1.)
effects: 0 ≤ r ≤ 160 × R0. The initial pressure profile in water p(r) is obtained from the Rayleigh–Plesset
model [3]:
ρ = ρ1α1 + ρ2α2,
u = 0,
p =


p0 for 0 ≤ r ≤ R0,
p(r) = p∞ +
R0
r (p0 − p∞) otherwise,
α2 =
1
2
[
1− tanh
(
r −R0
2
)]
,
where α2 denotes the air volume fraction, ρ1 = 1000 kg/m
3, and ρ2 = 0.19 kg/m
3. Three-dimensional
simulations for the same problem were discussed in §2.2. Table 3.5 demonstrates improvement in convergence
properties of the numerical scheme upon incorporating R.
3.1.3 Isolated single-bubble collapse: three-dimensional simulation
We next consider the collapse of an air bubble in water under a pressure ratio p∞/p0 = 25, with R¯min/∆xmin ≈
7.3. Without AMR, the total mesh size required to maintain the finest resolution used in this simulation
would have been 20483 ≈ 86× 108, while the number of grid cells we required with AMR at t = 0 is about
7 × 106. Figure 3.3 compares the radial profiles obtained from the simulation with the KM solution. The
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R0/∆r
R = 0 With R
Error Order Error Order
12.5 7.65× 10−4 6.82× 10−4
25 5.11× 10−4 0.58 3.77× 10−4 0.85
50 2.98× 10−4 0.78 1.60× 10−4 1.23
100 1.94× 10−4 0.62 7.74× 10−5 1.05
Table 3.5: Convergence of air volume fraction (α2) for the isolated single-bubble collapse at t = 100 µs.
(Error is defined in table 3.1.)
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Figure 3.3: (a) Radius profile comparison with the Keller–Miksis [40] solution (—), for isolated single-
bubble collapse under a pressure ratio of 25. (b) Bubble shapes at various times during collapse (top) and
re-expansion (bottom) obtained from our overall numerical scheme. The innermost and outermost surfaces
correspond to the minimum and maximum volumes, respectively. Arrows indicate increasing time.
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Figure 3.4: Radius (a) and pressure (b) profiles obtained from the new model compared with the Keller–
Miksis [40] solution (—), for isolated single-bubble collapse under a pressure ratio of 100.
bubble shapes obtained from the overall numerical scheme with regularization are also shown in figure 3.3.
Higher pressure ratios are, of course, more challenging both because the bubble becomes much smaller and
the radiated acoustic energy is more important. Figure 3.4 shows a similar collapse, but with p∞/p0 = 100,
using R¯min/∆xmin ≈ 5.8. Both the average bubble-interior pressure and the radius history agree well with
theoretical predictions despite a factor of 1.7× 105 change in the interior pressure. It is also clear that even
the rebound is accurately predicted.
3.1.4 Near-wall single-bubble collapse
Finally, we consider the expansion and collapse of a gas bubble whose initial center is d = 1.8 mm away from
a perfectly rigid wall (figure 3.5). At t = 0, the bubble is at its minimum radius (R0 = 0.5 mm) under an
initial pressure of 50 MPa, while the ambient water is initially at a uniform pressure (p∞) of 10 MPa. The
wall breaks the spherical symmetry, and an equivalent radius R¯ = (3V/4pi)1/3 is used to discuss the results.
For this test case, R0/∆xmin ≈ 25.6. Figure 3.6 shows radial profile and volume fraction contours (at three
successive minima) obtained from the simulations, showing the benefits of including R in the analysis. While
the domain integrals of gas volume fraction agree, consistent with the spherical results, visualization shows
that without the regularization term the interface is both diffused to the same scale as the bubble shape and,
in places, thinner than its target thickness. This spurious behavior increases obviously during the course of
the simulation.
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Figure 3.5: Schematic of the arrangement for the near-wall collapse.
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Figure 3.6: Radius history for R = 0 and the new model for the near-wall single-bubble expansion and
collapse with an initial pressure ratio of 5. The insets show corresponding volume fraction contours (ranging
from 0.1 to 0.9) at three successive minima.
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Figure 3.7: Radius history for R = 0 (- -) and the new model (—) for the near-wall single-bubble expansion
and collapse for an initial pressure ratio of 50 with R0/∆xmin ≈ 6.4, 12.8, 25.6, and 51.2.
(a) t = 22.5 µs, R0/∆xmin ≈ 12.8 (b) t = 23.6 µs, R0/∆xmin ≈ 12.8
(c) t = 22.5 µs, R0/∆xmin ≈ 25.6 (d) t = 23.6 µs, R0/∆xmin ≈ 25.6
Figure 3.8: Colors of normalized specific kinetic energy, and volume fraction contours (lines). Volume
fraction contours range from 0.05 to 0.95; kinetic energy contours range from 1 to 13 in (a) and (c), and 1
to 9 in (b) and (d).
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Figure 3.9: Normalized specific kinetic energy along the axis of symmetry (the x-axis) at t = 22.2 µs for
R = 0 (dashed) and the new model (solid) with R0/∆xmin ≈ 6.4, 12.8, 25.6, and 51.2. (x0 is the x-coordinate
of the bubble center at t = 0.)
The smearing of the volume fraction field suppresses the kinetic energy of the jet that penetrates the
bubble, which can be anticipated to be important for predictions of damage [3,4] (in marine applications) or
injury [18] (in bio-medical ultrasound). To investigate this, we consider a test case with more asymmetry due
to closer wall proximity. The bubble, in this case, has a smaller initial radius (0.25 mm), and is placed closer
to the wall (1.1 mm), with a higher initial interior pressure (500 MPa). Figure 3.7 shows good equivalent
radius agreement between the two models in terms of total gas volume fraction. However, without R, the
distal surface is obviously smeared, with the consequence of a significantly weaker liquid jet (figure 3.8).
This prevents the jet from fully penetrating the bubble. To quantify this, the spatial profile of normalized
volume-specific kinetic energy ρ|u|2/(2p∞) along the symmetry axis is plotted versus time in figure 3.9. It
is also clear that increasing resolution shows apparent global convergence for the new method, whereas no
convergence yet (though it might be expected to be the correct trend) for R = 0. It would be prohibitively
expensive to converge the method without regularization.
The stronger and steeper jet, obtained from the new model with regularization, penetrates though the
bubble, and upon impact on the proximal bubble surface emits a shock wave. To visualize this phenomenon,
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Figure 3.10: Contours of ψ in (3.6) [118] for R = 0 and the new model using R0/∆xmin ≈ 51.2.
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Figure 3.11: Variation of Iw in (3.7) along the wall for R = 0 (dashed) and the new model (solid) with
R0/∆xmin ≈ 6.4, 12.8, 25.6, and 51.2.
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figure 3.10 shows contours of ψ [118]:
ψ = exp
(
−50 |∇ρ||∇ρ|max
)
. (3.6)
In figure 3.10, from left to right, the jet hits the liquid layer between the bubble and the wall in the first
contour plot, the emitted shock wave reaches the wall in the second one, and the reflected wave interacts
with the bubble in the third subfigure. The model without regularization fails to capture this phenomenon.
It is clear that a sharper and steeper jet kinetic energy will lead to a more focussed impact with higher
wall pressure pw. To examine this further, in figure 3.11, we plot the normalized impulse
Iw =
∫ t2
t1
pw − p∞
p∞
dt, (3.7)
for t1 = 21.0 µs and t2 = 24.5 µs along the wall y-axis. Iw also appears converged globally with the new
model and at a significantly higher value than the corresponding simulations with R = 0.
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Chapter 4
Cluster simulations adjacent to a rigid
wall
In this chapter, we employ the numerical scheme developed in the previous chapter to investigate in detail
the cluster dynamics adjacent to a rigid wall. We consider cluster collapse for different initial arrangements
and initial over-pressures of bubbles. First, we present details of our model cluster configuration, then discuss
the effect of different initial parameters on the collapse dynamics.
4.1 Simulation configuration
The 50 initially spherical bubbles, each of radius R0 = 0.3mm, are arranged randomly next to a wall fully
within a hemisphere of radiusRc = 7.37mm and subject to the constraint that the separation between bubble
surfaces is greater than 2d = 1.4mm (figure 4.1). The cluster is generated using an algorithm that adds
bubbles sequentially to random positions in this hemisphere; bubble position that violates the constraint is
rejected and a new random location is attempted. The full simulation domain extends [−30, 0]× [−30, 30]×
[−30, 30]mm3 along the Cartesian (x, y, z) directions. The wall is at the plane x = 0 and the center of the
hemisphere is (0, 0, 0).
The bubbles and the surrounding liquid have zero initial velocity. The motion of the cluster starts owing
to the initial over-pressure pg > p∞ in the bubbles, where p∞ = 0.1MPa is the pressure far away from
Case Arrangement pg (MPa) Number of bubbles
A1 A 0.25 50
A2 A 0.5 50
A3 A 0.75 50
B2 B 0.5 50
C2 C 0.5 50
D2 D 0.5 50
D2′ D′ 0.5 49
D2′′ D′′ 0.5 49
D2∗ D∗ 0.5 1
D3∗ D∗ 0.75 1
Table 4.1: Cases simulated.
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(a) Schematic (b) Single bubble
Figure 4.1: Schematic of the two-dimensional analog of (a) a random but non-overlapping representative
arrangement of bubbles within the hemisphere of radius Rc = 7.37mm, where r(x) = |x| is the radial
distance of a point x from the cluster center and rw(y, z) =
√
y2 + z2 is the radial distance of a point
(0, y, z) on the wall from the cluster center, and (b) a representative bubble of radius R0 = 0.3mm, with
the avoidance constraint d = 0.7mm.
(a) A (b) B (c) C (d) D
Figure 4.2: Initial cluster arrangements.
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the cluster. The initial pressure is uniform within each bubble, and it is set to decay smoothly from pg
at the bubble surfaces to p∞ with a hyperbolic tangent profile tanh[(ri − R0)/p], where ri is the radial
distance from the center of bubble i, and p = 1mm. The initial liquid density is ρl = 1000 kg/m
3. The
initial gas density ρg is obtained from the barotropic relation pg/pamb = (ρg/ρamb)
γg , with pamb = 0.1MPa,
ρamb = 1kg/m
3, and γg = 1.4.
We simulate cluster dynamics in this study for pg/p∞ = 2.5, 5, and 7.5, and four different initial
arrangements (A, B, C, and D, shown in figure 4.2). The physical parameters of all the simulations are
listed in table 4.1. Case D2 has a special initial arrangement D, in which one bubble (centermost) is placed
at the spatial coordinate (R0 + d = 1, 0, 0)mm, i.e., at a radial distance rcm = 1mm from the cluster
center, and the remaining 49 bubbles are arranged randomly. Two more special arrangements D′ and D′′
are obtained by removing the centermost and outermost bubble from D (discussed in §4.2.3). Arrangement
D∗ has just one bubble, obtained by keeping only the centermost bubble of D.
Using R0 and
√
pg/ρl as characteristic length and speed, respectively, the Reynolds numbers for the
cases considered in table 4.1 are in the range 4743 to 8216, and the Weber numbers are in the range 1071
to 3214, with the room temperature values of kinematic viscosity and surface tension (ν = 10−6m2/s and
S = 0.07N/m). Therefore, viscosity and surface tension are not expected to be important, and are not
included in the simulations. Since the thermal diffusivity of water and mass diffusivity between water and
air are much smaller than the viscosity of water, thermal and mass diffusion are negligible as well. Based
on the characteristic speed, the finite speed of sound in water is also not expected to be hydrodynamically
important. However, the liquid compressibility effects are included to account for energy loss to acoustic
emissions, discussed in §5.2.
Adaptive meshing allows us to efficiently resolve the interfacial dynamics by having the finest mesh near
the interface. The results discussed in §4.2 and §6 are simulated using ∆xmin = 39µm, implying that the
number of cells per unit initial radius n = R0/∆xmin = 7.7, where ∆xmin is the finest mesh spacing. We
performed a resolution study on the single-bubble case D3∗ (table 4.1), which has the highest initial bubble
pressure. Figure 4.3 shows gas volume and total kinetic energy histories for different resolutions during
the expansion and collapse of a single bubble near the wall. The figure shows that the results approach
convergence with grid refinement. Though absolute convergence is not achieved at n = 7.7, we chose this
resolution as it allowed realistic three-dimensional simulations of 50-bubble clusters. The effect of resolution
on cluster simulations is discussed further in the next section.
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Figure 4.3: (a) Gas volume history (b) total kinetic energy
∫
ρ|u|2 dV/2 normalized with p∞Vg(0) for case
D3∗ in table 4.1 using n = 3.8, 7.7, and 15.4.
4.2 Simulation results
4.2.1 Overall cluster dynamics
The total gas volume Vg histories for all the 50-bubble cases are shown in figure 4.4. The initial over-
pressure in the bubbles provides the acceleration that drives the initial expansion of the bubbles. Higher
initial pressure, as expected, leads to larger expansion of the bubbles, and longer collapse times of the clusters.
The gas volume is independent of the specific bubble arrangements selected for cases A2 to D2. Figure 4.4
also shows the gas volume history obtained upon doubling the resolution (n = 15.4) for case D2. Good
agreement shows global convergence of the numerical method. Point-wise comparison of peak pressure
generated during the collapse (discussed later in this section), which is expected to be most sensitive to
resolution, also yielded less than 7% reduction upon doubling the resolution.
Figure 4.5 shows the bubble shapes at various times for case A2 in table 4.1. All the bubbles are
expanding in figures 4.5a to 4.5c. Similar to the experimental pictures of Bremond et al. [24], the bubbles
remain spherical during the expansion phase. The transition from expansion to collapse occurs at around
t = 250µs, visualized in figures 4.5c to 4.5d. Around this time, the outer bubbles are collapsing while the
central bubbles have nearly the same size. As suggested in the past experimental studies [19,20,24,28], the
collapse propagates inward in figures 4.5d to 4.5g. The centermost bubble collapses rapidly from t = 380
to 400µs, and it rebounds from t = 400 to 420µs while the bubbles in the outer layer are still collapsing.
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Figure 4.4: Gas volume history: solid lines (—) for cases A1, A2, B2, C2, D2, and A3 listed in table 4.1,
and dashed line (- -) for case D2 at double resolution (n = 15.4).
Consistent with the experimental study of Bremond et al. [24], the bubbles collapse with a re-entrant jetting
directed toward the cluster center, which suggests inward pressure focusing.
To quantify this focusing, we show the radial pressure profiles for case A2 in figures 4.6 and 4.7, where
the maximum and minimum pressures are plotted as a function of the radial distance from the cluster center.
As expected, we observe a reduction in cluster pressure during expansion from t = 0 to 190µs in figures 4.6a
and 4.6b. In figure 4.4, we see that the maximum gas volume is attained at t ≈ 210µs, around which we
observe in figure 4.6c that the minimum pressure is reducing near the central region while increasing in the
outer region. This suggests that the outer layer of bubbles has begun to collapse, but the central bubbles
are still expanding.
Both maximum and minimum pressures increase from t = 250 to 330µs in figure 4.6d as the cluster
collapses. The spatial variation of pressure in this period shows increase in pressure along the radially
outward direction, suggesting inward propagation of collapse. The cluster pressure increases further in
figure 4.7a during the inward propagation. Figures 4.5f to 4.5h show rapid collapse and rebound of the
centermost bubble from t = 370 to 420µs. Consistently, the radial pressure profiles in figures 4.7b and
4.7c show rapid rise and decay of pressures in a short period around t = 390µs. The geometrical pressure
focusing suggested in the past experimental studies [19, 20, 28] is most evident in this period, where the
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(a) t = 0µs (b) t = 50 µs (c) t = 200 µs (d) t = 300µs
(e) t = 340 µs (f) t = 380µs (g) t = 400 µs (h) t = 420µs
Figure 4.5: Bubble-shapes (0.5-isopleths of gas volume fraction) for case A2 in table 4.1.
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(b) t = 110 to 190µs
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(c) t = 200 to 240 µs
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(d) t = 250 to 330µs
Figure 4.6: The pressure maxima pmax(r, t) (—) and minima pmin(r, t) (- -) for case A2 at a radial distance r
from the cluster center (shown in figure 4.1a) for times t as labeled. Rc in (a) is the radius of the hemisphere
as defined in figure 4.1a. Equal time intervals are shown with increasing t in each subfigure.
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(a) t = 340 to 390 µs
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Figure 4.7: Same as figure 4.6 for time ranges as labeled. The circles (◦) in (b) and (c) indicate the initial
radial location of the centermost bubble.
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Figure 4.8: The pressure maxima pw,max(rw, t) (—) and minima pw,min(rw, t) (- -) for case A2 at a wall
radial distance rw from the cluster center (shown in figure 4.1a) for times t as labeled. Equal time intervals
are shown with increasing t in each subfigure. The circles (◦) indicate the initial wall radial location of the
projection of the centermost bubble on the wall.
energy and momentum of the inward propagating collapse gets focussed on the centermost bubble leading to
its violent collapse with impulsive pressure generation. It is expected that this stage of collapse is potentially
the most damaging for the wall material. For example, the overall peak pressure ppeak = 1.49MPa obtained
at t = 395µs is 3 times the initial pressure pg in the bubbles. We also note in figure 4.7b that the largest
pressure rise is attained at the radial distance ranging from r ≈ 1.25 to 2mm, which is around the initial
radial location rcm = 1.645mm of the centermost bubble for the initial arrangement A used in case A2.
Figure 4.8 shows pressure extrema along the wall radial direction during the final stage of the collapse
and early rebound. As expected from figure 4.7, we observe in figure 4.8 that the maximum pressure rise on
the wall also occurs near the centermost bubble.
4.2.2 Effect of initial arrangement
To assess the dependence of these specific results on the particulars of the bubble arrangement, we consider
cases B2 to D2, which have the same initial over-pressure as A2, but different initial arrangement. We
observed inward propagation of collapse for all these cases, but for conciseness, detailed bubbles-shape
histories are not included here. Inward jetting is visible in figure 4.9, which shows bubble shapes at t = 400µs
near the minimum volume during collapse. Despite similar gas volume histories for these cases seen in
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(a) B2 (b) C2 (c) D2
Figure 4.9: Bubble shapes for cases B2 to D2 at t = 400µs.
Case ppeak (MPa) ppeak/pg tmax (µs)
A1 0.26 1.04 290
A2 1.49 2.98 395
B2 2.87 5.74 402
C2 0.96 1.92 390
D2 2.64 5.28 400
A3 4.98 6.64 477
Table 4.2: ppeak and tmax for different initial arrangements.
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(a) B2: t = 392 to 402 µs
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(b) C2: t = 384 to 390 µs
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(c) D2: t = 390 to 400 µs
Figure 4.10: Same as figures 4.6 and 4.7 for cases and time ranges as labeled.
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Figure 4.11: Schematic of a free-field cluster arrangement equivalent to figure 4.1a.
Arrangement rcm (mm) P
A 1.645 489.8
B 1.222 503.3
C 2.272 484.7
D 1.000 499.1
Table 4.3: Initial radial location of the centermost bubble and interaction parameter for different initial
arrangements.
figure 4.4, significantly different cluster dynamics are observed during the final stage of the collapse. The
differences are evident in figure 4.10, which shows pressure histories during the final stage for cases B2 to D2
(corresponding to figure 4.7b for case A2), and in table 4.2, which lists the overall peak pressure attained
during the collapse; ppeak for case B2 is almost 3 times that for case C2. This dependence on the specific
bubble arrangement will present a challenge to any homogenization technique, as we examine further in §5.
The different initial arrangements have 3 × 50 different length parameters associated with the spatial
coordinates of the bubble centers, each of which, in general, is expected to contribute to the observed differ-
ences in the peak pressures. However, based on the weak bubble-bubble interaction terms in (5.4) (discussed
in §5.1.1), we define a non-dimensional cluster interaction parameter P to characterize the arrangement of
a cluster in a free-field:
P = R0
∑
i
∑
j 6=i
1
dij
, (4.1)
where dij is the separation distance between i and j. Since the clusters considered here are adjacent to a
purely reflecting planar rigid wall, which acts as a symmetry plane, the effect of the wall is incorporated in
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(a) D2′: t = 0µs (b) D2′′: t = 0µs (c) D2′: t = 400µs (d) D2′′: t = 400 µs
Figure 4.12: Bubble shapes for cases D2′ and D2′′ initially (t = 0µs) and near the minimum gas volume
during collapse (t = 400µs).
(4.1) using mirror imaging (figure 4.11). Therefore, for a near-wall cluster, the summations in (4.1) include
the bubbles comprising the cluster as well as their mirror images. The interaction parameter for different
arrangements are listed in table 4.3. From, tables 4.2 and 4.3, we note that the peak pressures are higher
for larger values of P . This suggests stronger pressure focusing when the bubble-bubble interactions are
stronger.
From figure 4.10, we note that for cases B2, C2, and D2, the maximum pressure rise occurs in different
radial ranges: (0.75, 1.5)mm, (2, 2.75)mm, and (0.5, 1.5)mm. Table 4.3, which lists initial radial location
rcm of the centermost bubble shows that the maximum pressure rise occurs near the centermost bubble for
the different arrangements considered in this subsection. Therefore, consistent with the discussion in the
previous subsection, we note that the impulsive pressure generation is associated with the violent collapse
of the centermost bubble.
4.2.3 Effect of radial location of the centermost bubble
We observe in tables 4.2 and 4.3 that for cases A2, B2, and C2, peak pressure increases with a decrease in
rcm. Here we further study the effect of the central bubble on the peak pressure.
We first consider the case D2′ with the arrangement D′ in table 4.1, which we obtain by removing the
centermost bubble from the arrangement D (figure 4.12). Therefore, the next-to-centermost bubble of D
becomes the centermost bubble of D′ (rcm = 2.498). Since this new arrangement has only 49 bubbles, we
obtain another arrangement D′′ for case D2′′, for comparison, by removing the radially outermost bubble
from D (figure 4.12). Thus, the centermost bubble of arrangement D′′ of course remains the same as that
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(a) D2′: t = 384 to 390 µs
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(b) D2′′: t = 388 to 398 µs
Figure 4.13: Same as figures 4.6 and 4.7 for cases and time ranges as labeled. The dashed circle (◦) in (b)
indicate the initial radial location of the centermost bubble removed from arrangement D to obtain D′.
of D. This way, we have two new arrangements D′ and D′′ of 49 bubbles, which have same initial spatial
coordinates of all the bubbles, except one. As seen in figure 4.13, the peak pressure for case D2′ occurs both
at larger r, in the neighborhood of the new centermost bubble, and is significantly decreased, by about a
factor of 3, relative to case D2′′.
Finally, we consider the case D2∗. The gas volume history in figure 4.14a shows that the maximum gas
volume and collapse time of a single bubble are, as expected, smaller compared to those of the clusters.
The bubble shapes in figure 4.15 near the minimum volume also show relatively small deviations from the
spherical shape. The radial pressure profiles during the collapse phase is shown in figure 4.14b. As expected,
the peak pressure ppeak = 0.48MPa generated during the final stage of the collapse is significantly lower
compared to the cluster collapse discussed earlier for identical initial over-pressure.
4.2.4 Effect of initial pressure ratio
All the simulations discussed in the previous subsections were initiated with pg/p∞ = 5. In this subsection,
we consider the cases A1 and A3 from table 4.1 with pressure ratios pg/p∞ = 2.5 and 7.5. The gas volume
histories in figure 4.4 show that larger gas volumes are attained during expansion when the initial bubble
pressure is higher, as expected. This suggests larger volumes of individual bubbles and closer bubble surfaces.
Therefore, we anticipate that the bubbles themselves will behave more violently, but we also anticipate
stronger bubble-bubble interactions. These effects are shown in bubble-shape histories in figures 4.16 and
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Figure 4.14: (a) Gas volume history for case D2∗ obtained from the three-dimensional simulation (◦) and
the semi-analytic solution (—) of (5.6), discussed in §5.1.1, and (b) same as figures 4.6 and 4.7 for case D2∗
and time range t = 90 to 160µs. Also shown in (a), for comparison, is the gas volume history of a free-field
single bubble (- -) obtained from the semi-analytic solution of (5.6) without the bubble-bubble interaction
term, discussed in §5.1.1.
(a) t = 130µs (b) t = 160µs (c) t = 190 µs
Figure 4.15: Bubble shapes for the near-wall single-bubble case D2∗ near the minimum gas volume during
collapse and rebound.
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(a) t = 160 µs (b) t = 330µs
Figure 4.16: Bubble shapes for case A1 near the maximum and minimum volumes during expansion and
collapse.
4.17; stronger bubble-bubble interactions lead to much larger shape deformations during collapse for case A1
compared to A3.
The pressure histories during the final stage of the collapse for case A1 (pg/p∞ = 2.5) and A3 (pg/p∞ =
7.5) are shown in figure 4.18, which correspond to figure 4.7b for case A2 (pg/p∞ = 5). Consistent with the
previous discussion in §4.2.1 and §4.2.2, we observe in figure 4.18 and table 4.3 that the maximum pressure
rise during collapse is near the centermost bubble.
The peak pressures generated during the final stage of the collapse for these cases are listed in table 4.2.
For comparison, it also lists the pressure amplification ratio ppeak/pg. Almost no amplification is observed
for case A1 (pg/p∞ = 2.5). The ratio increases nonlinearly with an increase in the initial over-pressure for
cases A2 and A3. We note that for a free-field single-bubble expansion and collapse under similar conditions,
the amplification ratio is less than unity because of the energy loss to acoustic emissions [40,41]. This shows
that the bubble-bubble interactions are responsible for the amplification observed in the cluster expansion
and collapse. Moreover, for the same initial cluster arrangement, the increase in amplification with an
increase in the initial over-pressure suggests higher pressure focusing when the interactions of bubbles are
stronger due to their higher expansion. The amplification ratio for pg/p∞ = 7.5 is more than 2 times that
for pg/p∞ = 5, and more than 6 times that for pg/p∞ = 2.5.
Table 4.2 also lists the time tmax at which peak pressure is attained. For all the cases considered, tmax
is of course near the time when the cluster attains minimum gas volume during collapse (figure 4.4). It
largely depends on the initial pressure ratio. Figure 4.19 plots tmax versus pg for cases A1 to A3. For
comparison, we also show the corresponding tmax for the spherically symmetric expansion and collapse,
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(a) t = 200µs (b) t = 310µs (c) t = 380 µs
(d) t = 440µs (e) t = 470µs (f) t = 480 µs
Figure 4.17: Bubble shapes at various times for case A3.
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(b) A3: t = 472 to 477 µs
Figure 4.18: Same as figures 4.6 and 4.7 for cases and time ranges as labeled. Note that they have different
vertical axes.
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Figure 4.19: tmax for cluster and free-field single-bubble expansion and collapse for initial pressure ratios
pg/p∞ = 2.5, 5, and 7.5.
49
under similar conditions, of a free-field single bubble obtained from the solution of the Keller–Miksis [40]
equation (discussed in §5.1.1). We note in figure 4.19 that the bubble interactions lead to higher tmax for
cluster compared to a single bubble. Also, the difference increases with an increase in initial pressure as the
interactions are expected to be larger at higher pressures.
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Chapter 5
Comparison with reduced models and
experiment
Various models have been developed in the past to study the dynamics of bubbly flows, which rely on various
simplifying assumptions. These models are first discussed briefly in this section.
5.1 Reduced models
5.1.1 Particle-based models
The particle-based models have largely been utilized in the past studies to explain the spatial structures
formed by bubble ensembles in an acoustic field [4, 26, 148, 149]. In the standard particle-based modeling
approach, the N bubbles comprising the cloud are assumed to be point particles, and their radial and
translational motions are described by a set of 2N coupled time-dependent ordinary differential equations [4].
The main assumptions in this approach are:
1. the bubbles remain spherical,
2. the inter-bubble spacings are large relative to the radii of the bubbles,
3. the bubble interior has uniform temperature and pressure, and
4. the external (driving) acoustic pressure is unaltered by the bubble dynamics.
Bremond et al. [24] employed a particle-based model to describe the expansion and collapse of a regular
array of 37 bubbles. The bubble radii predicted by the model agreed well with their experimental study,
except during the collapse phase when the bubbles behaved non-spherically due to the re-entrant jetting
toward the cluster center. The model, they used, is obtained by extending the single-bubble spherically
symmetric Rayleigh–Plesset-type equation [3, 4] to account for weak bubble-bubble interactions [150, 151].
A brief derivation of this model is presented below.
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The spherically symmetric radial motion of a free-field single bubble in an incompressible liquid is gov-
erned by the Rayleigh–Plesset equation [3]:
R
D2R
Dt2
+
3
2
(
DR
Dt
)2
=
pb − p∞
ρ1
, (5.1)
where R is the bubble radius, ρ1 is the liquid density, p∞ is the pressure in the liquid far away from the
bubble, and pb is the bubble pressure. Surface tension and viscosity are not included here. The pressure
pˆ(r) in the liquid at a radial distance r from the bubble center is given by [3]
pˆ(r) − p∞
ρ1
=
[
R
D2R
Dt2
+ 2
(
DR
Dt
)2]
R
r
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2
(
DR
Dt
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R4
r4
. (5.2)
If the separation distance d12 between two oscillating bubbles is sufficiently large compared to the bubble
radii, then the pressure at r = d12 obtained by (5.2) for bubble 1 can be approximated to be an external
driving pressure for bubble 2. Neglecting O(r−4) term from (5.2), the radial dynamics of bubble 2 under
the influence of bubble 1 can be approximated by [150, 151]
R2
D2R2
Dt2
+
3
2
(
DR2
Dt
)2
=
pb,2 − p∞
ρ1
− R1
d12
[
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Dt
)2]
. (5.3)
An approximate equation for the radial motion of bubble i in a cluster of N bubbles can be similarly obtained
by superposition of pressures [24],
Ri
D2Ri
Dt2
+
3
2
(
DRi
Dt
)2
=
pb,i − p∞
ρ1
−
∑
j 6=i
Rj
dij
[
Rj
D2Rj
Dt2
+ 2
(
DRj
Dt
)2]
, (5.4)
where Ri is the radius of bubble i, and dij is the separation distance between bubbles i and j. The summation
term on the right-hand side of (5.4) accounts for the influences on the radial motion of i-th bubble due to the
leading term (O(Rj/r)) of the pressure field induced by other bubbles in an incompressible liquid; higher-
order terms, translation motion of the bubbles, and liquid compressibility effects are neglected in (5.4),
although they could be included in principle [57, 152–154].
In a weakly compressible liquid, the dynamics of a free-field single spherical bubble is better approximated
by the Keller-Miksis equation [40]:
(
1− 1
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DR
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R
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+
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1
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(
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DR
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R
a1
D
Dt
)
(pb − p∞) , (5.5)
52
where a1 is the speed of sound in the liquid. This is founded on the same assumptions as the Rayleigh–
Plesset equation, but includes in addition the first-order liquid-compressibility effects via matched asymptotic
expansions technique [40,41]. This description can similarly be incorporated in (5.4) to better approximate
the dynamics of bubble clusters in a weakly compressible liquid [150, 151, 153]:
(
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5.1.2 Homogeneous models
The homogeneous models for bubbly flows have largely been developed in the past to investigate the prop-
agation of macroscopic pressure waves in a liquid containing microscopic bubbles. These models therefore
assume that the wavelengths of the traveling waves are large relative to the bubble length scales. The
earliest models neglected the individual bubble dynamics, and focussed on obtaining barotropic relations
that govern the thermodynamics of the bubbly mixtures. These barotropic models are based on two main
assumptions [3, 51, 63]:
1. the characteristic length scales associated with the bubble sizes and the inter-bubble spacings are small
relative to the wavelengths of the surrounding flow field, and
2. the natural frequencies of the bubbles are large relative to the frequencies of the surrounding flow field.
Under these assumptions, the mixture mass and momentum conservation equations are similar to those for
single-phase flows [3, 51, 63]:
∂ρ
∂t
+∇ · (ρu) = 0, (5.7a)
∂ρu
∂t
+∇ · (ρu⊗ u) +∇p = 0. (5.7b)
Surface tension and viscosity are not included in the above formulation. The specification of a suitable
barotropic relation completes the system. Such a relation is often obtained by integrating (∂ρ/∂p)q, where
q is a mixture thermodynamic property that is assumed constant. For isentropic flows (q = s), under the
above mentioned assumptions, and in the absence of mass transfer, one can verify that [3]
1
ρ
(
∂ρ
∂p
)
s
=
α1
ρ1
(
∂ρ1
∂p
)
s1
+
α2
ρ2
(
∂ρ2
∂p
)
s2
. (5.8)
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For fluids obeying stiffened-gas equation of state [129],
1
ρk
(
∂ρk
∂p
)
sk
=
1
γk(p+ p∞k )
, (5.9)
which under isentropic conditions gives
p+ p∞k
ργkk
= constant. (5.10)
Using (5.8) and (5.9), under isentropic conditions, one obtains
dρ
dp
= ρ
[
α1
γ1(p+ p∞1 )
+
α2
γ2(p+ p∞2 )
]
, (5.11)
which can be integrated to obtain the desired barotropic relation.
The barotropic assumption for the mixture fails when the frequencies in the mixture are not small relative
to the natural frequencies of the bubbles as the phases no longer remain in thermodynamic equilibrium.
Improved models are obtained by incorporating individual bubble dynamics in the barotropic models as
manifested by the spherically symmetric model [19, 29–36,52–58]. These models are based on the following
main assumptions [29, 31, 34, 63]:
1. the bubbles remain spherical,
2. the inter-bubble spacings are small relative to the wavelengths of the surrounding flow field, and
3. the inter-bubble spacings are large relative to the radii of the bubbles.
The mixture mass and momentum conservation equations in these models remain the same as those in
the barotropic models. However, in these models, the barotropic equation (5.11) is replaced with equations
relating mixture pressure with gas volume fraction using Rayleigh–Plesset-type equations discussed in the
previous subsection. The main assumption in this approach is that the pressure p∞ in (5.1), (5.4) and (5.5)
is approximated by the locally averaged pressure p [29, 31, 34, 63]. The Rayleigh–Plesset-type equations,
therefore, relate the macroscopic mixture pressure p with the microscopic bubble radii, and thereby with
the gas volume fraction. The models developed using this approach can be classified as volume-averaged
models [29, 31, 34, 55, 58] and ensemble-averaged models [36, 56]. The main difference between the two
modeling approaches lies in the definition of the gas volume fraction α2:
α2(x, t) =
4
3
pi
∫ ∞
0
R3(β;x, t)h(β;x, t) dβ, (5.12)
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Figure 5.1: Gas volume histories for cases A1, A2, and D2. Solid curves (—) are obtained from detailed
simulations, and dashed curves (- -) from the simplified model.
where R(β;x, t) is the radius at time t of a bubble located at position x having an equilibrium radius β.
In the volume-averaged formulation, h(β;x, t) = f(β;x, t), where f dβ is the number of bubbles per unit
volume of the mixture with equilibrium radius between β and β + dβ [34], while in the ensemble-averaged
formulation, h(β;x, t) = N (x, t)g(β), where N is the number density of the bubbles, and g is the probability
distribution of the equilibrium bubble radius [56].
5.2 Comparison with reduced models
Here, we compare our detailed simulations with the reduced models discussed in the previous section. A
main assumption in the homogenized approach is that the wavelengths of the pressure waves traveling in
the bubbly liquid are large relative to the bubble length scales. However, as we observed in the simulation
results in §4.2, the length scales associated with the inward pressure focussing during the cluster collapse are
of the same order as the bubble radii. Consequently, the homogeneous model we compared with predicted
qualitatively different cluster collapse dynamics. Therefore, the comparison is not presented in this section
for conciseness, but we include it in Appendix C. Here, we compare with the particle-based model (5.6)
obtained by extending the Rayleigh–Plesset-type equation to account for weak bubble-bubble interactions.
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Figure 5.2: psup/pg during the final stage of collapse and early rebound for cases A1, A2, D2, and D2
∗. Solid
curves (—) are obtained from the simplified model (5.6), and circles (◦) from detailed simulations. Note the
difference in ranges of the vertical axes. Dashed curves (- -) are obtained from the simplified model (5.4),
which does not include the modifying terms to account for weak liquid compressibility.
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The gas volume histories obtained by solving the reduced model (5.6) are compared with the detailed
simulations in figures 4.14a and 5.1. The cases considered here are A1, A2, D2, and D2∗ from table 4.1. It
should be noted that the formulation (5.6) assumes that the cluster is in free space. Since the adjacent rigid
wall is our simulations is modeled as a perfectly reflecting boundary that acts as a symmetry plane, its effect
is incorporated in (5.6) via mirror imaging (figure 4.11). To highlight the influence of the nearby wall, we
also show in figure 4.14a, the gas volume history for the expansion and collapse of a single-bubble in a free
field obtained by solving (5.5). The initial over-pressure for this free-field single-bubble case is same as that
for the near-wall single-bubble case D2∗. Comparison between the gas volume histories for the free-field and
the near-wall single-bubble oscillation in figure 4.14a clearly shows the effect of the wall.
Figures 4.14a and 5.1 show that the gas volumes agree better for the single-bubble case D2∗ and the
low-pressure 50-bubble case A1 (pg = 0.25MPa) relative to the high-pressure 50-bubble cases A2 and D2
(pg = 0.5MPa). This is expected from the discussion in §4.2.2 and §4.2.4. Since the simplified model is
based on the weak-interaction approximation, its disagreement with the detailed simulations increases upon
increasing the number of bubbles and increasing the initial over-pressure in the bubbles, which are both
expected to increase the influence of bubble-bubble interactions.
The inaccuracies of the simplified model are more evident in the maximum pressure psup histories during
the final stage of the collapse in figure 5.2, where psup(t) is the supremum of pmax(r, t) for all r at time
t. As expected, the best agreement is obtained for the single-bubble case D2∗, and a substantially better
agreement is obtained for the low-pressure case A1 relative to the high-pressure case A2. Compared to the
predictions from the detailed simulations, the peak pressure in figure 5.2 predicted by the simplified model
is higher by approximately a factor of 4 for case A2 and a factor of 6 for case D2. From the discussion in
§4.2.2, we expect stronger bubble-bubble interactions when the peak pressures during the final stage of the
collapse are higher. Consequently, the deviation of the reduced model is larger for case D2.
Since the simplified model is developed by combining various approximations, we briefly discuss the effect
of these simplifications on the observed deviations from the detailed simulations. The interaction terms in
the simplified model are based on the point-bubble approximation, neglecting the variation of pressure field
along the bubble surface. We clearly observe large non-spherical deformations, and even topological changes,
during the collapse phase (figures 4.5 and 4.17) in our simulations, which imply large variation in pressure
field along the bubble surfaces. This weakens the point-bubble approximation. Furthermore, the large non-
spherical deformations induced by these interactions weaken the basic assumption of spherical symmetry of
bubbles, which is fundamental to the derivation of the extended Rayleigh–Plesset-type model. The effect
of these simplifications is most evident in the total kinetic energy history discussed earlier for the near-wall
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single-bubble collapse in figure 4.3b, where we notice that the kinetic energy is non-zero when the bubble
reaches minimum volume at around t = 180µs during collapse. This well-known loss of the bubble potential
energy to the liquid kinetic energy during the near-wall single-bubble collapse is associated with the re-
entrant jetting directed toward the wall (figure 3.8) [3, 4, 50, 155]. The simplified model naturally cannot
predict this phenomenon; under the spherically symmetric assumption of the simplified model, the minima
of the gas volume history implies zero radial velocity of the bubble, which implies zero liquid kinetic energy
at the minimum volume. From the bubbles shapes in figures 4.5 and 4.17, we expect this phenomenon to be
more dominant in a bubble cluster.
Another approximation in the simplified model is associated with the liquid compressibility. The modify-
ing terms in (5.6) incorporate weak compressibility effects of the liquid to account for the acoustic emissions
from a bubble in the cluster analogous to a free-field single bubble. However, this neglects the interactions
of the emitted waves, which are potentially important in a multi-bubble configuration. The effect of these
interactions is evident in figure 5.3, where we show contours of density gradient magnitude along the z = 0
plane at t = 10µs (just after the initial expansion of the bubbles). Comparison between cases D2 and D2∗
clearly shows that wave interactions in a cluster leads to higher density gradients than a single bubble.
Figure 5.3 also, as expected, shows increase in density gradients upon increasing the initial over-pressure of
the bubbles for cases A1 to A3. We note from the psup histories in figure 5.2 that even after neglecting these
interactions, which are expected to increase the effect of liquid compressibility, the pressure rise predicted
by this simplified model is much smaller than that predicted by the model formulated in (5.4) that assumes
complete liquid incompressibility. Therefore, a detailed accounting of liquid compressibility is expected to
further reduce the peak pressures.
Another important assumption in the simplified model worth mentioning deals with the “far-away”
pressure in (5.4) and (5.6). Using (5.4), the radial oscillation of a bubble in the cluster is in response to
1) the far-away pressure p∞, and 2) the pressure field induced by other bubbles. This assumption of same
far-away pressure “seen” by each bubble is weakened in a cluster configuration where some of the bubbles
(e.g., the bubbles near the center in our arrangements in figure 4.2) are completely surrounded by other
bubbles. In such cases, the outer bubbles are expected to shield the central bubbles, and thus prevent them
from being directly influenced by p∞.
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(a) D2∗ (single bubble) (b) D2 (cluster)
(c) A1 (pg/p∞ = 2.5) (d) A2 (pg/p∞ = 5) (e) A3 (pg/p∞ = 7.5)
Figure 5.3: Density gradient contours along the z = 0 plane, just after the initial expansion of bubbles at
t = 10µs for cases as labeled. The contours range from 0 to 12 kg/m4 in (a) and (b), and from 0 to 18 kg/m4
in (c), (d) and (e). It should be noted that the density gradients near the bubbles are much beyond these
ranges due to the transition from one fluid density to another in the mixture region, but the ranges here are
chosen to highlight the acoustic waves in the liquid.
59
Figure 5.4: Schematic of the cluster arrangement similar to the experimental study of Bremond et al. [24].
5.3 Qualitative comparison with experimental study
Past experimental studies have largely focussed on the collective cluster behavior as the dynamics of individ-
ual bubbles in a cluster are difficult to control and visualize with the current experimental techniques [19–28].
Therefore, detailed bubble-scale dynamics are difficult to compare with experiments. Bremond et al. [24]
managed to achieve controlled expansion and collapse of a planar array of 37 bubbles by forcing the cavi-
tation to occur on a hydrophobic surface. Their experimental pictures show detailed bubble shapes during
expansion and early stage of collapse. We compare bubble shapes obtained from our simulations with their
pictures in this section.
To match their configuration, we consider a cluster of 37 bubbles in the arrangement (figure 5.4) similar
to their experimental study. Though this study is the most relevant for comparison, there are still some
significant differences between the simulation and experimental configurations. The main difference lies in
the initiation mechanism. In our simulation, the bubble motion is initiated by an over-pressure pg = 0.5 MPa
in the bubbles, as discussed in §4.1. In the experiment, the bubbles start to grow upon arrival of a negative
pressure pulse generated by a piezoelectric transducer. The other major difference lies in the maximum
gas volume attained during expansion relative to the initial gas volume. Their experimental results suggest
that the maximum gas volume is more than 2500 times the initial gas volume, while in our simulations
it is approximately 8 times. This suggests sigfinicantly more violent expansion and collapse of bubbles in
the experiment than in the simulation. Therefore, from the results discussed in §4.2.4, we expect stronger
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(a) t = 0µs (b) t = 140µs (c) t = 230µs
(d) t = 270 µs (e) t = 300µs (f) t = 310 µs
Figure 5.5: Bubble shapes at different times for the expansion and collapse of a 37-bubble cluster.
bubble-bubble interactions in the experimental configuration. Moreover, the length scales associated with
the maximum bubble volumes and the inter-bubble separation distances are O(10) times smaller in the
experiment. Therefore, viscous effects, thermal dissipation, and surface tension are expected to be larger in
the experiment. Due to these differences, our goal here is to present a qualitative comparison.
The simulation domain is a 60× 60× 40 mm3 cube with the central bubble of the cluster at its center.
The remaining bubbles are arranged (figure 5.4) on the plane z = 0. The initial bubble radius R0 = 0.3mm,
and the separation distance d = 2mm in figure 5.4; other simulation conditions are same as those presented
in §4.1. Figure 5.5 shows the sequence of cluster expansion and collapse. For comparison, we also include
pictures from the experimental study [24] in figure 5.6. Bubble shapes in figures 5.5 and 5.6 show good
qualitative agreement. In both experiment and simulation, the bubbles remain spherical during expansion.
More importantly, the collapse of the cluster propagates inward with re-entrant jetting toward the cluster
cluster.
The gas volume Vg history obtained from the simulation is shown in figure 5.7a. The figure shows initial
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Figure 5.6: Pictures from the experimental study [24] corresponding to figure 5.5.
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Figure 5.7: Histories of gas volume and pressure at the center of the 37-bubble cluster.
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expansion of the cluster owing to the higher initial pressure in the bubbles, which is followed by collapse.
To quantify the pressure focussing associated with the inward propagation of the collapse, we show history
of the pressure pc at the center of the cluster in figure 5.7b. Figures 5.7a and 5.7b show peak pressure
generation near the time when the cluster attains minimum volume. Due to the inward pressure focussing,
the peak pressure is approximately 10 times the initial over-pressure in the bubbles.
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Chapter 6
A viscous fluid “wall”
We first consider the addition of Newtonian viscosity to our two-phase model. The mixture viscosity is
assumed to depend simply on the mixture fraction, µ = α1µ1 + α2µ2, where µk is the viscosity of fluid
k [156]. Thus, the incorporation of viscous effects in the momentum equation (2.30c) and the energy
equation (2.30d) of our model (2.30) yields
∂ρu
∂t
+∇ · (ρu⊗ u) +∇p = u Rˆ+∇ · (µ τ ), (6.1a)
∂ρE
∂t
+∇ · ((ρE + p)u) = κ Rˆ+ (p(Γ2 − Γ1) + Π2 −Π1)R+∇ · (µ τ · u), (6.1b)
where
τ = −2
3
(∇ · u)I+∇u+ (∇u)t. (6.2)
We take k = 1 and 2 to be the liquid and gas phases, respectively; the gas phase is considered inviscid
(µ2 = 0).
The added viscous terms are computed explicitly using second-order central finite differences. To validate
the numerical implementation of viscosity, we consider the collapse of a free-field single bubble in a viscous
liquid with p∞/pg = 4. These conditions are thus similar to those discussed in §3.1.3 for the free-field
single-bubble collapse in an inviscid liquid, though it is more resolved with R¯min/∆xmin ≈ 12.4. Figure 6.1
shows good agreement of the bubble-radius history obtained from the three-dimensional simulation with the
semi-analytic Keller–Miksis (KM) [40] solution for the same viscosity.
We next consider the replacement of the rigid wall with a viscous liquid as a model for soft tissue. The
goal here is to understand how this sort of resistance, which for fast phenomena provides a rudimentary
representation of the tissue dynamics [18], affects the bubble-cloud collapse, which is important in several
biomedical applications. We also intend to asses how the bubble collapse and jetting might injure the
tissue [18].
For this study, the plane rigid boundary at x = 0 (figure 4.1a) is replaced with an interface that separates
inviscid and viscous liquids. The simulation domain extends from -30 to 30mm along the x direction, with the
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Figure 6.1: Radius history for an inviscid gas bubble (µ2 = 0) in an inviscid µ1 = 0 (◦) and viscous
µ1 = 1N·s/m2 () liquid compared with the corresponding KM [40] solution. The radius R¯ is defined in
(2.1).
Figure 6.2: Schematic of the cluster arrangement near a viscous fluid.
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Case Arrangement pg (MPa) Number of bubbles µ (N·s/m2)
D2µ1 D 0.5 50
5
D2µ2 20
Table 6.1: Cases simulated in this section.
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Figure 6.3: Gas volume histories for µ = 5 and 20N·s/m2.
inviscid liquid and gas bubbles in x ≤ 0, and a viscous liquid with dynamic viscosity µ0 in x > 0 (figure 6.2).
Otherwise, simulation conditions match those for case D2 in table 4.1. The viscous-inviscid interface is
modeled using the same diffuse-interface approach as used for the gas-liquid interface (see §2.3). We assume
that both the liquids have the same equation of state parameters. With this simplification, the viscous-
inviscid diffuse-interface is governed by an advection equation (Appendix D). Additional details concerning
the representation of this interface and the incorporation of viscous effects are presented in Appendix D.
The corresponding interface function φ is initialized with a hyperbolic tangent profile [1 + tanh(x/µ)]/2,
with µ = 0.5mm.
6.1 Simulation results for viscous wall
To facilitate direct comparison with the rigid wall case, we consider the cluster arrangement D of case D2
from table 4.1. We take µ0 = 5 and 20N·s/m2, which imply Reynolds number Re = R0√ρl pg/µ0 = 1.34
and 0.34. We therefore anticipate significant viscous resistance. The cases simulated are listed is table 6.1.
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(a) µ = 5N·s/m2: t = 300µs (b) µ = 20N·s/m2: t = 300 µs (c) rigid wall: t = 370 µs
(d) µ = 5N·s/m2: t = 330µs (e) µ = 20N·s/m2: t = 330 µs (f) rigid wall: t = 400µs
(g) µ = 5N·s/m2: t = 360µs (h) µ = 20N·s/m2: t = 360 µs (i) rigid wall: t = 430 µs
Figure 6.4: Bubble shapes near the minimum volume during collapse for µ = 5 and 20N·s/m2, and the rigid
wall. The red squares highlight the bubbles for comparison between the viscous fluids and the rigid wall,
and the blue squares highlight the bubbles for comparison between the two viscous fluids.
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(a) µ = 5N·s/m2: t = 319 to 325µs
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(b) µ = 5N·s/m2: t = 325 to 331 µs
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(c) µ = 20N·s/m2: t = 319 to 325 µs
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(d) µ = 20N·s/m2: t = 329 to 335 µs
Figure 6.5: Same as figures 4.6 and 4.7 for time ranges as labeled for µ = 5 and 20N·s/m2.
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Figure 6.6: Same as figure 4.8 for case D2µ1 and time range t = 325 to 331µs.
The gas volume histories are shown in figure 6.3. As for the rigid-wall cases in §4.2, the initial over-
pressure drives the initial expansion of the bubbles. Higher viscosity in case D2µ2 results in slightly lower
maximum gas volume during expansion compared to case D2µ1. The bubble shapes near the minimum
volume during collapse for the two viscous cases and the corresponding rigid-wall case D2 are shown in
figure 6.4.
We can anticipate that the decrease in resistance to deformation due to a decrease in viscosity will lead to
a change in cluster behavior, particularly in jetting and pressure focusing during collapse. Since the bubble
interactions depend on the separation distances between the bubbles, we expect that for a cluster collapse
in free space, the bubbles will jet toward their center of mass. In the rigid limit, the wall acts as a symmetry
plane. Therefore, using mirror imaging, a hemispherical cluster adjacent to a rigid wall is equivalent to a
spherical cluster in free space, as shown in figure 4.11. We can therefore anticipate that the bubble jetting for
such a configuration will be toward the center of mass of the bubbles comprising the combined hemispherical
cluster and its mirror image, i.e., the equivalent spherical cluster. Thus the focus is expected to be on the
wall. However, as the viscosity decreases to finite values, the cluster will behave increasingly as if it were in
free space. In this case, we anticipate that the focus will move away from the wall toward the center of mass
of the bubbles in the hemisphere.
Visualization results in figure 6.4 suggest this effect. Since the precise direction of jetting of each bubble
is of course dictated by the actual details of the interactions between the bubbles, the purpose of these
visualizations is to only identify gross cluster behavior. We observe in figure 6.4 that for the rigid wall case,
all the bubbles jet toward the wall, suggesting that the collapse focuses to the center (of symmetry) of the
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hemisphere on the wall. However, for the viscous cases, we observe that some of the bubbles jet away from
the wall, suggesting that the focus has shifted away from the center and the wall. We have marked some
of the bubbles in figures 6.4d, 6.4e, and 6.4f to highlight this effect. The flow resistance decreases with a
decrease in viscosity. Therefore, this shifting is more dominant for the low-viscosity case. Some of bubbles
are also in marked figures 6.4g and 6.4h to highlight the difference between the two viscous cases.
This effect is also seen in the radial pressure profiles in figure 6.5. The pressure profiles during the final
stage of the collapse for all the rigid-wall cases discussed in this study (§4.2) have just one dominant peak
near the centermost bubble, but figures 6.5a and 6.5b show two comparable peaks for the low-viscosity
case D2µ1. These peak pressures are also significantly lower compared to the corresponding rigid wall case
(figure 4.10c). We also show pressure profiles along the wall radial direction for this low-viscosity case in
figure 6.6 to clarify that the second peak is not attained near the wall. Thus, the lower flow resistance offered
by the viscous fluid compared to the rigid wall has shifted the pressure focus away from the wall. For the
high-viscosity case D2µ1 in figures 6.5c and 6.5d, we observe a more dominant peak near the centermost
bubble compared to the low-viscosity case, which suggests shifting of pressure focus toward the wall. Thus,
the cluster behavior tend toward the rigid-wall case upon increasing the viscosity.
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Chapter 7
Concluding remarks
This chapter summarizes the present research, and provides suggestions for future work.
7.1 Research summary
An interface regularization scheme consistent with the first-order non-equilibrium mixture model is devel-
oped for bubble dynamics and other high-speed, multi-fluid flows. Smearing of the interface in the diffuse
interface or mixture approach renders the solutions incorrect at long times. The interface sharpening ap-
proach of Shukla et al. [123] keeps the interface thickness fixed, but leads to qualitatively wrongs results due
to thermodynamic inconsistencies. We have re-crafted the asymptotic multi-fluid formulation of [111, 113]
to incorporate the immiscibility condition into the model in a thermodynamically consistent fashion. This
reduces a general seven-equation two-fluid compressible flow model to a five-equation model including in-
terface regularization terms. The analysis is performed for general fluids whose states are fixed by two
thermodynamic variables. The regularization operator is incorporated into the continuum equations, and is
consequently independent of the underlying numerical scheme.
Upon establishing consistency and convergence of the model, we tested it on three-dimensional bubble
collapses employing an AMR framework built on a fifth-order WENO method. We obtained excellent agree-
ment of the simulations results with the spherically symmetric semi-analytic models for the free-space bubble
collapses. The new model consistently preserves fluid immiscibility with superior convergence properties.
The utility of the regularization scheme is further realized in the near-wall bubble collapses, for which,
the new model prevents numerical smearing of the jet kinetic energy leading to stronger and converged jet
impacts on the wall.
Next, the developed numerical scheme is employed to simulate the dynamics of 50-bubble clusters adjacent
to a planar rigid wall as a model for hard tissue. The initial over-pressure in the bubbles leads to their initial
expansion, followed by collapse. The gas volume history depends strongly on the initial over-pressure,
but is little influenced by the initial arrangement of the bubbles. The bubble shapes at different times
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show that they largely remain spherical during the expansion phase, but large deformations and topological
changes are observed during collapse. The cluster collapse, as suggested by past experimental studies,
propagates inward with geometrical pressure focussing, which generates impulsive pressures near the cluster
center. The initial arrangement of the bubbles, particularly the location of the centermost bubble, strongly
influences this pressure focussing as we observed more than 200% increase in impulsive pressures near the
cluster center upon changing the arrangement. For a particular arrangement of bubbles, the initial over-
pressure controls the bubble interactions as it dictates the maximum volume attained by the bubbles during
expansion. Nonlinear amplification of peak pressure is obtained upon increasing the initial pressure ratio,
suggesting strong influence of bubble interactions on the impulsive pressure generation during collapse; the
peak pressure increased by almost a factor of 20 by changing the initial over-pressure from 0.25MPa to
0.75MPa. The bubble shapes obtained from the detailed simulations show good qualitative agreement with
the experimental pictures of Bremond et al. [24]. The simplified model we compare with, as expected, agrees
well with the simulations when the bubble interactions are weak, but becomes exceedingly inaccurate as the
interactions increase.
The two-phase mixture model and the numerical method are then extended and validated to replace the
nearby rigid wall with a viscous wall as a model for soft tissue. Due to the lower flow resistance offered
by the viscous walls, compared to the rigid wall, pressure focussing is observed away from the walls with
generation of significantly lower peak pressures. Increase in flow resistance by increasing the fluid viscosity
shifts the pressure focus toward the wall.
7.2 Future opportunities
The present work opens many new pathways for future research. Our numerical method can directly be
used to further explore the dynamics of related physical systems. At the same time, its extension will allow
solution to broader physical problems.
The parameter space of cluster collapse dynamics is very large. Therefore, a detailed parametric study
using our numerical scheme presents numerous opportunities for future research; some of which include
studying in further detail the effect of:
• the number of bubbles
• the initial packing ratio of the bubbles
• the arrangement of the bubbles
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• the initial geometric shape of the cluster
• the initial radii of the bubbles
• the initial pressures of the bubbles
• the distribution of the initial radii of the bubbles
• the distribution of the initial pressures of the bubbles
• the viscosity of the tissue
Our method can also directly be used to study cluster dynamics under different initial cluster expansion and
collapse mechanisms, such as expansion via rarefaction waves or collapse via compression waves. Another
application of the present numerical method is the study of the pressure-wave propagation in a bubbly liquid,
and subsequent comparison with the homogenized models. Lastly, the method developed here is not limited
to studying bubble dynamics. It can also be used to study other related multiphase problems, such as the
dynamics of droplets in a gaseous medium.
The numerical method can also be extended to include additional physical effects, such as thermal dis-
sipation, surface tension and phase change, which will broaden the applicability of the present numerical
framework. Thermal dissipation will require extension of the mixture model to determine the temperature
field in the interfacial region. If the temperature field is known, then thermal dissipation can be incorporated
analogous to the viscous effects already included in our model. Surface tension and phase change will also
necessitate extension of the mixture model. However, incorporation of these effects will also require modifi-
cation in our immiscibility preservation scheme to properly account for the interfacial fluxes. In particular,
surface tension and phase change will modify the equilibrium solution obtained during the asymptotic re-
duction in Appendix A. Finally, tissue modeling can be improved (e.g., by incorporating elastic effects) to
simulate more complex tissues.
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Appendix A
Asymptotic analysis
To reduce (2.7) in the limit of zero relaxation time, we seek an asymptotic solution of the form
(s1, s2,u1,u2, p1, p2, α2) = q
(0) + δ q(1) + . . . , (A.1)
where δ is such that
δ ∼ 1
λ
∼ 1
ω
. (A.2)
Assuming
R
(
α
(0)
2
)
to be O(1),
retaining terms to O(1/δ), and dropping the superscript notation, we arrive at
ω(pI − p1)(p2 − p1) + λ(uI − u1) · (u2 − u1) = 0, (A.3a)
ω(pI − p2)(p1 − p2) + λ(uI − u2) · (u1 − u2) = 0, (A.3b)
λ(u2 − u1) = 0, (A.3c)
λ(u1 − u2) = 0, (A.3d)
ωρ1a
2
1I(p2 − p1) + λσ1(uI − u1) · (u2 − u1) = 0, (A.3e)
ωρ2a
2
2I(p1 − p2) + λσ2(uI − u2) · (u1 − u2) = 0, (A.3f)
ω(p2 − p1) = 0, (A.3g)
which gives,
uI = u1 = u2 = u (equilibrium velocity), (A.4)
pI = p1 = p2 = p (equilibrium pressure), (A.5)
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To O(1), using (A.4) and (A.5), we obtain
Ds1
Dt
= 0, (A.6a)
Ds2
Dt
= 0, (A.6b)
α1ρ1
Du
Dt
+ α1∇p = λδ
(
u
(1)
2 − u(1)1
)
, (A.6c)
α2ρ2
Du
Dt
+ α2∇p = λδ
(
u
(1)
1 − u(1)2
)
, (A.6d)
α1
Dp
Dt
+ α1ρ1a
2
1∇ · u = ωδρ1a21
(
p
(1)
2 − p(1)1
)
, (A.6e)
α2
Dp
Dt
+ α2ρ2a
2
2∇ · u = ωδρ2a22
(
p
(1)
1 − p(1)2
)
, (A.6f)
Dα2
Dt
= ωδ
(
p
(1)
2 − p(1)1
)
+R(α2). (A.6g)
Elimination of
λδ
(
u
(1)
2 − u(1)1
)
and ωδ
(
p
(1)
2 − p(1)1
)
,
from (A.6), gives
Ds1
Dt
= 0, (A.7a)
Ds2
Dt
= 0, (A.7b)
Du
Dt
+
1
ρ
∇p = 0, (A.7c)
Dp
Dt
+ ρa2∇ · u = 0, (A.7d)
Dα2
Dt
= α1α2
ρ1a
2
1 − ρ2a22
α1ρ2a22 + α2ρ1a
2
1
∇ · u+R(α2), (A.7e)
where ρ and a are as defined in (2.15) and (2.18), respectively.
We now have the system in terms of P = (s1, s2, u, v, w, p, α2)
t:
∂P
∂t
+ F
∂P
∂x
+G
∂P
∂y
+H
∂P
∂z
= R, (A.8)
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where
F =


u 0 0 0 0 0 0
0 u 0 0 0 0 0
0 0 u 0 0 1ρ 0
0 0 0 u 0 0 0
0 0 0 0 u 0 0
0 0 ρa2 0 0 u 0
0 0 −β 0 0 0 u


, (A.9)
with
β = α1α2
ρ1a
2
1 − ρ2a22
α1ρ2a22 + α2ρ1a
2
1
, (A.10)
and
R = (0, 0, 0, 0, 0, 0, R(α2))t , (A.11)
where G and H are defined similarly. Note that we focus only on F in this analysis. The objective at this
stage is to write the system in terms of the quasi-conservative variables, Q=(ρ1α1, ρ2α2, ρu, ρv, ρw, ρE,
α2)
t, where ρE is as defined in (2.16). To this end, we first construct the transformation matrixB = ∂Q/∂P,
so that (A.8) can be equivalently written as
∂Q
∂t
+BFB−1
∂Q
∂x
+BGB−1
∂Q
∂y
+BHB−1
∂Q
∂z
= BR. (A.12)
For fluids whose states are fixed by two thermodynamic variables, we first invoke Gibb’s relation to obtain
the partial derivates needed to construct B:
(
∂ρk
∂sk
)
p
= −Tkρkσk
a2k
,
(
∂ρk
∂p
)
sk
=
1
a2k
,
(
∂ek
∂sk
)
p
= −Tkρkσkξk
a2k
,
(
∂ek
∂p
)
sk
=
pk
a2kρ
2
k
, (A.13)
where
ξk =
(
∂ek
∂ρk
)
p
=
1
ρk
(
p
ρk
− a
2
k
σk
)
, (A.14)
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from which, we obtain
∂α2
∂P
= (0, 0, 0, 0, 0, 0, 1) ,
∂ρ1
∂P
=
(
−ρ1σ1T1
a21
, 0, 0, 0, 0,
1
a21
, 0
)
,
∂ρ2
∂P
=
(
0, −ρ2σ2T2
a22
, 0, 0, 0,
1
a22
, 0
)
,
∂α1ρ1
∂P
= α1
∂ρ1
∂P
+ (0, 0, 0, 0, 0, 0, −ρ1) ,
∂α2ρ2
∂P
= α2
∂ρ2
∂P
+ (0, 0, 0, 0, 0, 0, ρ2) ,
∂ρ
∂P
=
∂α1ρ1
∂P
+
∂α2ρ2
∂P
,
∂ρu
∂P
= u
∂ρ
∂P
+ ρ (0, 0, 1, 0, 0, 0, 0) ,
∂ρv
∂P
= v
∂ρ
∂P
+ ρ (0, 0, 0, 1, 0, 0, 0) ,
∂ρw
∂P
= w
∂ρ
∂P
+ ρ (0, 0, 0, 0, 1, 0, 0) ,
∂ρκ
∂P
= κ
∂ρ
∂P
+ ρ (0, 0, u, v, w, 0, 0) ,
∂ρ1e1
∂P
=
(
− (ρ1ξ1 + e1)T1ρ1σ1
a21
, 0, 0, 0, 0,
e1ρ1 + p
ρ1a21
, 0
)
,
∂ρ2e2
∂P
=
(
0, − (ρ2ξ2 + e2)T2ρ2σ2
a22
, 0, 0, 0,
e2ρ2 + p
ρ2a22
, 0
)
,
∂ρe
∂P
= α1
∂ρ1e1
∂P
+ α2
∂ρ2e2
∂P
+ (0, 0, 0, 0, 0, 0, ρ2e2 − ρ1e1) . (A.15)
Substituting B in (A.12) yields the final quasi-conservative system for interfacial flows involving any two
immiscible simple fluids:
∂α1ρ1
∂t
+∇ · (α1ρ1u) = −ρ1R (α2) , (A.16a)
∂α2ρ2
∂t
+∇ · (α2ρ2u) = ρ2R (α2) , (A.16b)
∂ρu
∂t
+∇ · (ρu⊗ u) +∇p = (ρ2 − ρ1)uR (α2) , (A.16c)
∂ρE
∂t
+∇ · ((ρE + p)u) = ((ρ2 − ρ1)κ+ η)R (α2) , (A.16d)
∂α2
∂t
+ u · ∇α2 = β∇ · u+R(α2), (A.16e)
where κ and β are as defined in (2.17) and (A.10), respectively, and η = ρ2e2 − ρ1e1.
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Appendix B
Preservation of interface conditions
for equilibrium flows
The utility of our approach is predicated upon maintaining mechanical equilibrium at interfaces. We confirm
that this is exact for uniform conditions using a test problem proposed by Abgrall [116]. We check that
uniform velocity, pressure and density at time tn imply the same uniformity at time tn+1, despite the interface
regularization. To do this, we start with the quasi-conservative system (A.16) in discrete one-dimensional
form for uniform pressure (p0) and velocity (u0),
(α1ρ1)
n+1
i = (α1ρ1)
n
i −
∆t
∆x
∆(α1ρ1u)−∆tρn1,iR, (B.1a)
(α2ρ2)
n+1
i = (α2ρ2)
n
i −
∆t
∆x
∆(α2ρ2u) + ∆tρ
n
2,iR, (B.1b)
(ρu)n+1i = (ρu)
n
i −
∆t
∆x
∆(ρu2) + ∆tu0(ρ
n
2,i − ρn1,i)R, (B.1c)
(ρE)n+1i = (ρE)
n
i −
∆t
∆x
∆(ρEu) + ∆t
(
κ0(ρ
n
2,i − ρn1,i) + ηni
)
R, (B.1d)
(α2)
n+1
i = (α2)
n
i −
∆t
∆x
u0∆(α2) + ∆tR, (B.1e)
where ∆(·) denotes discrete flux for the hyperbolic part, and R denotes discrete regularization operator.
Without loss of generality, we assume u0 > 0 and choose simple upwind flux of the form
∆(φ) = φni − φni−1. (B.2)
(Extensions are available for more general ∆(·) involving spatial reconstruction and Riemann solver [112,
113, 116, 121, 122].) Using (2.15), u0((B.1a)+(B.1b))-(B.1c) yields
un+1i = u0, (B.3)
and κ0((B.1a)+(B.1b))-(B.1d) yields
(ρe)n+1i = (ρe)
n
i −
∆t
∆x
∆(ρeu) + ∆tηni R, (B.4)
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where ρe = ρE − ρκ. From (2.10) and (2.16),
ρe = p(Γ1α1 + Γ2α2) + Π1α1 +Π2α2, (B.5)
and
η = p(Γ2 − Γ1) + Π2 −Π1. (B.6)
Using (2.14) and (B.6), (B.5) can be written as
ρe = pΓ1 +Π1 + ηα2, (B.7)
which upon substitution in (B.4) yields
(pΓ1 +Π1 + ηα2)
n+1
i = (pΓ1 +Π1 + ηα2)
n
i −
∆t
∆x
∆((pΓ1 +Π1 + ηα2)u) + ∆tη
n
i R. (B.8)
Since ηni = p0(Γ2 − Γ1) + Π2 −Π1, ηni (B.1e)-(B.8) shows preserved uniformity:
pn+1i = p0. (B.9)
If density is also uniform (ρ1(x) = ρ2(x) = ρ0), then using (2.14), ρ0(B.1e)+(B.1a) and ρ0(B.1e)-(B.1b)
yield
ρn+11,i = ρ
n+1
2,i = ρ0. (B.10)
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Appendix C
Comparison with homogeneous model
Here, we compare our detailed simulations with the homogeneous barotropic model discussed in §5.1.2. A
first step is to homogenize the two fluids within the cluster at t = 0, as shown in figure C.1. We obtain the
initial gas volume fraction α0 in the homogenous cluster by conserving gas and liquid volumes in the cluster
between the detailed and homogeneous configurations:
α0 =
3Vg(0)
2piR3c
. (C.1)
The initial density ρ0 of the homogeneous mixture is obtained by conserving mass of the two fluids between
the two configurations:
ρ0 = α0 ρg + (1 − α0) ρl. (C.2)
The initial momentum is zero in both the configurations. However, the initial mixture energy, and thus
the initial pressure, is not straightforward to obtain because of the difference in the initial pressure of
the two fluids in the detailed configuration. One approach is to obtain an initial uniform pressure of the
homogeneous cluster by mass or volume-averaging of the pressure field in the detailed configuration. This
approach, however, will not conserve energy between the two configurations. The next obvious approach is to
obtain this pressure by conserving the total initial internal energy between the two configurations. However,
such an approach will involve transfer of internal energy from one fluid to another, which is expected to
generate kinetic energy [3]. Therefore, this approach will involve careful distribution of total initial internal
energy in the detailed configuration to the internal and kinetic energies of the mixture in the homogeneous
configuration, which will violate conservation of momentum between the two configurations.
To avoid any ambiguity in homogenization, we consider a detailed simulation in this section with special
initial condition of pressure field that will better conform with the homogeneous model. We consider a
simulation in which the bubbles as well as the liquid within the hemisphere have uniform initial over-
pressure pg (figure C.1), and in the liquid outside, the pressure decays smoothly from pg to p∞ with a
hyperbolic tangent profile, as discussed in §4.1. The arrangement considered here is A. The rest of the
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Figure C.1: Schematic of homogenization.
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Figure C.2: Gas volume history using the homogeneous model and the detailed simulation.
81
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
r (mm)
p
m
a
x
,
p
m
in
(M
P
a
)
(a) t = 391 to 397 µs
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
r (mm)
p
m
a
x
,
p
m
in
(M
P
a
)
(b) t = 397 to 403µs
Figure C.3: Same as figures 4.6 and 4.7 for time ranges as labeled for the special detailed simulation
considered in this section.
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Figure C.4: Pressure p along the homogeneous cluster radius r for times t as labeled. Note that vertical
axes are logarithmic.
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simulation conditions are same as those for case A2 discussed in §4.1. Since the pressure is initially uniform
in this simulation, mass and energy conservation will imply uniform initial pressure pg in the homogeneous
configuration as well.
The barotropic model is built on the same principles that describe the thermodynamics of the multiphase
mixture in the thin diffuse-interface in our detailed model. It is essentially a simplification of our multiphase
mixture model. This is evident from the fact that the formulation (5.8) on which the barotropic relation is
built is the mixture speed of sound relation (2.18) in the detailed model. Therefore, our model and numerical
scheme can directly simulate the homogeneous configuration. The main difference is that the mixture region
is now the entire hemisphere, rather than the thin diffuse-interface between the immiscible fluids. Therefore,
we do not apply our immiscibility preservation scheme for the simulation of the homogeneous cluster with
the detailed model. The other simulation conditions for the homogeneous configuration remain the same as
those for the detailed configuration.
Figure C.2 shows gas volume histories for the two configurations. The initial over-pressure inside the
cluster drives the initial expansion of the bubbles (in the detailed configuration) and the homogeneous
mixture, which increases the gas volumes. The collapse phase for both the configurations is associated
with geometrical pressure focusing, as seen in figure C.3. The radial pressure profiles during the final stage
of the collapse in figure C.3 for the detailed simulation looks similar to the cases discussed in §4.2, with
peak pressure generation near the centermost bubble. Due to the high compressibility of the homogeneous
mixture, its collapse is accompanied with radially inward propagation of compressive pressure waves, whose
focusing generates very high peak impulsive pressure (> 23MPa) at the center. The inward propagation and
reflection from the wall of these waves is shown in figure C.4. From these radial pressure profiles in figures C.3
and C.4, we clearly observe that the dynamics followed by the two configurations are fundamentally different.
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Appendix D
Viscous wall model
We fist include viscosity in our two-phase model [156]:
∂ρ1α1
∂t
+∇ · (ρ1α1u) = Rˆ1, (D.1a)
∂ρ2α2
∂t
+∇ · (ρ2α2u) = Rˆ2, (D.1b)
∂ρu
∂t
+∇ · (ρu⊗ u) +∇p = u Rˆ+∇ · (µ τ ), (D.1c)
∂ρE
∂t
+∇ · ((ρE + p)u) = κ Rˆ+ (p(Γ2 − Γ1) + Π2 −Π1)R+∇ · (µ τ · u), (D.1d)
∂α2
∂t
+ u · ∇α2 = α1α2 ρ1a
2
1 − ρ2a22
α1ρ2a22 + α2ρ1a
2
1
∇ · u+R. (D.1e)
Since we assume that the viscous liquid has the same stiffened-gas parameters (γ, p∞) as the inviscid liquid,
the governing system of equations for the three-fluid system remains the same as those in (D.1) with α1
representing the total volume fraction of the inviscid (inv) and viscous (vis) liquids:
α1 = α1,inv + α1,vis ; α1 + α2 = 1. (D.2)
However, the three-fluid system differs from the two-fluid system in the definition of viscosity:
µ = α1,invµ1,inv + α1,visµ1,vis + α2µ2, (D.3)
which, for µ1,inv = 0 and µ2 = 0, yields
µ = α1 φµ0, (D.4)
where µ0 = µ1,vis and
φ =
α1,vis
α1
. (D.5)
A governing equation for φ completes the system. We follow the multi-fluid diffuse-interface modeling
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approach of Petitpas et al. [157] to derive an equation for φ. Using this approach, α1,inv and α1,vis obey
∂α1,inv
∂t
+ u · ∇α1,inv = α1α2(1− φ) ρ2a
2
2 − ρ1a21
α1ρ2a22 + α2ρ1a
2
1
∇ · u, (D.6a)
∂α1,vis
∂t
+ u · ∇α1,vis = α1α2 φ ρ2a
2
2 − ρ1a21
α1ρ2a22 + α2ρ1a
2
1
∇ · u. (D.6b)
We add our gas-liquid interface regularization in (D.6) to obtain
∂α1,inv
∂t
+ u · ∇α1,inv = α1α2(1 − φ) ρ2a
2
2 − ρ1a21
α1ρ2a22 + α2ρ1a
2
1
∇ · u− (1− φ)R, (D.7a)
∂α1,vis
∂t
+ u · ∇α1,vis = α1α2 φ ρ2a
2
2 − ρ1a21
α1ρ2a22 + α2ρ1a
2
1
∇ · u− φR. (D.7b)
Using (D.2) and (D.5), φ(D.7a) - (1− φ)(D.7b) yields the desired governing equation:
∂φ
∂t
+ u · ∇φ = 0. (D.8)
(It should be noted that using (D.2) and (D.5), (D.7a) + (D.7b) consistently yields (D.1e).)
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