In this paper we develop a new method to determine the essential spectrum of coupled systems of singular differential equations. Applications to problems from magnetohydrodynamics and astrophysics are given.
Introduction
Coupled systems of differential equations and related spectral problems are ubiquitous in stability problems in physics and engineering. Unlike scalar differential equations, their spectrum need not be discrete, even if the underlying domain is compact and all coefficients are smooth and regular. If the domain is compact, then the essential spectrum consists of one part, called regular part, which may be caused by cancellations in leading order coefficients of the formal determinant; an additional part of essential spectrum, called singular part, may occur if the domain is no longer compact or the coefficients have singularities at the boundary. In view of stability or numerical approximations, knowledge of the location of the entire essential spectrum is of crucial importance. This is reflected by the vast literature on this topic which includes papers by Grubb and Geymonat [11] , Descloux and Geymonat [6] , Kako [12] , Raȋkov [23] , Atkinson, H. Langer, Mennicken, and Shkalikov [1] , Beyer [2] , H. Langer and Möller [18] , Konstantinov [13] , Faierman and Möller [9] , Mennicken, Naboko, and Tretter [20] , Kurasov and Naboko [16] , Marletta and Tretter [19] , Qi and Chen [21] , and many more papers by these authors and by others.
The new result in the present paper is a formula for the essential spectrum of systems of singular ordinary differential equations of the form . The singular part is determined by the limiting behaviour at ∞ of more involved combinations of all coefficients of the system and some of their derivatives. Our assumptions allow for cases where the essential spectrum is unbounded from both sides. Our main tool is a theorem on the essential spectrum of differential operators on [0, ∞) with asymptotically constant coefficients due to Edmunds and Evans (see [7] ). Applied to the first Schur complements associated with the system (1.1), it allows us to characterize the singular part of the essential spectrum. The regular part is captured by means of Glazman's decomposition principle and a result of [1] derived by means of the second Schur complement. Earlier approaches used the asymptotic Hain-Lüst operator (which is the first Schur complement) (see e.g. [15] and [17] ) or a transformation to canonical systems (see e.g. [21] ). The results therein (sometimes under slightly different assumptions) are all covered by our general formula for the essential spectrum.
The paper is organized as follows. In Section 2 we provide the necessary operator-theoretic framework for systems (1.1) on [0, ∞). In Section 3, under some boundedness assumptions on the coefficients, we establish the relation between the essential spectra of the matrix differential operator given by (1.1) and its Schur complement. In Section 4, assuming a certain limit behaviour at ∞ of the coefficients of the Schur complement, we state and prove our main result (Theorem 4.3). In Section 5, under slightly stronger assumptions, we give an overview of the form of the essential spectrum which may consist of at most two possibly unbounded intervals. In Section 6 we establish the analogue of Theorem 4.3 for systems of differential equations on (0, 1] with coefficients singular at 0 by a transformation to systems on [0, ∞) (Theorem 6.4). In Section 7 we show that our results unify, and shorten, the computation of the essential spectrum in the three papers mentioned above and in [8] . In Section 8 we study the essential spectrum of a problem from [2] arising in the stability analysis of spherically symmetric stellar equilibrium models.
We dedicate this paper to the memory of Prof. Béla Szőkefalvi-Nagy, one of the pioneers of operator theory in the 20th century. H.L. had the great chance to meet him in 1959 and to enjoy his support and friendship for almost 40 years.
In this section we consider 2 × 2 matrix differential operators on [0, ∞) of mixed order at most 2 associated with a system of differential equations (1.1) singular only at ∞.
We introduce the differential expressions
with coefficient functions p, q, b, c, d satisfying certain assumptions specified below.
Here, and in the sequel, for a subinterval J ⊂ R, k ∈ N 0 and K = R or K = C, we denote by C k (J, K) the space of k-times continuously differentiable functions on J with values in K; if J is open, C k 0 (J, K) is the space of all functions f ∈ C k (J, K) with compact support contained in J. If k = 0, we write C(J, K) and C 0 (J, K); if K = C, we also write C k (J) and C k 0 (J). Finally, AC loc (J) denotes the space of locally absolutely continuous functions on J. 
Assumption (A)
In the Hilbert space
It is well-known that closures and adjoints of block operator matrices in a Hilbert space product H 1 ⊕ H 2 need not have domains decomposing into a corresponding direct sum; this may happen even for matrix differential operators on compact intervals with smooth coefficients. In general, their domains may contain conditions coupling the two components (see e.g. [25, Theorems 2.2.14, 2.2.18]).
The proof of this proposition is given in the Appendix.
In this paper we use the following definition of the essential spectrum σ ess (T ) of a densely defined closed linear operator T in a Hilbert space H, which coincides with the definition of the essential spectrum σ e3 (T ) in [7, Sections I.3.4 and IX.1]:
σ ess (T ) := {λ ∈ C : T − λ is not Fredholm};
here T is called Fredholm if ran(T ) is closed and both ker(T ) and (ran(T )) ⊥ are finite-dimensional.
Since the deficiency numbers of A 0 are finite by Proposition 2.3, we can use the following characterization of the essential spectrum. 
Proof. Since the deficiency numbers of T 0 are finite, every closed symmetric extension T of T 0 is a finite-dimensional extension and hence σ ess (T ) = σ ess (T 0 ) by [7, Corollary IX.4.2] . Moreover, if λ ∈ C \ R, then ker(T 0 − λ) = {0}, ran(T 0 −λ) is closed, and (ran
⊥ is finite-dimensional. Thus, by the closed graph theorem,
is bounded on ran(T 0 −λ) ⊃ ran(T 0 −λ). This proves "=⇒" in (2.4) and implies, by [3] 1 applied to T 0 , the last claim. Vice versa, suppose that (T 0 −λ) −1 is bounded on ran(T 0 −λ). Since T 0 −λ is injective, it follows that ran(T 0 −λ) = ran(T 0 − λ). Hence (T 0 −λ) −1 is bounded on ran(T 0 − λ). By [3] this implies that the deficiency numbers of T 0 are equal. Since they are finite by assumption and the mapping z → dim(ran(T 0 − z)) ⊥ is locally constant on the set of points of regular type of T 0 , it follows that also dim(ran(T 0 − λ)) ⊥ is finite and hence λ / ∈ σ ess (T 0 ).
By Proposition 2.3 and Lemma 2.4, the essential spectrum of every closed symmetric extension A of A 0 in (2.1) coincides with σ ess (A 0 ) ⊂ R.
In order to determine σ ess (A), we employ I.M. Glazman's decomposition principle (see [10] ). To this end, for an arbitrary subinterval J ⊂ [0, ∞) we denote by A J the closure of the symmetric operator A 0,J in L 2 (J) 2 generated by the restriction of
2 is a finite-dimensional extension of the orthogonal sum A (0,t0) ⊕A (t0,∞) and hence 
4]).
Here we use the first Schur complement S(λ) of the operator matrix A 0 in (2.1). Formally, S(λ) is given by the scalar second order differential expression
it is not difficult to see that S(λ) can be written in the following two ways:
It is clear that, for λ ∈ R \ d([0, ∞)), the differential expression S(λ) is formally symmetric. For any subinterval J ⊂ [0, ∞) and λ ∈ R \ d(J), it induces a symmetric operator S 0,J (λ) in L 2 (J) with domain C 2 0 (J); we denote the closure of S 0,J (λ) by S J (λ):
The set of points λ where the leading coefficient π(·, λ) of S(λ) vanishes, and hence classical Sturm-Liouville theory fails, plays an important role. The following lemma implies that this set is contained in the range of the function
Proof. i) Formula (3.7) follows if we note that, by the definitions of π(·, λ) and ∆ in (3.1) and (3.6),
ii) We have λ ∈ ∆(J) if and only if there is a t ∈ J with p(t) d(t) − λ = |b(t)| 
Note that the latter automatically implies that b(t) = 0 because p(t) = 0. Remark 3.2. From Assumption (A) and (3.3), (3.7) it follows that the differential expression S(λ) satisfies the conditions [7, (10. 3)] of the existence and uniqueness theorem [7, Theorem III.10 
Since, in addition,
) also satisfies the conditions of [7, Theorem III.10.7] and hence the deficiency numbers of S 0,J (λ) are ≤ 2.
It is an immediate consequence of [1] that the range of the function ∆ in (3.6) belongs to the essential spectrum of A; later it will be called the regular part of the essential spectrum. 
Since the essential spectrum is closed, the claimed inclusion follows. The last claim is immediate because σ ess (A) = σ ess (A 0 ) ⊂ R.
In order to characterize the essential spectrum of the restrictions A (t0,∞) in terms of the Schur complement, we need further assumptions on the coefficient functions in (2.1) and (3.4). To formulate them, the following notation will be convenient. 
if f ∞ and g ∞ are finite, they will also be used in arithmetic calculations. (B2) There exist constants β, γ > 0 such that
(B3a) For some (and hence all, see Remark 3.6 below) λ ∈ R \ {d ∞ } there exists
are bounded functions on [t λ , ∞).
Remark 3.6. If (B3a) holds for some λ 0 ∈ R \ {d ∞ }, then the identity
and Assumption (B2) on b ensure that (B3a) holds for all λ ∈ R \ {d ∞ } if we choose t λ ≥ t λ0 .
) and, with this t λ ,
Proof. As ∆ is continuous due to Assumption (A), the condition ∆([0, ∞)) = R implies that ∆([0, ∞)) is a proper subinterval of R. The existence of t λ with λ / ∈ d([t λ , ∞)) is immediate from Assumption (B1) on the existence of the (possibly improper) limit d ∞ .
In order to prove the equivalence (3.10), we fix λ ∈ R\ ∆([0, ∞))∪d([t λ , ∞)) and we abbreviate J := (t λ , ∞).
By the definitions (2.5), (3.5), we have A J = A 0,J , S J (λ) = S 0,J (λ) and hence we have to prove that
First we show that Lemma 2.4 can be applied to the operators A 0,J and S 0,J (λ). By Remark 3.2, the operator S 0,J (λ) is symmetric with deficiency numbers ≤ 2; moreover, 0 / ∈ σ p S 0,J (λ) since every eigenfunction y of S 0,J (λ) must satisfy the second order differential equation S(λ)y = 0 and the boundary conditions y(t λ ) = y ′ (t λ ) = 0 and hence would have to vanish identically. By Proposition 2.3, the operator A 0,J is symmetric with deficiency numbers ≤ 2. Further, it is not difficult to check that λ ∈ σ p A 0,J implies that 0 ∈ σ p S 0,J (λ) , which was excluded above. Hence λ / ∈ σ p A 0,J . Now Lemma 2.4 implies that σ ess A 0,J ⊂ R, σ ess S 0,J (λ) ⊂ R and that we can use the characterization (2.4) for both sets.
"⇐=" in (3.11): Assume that λ / ∈ σ ess A 0,J . By (2.4), the claim is proved if we show that
and, by the definition of v,
, and the second equation shows that
Solving the second equation for v, we can thus
Since the left hand side equals S 0,J (λ)u = S J (λ)u and S J (λ) is boundedly invertible, it follows that
Inserting this back into the above formula for v, we find that
If we use the decomposition S J (λ)
Hence the above relations for u and v can be written in matrix form as
By (3.12), the above block operator matrix is equal to
, then all entries in this operator matrix are bounded in L 2 (J) and hence (A 0,J −λ) −1 is bounded on ran(A 0,J −λ), which implies that λ / ∈ σ ess (A 0,J ) by (2.4). By Assumption (B2) and since λ / ∈ d(J), we have
Therefore the functions on the left hand sides are bounded on J and hence the closure of the first order differential operator
By Assumptions (B3a), (B3b), the functions π(·, λ),
, ρ(·, λ), and κ(·, λ), are bounded on J and hence the self-adjoint realization S J (λ) of the differential expression
is bounded from the second order Sobolev space
, and the operator
Main result
The description of the singular part of the essential spectrum in our main result depends only on the limits at ∞ of certain functions formed out of the coefficients of the original operator matrix A 0 . Here the following assumption is crucial.
Assumption (C). For λ ∈ R \ ∆([0, ∞)) ∪ {d ∞ } the following limits exist and are finite:
Observe that, if λ = d ∞ , the functions π(t, λ), ρ(t, λ), and κ(t, λ) given by (3.1), (3.2) are defined for all sufficiently large t ∈ [0, ∞).
We emphasize that we do not require that the limits π(·, λ) ∞ , ρ(·, λ) ∞ , κ(·, λ) ∞ of the denominator and the numerators in Assumption (C) exist separately; this particular case will be studied in the next section.
Remark 4.1. It is easy to see that Assumptions (B3a) and (C) imply (B3b).
Although the coefficient functions ρ(·, λ) and κ(·, λ) may be complex-valued for real λ, the fact that they originate from the symmetric differential expression S(λ) (for real λ) and the existence of the limits in Assumption (C) above have the following implications. 
) and the functions π(t, λ), 1 π(t,λ) are bounded on [t λ , ∞). It follows from the particular form of the coefficient ρ(·, λ) in (3.1) and Assumption (C) that the limits
coincide, exist and are finite. If γ(λ) > 0, then there is a t
we obtain a contradiction to the boundedness of
. Therefore, γ(λ) = 0 and hence by (4.2) the claims for the first two limits in (4.1) are proved.
The particular form of the coefficients ρ(·, λ), κ(·, λ) in (3.1), (3.2) and the fact that π(·, λ) is real-valued imply that, for t ∈ [t λ , ∞),
According to Assumption (C) and (4.2), the limits at ∞ of the function on the left hand side of (4.3) and of the two factors of the second term in (4.4) exist. Hence also the limit of the first term in (4.4) exists and, by the first equality in (4.1),
Since by Assumption (C) the limit Re ρ(·,λ) π(·,λ) ∞ exists, the limit on the right hand side of (4.5) has to be equal to 0, which proves the third claim.
The following theorem, which is the main result of this paper, contains an explicit description of the essential spectrum of the (closure of the) matrix differential operator in (2.1). It consists of a regular part determined by the behaviour of the coefficients within the interval [0, ∞), and of a singular part determined by the behaviour at ∞ of certain functions of the coefficients and some of their derivatives. 
with ∆ given by (3.6) and π(·, λ), ρ(·, λ), and κ(·, λ) defined as in (3.1), (3.2).
Proof. If ∆([0, ∞)) = R, then σ ess (A) = R by Proposition 3.3 and there is nothing left to prove.
). Hence Glazman's decomposition principle and (3.10) imply that
By Assumptions (B3a), (B3b), the functions π(·, λ) and
By Assumptions (A) and (C), the differential operator
satisfies the conditions of [7, Corollary IX.9 .4] with m = 2, [7, p. 445, (iii) ]. However, a closer look at the proofs in [7, Section IX.9] shows that it is enough to assume that a ′ 1 ∈ L ∞,loc (I) therein. 2 The latter is guaranteed, in our case, by Assumption (A) which ensures that a ′ 1 is continuous. Therefore [7, (9.19) ] for k = 3 applies and yields that
By Lemma 4.2, the coefficients of the above quadratic equation are both real and hence a real solution ξ exists if and only if the corresponding discriminant D(λ) is non-negative, i.e.
The form of the essential spectrum
In this section we describe the regular part σ r ess A and the singular part σ s ess A of the essential spectrum of A. For the singular part we consider the special case of Assumption (C) where the limits of the functions π(·, λ), ρ(·, λ), and κ(·, λ) exist separately.
Throughout this section we assume that Assumptions (A), (B1), (B2), (B3a), and (B3b) on the functions p, q, b, c, and d are satisfied; in particular, the possibly improper limit d ∞ = lim t→∞ d(t) exists by (B1).
5.1. The regular part. By Theorem 4.3 the regular part of the essential spectrum of A is the closure of the range of the function ∆ defined in (3.6),
The range of ∆ is an interval since d, b, p are continuous and p > 0 by (A). Let
Proposition 5.1. Assume that Assumptions (A), (B1), (B2), (B3a), and (B3b) are satisfied.
shows that in this case σ r ess (A) is always bounded from above.
If inf t≥0 p(t) > 0, then 1 p is bounded. Since d is bounded, so is b by Assumption (B2). Altogether this implies that ∆ is bounded.
If inf t≥0 p(t) = 0, then there exist a sequence (t n ) ∞ 0 with t n → ∞ and
were bounded from below, this would imply b(t n ) → 0 for n → ∞ and hence 
. By Assumption (B3a) and Remark 3.6, we may fix an arbitrary λ < min{d(t) : t ∈ [0, ∞)} such that π(·, λ) is bounded on [0, ∞). In the following we use the identity
As |b| d is bounded on [t 0 , ∞) and d ∞ = +∞, the last term on the right hand side of (5.2) is bounded for t ∈ [t 0 , ∞). Since π(t, λ) is bounded for
shows that ∆ is bounded, i.e. 
and hence
Depending on the sign of p − 
and π(·, λ) ∞ = 0 for some (and hence all) λ.
exist and are finite.
(C3) For λ ∈ R \ {d ∞ } the limit q − λ − |c| Together with the definition of ρ(·, λ) in (3.1) and of κ(·, λ) in (3.2), it follows that the limits ρ(·, λ) ∞ , κ(·, λ) ∞ exist, are finite and have the form
ii) Due to (3.7), for the last condition in (C1) we have the equivalence
In the sequel we determine the form of the limits π(·, λ) ∞ , ρ(·, λ) ∞ , κ(·, λ) ∞ as functions of λ. They depend on whether the limit d ∞ = lim t→∞ d(t) ∈ R ∪ {±∞} (which exists by Assumption (B1)) is finite or not.
Assumption (C1) (for two different values of λ) together with (5.2) and (3.9) implies that the limits
exist, are finite and that the limit π(·, λ) ∞ has the form
(5.6) Remark 5.2 implies that the limits
exist, are finite and that ρ(·, λ) ∞ has the form
Assumption (C3) implies that the limits
exist, are finite and that κ(·, λ) ∞ has the form
(5.8) 
Proof. By Assumptions (C1), (C2), and (C3), the condition D(λ) ≥ 0 in (4.10) for λ to belong to σ s ess A is equivalent to
The polynomial on the right hand side is at most cubic in λ with leading coeffcient −p ∞ ; if p ∞ = 0, then the leading quadratic coefficient −(|b| 2 ) ∞ is negative; note that (|b| 2 ) ∞ = 0 since otherwise 1 π(·,λ) would not be bounded. ii), iii) If d ∞ = ±∞, then the relations (5.6), (5.7), and (5.8) imply that (5.9) has the form
The polynomial on the right hand side is at most quadratic in λ; more precisely, if 
the essential spectrum of every closed symmetric extension A of A 0 in (2.1) is given by
note that the points Λ 
The zeros of the quadratic polynomial in the numerator above are Λ 
where we have used that p ∞ > 0. A particular case of the example above is the block operator matrix
with constant coefficients, c ≡ 0, and
consists of one interval; otherwise, it consists of two intervals.
Matrix differential operators on (0, 1]
In this section we consider matrix differential operators defined on (0, 1] for which 0 is a singular end-point and which are symmetric in a product of weighted L 2 -spaces. Using a suitable transformation to the interval [0, ∞), we establish assumptions on the behaviour of the original coefficients in (0, 1] allowing us to prove an analogue of Theorem 4.3.
We consider the differential expressions
with coefficient functions p, q, b, c, d, and w 1 , w 2 , w := w 1 w 2 satisfying the following. 
In the Hilbert space , 1) , w) we consider the matrix differential operator (6.1)
Note that, with respect to the scalar product in L 2 ((0, 1), w), the differential expression defining A 0 is symmetric and those defining B 0 , C 0 are formally adjoint to each other.
Consider the first Schur complement of the matrix A 0 , which is formally given by the second order differential expression 
Assumption ( B)
( B3a) for some (and hence all) λ ∈ R \ { d 0 } there exists an x λ ∈ (0, 1) such that
the following limits exist and are finite:
exists and is finite.
Remark 6.1. Note that, as in Remark 3.6, it is sufficient to require in ( B3a) that the boundedness of the function
Remark 6.2. Assumptions ( B3a) and ( C1) imply ( B3b) (compare Remark 4.1).
In the following transformation of the matrix differential operator A 0 in (6.1), the function 
This, together with Assumption ( C1) and with
shows that W has a finite limit at ∞ and that (6.9) holds. Further, it is not difficult to check that Assumption ( C2) implies that also W ′ has a limit at ∞ and hence lim t→∞ W ′ (t) = 0.
Theorem 6.4. Suppose that Assumptions ( A), ( B), and ( C) are satisfied. Then the essential spectrum of every closed symmetric extension A of the operator
with ∆ given by (6.4) and ρ 0 (λ) and κ 0 (λ) defined as in (6.5).
The idea of the proof is to transform the space L 2 ((0, 1), w) unitarily onto the space L 2 (0, ∞) so that the corresponding transformed operator matrix has the form required in Theorem 4.3. To this end, we need the following lemma.
Lemma 6.5. Suppose that w ∈ C 2 ((0, 1]), w > 0, and define ψ ∈ C 2 ([0, ∞)) as (6.10) ψ(t) := e −t w(e −t ), t ∈ [0, ∞).
Then the operator
is unitary and, with W defined as in (6.6),
Proof. That U is unitary is easily seen from the relations w(x) = 1 x (ψ (− log x)) 2 , x ∈ (0, 1], and
The expressions for U d dx
are easy to verify since the inverse of U is given by
Proof of Theorem 6.4. Consider the block operator matrix
Because U is unitary, the essential spectra of arbitrary closed symmetric extensions A of A 0 and A of A 0 coincide,
It is not difficult to see that A 0 is of the form (2.1) with coefficient functions
and that, hence, the function ∆ defined in (3.6) has the form 
λ).
Lemma 6.5 with w = w 1 w 2 yields that
where, for t ∈ [0, ∞),
It is easy to see that the functions given by the formulas in (6.12) satisfy Assumptions (B3a), (B3b) due to Assumptions ( B3a), ( B3b), ( C1), ( C2), and Lemma 6.3. Moreover, Assumptions ( C1), ( C2), and Lemma 6.3 imply that the limits
exist and are finite; note that because of Lemma 4.2 (see also (6.8)) they are real. Therefore Theorem 4.3 applies to the transformed block operator matrix A 0 . The regular part of the essential spectrum can be read off immediately, using the relation ∆(x) = ∆(− log x), x ∈ (0, 1]:
In order to determine the singular part of the essential spectrum, we note that, by (6.12),
for t ∈ [0, ∞), x = e −t . By Lemma 6.3, we have lim t→∞ W (t) = Im ρ 0 (λ) − 1, lim t→∞ W ′ (t) = 0, and hence, by (6.5),
Therefore the condition (4.10) for a point λ to belong to σ s ess (A) takes the form
Remark 6.6. Singular matrix differential operators on (0, 1] were also considered in the papers [22] , [21] , but by a different method. There it is shown how to calculate the essential spectrum by means of a transformation to a canonical system, but no explicit characterization of the essential spectrum was given. Moreover, the assumptions used therein are not comparable to ours, as the following examples show. If we consider an operator matrix of the form (6.1) with w 1 ≡ w 2 ≡ 1 and coefficient functions On the other hand, for b(x) = x(log 2 x − 1), c(x) = 0 for x ∈ (0, 1] and the other coefficient functions as above, [21, Assumption (H)] is satisfied while ours are not since there does not exist a constant β for which assumption ( B2) holds.
Examples
In this section we show how our method simplifies the calculation of the essential spectrum of singular matrix differential operators by means of three examples which were studied before using different methods.
We begin with a problem which was studied in [5] (see also [6] ) and in [8] as a model in the linear stability theory of plasmas confined to a toroidal region in R 3 . Eliminating one variable by means of the S 1 -symmetry, one arrives at the following second order system of differential equations in the radial variable x and the angular variable ϕ on the cross section of the torus. 
with domains
where
given by
is symmetric and semi-bounded; hence it possesses a Friedrichs extension L F . Using Fourier series decomposition with respect to the second variable ϕ, the operator L 0 becomes a direct sum
Here the block operator matrices A 0,m in the weighted Hilbert space product L 2 ((0, 1), 1) ), have the form (6.1) with
Here w 1 = w 2 = w = 1, d 0 = +∞, and
for x ∈ (0, 1]. By elementary arguments it can be shown that, under the above assumptions on the coefficients, the two conditions
exists and is finite, are equivalent to Assumptions ( A), ( B), and ( C). To see that they are sufficient, we use L'Hôpital's rule which yields the existence of the limits
In particular, the first condition in (7.2) implies that ∆((0, 1]) is bounded and
Together with the smoothness assumptions on the coefficients and the conditions ρ(0) > 0, m(0) = 0, it is easy to see that Assumptions ( B2), ( B3a), and ( B3b) are satisfied and that ( C1) holds with
To see that the conditions (7.1) are also necessary, we note that ( B3a), ( B3b), and m(0) = 0 imply that (ρm − |β|
for x → 0+. In particular, the first condition in (7.1) holds and ∆((0, 1]) is bounded. Hence we can choose λ ∈ R \ ∆((0, 1]), λ = φ(0). Then the existence and finiteness of the limit κ 0 (λ) in ( C1) implies that the limit
exists. Together with ( C1) it follows that the limit
exists and is finite, and hence the second condition in (7.1) holds. Altogether, if (7.1) holds, we can apply Theorem 6.4 to calculate the singular part of the essential spectrum of any closed symmetric extension A of the operator A 0 . Observing that d 0 = +∞, we obtain that, for λ / ∈ ∆([0, ∞)),
since ρ(0) > 0, the first condition in ( Therefore the essential spectrum of every closed symmetric extension A of the operator A 0 in L 2 (0, 1) 2 is given by
note that, in fact, σ ess ( A) is just one interval since the end-point ∆ 0 of the second interval lies in the first interval. Finally, the essential spectrum of the next example was studied in [17] .
We consider the block operator matrix
for x ∈ (0, 1]. In a similar way as in Example 7.2, one can show that the conditions
exists and is finite Together with L'Hôpital's rule, we conclude that the limits
exist and are finite and that
Altogether, if (7.1) holds, we can apply Theorem 6.4 to calculate the singular part of the essential spectrum of any closed symmetric extension A of the operator A 0 . Observing that d 0 = +∞, we have, for λ / ∈ ∆([0, ∞)),
here, to prove the equivalence (7.4), we have multiplied the first inequality with . It is not difficult to see that (7.4) is equivalent to
Hence we obtain that, for every closed symmetric extension A of the operator
Remark 7.5. This result coincides with [17, Theorem 4.9] . Since there semibounded operator matrices are considered and hence quadratic forms can be used, only the weaker assumptions γ,
Remark 7.6. Another example of a semi-bounded operator matrix (2.1) on R (with p ≡ 1) was considered in [14] . Their assumptions are not comparable to ours; e.g. [14, (4. 2)] implies our assumption (B2), and [14, (4. 3)] requires that q has limit 0 at ∞, while we do not suppose q to have a limit at ∞ at all; on the other hand, we assume d to have a (possibly improper) limit at ∞, while in [14] the corresponding limit need not exist.
Application to a problem from astrophysics
In this section we apply our main result on the essential spectrum to a spectral problem arising in the stability analysis of spherically symmetric stellar equilibrium models which was studied in [2] .
For polytropic equilibrium models with constant adiabatic index near the centre and near the boundary of the star, the unperturbed part of the reduced spheroidal operator is a matrix differential operator in the radial variable r having the form
θ n (r) = 0 also at r = R. Since R > 1, Glazman's decomposition principle (2.6) yields that
where A (0,1) and A (1,R) are the minimal closed symmetric operators obtained when restricting A 0 to the intervals (0, 1) and (1, R), respectively. In order to determine the regular part of the essential spectrum of arbitrary closed symmetric extensions A 0 of A (0,1) and A R of A (1,R) , we can use Theorem 6.4. To this end, we first note that w 1 ≡ w 2 ≡ w ≡ 1 and the function ∆ defined in (6.4) is given by
Hence, by Theorem 6.4, the regular part of the essential spectrum is
In order to determine the singular part of the essential spectrum of A 0 , we note that, by (8.1), (8.3) and since Γ 1 (0) > 0,
This shows that Assumption ( B1) holds. From the special form of the coefficients p 2 , p 3 (corresponding to b, d, respectively, in Section 6), it is obvious that ( B2) is satisfied. Moreover, after some calculations one finds that the functions π(·, λ), ρ(·, λ), and κ(·, λ) defined in (6.2), (6.3) are of the form
with certain functions It is not difficult to see that (8.5), (8.6), (8.7) ensure that the functions π(r, λ), ρ(r, λ), and κ(r, λ) above satisfy Assumptions ( B3a), ( B3b), and ( C1) with
Assumption ( C2) is trivially satisfied since w 1 = w 2 = 1 and therefore w ′′ = (w 1 w 2 ) ′′ = 0. Thus all assumptions of Theorem 6.4 are satisfied for the operator A (0,1) . It follows that, for every closed symmetric extension A 0 of A (0,1) ,
which is impossible, and hence
In order to determine the essential spectrum σ s ess ( A R ) caused by the singularity at the boundary R of the star, more work is needed. We conjecture that it will turn out to be empty as well. However, our present method is not readily applicable since the coefficients of the Schur complement are not bounded at R because the first derivative of the Lane-Emden function θ = θ n does not vanish at R.
Appendix
Here we prove Proposition 2.3 on the adjoint of the matrix differential operator A 0 defined in (2.1). To this end we first prove a lemma which may be of independent interest. Proof. We have to show that the mapping in (9.1) is bounded on D(T ) or, equivalently, continuous in 0.
Without loss of generality we may assume that g i = 0, i ∈ {1, . . . , n}; zero elements g j may be omitted, and if all g j are zero there is nothing to prove. First we show that there exist linearly independent f 1 , . . . , f n ∈ D(T ) with (f i , g i ) = 0, i = 1, . . . , n. Indeed, there are f 1 , . . . , f n ∈ H with ( f i , g j ) = δ ij , i, j = 1, . . . , n. Since D(T ) is dense in H, we can choose f 1 , . . . , f n ∈ D(T ) such that f i − f i < 1/(n max j=1,...,n g j ), i = 1, . . . , n. Then |(f i , g i )| > 1 − 1/n and |(f i , g j )| < 1/n, i, j = 1, . . . , n, i = j. Hence the matrix φ n := (f i , g j ) n i,j=1
is strictly diagonally dominant, thus invertible, and so f 1 , . . . , f n are linearly independent. Proof of Proposition 2.3. The symmetry of A 0 is easy to check, and so is the inclusion "⊃" in (2.2): If y is in the set on the right-hand side of (2.2) and f ∈ D(A 0 ), then it is easily seen that (A 0 f, y) = (f, w) with w equal to the right-hand side of (2.3); hence y ∈ D(A * 0 ). In order to show the inclusion "⊂" in (2.2) and the equality (2.3), let y = ∞) ). In the following, let t 0 > 0 be arbitrary and consider f 1 , f 2 with compact support contained in (0, t 0 ), i.e. f 1 ∈ C 2 0 ((0, t 0 )), f 2 ∈ C 1 0 ((0, t 0 )). In particular, when f 2 = 0, (9.2) yields that (9.3) −(pf If we set f 1 = 0 in (9.5), we obtain (f 2 , by ′ 1 ) + (f 2 , cy 1 ) + (f 2 , dy 2 ) = (f 2 , w 2 ), f 2 ∈ C 1 0 ((0, t 0 )), which implies that w 2 = by ′ 1 + cy 1 + dy 2 on (0, t 0 ). Since t 0 > 0 was arbitrary and w 1 , w 2 ∈ L 2 (0, ∞) by assumption, it follows that y belongs to the set on the right-hand side of (2.2) and A * 0 y is equal to the right-hand side of (2.3).
It remains to be proved that the deficiency indices of A 0 are ≤ 2. Let λ ∈ C \ R and y = ∞) ) because λ ∈ C \ R. Plugging (9.8) into (9.6), we obtain that y 1 is a solution of the second order differential equation S(λ)y 1 = 0 where S(λ) is the Schur complement given by (3.4) . By [7, Theorem III.10.1] (see Remark 3.2) there are at most two linearly independent functions y 1 that satisfy S(λ)y 1 = 0. Since y 2 is uniquely determined by y 1 , it follows that dim ker(A * 0 − λ) ≤ 2.
