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Abstract
In this paper we study the structure of some special bases for the null space of the incidence matrix of
a graph. Recently it was shown that if G is a graph with no cut vertex, then G has a {−1, 0, 1}-basis. We
generalize this result showing that the statement remains valid for every graph with no cut edge. For the null
space of any bipartite graph, we construct a {−1, 0, 1}-basis. For any bipartite graph we obtain the support
sizes of all elements in the null space of its incidence matrix. Among other things, we prove that for a graph
G, there exists a {−1, 1}-vector for the null space of G if and only if the degree of any vertex of G is even
and G has an even number of edges.
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1. Introduction
Hazama’s paper [7] motivated us to revisit the problem of the null space of the incidence
matrices of graphs, a problem of the type we have previously considered [1,2,8,9]. We were able
to improve some of his results and also offer simple and intuitive proofs for some known results
in this subject. For instance, in [11] by an algebraic approach it is shown that the null space of
the incidence matrix of every graph has a basis whose elements have entries in {−2,−1, 0, 1, 2}.
Here we give a proof with a intuitive geometric flavor. In [7], the author shows that the null space
of the incidence matrix of any graph with no cut vertex has a basis whose elements have entries
in {−1, 0, 1}. Here we obtain the same result for every graph with no cut edge which clearly is a
stronger result. Furthermore, we characterize all graphs with such null spaces.
Throughout this paper all graphs are simple. Let G be a graph with vertex set V (G) and edge
set E(G). The incidence matrix of G, denoted by N is a (0, 1)-matrix whose rows are indexed
by the vertices of G and whose columns are indexed by the edges of G in which N(v, e) = 1 if
v and e are incident and N(v, e) = 0, otherwise, where v ∈ V (G) and e ∈ E(G). The null space
of N is denoted by ker(G).
An n-vector with entries in {−1, 0, 1} is called simple, and a basis of ker(G) with simple
elements is called simple basis. We call a basis for a vector space over R a standard basis if some
rearrangement of its elements has the form
[
T
I
]
, where I is an identity matrix. For any graph G,
a simple element in ker(G) is called minimal if it has two −1 and two +1. A basis for ker(G) all
of whose elements are minimal is called a minimal basis.
For any vector α = (α1, . . . , αn) ∈ Rn, we define supp(α) = {i|αi /= 0}. The value |supp(α)|
is called the support size of α. For any graph G, we define
supp(G) = {|supp(α)||α ∈ ker(G)}.
We denote the complete graph of order n and the complete bipartite graph of two parts of sizes
m and n by Kn and Km,n, respectively. A cycle (wheel) of order n denoted by Cn(Wn). A graph
G is called 2-edge connected (2-connected) if G has no cut-edge.
In [8] a simple basis for ker(Kn) has been presented. Also in [7] the existence of simple basis
for the null space of some families of graphs is presented.
2. Results
The goal of this paper is to find a simple basis for the null spaces of graphs which are in a
sense ‘sparse’. This in part provides easy handling of algebraic computations with these bases.
Remark 1. For any real number c, a c-edge magic labeling of a graph is an edge labeling in
which the sum of all labels incident to any vertex is c. Clearly every 0-edge magic labeling of
G corresponds to a vector in the null space of G. Conversely if α = (α1, . . . , αn) ∈ ker(G), and
we assign each edge ei the value αi , we obtain a 0-edge magic labeling for G. We call this edge-
labeling, an α-labeling for G. Clearly every cycle of even order has a 0-edge magic labeling,
obtained by assigning to the edges of an even cycle −1 and +1, alternatively. Note that if e is an
edge incident to a vertex of degree 1, then e should have value 0 in any 0-edge magic labeling.
Theorem 1. The null space of the incidence matrix of any bipartite graph has a standard simple
basis.
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Proof. Clearly it is sufficient to prove the theorem for connected graphs. Let G be a bipartite
graph of order n and size m and T be a spanning tree of G. Since G has no odd cycle, then
rank(N) = n − 1, where N denotes the incidence matrix of G whose columns are indexed in
such a way that the edges of T come first, (see [3, Exercise 7, p. 37]). We have |E(G) \ E(T )| =
m − n + 1. For any e /∈ E(T ), the graph T ∪ {e} has a unique even cycle C. Hence by Remark
1, there exists a simple vector αe ∈ ker(G) whose entry corresponding to e is non-zero and the
non-zero entries of αe are just corresponding to the edges of C. Now it is easily seen that the set
{αe|e ∈ E(G) \ E(T )} is a standard simple basis for ker(G), as desired. 
Theorem 2 below appears in [11]. Here we present a simple and more intuitive proof.
Theorem 2. For any graph G, there exists a standard basis for ker(G) where the entries of its
elements are in {−2,−1, 0, 1, 2}.
Proof. With no loss of generality, let G be a connected graph. Let G be a graph of order n
and size m. By Theorem 1, we may assume G is not bipartite, that is, G has at least one odd
cycle. Now consider a spanning subgraph H of G with n edges and exactly one odd cycle. We
consider an ordering for the edges of G in which the edges of H comes first. For any edge
e ∈ E(G) \ E(H),H ∪ {e} contains at least two cycles. If e is contained in an even cycle, then
there isα ∈ ker(G)whose component corresponding to e is non-zero. Otherwise,H ∪ {e} contains
two odd cycles joined by a path P , one of which contains e. Now assign 2 and −2 alternatively
to the edges of P and likewise assign 1 and −1 alternatively to the edges of each cycle provided
that the sum of the values of all edges incident to any vertex is zero, see Fig. 1.
Thus there is an αe ∈ ker(G) whose component corresponding to e is non-zero. We note that
if e′ /= e is an edge in E(G) \ E(H), then the entry of αe′ corresponding to e is zero. Now since
rank(N) = n (see [3, Exercise 7, p. 37]), and E(G) \ E(H) contains m − n edges, the proof is
complete. 
Corollary 1. For any graph G with incidence matrix N, there exists a labeling of the edges whose
reduced row-echelon form of N has entries in {−2,−1, 0, 1, 2}.
Proof. Let G be a graph of order n and size m. With no loss of generality, we assume that G is a
connected graph. If G is a bipartite graph, then assume that H is a spanning tree of G, otherwise
let H be a spanning subgraph of G with n edges and exactly one odd cycle. Now we consider an
ordering for the edges of G in which the edges of H comes first. By Theorem 2, ker(G) has a
standard basis,
[
T
I
]
where the elements of T come from {−2,−1, 0, 1, 2}. If G is a bipartite graph,
Fig. 1.
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then obviously the reduced row-echelon form of N will have the form
[
I S
0 0
]
and the columns
of
[
T
I
]
form a basis for its kernel. If G is not bipartite, then the reduced row-echelon form of N
will be of the form [I S] and the columns of
[
T
I
]
form a basis for its kernel. Clearly, S = −T
and the proof is complete. 
In [7] it has been shown that for any graph G with no cut vertex, ker(G) possesses a simple
basis. The next theorem is a stronger version of this result.
Theorem 3. Let G be a graph with no cut edge. Then ker(G) has a simple basis.
Proof. Continuing with the proof of Theorem 2, it suffices to show that every element of ker(G)
corresponding to two odd cycles joined with a path is a linear combination of two simple elements
of ker(G).
Let C and C′ be two odd cycles joined with a path P with values 2 and −2 alternatively
assigned to the edges of P and values 1 and −1 alternatively assigned to the edges of each cycle
such that the sum of labels of all edges incident to any vertex add up to zero. This gives us a vector
α ∈ ker(G).
Let {u} = V (P ) ∩ V (C) and {u′} = V (P ) ∩ V (C′). Since G has no cut edge, by [4, Corollary
5.8], there are two edge disjoint paths between u and u′. Thus there exist two vertices v and v′ on
C and C′, respectively, and a path P ′ between v and v′, such that P and P ′ are edge disjoint and
P ′ intersectsC andC′ exactly in v and v′, respectively. Note that u, u′, v and v′ are not necessarily
distinct. With no loss of generality, we may assume that the path between u and v on C (call it
Q) is of even length, since otherwise we can substitute Q with C \ Q. With the same argument
we can assume that the path between u′ and v′ on C′ (call it Q′) is even, see Fig. 2.
Now we consider two cases:
Case 1. Assume that l(P ) + l(P ′) is an even number, where l(P ) denotes the length of P . Con-
sider two subgraphs E1 = Q ∪ P ∪ Q′ ∪ P ′ and E2 = (C \ Q) ∪ P ∪ (C′ \ Q′) ∪ P ′. Since E1
is an eulerian graph with even length, we can assign to E1 a simple vector β ∈ ker(G) such that
its corresponding entries to P are alternatively −1 and +1 if they are −2 and 2 in α and for any
e ∈ E(G) \ E(E1), the entry corresponding to e is zero.
Similarly with the same procedure we assign to E2 a simple vector γ ∈ ker(G). Now we have
α = β + γ , as desired.
Case 2. Assume that l(P ) + l(P ′) is an odd number. In this case we consider two eulerian sub-
graphs E1 = (C \ Q) ∪ P ∪ P ′ ∪ Q′ and E2 = (C′ \ Q′) ∪ P ∪ P ′ ∪ Q and the same argument
as in Case 1 finishes the proof. 
Fig. 2.
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Fig. 3.
Corollary 2. If G is an eulerian graph, then ker(G) has a simple basis. In particular, for any
even r, the null space of every r-regular graph has a simple basis.
Remark 2. There are some r-regular graphs whose null spaces have no simple basis. Fig. 3 shows
one of them. This will follow from Theorem 5.
Theorem 4. For any graph G, there exists a {−1, 1}-vector in ker(G) if and only if the degree of
any vertex of G is even and G has an even number of edges.
Proof. With no loss of generality, we may assume that G is a connected graph. First we assume
that the number of edges and the degree of every vertex of G is even. The graph G is an eulerian
graph and if we assign 1 and −1 to its edges alternatively, then a {−1, 1}-vector in ker(G) can
be obtained. Now to show the necessary part of the statement, let α ∈ ker(G) and consider the
α-labeling of G. Let v be an arbitrary vertex of G. Let c(v), c+(v), c−(v) be the sum of all
values, all positive values, and all negative values of the edges incident to v, respectively. Since
c(v) is zero, c+(v) = c−(v) and so d(v) is even. The number of edges with label 1 is equal to∑
v∈V (G) c+(v)/2 and the number of edges with label −1 is
∑
v∈V (G) c−(v)/2. So G has an even
number of edges. 
Remark 3. Obviously every regular graph is a 1-design and conversely. In 1987, Hartman [6]
conjectured that every complete design t −
(
n, k,
(
n − t
k − t
))
can be partitioned into two t-designs
with the same parameters t −
(
n, k,
(
n − i
k − i
)/
2
)
if and only if
(
n − i
k − i
)
is even for any i, 0  i  t .
By Theorem 4, Hartman’s Conjecture is true for every 1-design provided that the number of
blocks is even and every element occurs evenly.
Theorem 5. The null space of the graph G has a simple basis if and only if for any cut edge e,
at least one of the components of G \ {e} is bipartite.
Proof. First we assume that ker(G) has a simple basis. Contrary to the statement of the theorem,
suppose that e is a cut edge and none of the components of G \ {e} is bipartite. This implies that
there are two odd cycles of G which are adjacent by a path containing e. Now since ker(G) has
a simple basis, there exists a simple vector in ker(G) whose component corresponding to e is
non-zero. By Theorem 4, the induced subgraph on the edges corresponding to non-zero entries is
an eulerian graph. But no eulerian graph can have a cut edge, hence a contradiction.
We prove the other direction of the theorem by induction on the number of cut edges of
G. If G has no cut edge, we apply Theorem 3. Now assume that e is a cut edge of G, and
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G1,G2 are two components of G \ {e}. After deleting e, if G1 is a bipartite graph and G2 is
not, then by [3, Exercise 7, p. 37], we have dim(ker(G1)) = m1 − n1 + 1 and dim(ker(G2)) =
m2 − n2, n = n1 + n2,m = m1 + m2 + 1, where m,m1,m2, and n, n1, n2 are the orders and
the sizes of G,G1,G2, respectively, and dim(ker(G)) = dim(ker(G1)) + dim(ker(G2)). Now
by the induction hypothesis, G1 and G2 have simple bases, and so does G. If both G1 and G2 are
bipartite, then by Theorem 1, there exists a simple basis for ker(G). 
Corollary 3. For any graph G of order n and of size m, there exists a basis for ker(G) containing
at least m − 2n + 1 simple vectors.
Proof. First we claim that there are at most n − 1 edges such that after deleting them, every
component of the resultant graph is 2-connected. To prove this we apply induction on m. If G
has no cut edge the assertion trivially is true. Let e be a cut edge of G. Suppose that G \ {e}
has two component G1 and G2 with orders n1 and n2 and sizes m1 and m2, respectively. By
induction hypothesis G1 has at most n1 − 1 edges such that after deleting them the components
of the resultant graph are 2-connected. A similar result remains true for G2. Thus we conclude that
there are at most n − 1 edges in G such that after deleting them, every component of the resultant
graph is 2-connected and thus the claim is proved. Now suppose that after deleting of n − 1 edges
of G, we are left with 2-connected components G1, . . . ,Gr of orders n1, . . . , nr and of sizes
m1, . . . , mr , respectively. Thus by Theorem 3, we have at least
∑
mi −∑ ni  m − 2n + 1
simple vectors in the null space of G. 
Theorem 6. (i) Let G be a connected graph with at least one odd cycle and ei ∈ E(G). If G \ {ei}
is bipartite, then the ith component of each vector in ker(G) is zero. (ii) Let G be a connected
graph with no cut edge. If there exists an index i such that the ith component of each vector in
ker(G) is zero, then G \ {ei} is a bipartite graph.
Proof. (i) Let G be a graph of order n and size m. With no loss of generality, we assume that
G \ {em} is bipartite. Thus by Theorem 1, ker(G \ {em}) has a simple basis of size m − n. Let
(a1, . . . , am−1) be an element of the simple basis, we extend this vector to (a1, . . . , am−1, 0). By
this procedure we obtain m − n independent vectors in ker(G), whose mth components are zero
and the result follows.
(ii) By the assumption, there is no even cycle containing ei . On the other hand, since G has no
cut edge, there is an odd cycle C1 containing ei . Now if G \ {ei} is not bipartite, then G contains
an odd cycle C2 such that ei /∈ E(C2). Two cases can be considered:
Case 1. Suppose that |V (C1) ∩ V (C2)|  1. Then we have two odd cycles which are joined by
a path and this implies that there is a vector in ker(G) whose ith component is non-zero.
Case 2. Suppose that |V (C1) ∩ V (C2)|  2. It is not hard to see that there exists a path P such
that ei ∈ E(P ), P and C2 have exactly two vertices in common and furthermore P and C2 are
edge disjoint. Now since C2 is an odd cycle, there exists an even cycle containing ei , which is a
contradiction. 
Lemma 1 [5, Problem 24]. Let F be an infinite field and V,W1, . . . ,Wn be F -vector spaces. If
V ⊆ ⋃ni=1 Wi, then V ⊆ Wj, for some j.
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Corollary 4. Let G be a graph of size m. If for any i, 1  i  m, there is an element αi ∈ ker(G),
such that i ∈ supp(αi), then m ∈ supp(G).
Proof. For any j, 1  j  m, let
Wj = {X ∈ ker(G)|j /∈ supp(X)}.
Clearly, Wj is a vector space. Now if ker(G) ⊆ ⋃mj=1 Wj , then by Lemma 1, there exists an index
t such that ker(G) ⊆ Wt , which is a contradiction. 
Theorem 7. Let G be a Hamiltonian graph of even order n and of size m. Then we have {n, n +
2, n + 3, . . . , m − 1} ⊆ supp(G).
Proof. Let C be a Hamilton cycle of G. First we assume that there exists at most an edge
e ∈ E(G) \ E(C) such that edge e divides C into two odd cycles.
Let e be such an edge. Now for anyL ⊆ E(G) \ (E(C) ∪ {e}), letHL = C ∪ L. By the assump-
tion, for any x ∈ E(HL), there is an element in ker(HL) whose entry corresponding to x is
non-zero. Now by Corollary 4, we have {n, n + 1, n + 2, n + 3, . . . , m − 1} ⊆ supp(G).
Thus we may assume that there are at least two edges e and e′ in E(G) \ E(C) dividingC into
two odd cycles. Clearly there exists an even cycle containing e and e′ and so there is an element in
ker(G) whose components corresponding to e and e′ are non-zero. Utilizing a similar argument as
before, using Corollary 4, we conclude that {n, n + 2, n + 3, . . . , m} ⊆ supp(G). This completes
the proof. 
Theorem 8. Let G be a bipartite graph. Then,
supp(G) = {|E(H)||H is a subgraph of G with no cut edge}.
Proof. Let j ∈ supp(G). There exists α ∈ ker(G) with support size j . Consider the induced
subgraph L corresponding to non-zero components of α. By Theorem 1, every edge of L is
contained in an even cycle. Therefore, L has no cut edge. Conversely, suppose that H is a subgraph
of G with no cut edge. Hence for any ei ∈ E(H), there exists an even cycle in H containing ei .
Thus there exists an αi ∈ ker(G) whose ith component is non-zero. Now by Corollary 4, it follows
that there is an α ∈ ker(G) such that |supp(α)| = |E(H)|. This completes the proof. 
Theorem 9. For natural numbers m and n, the complete bipartite graph Km,n has a minimal
basis.
Proof. Suppose that m  n and T is a spanning tree of Km,n formed by adding a matching of
size m − 1 to a star K1,n. Clearly for any e /∈ E(T ), T ∪ {e} has C4 as a subgraph which contains
e, as desired. 
Remark 4. Let H be a subgraph of G. Then clearly supp(H) ⊆ supp(G).
Theorem 10. (i) For any natural number n  4, supp(Kn) = {4, 6, 7, . . . , n(n − 1)/2}. (ii) For
natural numbers m, n  3, supp(Km,n) = {4, 6, 7, . . . , mn}, and supp(K2,n) = {2t |2  t  n},
(iii) For any natural number n, n  4, supp(Wn) = {4, 6, 7, . . . , 2n − 2}.
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Proof. (i) We obtain the result by induction on n. For n = 4 the argument is straightforward. By
induction hypothesis we have supp(Kn−1) = {4, 6, 7, . . . , (n − 1)(n − 2)/2}. For any i, i  2,
add a vertex and join it to i vertices of Kn−1. Clearly every edge of the resultant graph is contained
in a cycle with length 4. Now by Corollary 4, we find (n − 1)(n − 2)/2 + i ∈ supp(G). Now if
i = 1, then we add a vertex to Kn−1 and join it to two vertices and delete one edge of Kn−1 which
is adjacent to exactly one of these vertices. Obviously every edge of this graph is contained in a
cycle of length 4 and so (n − 1)(n − 2)/2 + 1 ∈ supp(G). Now by Remark 4, the result follows.
(ii) For the determination of supp(K2,n) assume that V1 = {x1, x2}, and V2 = {y1, . . . , yn} are
two parts of K2,n. Let α ∈ ker(K2,n) has support size r . Consider the induced subgraph on the
edges of K2,n corresponding to non-zero entries of α. If r is odd, then at least one vertex of this
subgraph in V2 should have degree 1. Hence by Remark 1, we obtain a contradiction. Therefore,
r must be even. Since for any even r , 4  r  2n, there exists an eulerian subgraph of K2,n with
r edges, by Theorem 4, we have r ∈ supp(K2,n).
Now suppose m  n  3. For K3,3 the assertion is trivial. Suppose m  4. We prove the
theorem by induction on m + n. Suppose the result is true for Kt,s , with t + s < m + n. Let
V1 = {x1, . . . , xm} and V2 = {y1, . . . , yn} be two parts of Km,n. By the induction hypothesis we
have
supp(Km−1,n) = {4, 6, . . . , mn − n}.
Now we construct an element in ker(Km,n) with support size mn − n + 1. Consider the graph
G = (Km−1,n \ x1y1) ∪ {xmy1, xmy2}. Since every edge of G appears in an even cycle, so by
Corollary 4, we have a vector in ker(G) with no zero entries and hence mn − n + 1 ∈ supp(G).
Now to construct the vectors of support sizes mn − n + 2,mn − n + 3, . . . , mn, it suffices to add
the edges of Km,n \ G to G one at a time, and apply Corollary 4.
(iii) Let E(Wn) = {v1vn−1, vivi+1, vivn, i = 1, . . . , n − 1}. Let m = 2k. For any k, 2  k 
n − 3 we construct an element in ker(Wn) with support size m. We consider the induced subgraph
on the vertices vn, v1, v2, . . . , vk+1 without edge vnv2 and denote it by H . Also for k = n − 2 and
k = n − 1, consider Wn \ {v1vn−1, v2vn} and Wn as H , respectively. The graph H is a subgraph of
Wn with 2k edges. Since every edge of H appears in a C4, by Corollary 4, we have m ∈ supp(Wn).
Now suppose that m = 2k + 1 is an odd integer greater than 5. Let L = H ∪ {vnv2}. Again
since every edge of L appears in a C4, by Corollary 4, we have m ∈ supp(Wn). 
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