ABSTRACT. The object of this paper is to provide an elementary treatment (involving no differential geometry) of Brownian motions of ellipsoids, and, in particular, of some remarkable results first obtained by Dynkin.
The object of this note is to present a strictly elementary account of Brownian motions of ellipsoids.
Throughout, we use d to signify the ItO differential, and 8 to signify the Stratonovich differential. Recall that if x and yare continuous semimartingales, then Relation (1.1) extends to matrix-valued semimartingales with the obvious componentwise interpretation.
2.
Let B be a process taking values in the set of all n x n matrices such that the components of B are independent Brownian motions on R. We construct a right-invariant Brownian motion G on the group GL( n) of invertible n x n matrices by solving (2.1)
G(O) = I,
where I is the identity n x n matrix. On taking the Stratonovich differential of the equation GG-l = I, we find that
The statement that G is a right-invariant Brownian motion means that for each u > 0, the process {G(t + u)G(u) -1: t ~ O} is identical in law to G and is independent of the process {G (r ): r ~ u}. Note that since 
The process G is therefore the flow associated with equation (3.1). Under the flow G, the points which at time 0 lie on the unit sphere will at time t lie on the ellipsoid
law, we shall for notational simplicity study the process
X is clearly a Markov process on the space of positive-definite symmetric matrices, or, equivalently, on the space of ellipsoids.
4. Define the 'companion' process (4.1)
We have (4.2) and though this is not autonomous in Y, it is even so true that
Y is a Markov process on the space of ellipsoids.
We prove this below. The process Y has no direct 'flow' interpretation. However, We label the eigenvalues Ai(t) of X{t) so that
and write A = {A{t)} for the process
It will be convenient to write
If for all t. 0
On differentiating P pT = I, one sees that processes M and N defined via
take values in the space of skew-symmetric matrices (the Lie algebra of O{n)).
6.
(6.1) (6.2) (6.3) (6.4) (6.5) (6.6)
We collect together various equations:
We now develop stochastic differential equations valid up to the time ~ of the first collision of eigenvalues of X (later to be proved to be infinite). We concentrate on the process X.
Since A = pT XP and ap = paM, we have
, where the important process B is defined via (6.8)
Because P is orthogonal, it is easy to deduce the result
0 otherwIse, from the corresponding result for B. Let § and A denote the symmetric and antisymmetric parts of E, and note that (6.1O)
If we make a 2n 2 x 2n 2 multiplication table for the 2n 2 'stochastic 1-forms' amongst the dSij and dAk1 , it follows from (6.9) that all products will be 0 except for the cases (6.11) (6.12)
From (6.7) we have, after some rearranging, (6.13) (6.14)
Note that since Ii = ~ log Ai, we may rewrite equations (6.13) and (6.14) as
7.
We now derive an autonomous ItO equation for the family of eigenvalues of X.
From (6.8) we obtain
Here, dW = pT(dB)P, so that W has independent Brownian components because of Levy's theorem and the results at (6.9), and F is a process of finite variation
From (6.13) and (6.9), it is immediate that
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Here is the complete description of the eigenvalue motion. 
where (f3i: 1 ::; i ::; n) are independent Brownian motions. Moreover,
We defer the proof of this Theorem until § §11-12 (though you can read it now if you wish) so that we can see what consequences the theorem has for the motion of the eigenvectors of X and those of Y.
8.
We see from equation (6.14) that Ai obtains its quadratic variation from that of the diagonal element Bii of B. Because there is no quadratic covariation between different components of iJ (see (6.9)) we see that in transforming (6.13) from its Stratonovich to its ItO form, there are no 'correction' terms. Thus
and by (7.2) we see that Mij is a local martingale.
The important point about the eigenvector motion of X is the following. Result (7.4) implies that for i < j,
It is now clear from (8.1) that in the long run, the orthonormal frame P of eigenvectors of X behaves very much like the solution P of 8P = P8L, where L is a process on the set of skew-symmetric matrices such that (Lij: i < j) are independent Brownian motions (as are the (Bij: i < j)). The motion P is canonical
2) ultimately, the behaviour of the orthonormal frame P of eigenvectors of X is just like Brownian motion on O(n).
9. The eigenvectors of Y behave very differently! (You may wish to refresh your memory of Y by rereading equations (6.1)-(6.6).) From (6.5) and (6.3), G = PAl/2QT = PQTyl/2. Hence (9.1)
Next, 
Note that, since aG = (aB)G, then
Hence, if Y f denotes the finite-variation part of Y, then where Dij = ajaYij and Yji = Yij.
Dynkin obtained Theorem B-or, more precisely, an analogue of it (see §13 below)-by studying the potential theory associated with 9 Y. An immediate consequence of Theorem B is that 9 Y has a rich family of positive harmonic functions. See Dynkin's paper for a deep study.
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LEMMA C. Suppose that A1, A2, ... ,An are distinct, and let
PROOF. Obtain 3(J by permuting i,j and k cyclically within the summation. 0 Recall that if 1i = ~ log Ai, then we can use Lemma C to show that ab) = -(n + l)n(n -1)/3. Hence, by equation
defines a continuous local martingale p up to the explosion time <; of p. Since p is therefore a time-transformation of Brownian motion, it follows that if <; < 00, then both of the following equalities hold:
But the latter possibility cannot occur because the eigenvalues are bounded on compact intervals. Hence <; = 00 (with probability 1), and the eigenvalues never collide.
12.
To finish the proof of Theorem A, we must prove the result (7.4), or equivalently that (12.1) lim CIT (t) = c· where c; = i -12 (n + 1).
Hoc t t1
We may rewrite equation (7.3) as
p<t p>t
It is therefore immediate to check that if we write
We have
For comparison purposes, introduce the solution J.Li of the equation
and (Ji has a continuous derivative. Let
Then, using (12.3), we see that 1i < 00 implies that ei (1i However, it is obvious from equation (7.3) that (12.6) limSUpC11'1(t) :::
The only way in which results (12.5) and (12.6) can be compatible is for result (12.1) to hold. All of the results announced up to this stage of the paper are now proved.
Brownian motions of ellipsoids of unit volume.
What Dynkin actually studied was the process analogous to Y on the space of ellipsoids of unit volume. Our results transfer to Brownian motions of ellipsoids of unit volume in a simple and natural way. We now list the main modifications which are necessary.
We replace the basic driving Brownian motion B by Then anew is a right-invariant Brownian motion on the group SL(n) of n x n matrices of determinant 1. The process ynew has the invariance property analogous to property (4.4) in which K is restricted to belong to SL( n). 
14.
The processes on symmetric matrices studied by Dyson [2] and McKean [4] may be handled in a similar way by exploiting the 'skew-product' representation into autonomous eigenvalue motion and eigenvector motion for which the natural clock depends on the eigenvalue process. This was done by one of us (D.W.) in an unpublished note.
Concluding remarks.
We came to write this paper because, having very little knowledge of differential geometry, we cannot understand the papers of Dynkin and Orihara. We therefore set ourselves two tasks: first, to try to formulate and to prove the results directly; and second, to try to learn the differential geometry. This paper represents part of our efforts at the first task, and we hope it will be of interest even to those who do know the geometry. We hope to extend the naive approach into other areas in a subsequent paper. We look forward to our second task, aware that it will be more difficult, but convinced by the splendid results obtained by Dynkin and Orihara that it will be worthwhile.
