Abstract: This paper * presents a toolsuite for rapid prototyping and implementation of real-time applications on Wireless Sensor Networks. The work is motivated by the need to use WSNs in industrial control contexts, where the sampling rate, the workload and much higher than typical current applications of WSNs, and the real-time constraints are much tighter. We present a simulator for early evaluation of the real-time behavior of a WSN application; and a real-time operating system that implement appropriate real-time scheduling policies to allow timing analysis and guarantee timing constraints. After presenting the structure and the characteristics of both tools, we show that the results of the simulation are in line with experimental results of the implementation of a simple but realistic network scenario. * This work has been supported in part by the EU Commission within the RI-MACS (Radically Innovative Mechatronics and Advanced Control Systems) project (NMP2-CT-2005-016938), and by the Italian Ministero dell'Università e della Ricerca within the ART DECO (Adaptive InfRasTructures for DECentralized Organizations) project (RBNE05C3AH 005).
INTRODUCTION
Many companies have recently started to consider the use of Wireless Sensor Networks (WSN) in industrial automation systems and process control (Bonivento et al., 2005; Shen and Sun, 2004; Aakvaag et al., 2005; Ota and Wright, 2006) . The most urging motivation is the need to reduce the amount of physical wires in a industrial plant. Reducing cables can significantly reduce the cost for building and maintaining the system. Moreover, with less cables it is easier to dynamically reconfigure the machines, and implement plug-andplay components. An example of research effort in this sense is the RI-MACS project (RIM, n.d.), whose goal is to increase reconfigurability and adaptiveness of industrial automation platforms by using WSNs in selected cases. In the context of RI-MACS, we are investigating the possibility to use WSNs for process control and configuration.
However, the requirements of these systems are substantially different from those of other domains of WSNs. In addition to requirements for increased robustness and fault tolerance, each node is expected to perform a substantial amount of computation in real-time. The rate at which data must be sampled is higher than typical WSNs application for environmental monitoring. For example, the sampling rate of a sensor can go up to hundreds of Hz. Also, many tasks may need to be executed concurrently. For example, we may have tasks for data filtering, actuation, diagnosis, logging, communication, etc. In practice, the computational load on each node (in terms of amount of processing time needed by the application tasks) may become relevant. In addition, such applications exhibit real-time constraints, sometimes hard real-time ones. Many activities, like sampling and actuation, must be triggered periodically and executed with bounded response time, and late sensor messages may not be considered acceptable, otherwise the system may not work properly.
Unfortunately, the use of proper real-time mechanisms in WSNs has not been deeply investigated until now. While few real-time Operating Systems have been proposed in the research literature and in the commercial market, TinyOS (TOS, n.d Another problem concerns the lack of proper simulation tools. Simulation plays an important role both for research and for industrial practice. In academic research, simulation is a fundamental tool to compare different algorithms and protocols, and to assess the performance of proposed solutions on complex realistic settings. In industrial design, it is important to simulate the system before deployment for early assessment of performance, for system dimensioning, and to identify potential bottlenecks and problems.
In WSNs, it is certainly possible to find simulation tools for network protocols, and simulation tools for the operating system schedulers. However, to the best of the authors' knowledge, prior to our work no existing tool was able to model and simulate, not only the functional but also the temporal behavior, both at the network level and at the CPU level.
Contributions of this paper
In this paper we propose a set of tools for rapid prototyping and assessment of real-time WSN applications. The suite consists of two complementary software tools: a simulator for early estimation of the timing performance of a distributed application, and a real-time operating system for proper run-time support.
The RTNS simulator is a combination of the popular NS-2 tool (NS2, n.d.) for network protocol simulation, and of RTSim (RTS, n.d.) for real-time OS (RTOS) simulation. Thanks to our simulator, it is possible to model the real-time tasks running on each node, with their priority, execution time, and a high-level pseudo-code modeling their functional behavior, and the network protocol used for communication between nodes. In this way, it is possible to model end-to-end activities, and measure the delay in transferring data from sensor to destination.
The second tool is the ERIKA (Embedded RealtIme Kernel Architecture) RTOS, provided by Evidence S.r.l. (ERI, n.d.) . Its modular structure allows to quickly and efficiently implement a realtime application on a sensor node board.
In this paper we report early experiments on a simple case study that shows the possibilities offered by our tool suite, and demonstrate the correspondence between simulation setting and real measurement on the hardware platform.
The paper is organized as follows. In Section 2 we present the state of the art on simulation tools and RTOSs. In Section 3 we briefly introduce the IEEE 802.15.4 standard and describe its implementation in the simulator and in the RTOS. In Sections 4 and 5 we depict the testing scenario for simulator and real hardware. In Section 6 we comment the obtained results and in Section 7 we report our conclusions.
STATE OF THE ART
In what follows we list the most popular wireless network and OS simulation packages, and motivate our choice for the simulation suite. A more complete survey can be found in (C. Basaran et al., 2006) .
Then, we present the state of the art on RTOS running on the platforms adopted in WSNs, and motivate our choices.
Simulation tools
Several general purpose network simulators exist on the market; for brevity here we can only mention some of them: OPNET (Optimized Network Engineering Tools) (opn, n.d.), GloMoSim (Global Mobile Information Systems Simulation Library) (GLO, n.d.), OMNeT++ (omn, n.d.), and J-Sim (JSM, n.d.).
In the world of control systems, TrueTime (Cervin et al., 2007 ) is a popular Matlab/ Simulink-based simulator; it facilitates co-simulation of controller task execution in real-time kernels, network transmissions, and continuous plant dynamics. The tool shares some of the issues addressed by RTNS but it is featured for control systems and has a naive model of the network (including Wireless Personal Area Networks, WPAN).
A different role is played by the TOSSIM simulator, coming along with the TinyOS Operating System. It compiles directly from TinyOS code using a special target in the Makefile. The simulation runs natively on a desktop or laptop. The simulator is capable to simulate thousands of nodes simultaneously. Every mote in a simulation runs the same TinyOS image. However, TOSSIM can be seen more as debuggers or emulators, rather than simulators.
The validity of these packages as well as of others not even mentioned in this paper is doubtless; anyhow a share ranging from 40% to 70% (Henderson, 2006) (depending on the network layer) of the existing simulations in the world are run through the NS-2 package which plays the role of a "de facto" standard. The back-end (i.e. the skeleton classes) of the package is written in C++, whereas OTcl scripting language plays the role of front-end to ease the generation of network scenarios and activities. The transmission is simulated at the packet level and the propagation models are built in the package.
In the Operating System area, there is not such a widely used simulation package as NS-2. Rather, it looks like every research group uses its own home-made simulator. Generally, such packages are difficult to re-use in different contexts.
RTSim (Palopoli, L. et al., 2002 ) is a software package written in C++ for the simulation of real-time Operating Systems, available as open source (RTS, n.d.). It includes support for many real-time scheduling policies and typical real-time task models (i.e. periodic and event-driven tasks, and interrupt handlers).
We selected NS-2 and RTSim as the simulation engines for the network protocols and for the realtime operating system simulation, respectively. By combining together NS-2 and RTSim we obtained the Real-Time Network Simulator (RTNS) that allows to simulate the networking aspects via NS-2 as well as the real-time Operating Systems aspects via RTSim.
Both RTSim and NS-2 are discrete-event based simulators. We decided to keep NS-2 event scheduler as the main engine, and make the RTSim engine as its sub-engine. We defined a special event in NS-2, called the rtsim event that takes care of processing all events of RTSim that happen at a single point in time as shown in Figure 1 .
Whenever an object of RTSim posts an event in the Metasim event queue at simulation time t, the rtsim event is posted in the NS-2 global event queue at the same simulation time t. When this event expires, the corresponding event handler processes all events that have triggering time t in the Metasim queue. In this way, we keep the logical simulation time of NS-2 synchronized with the logical simulation time of RTSim.
In NS-2, protocols are named Agents: any class that implements a protocol has to extend the Agent class. Instances of an agent class are the endpoints of wired and wireless connections. They are identified by INET address and port and are the lowest layer able to pack and inject messages into the network. Application code is modeled by the Application class. Applications use agents to send and receive messages.
To simulate the behavior of the Operating System running on a node, we constructed an NS-2 Application called RT-App abstracting all the features of a Real-Time Kernel.
RTOS
WSNs are nowadays deployed in academic and industrial environments. The very limited set of resources available in the selected platforms, and the diversified domains of WSN applications, require the Operating System responds to some prerequisites:
• it must have a minimum footprint to fit the limited RAM capacity (of the order of few KB); • it must have a tunable scheduling algorithm to handle the execution of the tasks; • it must provide the user an application interface.
Many WSNs are deployed making use of AVR 5-based (ATM, n.d.) sensor boards. To the best of the authors knowledge, in so far only a few Operating Systems have been ported to AVR 5 architecture; namely Nano-RK, TinyOS and recently ERIKA (Romano, 2006) .
The latter, commercialized by Evidence S.r.l., consists of a single and multi-processor real-time operating system kernel implementing a collection of APIs similar to those of the OSEK/VDX (Ose, 2001 ) standard for automotive embedded controllers. It implements a shared memory model for a layered architecture composed by a substrate Kernel acting on a Hardware Abstraction Layer (HAL) dependent on the specific platform. A set of software modules implement the task management and a scheduling policy based on fixed priority algorithm. Assigning a flat priority to each task, the scheduling algorithm reduces to FCFS (as for TinyOS 1.x).
The main features of ERIKA Enterprise are summarized in the following points:
• fixed priority scheduling, with support for Immediate Priority Ceiling (Baker, 1991) and Preemption Thresholds (Wang and Saksena, 1999; Saksena and Wang, 2000) on single CPU systems; • minimal footprint in terms of RAM (about 3 KBytes), partially dependent on the hardware platform and the adopted configuration.
These considerations let us select ERIKA for our rapid prototyping suite.
WPAN IMPLEMENTATION
In this section, we first describe briefly the IEEE 802.15.4 standard protocol for WSNs. Then, we present the software constructs used to simulate and operate a CBR traffic-based distributed application in a simple star topology.
The IEEE 802.15.4 standard
The most popular protocol for MAC and Physical layers for communications in WPAN is IEEE 802.15.4. It has been standardized by IEEE in year 2003 and provides an easy-to-implement, low cost, energy aware suite of protocols for short range and low rate communications.
It comprises:
• diversified topologies ranging from simple star to multi-hop scenarios as trees and connected clusters; • two profiles of nodes (Reduced and Full Functional Devices), depending on their resource sets; • two types of nodes (Coordinators and Devices) dependent on the role they play in the network;
• pure CSMA/CA or beacon structured communication frame as shown in Figure 2 ; • different frame formats depending on the communication subject. The IEEE 802.15.4 MAC layer contains in turn two substructures: network specific requests (e.g. for address association) are managed by the MAC Layer Management Entity (MLME), whereas data transfer go through the MAC Common Part Service (MCPS).
The MLME is responsible for maintaining a database of managed objects (e.g. the device addresses) pertaining to the MAC layer. This database is referred to as the MAC layer PAN Information Base (PIB). The MLME also has access to MCPS services for data transport.
Following the information flow as depicted in Figure 3 , the device initiating the communication starts formatting a MAC data request that is subsequently converted into a sequence of "Data Frames" transmitted to the recipient node. The event generated at the reception on the latter side triggers an indication message and eventually generate an "Acknowledgment Frame". When the initiating MAC device receives it, a confirm message is sent to the higher layers. The message exchange related to data transfer is depicted specifying the MAC layer primitives which are invoked at the originator and recipient sides. 
In the simulator: messaging constructs in RTNS
We now describe how we modeled a WSN topology in the RTNS simulator.
Whenever it is requested from the TCL script, the simulator creates an instance of RT-App which is attached to an NS-2 Agent (RT-Agent) to send and receive data packets. The RT-App creates aperiodic tasks for "Send", "Receive", and for "Routing" purposes (last not being relevant for single hop scenarios as the one analyzed in this paper) and schedules them adopting one of the policies implemented in RTSim (as FCFS, EDF, FP, etc.).
These tasks get blocked as soon as they are spawned and remain in the block state waiting for an event corresponding to send or receive of a data packet. Whenever they are activated by means of external interrupts they enter the ready queue together with already existing computational (dummy) tasks introduced to create a tunable load within the CPU. The Operating System puts these tasks into the Running status following the adopted scheduling policy selected at the time when RT-App is instantiated.
Because of the adopted scheduling algorithm, the tasks can be delayed by some time from the activation. In case of a priority-based scheduler the preemption of the CPU depends on the difference in priority between the running task and the one which has been suddenly activated. In a scheduler based on activation times, the tasks are queued up and executed in FCFS order. In the latter case, the user is not asked to specify a priority and the delays are strongly dependent on the load of the node.
In our case studies, we will adopt FP scheduling and assign to network tasks (Send and Receive) higher priority with respect to the others. This solution works only as matter of example (of a case limit) since in the real world there may be computational tasks more important than networking and a finer tuning to set the priorities is required.
In real hardware: ERIKA net architecture
We now describe the architecture of the real-time application in the ERIKA RTOS.
To implement the Network Stack substrate we adapted the libraries provided by Atmel (ATM, n.d.) and compliant with the IEEE 802.15.4 standard. The Atmel set of functions, organized as a network library, have been linked to ERIKA core.
In ERIKA, we used conditional compilation to customize the cases of ordinary devices and PAN coordinator. Specifically we provided the body for the callback functions involved in message receive and provide an API to handle the send.
The network initialization is organized by means of an aperiodic task: on the coordinator side, such a task establishes a new network, sets the communication mode (peer-to-peer or beacon mode, single or multiple cluster, etc.), and runs the negotiation for device association (until the devices are registered in the PIB); on the device side, the task activity goes through the association negotiation stage, ending when the device is registered in the PIB.
A tunable computational activity is obtained by means of a periodic task with fixed Period (T) and tunable Execution Time (ET). The ET variations are avoided excluding conditional branches from the task body. The implementation details will be given in Section 5 .
Following the fixed priority scheduling policy implemented in ERIKA and described in Section 2.2, the concurrent execution of computational and network tasks is dependent on the priority assigned at configuration time to each of them.
In Figure 4 we sketched the CPU occupation flow at the reception of a packet for the case of flat priorities (mimic FCFS scheduling policy) and assigning to the receive task (τ R ) a priority higher than to the computational task (τ ).
Actually the receive task is embedded in the body of the single thread taking care of every MAC activity as coming from Atmel implementation of IEEE 802.15.4 standard.
Making use of a timer it's possible to trace the OS-induced delay from the arrival of the interrupt notifying the reception of a data packet to the end of the ET of the task in charge of receiving the data (the MCPS-DATA indication function shown in Figure 3 ).
SIMULATION ACTIVITY
We refer to simulation results (essentially similar to those of (Pagano et al., 2007) ) obtained in a simplified WSN where we turned off all the effects which might give rise to disturbance comparable with the OS induced delay: 4 nodes at the edges of a square periodically send messages to a single destination located in the center of mass as in Figure 5 . Moreover:
• the network has been simulated as a single cluster where all nodes can be connected through single hop routes (no ad hoc routing); • the nodes can hear each other as results from setting the power thresholds in carrier sense according to the maximum distance between them; this avoids the problem of collisions with hidden terminals; • the wave propagation model is the TwoRayGround embedded in NS-2; • all the nodes are aware of the INET coordinates of the sink.
For Physical and MAC OSI layers we used the NS-2 implementation of IEEE 802.15.4 standard as a black box. The MAC is operated in pure CSMA/CA mode (i.e. without beacons); the sink played the role of PAN coordinator as well.
In order to simulate the kernel activity under different conditions, an API has been written to permit the creation of a periodic task causing a given system load. Modules implementing FCFS and FP scheduling policies have been tested with defined network activity. We specifically evaluated end to end messaging delay in receive as function of the CPU utilization factor, letting it vary from 0 to 1.
EXPERIMENTAL SETUP
In our set-up we used the Atmel STK-500/501 development board equipped with Atmega 128 CPU platform and AT86RF230 2.4 GHz transceiver.
We program the micro-controller through a JTag ICE mkII debugger making use of the facilities offered by the AVR-STUDIO IDE. Fig. 6 . The experimental setup used for real hardware testing.
We want to measure the OS-induced delays in packet reception in an experimental setup matching the one presented in Section 4. The resulting real hardware network is depicted in Figure 6 .
Four clients generate CBR traffic towards the WPAN coordinator at 15 Hz rate; the latter is connected to a PC through a serial line. On the PC a server is running the Data AcQuisition (DAQ).
In the initiating devices, two tasks are managed by ERIKA in FP: the net task taking care of the operations related to the Network Stack and the send task (with maximum priority) assuring a coherent trigger of periodic transmissions.
In the recipient device, we modeled the activity of the WPAN coordinator with two tasks managed either using FCFS or FP: the net task and the load task modeling the computational activity.
In the Atmega 128 microcontroller, the hardware interrupts raisen by the AT86RF230 transceiver are mapped to the entry 11 of the interrupt vector. The Interrupt Service Routine (ISR) installed at that address in memory is the one of the Physical layer of the network library. The micro-controller executes such code at the arrival of a data frame.
For the recipient node, we modified the ISR introducing some lines of code to get the packet arrival time. Whenever the net task goes into execution, it receives the packet, calculates the delay induced by the OS activity, merge these information into a message sent to the serial line by means of the Universal Asynchronous Receiver/Transmitter (UART).
As already mentioned, the computational activity task is modeled by the load task; it's periodic (activated every 70 ms) and is tuned keeping fixed the period (T) and varying the Execution Time (ET). Variations in ET are obtained enlarging or reducing the body code of the thread.
Assuming a limited impact of the net (for to the limited number of nodes and the absence of transmissions triggered by the application layer) task, a good estimator for the Utilization Factor is:
The delay is measured through a hardware timer whose values are taken at the arrival of a data frame during the immediate execution of the ISR and at the end of the MAC call-back function ending the receive procedure.
During the communication between the nodes, the DAQ is taking trace of the incoming messages in a file-oriented fashion where each file is related to a specific load and priority setting for the tasks in the recipient node.
6. DATA ANALYSIS
Simulated data
We collected simulated data as in the example shown for the receive task within the sink in Figure 7 . The figure refers to a node adopting FCFS scheduling policy and having Utilization Factor (U) equal to 0.7: the delay in reception is plotted as a function of the transmission number. The global delay and the components coming from the 4 transmitting nodes are in the same figure.
The average value is usually small (at moderate load) and refers to the arrival of the packet during the execution of the net task.
The peaks refer to the arrivals of data packets immediately after the activation of the load task.
Having set the CBR interval to 70 ms (slightly more than 65 ms, period of the load task), the packet arrival intersect the load task later and later thus being delayed less and less.
We let U vary from 0 (empty body of the load thread) to 1 (ET load = T load ). At every value of U we performed 10 runs (different in the simulation seeds) composed by 500 messages.
In Figure 8 the maximum delay (quoted in seconds) is shown as a function of U. A linear dependence of the delay on the load adopting the FCFS module is observed. As expected the delay is insensitive to the load in case of FP. 
Real hardware data
We used the real hardware setup described in Section 5. Intervening on the load task ET we did a scan in the Utilization Factor ranging from 0 to 1 getting the maximum delay observed in data exchange.
The trends of the delays for the cases of FCFS and FP scheduling policies are conform to the simulated data.
The results in Figure 9 show that FCFS is inadequate to medium-high computational activity whenever the network is required to provide certain parameters of QoS.
CONCLUSIONS AND OUTLOOK
A rapid prototyping suite composed by the RTNS simulation package and the ERIKA RTOS has been proposed. This tool has been tested for developing a simple but realistic distributed real-time application and the matching between experimental and simulated data has been shown proving the validity of the proposed solution.
Moreover, we envision to propose new CPU demanding distributed protocols (like those for We would like to thank Fabio Checconi for his invaluable support in hardware and software.
