In this paper, we propose a convolutional neural network-based method to automatically retrieve missing or noisy cardiac acquisition plane information from magnetic resonance imaging (MRI) and predict the five most common cardiac views. We fine-tune a convolutional neural network (CNN) initially trained on a large natural image recognition data-set (Imagenet ILSVRC2012) and transfer the learnt feature representations to cardiac view recognition. We contrast this approach with a previously introduced method using classification forests and an augmented set of image miniatures, with prediction using off the shelf CNN features, and with CNNs learnt from scratch.
Introduction
Instead of the commonly used body planes (coronal, axial and sagital), the cardiac MR images are usually acquired along several oblique directions aligned with the structures of the heart. Imaging in these standard cardiac planes ensures efficient coverage of relevant cardiac territories and enables comparisons across modalities, thus enhancing patient care and cardiovascular research. Optimal cardiac planes depend on global positioning of the heart in the thorax. This is more vertical in young individuals and more diaphragmatic in elderly.
Automatic recognition of this metadata is essential to appropriately select image processing algorithms, to group-related slices into volumetric image stacks, to enable filtering of cases for a clinical study based on presence of particular views, to help with interpretation and visualisation by showing the most relevant acquisition planes, and in content-based image retrieval for automatic description generation. Although this orientation information is sometimes encoded within two DICOM image tags -Series Description (0008,103E) and Protocol Name (0018,1030), it is not standardised, operator errors are frequently present, or this information is completely missing. Searching through large databases to manually cherrypick relevant views from the collections is therefore tedious. The main challenge for an image content-based automated cardiac plane recognition method is the variability of the thoracic cavity appearance. Different parts of organs can be visible even across the same acquisition planes between different patients. An excellent introduction to standard MR cardiac acquisition planes can be found in Taylor and Bogaert (2012) . These planes are often categorised into two groups -the short and the long axis planes. In this paper, we learn to predict the five most commonly used cardiac planes acquired with steady-state free precession (SSFP) acquisition sequences. These are the short axis, 2-, 3-and 4-chamber and left ventricular outflow tract views. These five labels are the target of our learning algorithm. See Figure 1 for a visual overview.
Cardiac acquisition planes
The left ventricular short axis slices (Figure 1(a) ) are parallel to the mitral valve ring. These are acquired regularly spaced from the cardiac base to the apex of the heart, often as a cine 3D+t stack. These views are excellent for reproducible volumetric measurements or radial cardiac motion analysis, but their use is limited in atrio-ventricular interplay or valvular disease study.
The long axis acquisition planes include the 2-chamber, 3-chamber, and 4-chamber views (Figures 1(b) to 1(d)). These planes are used to visualise different regions of the left atrium, mitral valve apparatus and the left ventricle. The 3-chamber and left ventricular outflow tract (also known as the coronal oblique view) ( fig. 1(e) ) views provide visualisation of the aortic root from two orthogonal planes. The 4-chamber view enables visualisation of the tricuspid valve and right atrium.
Previous work
The previous work on cardiac view recognition has been concentrated mainly on real-time recognition of cardiac planes for echography (Otey, Bi, et al. 2006; Beymer and Syeda-Mahmood 2008) . There exists some work on magnetic resonance (Zhou, Peng and Zhou 2012; Margeta, Criminisi, et al. 2014; Shaker, Wael, et al. 2014) . These methods use dynamic active shape models (Beymer and Syeda-Mahmood 2008) , require to train part detectors or landmark detectors (Zhou, Peng and Zhou 2012) . Therefore, any new view will require these extra annotations to be made. Otey, Bi, et al. (2006) avoid this limitation by training an ultrasound cardiac view classifier using gradient-based image features. Margeta, Criminisi, et al. (2014) trained classification forests to predict the cardiac planes directly from cardiac MR image miniatures. Shaker, Wael, et al. (2014) recently proposed a technique based on autoencoders. They learn image representations in an unsupervised fashion and use this representation to distinguish between two cardiac views. We will later show that our proposed method reaches a very favourable performance and surpasses the previously introduced Margeta, Criminisi, et al. (2014) . We report the results on an open cardiac data-set which simplifies direct comparison of these different techniques in the future.
The state of the art in image recognition has been heavily influenced by the seminal works of and Ciresan, Meier and Schmidhuber (2012) using convolutional neural networks (CNNs). trained a large (60 million parameters) CNN on a massive data-set consisting of 1,2 million images and 1000 classes Russakovsky, Deng, et al. (2014) .
They employed two major improvements: Rectified linear unit nonlinearity to improve convergence, and Dropout (Hinton, Srivastava, et al. 2012) . The Dropout means that during the training phase the output of each hidden neuron is dropped out (set to 0) with a certain probability p. The dropped out neurons do not contribute to the forward pass and are skipped in the back-propagation. For every training, batch a different set of neurons is dropped out i.e. a different network architecture is sampled. At test time, however, all neurons are used and their output responses are multiplied by 1 − p to compensate for the architecture difference. Hinton, Srivastava, et al. (2012) showed that this strategy helps to reduce complex coadaptations of the neurons (as neurons learn not to rely on single neuron responses from the preceding layer) and to reduce overfitting.
Training a large network from scratch without a large number of samples still remains a challenging problem. A trained CNN can be adapted to a new domain by reusing already trained hidden layers of the network, though. It has been shown, for example, by Razavian, Azizpour, et al. (2014) that the classification layer of the neural net can be stripped, and the hidden layers can serve as excellent image descriptors for a variety of computer vision tasks (such as for photography style recognition by (Karayev, Trentacoste, et al. 2013) ). Alternatively, the prediction layer model can be replaced by a new one and the network parameters can be fine-tuned through backpropagation. In this paper, we consider all of these approaches (training a network from scratch, reusing a hidden layer features from a network trained on another problem, and fine-tuning of a pretrained network) for using a CNN in cardiac view recognition and compare it with with the prior methods based on random forests using pixel intensities from image miniatures or image plane normal vectors as features.
Paper structure
In this paper, we compare the three groups of methods for automatic cardiac acquisition plane recognition. The first one is based on DICOM meta-information, and the other two completely ignore the DICOM tags and learn to recognise cardiac views directly from image intensities. In Section 2.1, we first present the recognition method using DICOM-derived features (the image plane orientation vectors). Here, we train a random forest classifier using these three-dimensional feature vectors. We recall (Section 2.2) the previously presented random forest-based method (Margeta, Criminisi, et al. 2014) . The newly proposed third path using convolutional neural networks is described in Section 2.3. The later two learn to recognise cardiac views from image content without using any DICOM meta information. In Section 3, we compare these approaches. Finally, in Section 4 we present and discuss our results.
Contributions
The main contribution of our paper is that a good cardiac view recogniser (reaching state of the art performance) can be efficiently trained end-to-end without designing features using a convolutional neural network. This is possible by fine-tuning parameters of a network previously trained for a large-scale image recognition problem.
• We achieve state of the art performance in cardiac view recognition by learning an end-to-end system from raw image intensities using CNNs.
• This is one of the first papers to demonstrate the value of features extracted from medical images using CNNs trained on a large-scale visual object recognition data-set.
• We show that fine-tuning weights of CNN pretrained on an object recognition data-set is a good strategy that helps to improve performance and speed up the network training.
• We show that the CNNs can be applied to smaller data-sets (a common problem in medical imaging), thanks to careful network initialisation and data-set augmentation.
Methods
A ground truth target label (2CH, 3CH, 4CH, LVOT or SAX) was assigned to each image in our training set by an expert in cardiac imaging. We use it only in the training phase as a target to train and to validate the view recognisers. At the testing phase, we will predict this label from the features. In the paper, we compare two types of methods. The first one is using threedimensional feature vectors (image plane normal vector) computed from the DICOM orientation tag (Section 2.1) and a random forest classifier which is trained to predict cardiac views using this vector. Algorithms in the second group learn to predict the target labels from the image content (pixel intensities) directly without the need for DICOM tags. This group includes the random forest classifier with image miniatures (Section 2.2) and all convolutional neural network approaches (Section 2.3). Apart from the view label linked to each image in the training set, no other information is necessary to train the classification models. To increase the number of the training samples (for image content-based algorithms), we augment the data-set with small label preserving transformations such as image translations, rotations, and scale changes. See Section 2.2.2 for more details.
Using DICOM Meta-information: Plane normal + Forest
Figure 2. DICOM plane normals for different cardiac views (Margeta, Criminisi, et al. 2014 ). In our data-set distinct clusters can be observed (best viewed in colour). Nevertheless the separation might not be the case for a more diverse collection of images. Moreover, as we cannot always rely on the presence of this tag, so an imagecontent-based recogniser is necessary.
Both Zhou, Peng and Zhou (2012) and Margeta, Criminisi, et al. (2014) showed that where the DICOM orientation (0020,0037) tag is present we can use it to predict the cardiac image acqui-
This method uses feature vectors computed from the DICOM orientation tag and cannot be used in the absence of this tag. This happens, for example, after DICOM tag removal after an incorrectly configured anonymisation procedure, when parsing images from clinical journals or using other image formats. In these cases, we have to rely on recognition methods using exclusively the image content. In the next two sections, we present two such methods. One that is based on previous work using decision forests and image miniatures (Margeta, Criminisi, et al. 2014) and the other one is a new approach using convolutional neural networks. We learn to predict the cardiac views from 2D image slices individually, rather than using 2D + t, 3D or 3D + t volumes. This decision makes our methods more flexible and applicable also to view recognition scenarios when only 2D images are present, e.g. when parsing clinical journals or images from the web.
View recognition from image miniatures: Miniatures + forest
This simple method (Margeta, Criminisi, et al. 2014 ) was posed as a standard image recognition framework where features are extracted from the images and are fed to a classifier (Figure 3 ), in this case a classification forest. Classification forest (Breiman 1999 ) is an ensemble learning method that constructs a set of randomised binary decision trees. Its advantage is computational efficiency Figure 3 . Classification forest pipeline for view recognition from image miniatures (Margeta, Criminisi, et al. 2014) . Discriminative pixels from image miniatures are chosen from a random pool as features for a classification forest. The training data-set is augmented to improve robustness to the differences in the acquisitions without the need for extra data and labels.
and automatic selection of relevant features. At training time, the tree structure is optimised by recursively partitioning the data points into the left or the right branches such that points having the same label are grouped together and points with different labels are put apart. Each node of the tree sees only a random subset of the feature set and greedily picks the single most discriminative feature. This helps to make the trees in the forest different from each other and leads to better generalisation. At test time, features chosen at the training stage are extracted and the images are passed through the trees and reach a set of leaves. Class distributions of all reached leaves are averaged across the forest and the most probable label is selected as the image view. See Criminisi, Shotton and Konukoglu (2011) for a detailed discussion on decision forests.
Using image miniatures
LVOT SAX Figure 4 . Averages of the DETERMINE data-set for each cardiac view after cropping the central square. A reasonable alignment of cardiac structures can be observed in the data-set. The cardiac cavities and main thoracic structures can be seen.
The radiological images are mostly acquired with the object of interest in the image centre and some rough alignment of structures can be expected (See Figure 4) . Image intensity samples at fixed positions (without extra registration) therefore provide strong cues about the position of different tissues (e.g. dark lungs in the top left corner or bright cavity in the centre). The central square from each image is extracted, resampled to 128x128 pixels and linearly rescaled to range between 0 and 255. We subsample the cropped centers to two fixed sizes (20x20 and 40x40 pixels). In addition, we divide the image into non-overlapping 4x4 tiles and compute intensity minimum and maximum for each of these tiles ( Figure 5 ). This creates a set of pooled image miniatures (32x32 pixels each). (Margeta, Criminisi, et al. 2014 ).
The pooling adds some invariance to small image translations and rotations (whose effect is within the tile size).
The pixel values at random positions of these miniature channels are then used directly as features. At each node of the tree, 64 random tile locations across all miniatures are tested and the best threshold on this value is selected to divide the data points into the left or the right partitions until not less than two points are left in each leaf. We train 160 such trees. This method is shown in the evaluation as Miniatures + forest.
Augmenting the data-set with jittering
While the object of interest is in general placed at the image centre, differences between various imaging centers and positioning of the heart on the image exist. The proposed miniature features are not fully invariant to these changes. To account for this, the training set was augmented with extra images created by transforming the originals. These were translations (all shifts in x and y between -10 and 10 pixels for a 5x5 grid), but also scale changes (1 -1.4 zoom factor with 8 steps while keeping the same image size) and in-plane rotations around the image centre (angles between -10 and 10 degrees with 20 steps). The augmented images were resampled with linear interpolation. Note that the extra expense of data-set augmentation is present mainly at the training time. The test time remained almost unaffected except that now a deeper forest could be learnt. The benefit of data-set augmentation is clear, yielding a solid 12.14% gain in the F1 score (F 1 = 2(precision.recall)/(precision + recall)). Results using this augmented data-set are presented in the evaluation as Augmented miniatures + forest. Compared to the preliminary study in Margeta, Criminisi, et al. (2014) , we will test this method on a bigger data-set.
Convolutional neural networks for view recognition
To improve the performance of the forest-based method, we turn to the state of the art in image recognition -the convolutional neural networks. Their principle is rather simple -the input image is convolved with a bank of filters (conv) whose response are fed through a nonlinear function, e.g. a Rectified Linear Unit (ReLU) f (x) = max(0, x). The responses are locally aggregated with maxpooling. The output of the max-pooling creates a new set of image channels which are then fed through another layer of convolutions and nonlinearities. Finally, the fully connected layers (fc) are stacked and connected to a multiway soft-max in order to predict the target label. The role of the max-pooling is similar to the forest-based method i.e. to aggregate local responses and to allow some invariance of the input to small transformations. The parameters of the network such as weights of the convolutional filters are optimised through backpropagation. Using the stochastic gradient descent, the average batch prediction loss (soft-max) is decreased.
We use the widely adopted neural network architecture (see Figure 6 ) described by as implemented in the Caffe framework (Jia, Shelhamer, et al. 2014) under the bvlc reference caffenet acronym (CaffeNet in short). The CaffeNet implementation differs from Krizhevsky's AlexNet in the order of local response normalisation (LRN) and max-pooling operations. Not only AlexNet/CaffeNet is the winning entry of the ImageNet LSVRC 2012 competition, the weights and definitions of this network are publicly available thus reducing computational time needed for the training and improve reproducibility of this work. Figure 6. Our CardioViewNet is based on CaffeNet network structure and is adapted for cardiac view recognition. We initialised the network weights from a pretrained CaffeNet. We then replaced the last 1000-dimensional logistic regression layer (previous fc8) with a 5-dimensional for 5 cardiac views. Then we fine-tuned the network with our data. We also extracted features from the last 4096-dimensional fully connected layer fc7 (in dark gray) from both CaffeNet and our fine-tuned CardioViewNet and used them with a linear SVM and a decision forest classifier. We achieve the best performance with our fine-tuned network directly. ReLU -rectified linear unit, max -max pooling, LRN -local response normalisation, conv-convolutional layer, fcfully connected layer.
Classifying cardiac views using CNN features optimised for visual recognition
Similarly to the work of Karayev, Trentacoste, et al. (2013) for photography style recognition we use CNN features from a fully connected layer of a network pretrained on the ImageNet LSVRC (Russakovsky, Deng, et al. 2014 ) data-set. The fully connected layer (in our case fc7 -see Figure 6) helps us to describe the cardiac images with 4096-dimensional features. Before putting the cardiac images through the network, simple preprocessing is done. The cardiac images are resized to 256x256 squares regardless of their input dimensions. Since the CaffeNet takes RGB images as input we simply replicate the 2D cardiac slices into each colour channel. We compute a pixel-wise mean image for our cardiac view data-set and subtract it from all training and testing images prior to entering the CNN. This centers image intensities around zero and serves as a very simple intensity normalisation. As we later found in our case, the average image is almost uniform and a scalar value could be subtracted instead. The central (227x227x3) crop of this image is then fed forward through the network. We then use these CaffeNet fc7 features with a linear SVM classifier to predict the cardiac views. We ran crossvalidation on the training subset folds to maximise the prediction precision. This helped us to choose the penalty parameter C of the SVM classifier from standard set of values [0.1, 1, 10, 100, 1000] as C = 1. We report results of this method as CaffeNet fc7 + SVM. Similarly, we trained a classification forest (with 64 features tested per node and 1000 trees) using these features (instead of image miniatures) and report these results as CaffeNet fc7 + forest. These features were adapted to a general object recognition task and come from a CNN that never saw a cardiac MR image to optimise its weights. As we will show in Table 1 , this already performs quite well for the cardiac view recognition. In the following we will show how we can further improve performance by adapting the CNN weights to the medical imaging domain.
CardioViewNet architecture and fine-tuning the visual recognition CNN
In practise, many examples are often needed to train a large capacity neural network. However, by starting from the weights of a pretrained network, we can just fine-tune the network parameters with new data and adapt it to the new target domain. Here, we use the pretrained CaffeNet (Jia, Shelhamer, et al. 2014) and replace the last 1000-class multinomial regression layer with a 5-class one (See Figure 6) . The net is fine-tuned with stochastic gradient descent with higher learning rate (10 −2 ) for parameters in the newly added layer and smaller (10 −3 ) in the rest of the network. We use momentum of 0.9 in the stochastic gradient descent optimiser, and a small weight decay at each iteration (10 −4 ). The batch size used in each iteration was 32 and the step size is kept constant for the whole training. A set of resized 256x256x3 images is used for training. At each iteration, a batch of 32 random (not necessarily central) 227x227x3 crops is extracted from the resized cardiac slices and is fed forward through the network. Compared to the implementation of the forest-based method where all augmented images were precomputed, the translations are cheaply generated on the fly at each iteration. Already after 3000 iterations the prediction error on the validation data-set reaches a plateau and further improvements are only marginal, see Figure 7 ). We stop the optimisation at 8000 iterations and pick this model in our experiments as it yields the best performance. To reduce overfitting, we use the Dropout strategy (Hinton, Srivastava, et al. 2012) in the fully connected layers fc6 and fc7 with probability of dropping output of a neuron to be 0.5.
The fine-tuning is quite efficient and takes approximately 4 hours on a single NVIDIA Tesla M2050 GPU for 8000 iterations. Results of this method are presented as CardioViewNet. We also show results for prediction of an SVM classifier using fc7 features extracted from the fine-tuned network as CardioViewNet fc7 + SVM. In other words, we replace the 1000-class multinomial regression layer of the fine-tuned network by a linear SVM classifier. Results using a classification forest instead are listed as CardioViewNet fc7 + forest. The possibility to replace the final classifier is important for of quick retraining for additional views without extra fine-tuning. In addition to the training set augmentation, we perform oversampling at the test time i.e. average predictions of ten 227x227 image crops: the central crop and the four 227x227 corner aligned crops and their horizontally flipped versions (vertically flipped images are rare). We report these results as CardioViewNet + oversample. We will see that this can improve performance on an independent data-set.
Training the network from scratch
Good initialisation of the network is important and the CaffeNet trained on the ImageNet data-set helps us to get well started. The initial motivation behind the fine-tuning was that there were too few images in our data-set to train the whole network from scratch. While the number of images is certainly smaller than in the ImageNet data-set, our target domain is also much simpler. We are predicting only five classes whose appearance variability is lower than the one across the ImageNet classes (e.g. variability of felines in different poses and appearances when they are all labeled as a cat). To test whether there is any value in the fine-tuning instead of learning the network parameters from scratch, we train from the ground up two networks. First, a simpler LeNet-5 network (Lecun, Bottou, et al. 1998 ) (shown as LeNet-5 from scratch) as defined by Caffe but with the last layer adapted to a 5 class target (similarly to the CardioViewNet). The second network architecture is the CardioViewNet (CardioViewNet from scratch). We found the choice of the learning rate (10 −3 for CardioViewNet and 10 −5 for LeNet-5, both using batch sizes of 32) and good random initialisation to be crucial to avoid divergence. We initialise the weights with the procedure described by He, Zhang, et al. (2015) that is well suited for networks with the ReLU nonlinearity and choose the learning rate by trial and error, i.e. reducing the learning rate until the network starts to reduce the loss without diverging.
Validation
We trained and validated these methods on a data-set of slices from 200 patients (2CH: 235, 3CH: 225, 4CH: 280, LVOT: 12, SAX:2516) from a multi-centre study on post myocardial infarction hearts DETERMINE (Kadish, Bello, et al. (2009) ) from steady state free precession (SSFP) acquisition sequence ( fig. 8 ). The LVOT views are severely underrepresented and served us as a test case for learning from very few examples. They are not taken into the account in the mean scores in the results as it would make unrealistic variation between the methods based on chance.
We ran a randomised 10-fold cross validation by taking a random subset of 90% of the patients (rather than image slices) for training and used remaining 10% for validation. The patient splits guarantee that repeated acquisitions from the same patient that are occasionally present in the data-set never appear in both the training and the validation set and do not bias our results. Classification accuracy is not a good measure for imbalanced data-sets as performance on the dominant class (i.e. short axis) can obfuscate the true performance. Therefore, in this paper we report means and standard deviations of average (averaging is done across the classes) precisions, 2CH 4CH 3CH LVOT SAX Figure 8 . Typical examples of the training images from the DETERMINE data-set for different views. Note the acquisition and patient differences. In addition, the short axis slices cover the heart from the apex to the base with quite different appearances.
DETERMINE KCL
F1 score precision recall F1 score precision recall
DICOM tag based prediction
Plane normal + forest ( 99.14 ± 1.23 99.14 ± 1.23 99.14 ± Table 1 . Evaluation of the algorithms in the two groups of algorithms, we highlight in bold the best performance from each group. Note: References to relevant sections in the paper with more details on each algorithm are given in the parentheses. We computed average of individual view F1 scores, precisions and recalls for each fold (except for the underrepresented LVOT) for the two data-sets. Here, we display means and standard deviations of these average scores across all 10 folds. The prediction using classification forests on the DICOM orientation vector is the best performing method. However, from purely image-based methods, the fine-tuned convolutional network CardioViewNet outperforms the rest.
recalls and F1 scores. In the context of content-based retrieval, these measures can be interpreted as following: The precision (also known as positive predictive value or false positive rate is defined as TP / (TP + FP )) is the fraction of relevant images (having the same view as the query view) out of all returned images. The recall (also known as sensitivity or true positive rate is defined as TP / (TP + FN ) ) is the probability of retrieving a relevant image out of all existing relevant images, where TP is the number of true positives, FP the number of true negatives, and FN the number of false negatives. The F1 score is the harmonic mean of the precision and the recall.
To study the robustness of the presented algorithms against the data-set bias, we trained recogniser models from different folds trained exclusively on the DETERMINE data-set (Kadish, Bello, et al. (2009) ) and tested them on a completely independent data-set -the STACOM motion tracking challenge (Tobon-Gomez, De Craene, et al. 2013 ) (KCL in short) containing slices from 15 patients (2CH:15, 4CH:15, SAX:207) . The KCL data-set consists of healthy volunteers and the images are in general of higher and more uniform quality and with more consistently chosen regions of interest. This allows us to evaluate performance on the 3 cardiac views present. We invite the interested readers to look at this open access data-set through the Cardiac Atlas Project website (Fonseca, Backhaus, et al. 2011 ).
Results and discussion
Here we present results for the method using DICOM based prediction and methods using image content. The mean average F1 scores, precisions and recalls are summarised in Table 1 and total confusion matrices for the two best methods from each family (DICOM based and Image-based) can be seen in Figure 9 . We confirm findings from the previous work that cardiac views can be predicted from image plane normals and serve as a prior (Zhou, Peng and Zhou 2012) but require presence of the relevant DICOM tag. The larger DETERMINE data-set turned out to be more challenging for the miniature-based method and it performed significantly worse than in the results published previously. On the contrary, the performance of the CaffeNet features for cardiac view description is quite remarkable. These were not trained for cardiac MR images yet they perform better than most methods with handcrafted features. They most likely encode local texture statistics which helps with the prediction. Adding some texture channels to the miniature method could therefore improve the performance. . Sum of the confusion matrices over the 10 folds of our crossvalidation on the DETERMINE data-set for the best model classifying images using DICOM normal information and the best image-based predictor (using our fine-tuned neural network).
The quality of predictions using the fine-tuned CardioViewNet is almost on par with the approach using DICOM-derived information and significantly outperforms the previous forest-based method using image miniatures (Margeta, Criminisi, et al. 2014) while not requiring to train any extra landmark detectors as in Zhou, Peng and Zhou (2012) . As features extracted from the CardioViewNet do a good job even when used with external classifiers, they could be used to learn Figure 10 . Examples for some of the least confident correct (the normal predictions are usually very peaky) predictions using CardioViewNet. Predicted and true (in parentheses) labels shown under the images. Below them are view-specific prediction confidences. Figure 11 . Example misclassifications using CardioViewNet. Predicted and true label (in parentheses) are indicated under the images and below them are view-specific prediction confidences. The failures typically happen with less typical acquisitions and truly ambiguous images. The misclassified 2CH image indeed looks like a 3CH image except that the left atrium is missing and the ventricle is acquired at a non standard oblique angle. Similarly for the 4CH view, the right atrium is missing and one can already see parts of the outflow tract branching out of the left ventricle typical for a 3CH view. The 3CH view is captured with a detailed region of interest not very common in the data-set. Extra data augmentation could probably help to fix this case. Finally, the LVOT views are severely under-represented and can be confused with basal short axis views. Note that for all of these cases, the correct prediction is in the top two most likely views. extra view recognisers without additional fine-tuning on these. In Figure 10 we present examples of some of the least confident correct predictions using the fine-tuned CardioViewNet. It is important to note that the softmax output of the neural network not only returns the label but also some measure of confidence in the prediction. Similarly, the incorrectly classified images (see Figure 11 ) often belong to views more difficult to recognise for a human observer and the second best prediction is the correct result. When training from scratch, the performance does not seem to improve beyond 10,000 iterations and we pause the backpropagation there. Although the performance is much lower than for the fine-tuned networks, the network learns to predict the cardiac views. For the LeNet-5 model trained from scratch, the performance closely follows the CaffeNet fc7 + SVM model. We did not observe any benefit of using forests (at least when using orthogonal splits) over the linear SVM when using features from the convolutional nets and the forest performs in general worse. The performance of the CardioViewNet trained from scratch is better than using the fully connected layer features (fc7 ) from CaffeNet but the training takes significantly longer to obtain.
The predictions on the KCL data-set are naturally slightly worse as some differences between the studies still exist. We have observed that test time oversampling (averaging predictions of the central and corner patches and their horizontally flipped versions) improves the scores for this data-set although it does not improve the DETERMINE data-set predictions. This might indicate that a better thought oversampling, image normalization or data-set augmentation strategies might further improve the cross-data-set generalisation.
Conclusion
Convolutional neural networks and features extracted from them seem to work remarkably well for medical images. As large data-sets to train complex models are often not available, retargeting the domain of a previously trained model by fine-tuning can help. This speeds up the learning process and achieves better predictions. Even models trained for general object recognition might be a great baseline to start. In our case, doing network surgery and fine-tuning the pretrained model allowed us to make significant progress in cardiac view recognition from image content without handcrafting the features or training with extra annotations. This also allowed us to gain performance over models learnt from scratch. However, even the performance of models learnt from scratch is very encouraging for further exploration. Features extracted from our network should be useful as descriptors for new views and extend our method even to other pathology specific views (such as those used in congenital heart diseases) and acquisition sequences other than SSFP, and even to recognise the acquisition sequences themselves. The methods presented in this paper are important additions to the arsenal of tools for handling noisy metadata in our data-sets and are already helping us to organise collections of cardiac images. In the future this method will be used for semantic image retrieval and parsing of medical literature.
