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ABSTRACT 
	
In the field of visual cognition, most studies focus on how we process features of objects, 
individual objects, or whole scenes, but relatively little research attention is paid to how we 
process relationships between objects and features. Our ability to appreciate relations between 
objects allows us to comprehend graphs, maps, and diagrams. Some argue that our ability to 
comprehend relations (visual and otherwise) is what makes us human (e.g. Penn, Holyoak, and 
Povinelli, 2008). Our capacity to maintain and manipulate relations is limited, though (Halford, 
Wilson, and Phillips, 1998; Halford, Baker, McCredden, and Bain, 2005) and experiments by 
Gordon Logan (1994) suggest that searching for a specified visual relation is attentionally-
demanding. Dynamic binding, the mechanism that affords relational representations their power 
and flexibility, is subject to the limits of working memory and attention (e.g., Hummel and 
Biederman, 1992; Hummel, 2001; Hummel, 2003; Knowlton, Morisson, Hummel, and Holyoak, 
2012). Logan (1994) found that searching for a target relation (i.e., a plus sign above a minus 
sign) among distractors did not show search slope improvements over thousands of trials even 
though searching for a single object among distractors did. His findings seem to suggest that 
there is no role for long term memory in the processing of relations. However, Woodman et al. 
(2013) showed that working memory demands for single objects held in working memory could 
be offloaded to long term memory as long as the target object was repeated for multiple trials. 
Could long term memory have an opportunity to offload working memory demands for relations 
if a target relation were repeated? Experiments 1, 2, and 3 presented here replicate and extend 
Logan’s finding that search slopes do not decrease when targets are defined by a spatial relation, 
but that they do decrease when the target relation is repeated on every single trial. Experiments 4, 
5, and 6 show that participants’ search slopes decrease for relationally-defined targets even when 
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visual features like shape, size, and location vary. Together, these experiments show that long 
term memory does have a role in processing visual relations that are repeated, and because it 
persists even when feature dimensions vary, the effect cannot be attributed to template matching.  
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Chapter 1: Introduction 
Visual relations, such as above, larger, and brighter are properties that describe a 
connection between two or more objects. Interpreting data in a graph, understanding a map of 
political party support, and following an IKEA chair-building diagram are all tasks that rely on 
our ability to appreciate visual relations among objects or among features of objects. Relations 
are powerful because they are flexible. When presented with new spatial arrangements, we can 
represent the arbitrary and novel relationships among the constituent objects in the arrangements. 
Relations allow us to see how larger(sun, planet) is similar to larger(nucleus, electron) and then 
even use that analogy to infer other similarities between the two relationships (Gentner, 1983,  
Hummel and Holyoak, 1997).  
Though these comparisons between objects might feel trivial for us to make, they require 
attention (e.g., Hummel and Biederman, 1992; Stankiewicz, Hummel and Cooper, 1998; 
Stankiewicz and Hummel, 2002; Yuan, Uttal, and Franconeri, 2016; Halford, Wilson and 
Phillips, 1998; Logan, 1994), they are capacity-limited (e.g., Cowan, 2001; Hummel and 
Biederman, 1992; Clevenger and Hummel, 2014), school-aged children demonstrate difficulty 
with them (e.g., Kotovsky and Gentner, 1996; Lowenstein and Gentner, 2005; Pruden, Levine, 
and Huttenlocher, 2011), and being able to reason about relations (visual and otherwise) may be 
what separates us from other primates (Penn, Holyoak, and Povinelli, 2008. But see Hunt, 1996 
and Herman, 2006 for examples of crow and dolphin intelligence, respectively, that suggest 
capacity for relational thought). 
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Cognitive Development of spatial relation abilities 
Like other cognitive abilities that require attention and are limited by working memory 
(canonical examples include theory of mind, Baron-Cohen, Leslie, and Frith, 1985; conservation 
of volume, Piaget, 1968) , young children display difficulty with relations (including visual 
relations) on some tasks. For example, children tend to focus on the objects in the relations 
instead of the relationships themselves, making it difficult for them to draw analogies (Kotovsky 
and Gentner, 1996; Gentner and Rattermann, 1991). Preschool children tend to respond to the 
question of “duck:duckling is like tiger: [what?] ?” with another duckling (matching on the 
object) rather than a cub (matching on the relation) (Lowenstein and Gentner, 2005; Gentner and 
Rattermann, 1991). Children up to six years old have difficulty recognizing higher-order 
relations (for example, they will tend to say that dark-above-light-above-dark is like dark-above-
dark-above-light rather than like large-above-small-above-large) and instead tend to focus more 
on the features than on the relationships between the features (Kotovsky and Gentner, 1996). 
Findings from Lowenstein and Gentner (2005) and from Pruden, Levine, and Huttelocher 
(2011) suggest that the development of spatial relation cognition may be difficult enough to 
require scaffolding on language abilities to learn. Preschool children who were given a relational 
mapping task (choose the item that is placed in a three-tiered box that corresponds to one placed 
in another identical box) did not perform well until they heard language for spatial relations 
(Lowenstein and Gentner (2005)). Pruden, Levine, and Huttenlocher (2011) found that the ability 
to reason about spatial relations is largely dependent on children’s exposure to language, 
specifically language around spatial relations (rather than language around spatial relations being 
dependent on spatial reasoning ability). These findings suggest that at least some aspects of 
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spatial reasoning ability may depend on language rather than the other way around, and therefore 
would appear relatively late in children’s cognitive development.  
 
Attention and working memory for spatial relations 
Behavioral evidence from experiments with adult subjects shows that visual relations 
require attention and working memory.  
Gordon Logan (1994) found that participants could verify a relation (e.g., plus above 
minus) among distractors that were visually similar but of a different relation from the target 
(e.g., minus above plus) faster when the target relation was cued compared to when nothing was 
cued (neutral) or a distractor was cued (invalid cue), and so he concluded that the spatial 
relationship between the two objects in the target was easier to compute when attention was 
directed to it. Yuan, Uttal, and Franconeri (2016) propose spatial relations require attention 
because shifting attention is the mechanism that allows spatial relations to be encoded. They 
found voluntary eye-movement shifts were associated with better memory for spatial relations 
between objects, but memory for identity of an object did not receive an advantage from shifting 
attention, consistent with their hypothesis that attentional shifts between two objects being 
compared are required to comprehend the relationship between them. However, another 
explanation for why visual relations require attention is that binding an object to a relational role 
is like binding an object to any other visual feature and thus requires attention (Triesman and 
Gelade, 1980 and Fougnie and Marois, 2006 for binding objects to visual features.  Hummel and 
Biederman, 1992; Hummel, 2001; Stankiewicz, Hummel and Cooper, 1998; Stankiewicz and 
Hummel, 2002; Thoma, Davidoff, and  Hummel, 2007 for binding relational roles to objects). 
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Halford, McCreddin, and Bain’s (2005) study manipulated working memory load of 
visual relations by requiring multiple pairs of different-sized bars in a bar plot to be held in 
memory to answer a question. Participants viewed bar plots of two- three- and four-way 
interactions, and their task was to correctly complete a verbal description of each graph with the 
word  ‘greater’ or the word ‘smaller’. For example, the verbal description would be “People 
prefer fresh cakes to frozen cakes. The difference depends on the flavor (chocolate vs. carrot) 
and the type (iced vs. plain). The difference between fresh and frozen increases from chocolate 
cakes to carrot cakes. This increase is (greater/smaller) for iced cakes than for plain cakes.” 
(Halford et al., 2005). Halford et al. found that subjects’ error rates increased with the order of 
the interaction. In Experiment 2, when the researchers increased the number of variables to 5, 
subjects performed at chance. Clevenger and Hummel (2014) manipulated working memory load 
for relations with a memory task that started with a screen comprising two, three, or four 
polygons followed by a question about a spatial relationship between a pair of polygons in the 
display. Participants’ accuracy in this task decreased as the number of pairs of objects in the 
display increased, suggesting that working memory limits the number of object pairs. 
 Together, this evidence suggests that the mechanism that underlies our ability to 
represent relations is capacity-limited and requires attention.  
 
A mechanism for representing relations 
A relation is a rule or a function that can be extracted from the exact arguments to which 
it refers, so for example, larger is the same concept in both the statement “the sun is larger than 
this planet”  and the statement “the nucleus is larger than this electron.” (Gentner, 1983; Hummel 
and Holyoak, 1997). The flexibility with which we can represent relations, which is what makes 
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them so powerful, comes at a high cognitive cost. We can imagine new, never-before-
encountered objects in relations (“this dax is larger than that dox”), and our vocabulary of 
relations is expandable (“my dog is daxier than your dog”), and so the cognitive mechanism that 
allows us to appreciate relations must be flexible enough to allow any object to occupy any 
relational role (Hummel, 1994, Hummel and Holyoak, 1997). One proposal of how that would 
work is dynamic binding (see Hummel and Biederman, 1992). Relational roles and objects (or 
object parts) are represented as independent sets of neurons, and attention can flexibly bind them 
with each other by firing the neurons for both at the same time (in synchrony). Figure 1 provides 
a schematic example of this process.  
This model of representing relations between pairs of objects or object parts is capacity 
limited due to the time dimension of the synchronous and asynchronous firing pairs. Units that 
represent the object and units that represent the relation fire at the same time. If there is more 
than one object-relation pair to represent, then the units for each pair must fire in synchrony with 
each other and out of synchrony from any other pairs. “Part-B” could be bound to below in 
another synchronous firing, out of synchrony with Part-A+above. The number of relations that 
can be held at once is limited by the number of bindings that can be simultaneously active and 
mutually desynchronized with one another. 
Biological evidence about capacity limits in binding suggest that neuronal firing in the 
gamma range would allow about four to six role bindings (about two to three relations) to be 
held at once (Knowlton, Morrison, Hummel, and Holyoak, 2012). Sustaining these role bindings 
is one of working memory’s functions (Cowan, 2001), and findings reported in the visual 
cognition literature and in higher cognition literature agree on a working memory capacity of 
about four items (e.g., Luck and Vogel, 1997; Halford, Baker, McCredden, and Bain, 2005; see 
 6 
Cowan, 2001 and Baddeley, 2003 for reviews). 
 
Figure 1: (A) A triangle above a circle is represented by binding the role above to triangle and 
the role below to the circle (likewise for circle above square). (B) The green wave line represents 
the units for above and ‘triangle’ firing in synchronous cycles with each other. The purple wave 
line represents the cycles of firing for below and ‘circle’ in synchrony with each other (and out of 
synchrony with the above and ‘triangle’ units). Maintaining the binding of each object to its role 
requires firing the object in synchrony with its role, and keeping the objects and roles bound 
together and distinct from other objects and roles requires firing out of synchrony with other 
role-object bindings, and therefore maximizing the time between each pair firing. (C) The blue 
and red wave lines represent the synchronous firing units for circle above and for square below, 
respectively. In this schematic representation, the separate synchronous firing required for four 
objects with two relations starts to crowd the allotted time, creating a capacity limit. 
 
Hummel and Biederman’s (1992) JIM model of object recognition recognizes objects by 
the spatial relationships between the object parts. Under the hood, the model represents the 
locations of two parts of an object and then compares the parts’ numerical Y-coordinate values, 
and assigning the part with higher Y-coordinate values as above and lower Y-coordinate values 
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as below. In the artificial neural network, the relational roles (above or below) are represented 
separately from the object parts, and they are temporarily bound to the parts’ identities through 
synchrony of firing. The neurons that represent above fire at the same time as the neurons that 
represent the object part that is higher in the visual field, and that synchrony binds the object to 
the above role. Also, the neurons that represent below fire at the same time as the neurons that 
represent the object part that is lower in the visual field,  and that synchrony binds that object to 
the below role. These two sets fire out of synchrony with each other to keep the above object 
separate from the below object.   
Results from behavioral experiments of object recognition are congruent with the output 
of JIM (including Saiki and Hummel, 1996; Biederman and Cooper, 1991; and Logan, 1994, just 
described) but one aspect of object recognition still could not square with the model: the fact that 
we can recognize objects quickly, easily, and effortlessly. A successor model named JIM2 
accounts for this phenomena with an alternative mechanism through which familiar objects in 
familiar viewpoints can be recognized without the need for synchrony of firing, and therefore 
without the need for attention (Hummel and Stankiewicz, 1996a). In this model, a familiar object 
can take a faster path to recognition as a single holistic representation instead of a structural 
description with separate parts. These holistic representations lack the flexibility that dynamic 
binding affords, and so the model predicts that unfamiliar views of these objects will not be 
recognized. The loss in flexibility is made up for with lightweight, attention-free speedy object 
recognition.  
Stankiewicz, Hummel, and Cooper (1998) demonstrated that holistic representations, but 
not analytic (structural description that specifies the relations among the parts of an object) ones, 
can be primed without attention. In their basic task (see Figure 2), subjects view a prime display 
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that contains two asymmetrical line drawings for 200 milliseconds. The subjects are told to 
attend to the image surrounded by the box and to ignore the image that is not surrounded by a 
box. Participants say aloud the name of the cued (attended) object as quickly and accurately as 
possible. After the prime display, a two-second mask appears, followed by a probe display for 
150 milliseconds. The probe is either the image that had been attended, some variation of the 
attended image (such as left/right reflected, translated, scaled, rotated), the ignored image, some 
variation of the ignored image, or an unprimed image. Participants say aloud the name of the 
probe item as quickly and accurately as possible. Priming is measured as the reduction in time to 
name the prime compared to naming an unprimed image; greater values in a condition mean the 
participants demonstrated more priming in that condition. Using this paradigm, Stankiewicz, 
Hummel, and Cooper (1998) found that attended objects were primed both in the same view and 
in the left-right reflected view, whereas ignored objects were only primed in the same view. 
Their finding suggests that a holistic representation can be primed without attention, but a left-
right invariant one requires attention to make contact with the representation, and such a 
representation must be qualitatively different from the one that does not require attention.   
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Figure 2:  Reprint of Figure 1 from Stankiewicz, Hummel, and Cooper 1998, reprinted with 
permission from the second author. This image is an example of one trial in their priming task.  
Subjects saw a brief presentation of two images, one appeared in a box (“attended”) and the 
other outside the box (“unattended”), followed by a mask. Subjects named the object with the 
box around it as quickly and accurately as they could. Then a probe item appeared.  The probe 
was either the attended object, the ignored object, some variation of the attended object (e.g. 
rotated, reflected, translated, scaled), some variation of the unattended object, or a completely 
new object. Priming was measured as the reduced response time for the ignored or attended 
object compared to a new object. 
 
Not all transformations on an object have this same effect. When the probe was translated 
in the visual field or when it changed in size, the attended images of course got much more 
priming than the ignored ones overall, but there was no difference between identical and 
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translated or between identical and scaled (Stankiewicz and Hummel, 2002). This finding is 
consistent with the predictions of the model, that attention is not required to recognize the same 
object in a new location or of a different size. Therefore, left-right reflection has a crucially 
different effect on object recognition compared to translation and scale.1  
For objects that are rotated in the visual plane, attention is required to obtain an analytical 
representation. Thoma, Davidoff, and Hummel (2007) showed that attended objects prime 
themselves and their rotated views, but ignored objects only primed themselves when presented 
in a canonical view. Their findings suggest that holistic representations can be primed in familiar 
stored views, and they propose that long term memory plays a role in recognition of ignored 
images.   
Together, these findings support the hypothesis that attention is required to apprehend 
structural descriptions of objects in order to recognize them, and therefore apprehending 
relations requires attention. Holistic representations are important and useful because they permit 
rapid recognition of familiar objects in familiar views, but the other side of the same coin is that 
holistic views are sensitive to variations in viewpoint (specifically noted here: rotations and 
reflections). Analytic representations are slow and attention-demanding because they require 
dynamic binding. Binding does not happen without attention and so without it, relations cannot 
be represented.  
In contrast to the cooperative long term and short term memory mechanisms just 
described, evidence from the Logan (1994) visual relation search experiments did not show any 
evidence of long term memory taking over for working memory. In a search task for relationally-
                                                
1 The fact that objects can be recognized without attention despite changes in translation and scale is not surprising 
considering that moving our eyes and changing our distance from objects will change the location and size of an 
object.  However, models of visual object recognition that use coordinate maps have difficulty accounting for this 
phenomena.   
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defined targets (e.g., plus above minus) among distractors (e.g., minus above plus), Logan (1994) 
found that participants’ search times increased by 96-112 milliseconds for each added distractor, 
which is a steep search slope even compared to other known attentionally-demanding searches, 
like conjunction search. He concluded that because search for search for relations yielded non-
zero search slopes, apprehending and computing spatial relations must require attention (as 
predicted by Hummel and Biederman, 1992). Binding two objects to their respective relational 
roles in a pair could be the reason that the search slopes were steeper: such a binding would take 
more time for every pair on the screen than it would for single objects bound to a single visual 
feature, resulting in steeper search slopes than conjunction search.  
Not only were the search slopes steeper than other kinds of search, but the slopes did not 
decrease over the course of the experiment, even after multiple hours of practice. In other search 
experiments that measure change in slope over time, practice has been shown to reduce search 
slope over the course of an hour-long experiment, even for difficult searches like conjunction 
search (Sireteanu and Rettenbach, 1994). Usually when a cognitive process such as memory 
search or visual search is repeated hundreds or thousands of times, parts of the process can 
become automated due to direct connections in long term memory (Shiffrin and Schneider, 1997; 
Schneider and Shiffrin, 1997, Logan, 1985), and so processing time for each trial of the task 
decreases with lots of practice. In Logan’s (1994) Experiment 7, he found that the number of 
distractors in a search task had a strong effect on the time it took the participant to search for the 
target at the beginning of the experiment  (it took more milliseconds to search for more 
distractors, resulting in a steep search slope of about 100 milliseconds per item), but by the end 
of the experiment, the search slopes became much more shallow (about 60 milliseconds per 
item), indicating that participants were spending less time on each target after many trials of 
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practice. This finding was only true for single objects (elongated crosses that were oriented one 
direction, among distractors that were elongated crosses oriented the opposite direction). In 
Experiments 6 and 7, he found that subjects who searched for a relation (a plus above minus 
among a minus above plus) maintained the same steep search slopes (between 96 and 112 
milliseconds per item) at the end as at the beginning of the experiment, 6,144 trials later. 
Because the only difference between the condition in which participants improved and condition 
in which they did not improve was whether the search target was a single object or two objects 
separated by a few pixels, Logan concluded that the single object search target trials enabled 
participants to improve with practice might be because it allowed the configurations to be stored 
as whole objects that could be identified without computing relations between the parts of a pair 
of two objects. In other words, representing a single object and its orientation did not require the 
same kind of binding cost as representing a relation between two separate objects. 
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Figure 3: Results of Logan’s (1994) Experiment 7. Participants either searched for plus-minus 
target pairs with a relation between the pairs (“separate”) or they searched for targets that looked 
like the separate targets with just a few pixels to connect the plus-minus pair into a single object 
(“connected”).  Search slopes became less steep over the course of the experiment for those in 
the connected condition, but not or those in the separate condition, suggesting a lower limit to the 
processing speed of relationally-defined targets. 
 
 Logan’s participants’ failure to decrease their search slopes after hours of performing the 
task stands out in cognitive psychology literature. It is rare for tasks to not show improvement 
with practice. In fact, practice effects are often treated as a nuisance by researchers who have to 
account for changes in performance across the course of the study as participants become 
familiar with the task and the materials. A common theme that comes out of cognitive 
psychology research is that people are lazy: when a task is cognitively demanding, we look for 
shortcuts and cheats on tasks whenever possible (famously, Tversky and Kahneman, 1973; 
1974). As a result, one of the hardest parts of designing an experiment is making sure that the 
participant is doing the task that you want them to do, and not some shortcut or workaround. 
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Given this wider context of cognitive psychology tasks, the fact that Gordon Logan’s participants 
in two independent experiments did not ever seem to start to treat the plus-minus pair with a few 
pixel gap the same as the connected plus-minus object is a truly impressive finding. It seems to 
suggest that even practiced relational pairs always require attention and cannot be stored in long 
term memory and so the time costs of binding impose a limit to the speed at which the 
relationally-defined plus-above-minus (but not single objects or features) search task can be 
processed. Models (such as JIM and LISA) , which hold that binding arguments to relational 
roles have no real workarounds, predict this kind of effect (Hummel and Biederman, 1992; 
Hummel and Holyoak, 1997). 
 However, maybe it is indeed possible for practice to facilitate search for relations, but 
that it takes more trials of repetition for practice to facilitate search for relations than it does for 
practice to facilitate search for single objects. Alvarez and Thompson (2009) have shown that 
switching the features that are bound to an object can hurt accuracy on a XXX task, and on each 
trial of Logan’s experiment, the target could be a new spatial relation between two objects, not 
just a single new object, and so it could be the case that it was not possible to decrease the time 
required to do this task because switching the search target required re-binding shapes to new 
relational roles.  
 Several studies from Geoffrey Woodman’s lab suggest that switching search targets of 
single object across the course of the experiment requires working memory at each switch and 
that response time to find the target increases on the trials immediately following a switch, but 
processes speed up even after just a few trials of repetition (Carlisle, Arita, Pardo, and 
Woodman, 2011). During the search task, researchers measured an event related potential (ERP) 
component called contralateral delay activity (CDA), which is when the electrode(s) contralateral 
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to the cue will elicit a more positive response than electrode(s) ipsilateral to the cue, indicating 
that the target is being maintained in visual working memory. (Vogel and Machizawa, 2004; 
Vogel, McCollough, and Machizawa, 2005). Woodman et al. (2013) found a CDA difference on 
trials in which a new search target appeared. When the search target changed after every one, 
two, three, or four consecutive trials, the CDA difference was still apparent, but when the target 
cues was five trials in a row or more, the contralateral-ipsilateral difference during the delay 
period disappeared, suggesting that the target was no longer actively maintained in working 
memory, even though accuracy in those trials indicates the participant can still do the task. The 
CDA reappeared on those later trials if the trial was associated with a reward, suggesting that 
participants could flexibly recruit working memory when needed (Woodman, Carlisle, and 
Reinhart, 2013). Woodman interpreted these findings to suggest that representations that are 
originally stored in working memory for search are handed off to long-term memory because 
working memory is expensive, and if the target is predictable on every trial, long term memory 
would be a cheaper alternative.  (Woodman and Arita, 2011; Woodman, et al., 2013; Carlisle, et 
al., 2011).  
The limiting factor that kept Logan’s participants from being able to decrease their search 
slopes through practice might have been due to the relational nature of the stimuli as he 
suggested, but alternatively, the limit could have been due to switching targets as Woodman 
observed in his studies. The goal of the experiments in this thesis is to understand if the demands 
of long term memory in search for relations can be offloaded to long term memory. In other 
words, can repetition lower the search slope floor that Logan found in his (1994) Experiments 6 
and 7, and if so, what kind of feature variability can the relational search tolerate? If the relation 
 16 
between the probe and target are the same, but the probe is not identical to the target would 
repetition still help decrease the search slope?  
 
The Current Experiments 
 
Experiment 1 is a direct replication of Logan’s (1994) Experiment 7. The goal of this 
experiment is to replicate his findings that search slopes decrease for object (‘connected’) targets 
but not for relational pair (‘unconnected’) targets. Experiment 2 is the same experiment, except 
the same target is repeated on every trial of the experiment. The goal of this experiment is to see 
whether search slopes can decrease for relational pairs if the same relational pair is searched for 
on every trial. Unlike Experiment 1, where the search target could change from one trial to the 
next, participants could potentially recruit long term memory for the repeated target and thus 
their search slopes would decrease. Experiment 3 combines Experiments 1 and 2 in a single 
experiment of a 2x2 design (connected vs. unconnected stimuli and repeated vs. random search 
targets). This experiment serves to replicate the results of Experiments 1 and 2 and also directly 
compare them to each other.  
Then, Experiments 4, 5, and 6 introduce shape, size, and location variability to the search 
task so that participants cannot use feature cues and must truly search for the relation. If 
participants can recruit long term memory in these search tasks, even in conditions where the 
probe is not identical to the target, then repeating the same relation on every trial will result in 
decreased search slopes, but search slopes will remain as high in the early blocks as the later 
blocks of the experiment if working memory is required. Each of these three experiments varies 
a visual feature in the search-for-relations task to see whether repeating the spatial relationship is 
enough to decrease search slopes even when the visual features vary. Specifically, Experiment 4 
 17 
varies object shape, Experiment 5 varies object size, and Experiment 6 varies object location. In 
Experiment 4, on a trial where the the probe is a small circle above a large circle, the appropriate 
target could be a small square above a large square, so the spatial relationship (small above 
large) is maintained, even though the shape is not identical between probe and target. In 
Experiment 5, on a trial where the probe is a small circle above a large circle, the target could be 
a much smaller circle above a much larger circle, so the absolute sizes of the objects in the 
relationship vary from probe to target, but the spatial relationship is maintained. In Experiment 6, 
on a trial where the probe is a small square above a larger square, the small square is not directly 
above the larger square; instead it is offset to the left or the right. The target must also be a small 
square above a large square, but the left/right can be different from that of the probe and the 
absolute distance between the two objects in the pair can vary between target and probe. Thus, 
the relative location between the pair varies from probe to target in this search for an 
above/below relationship, and so the experiment aims to answer whether repeating the same 
above/below relationship on every trial will result in decreased search slopes even when visual 
location features vary. 
Together, these experiments aim to uncover whether there is a role for long term memory 
in the processing of visual relations, and whether varying feature dimensions limit the role of 
long term memory.  
  
 18 
Chapter 2: Can repetition speed up search for relations? 
 
 This chapter consists of three experiments that replicate and extend Logan’s (1994)  
findings that search slopes for relational pair search targets did not decrease over the course of 
his experiment, even though search slopes for single-object targets did decrease with practice. 
The goal of these experiments is to find whether some of the demands of working memory can 
be offloaded to long term memory during relational search. Experiment 1 is a direct replication 
of Logan’s (1994) Experiment 7, and replicating the results of that experiment would mean that 
search slopes are just as steep at the end of the experiment as at the beginning. Experiment 2 is 
just like Experiment 1 except that the target relation repeats on every single trial of the 
experiment. If search slopes decrease across the course of the experiment, then long term 
memory plays a role in this search for relations task. Experiment 3 is a 2x2 design that combines 
the conditions of Experiment 1 and Experiment 2 (single object vs. relation; switching vs. 
repeated) so that they can be directly compared to each other.  
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Experiment 1 
 
Experiment 1 was a replication of Logan (1994 Experiment 7), in which participants 
searched for a target that was either a plus/minus pair or a single plus/minus object, and just like 
in his experiment, the target to be searched for could randomly change from plus-above-minus 
on one trial to minus-above-plus on the next trial in the relation condition (or change orientation 
from one trial to the next in the single object ‘connected’ condition; see Figure 4 for a depiction 
of the experimental design). The purpose of this experiment was to replicate Logan’s (1994) 
methods and his results which had found that search slopes for relationally-defined 
(‘unconnected’) stimuli did not decrease over time, though slopes for single-object (‘connected’) 
stimuli did. 
36 participants (18 per condition) performed the visual search task, and their individual 
search slopes compared between conditions, which provided 15% power to detect a small (d= 
0.2) difference between the conditions (at alpha = 0.05), 43% power to detect a medium (d = 0.5) 
difference, and 76% power to detect a large (d = 0.8) difference. 
 
Method 
 
36 undergraduate students participated in this experiment in exchange for credit towards 
a requirement in a psychology course. When the participant arrived at the experiment, he or she 
was assigned to one of the two between-subject conditions (the relational search ‘unconnected’ 
condition or single object search ‘connected’ condition) for a total of eighteen participants per 
condition). The random assignment was pre-determined from a couple of lines of R code that 
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first repeated a list of the two conditions for the total number of subjects and then randomized 
the list.2 
 
Conditions 
The two conditions in this experiment were ‘connected’ and ‘unconnected’ See figure 4 
to see how the displays differed for each condition.  
Condition 1:  Connected. In this condition, participants searched for a plus-above-minus 
(or a minus-above-plus) where the plus and minus were touching and there was no space 
between the pair so that they appeared to be a single connected object 
Condition 2: Unconnected. In this condition, participants searched for a plus-above-
minus (or a minus-above-plus) where the plus and minus were not touching and there was 5 
pixels of space between the pair so that they appeared as two separate unconnected objects. 
 
                                                
2 The list of conditions was created as `conditions <- rep(c(1,2), 18)`  and then the list was 
randomized with `sample(conditions, 36, replace = FALSE)`. 
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Figure 4: Experiment 1 design. Two examples of set size 8 trials. Participants in the connected 
condition see a single object probe for 100 milliseconds, followed by a 500 millisecond blank 
screen with fixation point, and then the search array. The search array remains visible until the 
participant presses the present or absent key. All of these details also apply to participants in the 
unconnected condition, except that the search probe is a separate plus/minus unconnected pair 
rather than a single object. 
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Counterbalancing and Randomization 
Key mappings were tied to the subject number. Even-numbered participants were 
assigned to press "/" for present and “z” for absent, and the opposite key mapping was assigned 
to odd numbered participants, with the exception that if a given key mapping already appeared 
for 9 participants (half of the 18 participants in a condition), the other key mapping would be 
assigned.  
 The following factors were counterbalanced within subjects: four display sizes (2, 4, 8, 
and 12), two types of displays (target present and target absent), and twelve target positions. The 
counterbalancing was set manually at the creation of the experiment. At the start of each 
experiment the trials were randomized within 64-trial blocks.  
  
Trials 
Each participant completed  24 practice trials at the beginning of the session. Each of 
these practice trials was followed by accuracy feedback, and at the end of the practice trials the 
participant was prompted to call the experimenter up to where he or she was sitting so that he or 
she would have the opportunity to ask questions before the actual trials of the experiment began.  
After the practice trials were over, the experiment included 1024 trials without accuracy 
feedback. Each participant was instructed to attend to the probe that would appear in the center 
of the screen, and then search for the target in the array that appeared afterwards. If anything in 
the array matched the probe, then he or she should press the key mapped to present, and if not, 
then he or she should press the key mapped to absent. The participants were informed that they 
would receive breaks throughout the experiment, and to pay attention and be accurate during the 
trials and rest during the breaks. 
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Each trial began with a keypress from the participant, after which the search target 
appeared in the middle of the screen for 100 ms. The search target was 100 pixels by 100 pixels, 
and approximately 1 degree of visual angle. After the search target, a blank screen appeared for 
500 ms, followed by an array of distractors (2, 4, 8, or 12 small-object-large-object pairs) that 
contained the target on half of the trials and did not contain the target in the other half of trials. 
When targets appeared, they occurred equally often but randomly in each of the available 
positions of each set size. The array of distractors (and target, when applicable) was 850 pixels 
wide by 850 pixels high, and the exact location of the distractors was determined by a polar grid 
function I created that had a hard coded distance of 400 pixels from the screen center to each 
distractor, and then determined the location (with some jitter3 added) on the circumference of 
that circle by taking the number of distractors and maximizing the distance between them. The 
participant pressed the key associated with target present if the target was present or the key 
associated with target absent if it was absent. 
After every 64 trials, a white screen appeared instructing the participant to take a break 
and rest, reminding him or her of the present/absent key mappings, and letting him or her know 
to press any key to continue. The entire experiment typically took each participant between 50 
and 60 minutes to complete. 
 
Results 
The overall accuracy of this experiment was high (close to 90%). Accuracy was slightly 
higher in the connected condition compared to the unconnected condition, and response times 
                                                
3 Jitter was calculated for each distractor (and target, if the target was present) and added to the location 
for each. The amount added was a random number of pixels between -5 and 5 in the horizontal plane and 
a random number of pixels between -5 and 5 in the vertical plane. 
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were slightly higher in the unconnected condition compared to the connected condition. Table 1 
shows a summary of accuracy and RT for this experiment. 
 
Condition Accuracy (sd) Response Time (ms) (sd) 
Overall 0.884 0.321 1678.641 433.362 
Connected 0.903 0.296 1670.878 385.068 
Unconnected 0.865 0.324 1686.404 476.673 
Table 1: Experiment 1 Accuracy and Response Time Summary. Mean and standard 
deviation for accuracy and response time overall and for each condition. 
 
Figure 4  shows the distribution of response times in each condition (separated by set size 
and target presence) and violin density plots in Figure 5 provide a visualization of the accuracy 
by condition.  
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Figure 5: Experiment 1 Response Time Probability Densities. Probability density plots of 
response time for connected (red) and unconnected (blue) conditions for each set size and for 
whether the target was absent or present.  
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Figure 6: Experiment 1 violin density plots. Violin density plots show the probability density 
of each subject’s mean accuracy. Each point represents one subject. 
 
 
Slope 
Change in search slope was the measure of interest because a decrease in search slopes 
across the blocks of the experiment suggested that the subject improved at the search task over 
the course of the experiment. Change in search slope was a derived measure that was calculated 
two steps. First the search slope was a linear regression of response time predicted from set size 
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in each block. In other words, for each subject, for each block, a linear regression of response 
time from set size was computed and stored as a search slope.4 The second step was calculating 
the change in search slope, or the slope of the search slope, for each subject. So for each subject, 
a linear regression predicting search slope from block was computed and stored as that subject’s 
overall change in slope.5 
Table 2 shows the overall change in slope for each condition. 
 
Condition Mean change in slope 
(ms/item) 
(sd) 
Overall -0.634 1.122 
Connected -1.076 0.803 
Unconnected -0.078 1.464 
Table 2: Experiment 1 slope summary. Overall (and per condition) change in search slope 
from the first to the last block of the experiment, collapsed across absent and present trials. 
 
Figure 7 depicts a point for each subject’s search slope in each block, and a line for each 
subject’s change in search slope across the experiment (surrounded by a 95% confidence interval 
in gray). The R^2 values in each condition are the best fit line of all the slope values, and higher 
R^2 values suggest that the best fit line explains more of the variance in slope changes. Figure 8 
plots those slope changes in separate box plots for each condition for a clearer visualization to 
compare them to each other. 
In the statistical tests for this experiment, I included only target absent trials. Logan 
included both target absent and target present in his test but separated them, by setting presence 
                                                
4 The R code for computing the regression line that represented search slope (ms/item) was `search_slope <- 
summary(lm(rt ~ set size))$coefficients[2,1]` 
5 The R code for computing each participant’s overall change in slope was `change_in_slope <- 
summary(lm(search_slope ~ block))$coefficients[2,1]`  
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as a third factor in a three-way ANOVA. I chose not to include target presence as a third factor 
or include target present trials in the tests at all for the following reasons: 
1. There are more opportunities for false alarms in a three-way (2x2x2) ANOVA compared 
to a two-way (2x2) ANOVA because the three-way ANOVA tests for three main effects 
and three interactions (as opposed to two main effects and one interaction). Also, more 
statistical power is needed to detect each of those main effects and interactions. 
2. On target absent trials, subjects must examine all items in the display before they can say 
that a target is not present, whereas on present trials the number of items they need to 
examine varies from one item to all of them, and so, theoretically, the within-subject 
response time data from target present trials will necessarily be more variable and noisy 
(note, however, in the figures for each experiment that depict the change in search slope 
for each participant (Figures 7, 11, 16, 21, 27, and 32) that empirically the variability in 
the target present trials was smaller than the variability for target absent trials) 
3. Though one might argue that ignoring present trials is ‘throwing away half the data’, 
target absent trials and target present trials would need to be tested separately anyway 
because the RT (and therefore search slope) behavior will be different between them, and 
the reason that present and absent trials have an RT difference is not relevant to the 
questions in the experiment.  
4. The change in search slope for target present trials does not change the interpretation of 
the results for change in search slope for target absent trials. In a given condition, if the 
change in slope for target absent trials is not significant, then it should also not be 
significant for absent (and if it is, then that significance would be suspicious). And if the 
change in search slope for target absent trials in that condition is significant, then if the 
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target present trials were significant I would conclude that they are congruous with each 
other, and if the present trials were not significant I would conclude that it is too low to 
see in the target present trials and so we will just focus on the target absent trials anyway. 
Therefore, all statistical tests for all experiments in this thesis include only present trials. 
However, in the spirit of transparency, visualizations in this thesis will contain data for both 
present and absent trials. 
 
 
Figure 7: Experiment 1 change in search slope. Each participant’s search slope in each block 
is plotted as a point in this figure. Each line is a participant’s best fit line to those points and 
represents his or her change in search slope across the course of the experiment. The grey band 
surrounding each line represents the 95% confidence interval of that change. 
 
 
A one-sample t-test comparing the change in search slope in each condition to a change 
in search slope of 0 tested for whether either condition showed a significant decrease in search 
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slope. The connected condition showed a significant decrease (t(17) = 5.68, p = 2.707e-05, 95% 
CI = -1.475 to -0.676) but the unconnected condition did not show a significant decrease (t(17) = 
0.227, p = 0.823, 95% CI = -0.806 to 0.649). A direct comparison between the two conditions in 
a two-sample independent t-test showed that they were significantly different from each other 
(t(34) = 2.530, p = 0.016, 95% CI = -1.076 to 0.078, d = 0.845). See Figure 8 for a plot of the 
differences between the conditions. With eighteen participants in each of the two conditions, this 
experiment had 76% power to detect a large (d > 0.8) effect between the conditions.  
 
 
Figure 8: Experiment 1 differences in search slope between the conditions. Each 
participant’s change in search slope in the experiment is plotted as a point in this figure, and the 
box plots show the median and inter quartile range of the change in search slopes for each 
condition. The connected and unconnected conditions are significantly different from each other 
in this experiment.  
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Discussion 
 The connected, but not the unconnected condition showed significant decrease in search 
slope over the course of the experiment, and the slopes in the two conditions were significantly 
different from each other. These findings replicated Logan’s (1994, Experiment 7) results that 
search slopes decreased for connected but not unconnected search targets. Logan interpreted his 
findings as evidence that participants computed the relationship between pairs of objects 
throughout the experiment, but did not have to do any such computing for single objects and 
their features.  
 These results are consistent with that conclusion, and they are also consistent with a 
hypothesis that relational pairs require rebinding every time that the to-be-searched-for target 
changes. If the probe can change randomly from trial to trial, then each object in the relational 
pair would need to be bound to its new relational role, therefore imposing a computing cost on 
many trials of the experiment.  
 The cost of relational stimuli themselves can be isolated from the cost of switching 
targets between trials in a test where participants search for the same visual relation on every 
single trial. If the search slope still does not decrease when target never changes during the entire 
experiment, then the nature of the stimuli are a good explanation for the lack of decrease in 
slope. However, if the search slope does decrease when the stimuli are relational pairs but they 
repeat during the entire experiment, then the costs associated with switching the target are a 
better explanation for the lack of decrease in slope. In Experiment 2, the same target repeated 
across the entire course of the experiment for each participant, to see whether it was more 
reasonable to attribute the cost to the nature of the stimuli or to the fact that the stimuli changed 
on every trial. 
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Experiment 2 
 
Experiment 2 was a replication of Experiment 1, except that the subject searched for the 
same exact target on every single trial. The purpose of this experiment was to find out whether 
participants’ search slopes for relational pair stimuli would decrease over the course of the 
experiment if the target was repeated on every single trial.  
Participants’ search slopes were measured and compared, and because the number of 
participants and the type of statistical tests are the same in this experiment as in Experiment 1, 
the results of the power analysis are identical.  
 
Method 
 
36 undergraduate students (18 per condition) participated in this experiment in exchange 
for credit towards a requirement in a psychology course. When the participant arrived at the 
experiment, he or she was assigned to one of of the two between-subject conditions using the 
same method as that used in Experiment 1. 
 
Conditions 
The two conditions in this experiment were exactly the same as Experiment 1. The only 
difference is that in this experiment, all participants saw the same probe throughout the entire 
experiment, instead of the search probe varying from trial to trial.   
 
Counterbalancing and Randomization 
The same method for assigning key mappings to subjects and the same within-subject 
counterbalancing methods were used in this experiment as were used in Experiment 1. 
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Because participants in this experiment saw the same probe on every single trial, search 
probe was counterbalanced between participants. The two types of probes in this experiment 
were plus-above-minus and minus-above-plus. Nine (half the total) participants in Condition 1 
and nine (half the total) participants in Condition 2 were randomly assigned to one of these types 
and half were assigned to the other using the same method of randomization as described in 
Experiment 1. 
 
Trials 
The trials in this experiment were identical to the trials in Experiment 1 in every aspect 
except that each participant searched for the exact same probe on every single trial of the 
experiment.  
 
Results 
The overall accuracy of this experiment was higher than Experiment 1, but the directional 
trends of accuracy and response time between conditions mimicked those of Experiment 1. 
Accuracy was slightly higher in the connected condition compared to the unconnected condition, 
and response time was slightly higher in the unconnected condition compared to the connected 
condition. Table 3 shows a summary of  accuracy and RT for this experiment.  
Condition Accuracy (sd) Response Time (ms) (sd) 
Overall 0.950 0.217 1577.977 466.646 
Connected 0.962 0.190 1534.361 372.973 
Unconnected 0.938 0.241 1621.593 506.044 
Table 3: Experiment 2 Accuracy and Response Time Summary. Mean and standard 
deviation for accuracy and response time overall and for each condition. 
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Figure 9  shows the distribution of response times in each condition and violin density 
plots in Figure 10  provide a visualization of the accuracy by condition.  
 
Figure 9: Experiment 2 Response Time Probability Densities. Probability density plots of 
response time for connected (red) and unconnected (blue) conditions for each set size and for 
whether the target was absent or present.  
 
 
 
 
 35 
 
 
Figure 10: Experiment 2 violin density plots. Violin density plots show the probability density 
of each subject’s mean accuracy. Each point represents one subject. 
 
 
 Change in search slope was calculated the same in this experiment as in Experiment 1. 
See Experiment 1 methods for details about how this metric was calculated. For the reasons 
described in the results section of Experiment 1, the statistical tests for this experiment only 
include data from target absent trials.  
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Condition Mean change in slope 
(ms/item) 
(sd) 
Overall -1.279 1.000 
Connected -1.180 0.590 
Unconnected -1.205 1.273 
Table 4: Experiment 2 slope summary. Overall (and per condition) change in search slope 
from the first to the last block of the experiment, collapsed across absent and present trials. Note 
that although the statistics are calculated over only data from absent trials, this table summarizes 
over all data. 
 
 
Figure 11: Experiment 2 change in search slope. Each participant’s search slope in each block 
is plotted as a point in this figure. Each line is a participant’s best fit line to those points and 
represents his or her change in search slope across the course of the experiment. The grey band 
surrounding each line represents the 95% confidence interval of this change in slope. 
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Figure 12: Experiment 2 differences in search slope between the conditions. Each 
participant’s change in search slope in the experiment is plotted as a point in this figure, and the 
box plots show the median and inter quartile range of the change in search slopes for each 
condition. No significant difference was found between the connected and unconnected 
conditions in this experiment.  
 
In Figure 11 each participant’s search slope in each block of the experiment is 
represented as a point, and each participant’s change in slope across the experiment is 
represented as a line. Figure 12 plots those slope changes in separate box plots for each condition 
for a clearer visualization to compare them to each other. A one-sample t-test comparing the 
change in search slope in each condition to a change in search slope of 0 tested for whether either 
condition showed a significant decrease in search slope. Both conditions showed a significant 
decrease in search slope (t(17) = 8.48, p = 1.637e-07, 95% CI = -1.474 to -0.886 for connected 
and t(17) = 4.662, p =0.0002, 95% CI = -1.961 to -0.739 ). A direct comparison between the two 
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conditions in a two-sample independent t-test showed that they were not significantly different 
from each other (t(34) = 0.078, p = 0.937, 95% CI = -0.630 to 0.681, d = 0.176).  
 
Discussion 
 Unlike Experiment 1, both conditions in this experiment resulted in decreased search 
slopes. In Experiment 1, the probe could change randomly from one trial to the next, but in this 
experiment, each participant searched for the same target on every single trial.  
 Repeating the relation on every trial gave long term memory an opportunity to play a role 
in this task if possible. Search slopes decreased, suggesting that working memory was relieved. 
Furthermore, accuracy did not decrease between this experiment and Experiment 1 (if anything, 
it numerically increased), and so the duties of working memory were taken up by another 
mechanism rather than abandoned. This evidence taken together suggests that long term memory 
helped decrease the search slope across the course of the experiment.    
 To compare the benefits of repetition for relational search to single-object search, both 
tasks need to be in the same experiment and so Experiment 3 combines all of the conditions of 
Experiments 1 and 2 into one 2x2 design. 
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Experiment 3 
  
The findings from Experiments 1 and 2 suggested that search slopes only decreased over 
the course of the experiment for participants who search for connected (‘featural’) targets and not 
for those who searched for unconnected (‘relational’) targets (Experiment 1), but when the same 
probe was repeated on every trial (Experiment 2), search slopes decreased for both connected 
and unconnected targets. The purpose of Experiment 3 was to replicate Experiments 1 and 2 and 
also to make both the experiments into conditions of the same experiment for cleaner comparison 
between them and to allow conclusions to be drawn about the interaction between the nature of 
the search stimulus and whether the target repeated from trial to trial.  
The two factors manipulated in this 2x2 design were whether the probe was connected 
(‘featural’) or unconnected (‘relational’) and whether the target repeated on every trial. Figure 13 
depicts the full between-subjects design.  
60 participants (15 per condition) performed the visual search task, and search slopes 
were measured and compared, which provided the ability to detect  a d = 0.67 effect for each of 
the one-sample t-tests of slope against slope of 0  (α = 0.05, d= 0.8, 1-β = 0.8, N = 15) and to 
detect an effect size F = 0.37 in the two-factor ANOVA (α = 0.05, d= 0.8, 1-β = 0.8, N = 60, DF 
= 1, Ngroups = 4).  
 
 
Method 
 
60 undergraduate students participated in this experiment in exchange for credit towards 
a requirement in a psychology course. When the participant arrived at the experiment, he or she 
was assigned to one of four between-subject conditions (for a total of fifteen participants per 
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condition). The random assignment was determined from a list of the four between-subject 
conditions repeated fifteen times.6 
 
Conditions 
This experiment used a 2x2 design. One dimension was whether the search probe was 
consistent (repeated) from trial to trial throughout the experiment, and the other dimension was 
whether the search probe was a connected plus-minus sign that looked like a single object, or 
whether the probe was a pair of plus-minus signs that looked like two separate objects. See 
Figure 13 for a diagram of the between-subject conditions. The four between-subject conditions 
in this experiment included: 
Condition 1: Consistent Probe, Connected. In this condition, participants searched for 
the same target on every single trial, which was a plus sign connected to a minus sign with no 
space between the two and so appeared to be a single object.  
Condition 2: Random Probe, Connected. In this condition, the probe that a participant 
searched for could vary from trial to trial (e.g., on one trial the probe could be plus-above-minus, 
and on the next it could be minus-above-plus). The probe was a plus sign and a minus sign 
separated by several pixels of space and so appeared to be two separate objects.  
Condition 3: Consistent probe, Unconnected. In this condition, participants searched 
for the same target on every single trial, and the probe was a plus sign and minus sign connected 
into one object. 
                                                
6 The four conditions were repeated for the total number of participants in each `conditions <- rep(c(1,2,3,4), 15)`  
and then the entire list was randomized `sample(conditions, 60, replace = FALSE)`. 
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Condition 4: Random probe, Unconnected. In this condition, the probe that a 
participant searched for could vary from trial to trial, and it was made of a plus and minus that 
were unconnected. 
 
Figure 13: Experiment 3 design. There were two factors manipulated in Experiment 2, trial 
consistency: whether a search probe was repeated on every single trial of the experiment or 
whether it could vary, and stimulus type: whether the search probe and target were a single 
connected object or two separate unconnected objects. The factors were crossed to make four 
possible conditions, and the color of each condition corresponds to the data that represents that 
condition in the results section. All trials are 100 milliseconds of search probe, followed by 500 
milliseconds of a blank screen (with fixation point) and then finally the search array. 
 
Counterbalancing and Randomization 
The same method for assigning key mappings to subjects and the same within-subject 
counterbalancing methods were used in this experiment as were used in Experiments 1 and 2. 
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In Conditions 1 and 3, where the probe remained the same on every trial, the type of 
probe was counterbalanced using the same method as described in Experiment 2. The two types 
of probes in this experiment were plus-above-minus and minus-above-plus. Approximately 
half  the total participants in Conditions 1 and 3 were randomly assigned to one of these types 
and half were assigned to the other.7 
  
Trials 
The trial displays and the number of trials in this experiment were both identical to those 
in Experiments 1 and 2. 
 
Results 
The overall mean and accuracy of this experiment were similar to that of Experiments 1 
and 2 (see Table 5).  
Condition Mean RT (sd) Mean 
Accuracy 
(sd) 
Overall 1630.63 447.07 0.915 0.280 
1. Connected-Identical 1551.48 369.66 0.959 0.198 
2. Connected-Varied  1660.79 517.57 0.939 0.239 
3.Unconnected-Identical 1667.75 404.09 0.899 0.301 
4. Unconnected-Varied 1642.53 472.23 0.861 0.346 
Table 5: Experiment 3 Accuracy and Response Time Summary. Mean and standard 
deviation for accuracy and response time overall and for each condition. 
 
 
                                                
7 The between-subject counterbalancing conditions were repeated eight times each `probe_type <- rep(c(1,2), 8)` 
and then a random sample of 15 `sample(probe_type, 15, replace = FALSE)` were selected and assigned to the 
participants. 
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Response Times 
Response times were lower in the when the probe was consistent across all the trials of 
the experiment (Conditions 1 and 2) compared to when it was not (Conditions 3 and 4) and they 
were lower when the stimulus was a connected plus/minus image (Conditions 1 and 3) than 
when it was a separated or unconnected plus/minus image (Conditions 2 and 4). Figure 14 shows 
the distribution of response times in each condition (separated by set size and target presence).  
 
 
Figure 14: Experiment 3 Response Time Probability Densities. These plots show probability 
density distributions of response time for all four conditions for each set size and for whether the 
target was absent or present.   
 
Accuracy 
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Accuracy showed the opposite pattern to response time: accuracy was higher in the when 
the probe was consistent across all the trials of the experiment (Conditions 1 and 2) compared to 
when it was not (Conditions 3 and 4) and it was higher when the stimulus was a connected 
plus/minus image (Conditions 1 and 3) than when it was a separated or unconnected plus/minus 
image (Conditions 2 and 4). Violin density plots in Figure 15  provide a visualization of the 
accuracy by condition.  
  
 
Figure 15: Violin density plots showing the probability density of each subject’s mean 
accuracy across all blocks. Accuracy was high (mean = 0.91, sd = 0.28) across all conditions. It 
was higher when the probe was consistent from trial to trial than when the probe varied from trial 
to trial and it was higher when the plus/minus probe was connected than when it was not 
connected.  
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Slope 
 Change in search slope was calculated the same in this experiment as in all previous 
experiments. See Experiment 1 methods for details about how this metric was calculated. For the 
reasons described in the results section of Experiment 1, the statistical tests for this experiment 
only include data from absent trials.  
In this experiment, the aggregated mean of change in search slope across all subjects 
decreased from the beginning of the experiment to the end of the experiment. Table 6 shows the 
overall change in slope for each condition (collapsed across target present and target absent). 
Condition Mean change 
ms/item 
(sd) change 
ms/item 
Overall -1.565 1.448 
1. Connected-Identical -1.659 0.727 
2. Connected-Varied  -2.256 1.977 
3. Unconnected-Identical -1.998 0.853 
4. Unconnected-Varied -0.347 1.1663 
Table 6: Experiment 3 Slope and Intercept. This table shows the overall slope 
(milliseconds/item)  and intercept (milliseconds/item), and the slope and intercept for each 
condition (collapsed across target present/absent). 
 
 Figure 16 depicts a point for each subject’s search slope in each block, and a line for each 
subject’s change in search slope across the experiment (surrounded by a 95% confidence interval 
in gray). The R^2 values in each condition are the overall best fit line of the slope changes, and 
higher R^2 values suggest that the best fit line explains more of the variance in slope changes. 
Figure 17 plots those slope changes in separate box plots for each condition for a clearer 
visualization to compare them to each other. 
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Figure 16: Search slope of search slopes.  Each point in this figure depicts a subject’s search 
slope in a given block, and each line depicts a single subject’s slope of the search slopes across 
the course of the experiment. The grey bands indicate the 95% confidence interval for each 
subject’s slope line. The R^2 value indicates how well the overall best fit line accounts for the 
variance in the search slopes. 
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Figure 17: Experiment 3 differences in search slope between the conditions. Each 
participant’s change in search slope in the experiment is plotted as a point in this figure, and the 
box plots show the median and inter quartile range of the change in search slopes for each 
condition. The condition with unconnected stimuli with variable repetition was significantly 
different from all the other conditions. ANOVA results of the factors and the interactions showed 
that the type of probe (connected vs. unconnected) was not significant, but the repetition (target 
repeated vs. target variable) was weakly significant (p = 0.02) and the interaction between the 
factors (target repletion vs. connectedness) was significant.  
 
To know whether any of the experimental conditions showed a decrease in search slope 
over the course of the experiment, the change in search slope in each condition was compared to 
0 in a one-sample t-test. Table 7 shows the outcome of the t-tests. 
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Condition df 95% CI t-value p-value significance 
1. Connected-Identical 14 (-2.061, -1.257) 8.84 4.20E-07 *** 
2. Connected-Varied  14 (-3.352,-1.162) 4.419 0.0005 ** 
3.Unconnected-Identical 14 (-2.471, -1.526) 9.067 3.10E-0 *** 
4. Unconnected-Varied 14 (-0.993, 0.298) 1.154 0.268  
Table 7: Experiment 3 t-test results. This table contains the results of one-sample t-tests of 
change in search slope against a slope of 0 for each condition. 
 
Connected-Identical, Connected_Varied, and Unconnected-Identical condtions all 
showed statistically significant decreases in search slopes, but Unconnected-Varied did not. 
These results suggest that participants in the Unconnected-Varied condition did not improve over 
the course of the experiment, but that participants all three other conditions did.  
The t-test results show that three of the four conditions significantly decreased in search 
slope over the course of the experiment, but in order to compare the conditions of the experiment 
to each other they need to be tested against each other in a single test. The results of a two-way 
factorial ANOVA suggest that whether or not the same probe was repeated on every trial had a 
significant effect (F(1,56) = 5.664, p = 0.020 , MSE =9.246) and the interaction of probe 
repetition and probe type was significant (F(1,56) = 11.613, p = 0.001, MSE =18.958) but probe 
type by itself was not significant (F(1,56) = 2.549, p = 0.116 , MSE =4.161). 
 In addition to testing the slopes using a parametric ANOVA, I also tested the slopes using 
a permutation test. The parametric test requires assumptions like normally distributed data to be 
met, and small numbers can make those assumptions hard to meet or ascertain (1 slope per 
subject for 60 total data points, 15 per condition), and so an exact test like a permutation test 
approaches the problem a different way by randomly re-assigning the outcome data points to the 
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conditions thousands of times. This accumulation of random assignment to conditions simulates 
the null hypothesis. To get a sense of whether the actual experiment results would be expected 
under the null, one only needs to calculate how many times these simulations are as extreme or 
greater than the results for the true condition assignments.  
 The implementation of a permutation test is straightforward for a t-test or a one-way 
ANOVA (as described in Experiment 1 results, simply randomly assign the data points to either 
of the two conditions (in a t-test) or any of the conditions (one-way ANOVA)). But with a two-
way ANOVA, the two factors and the interaction introduce some complications. Can the 
outcomes be shaken up and applied to any of the conditions, or does the randomization need to 
remain within each factor? Bryan Manly (2007) suggests a procedure of randomizing outcomes 
across all the cells of the experiment and performing a 2-way ANOVA on the these newly-
assigned values, calculating an F value for the main effects and the interaction (and repeating this 
procedure thousands of times). The result is thousands of values for main effect 1, main effect 2, 
and for the interaction that could occur under the null. Then, comparing the actual true F values 
from this experiment to find the percent of times that the randomized simulations exceed the true 
F will provide the p-value. 
 Using the described procedure, the factors affecting whether the slope decreased over the 
course of the experiment was the interaction between probe repetition and probe type (p = 0.001) 
and whether the probe repeated from one trial to the next  (p = 0.020). The type of probe was not 
a statistically significant main effect (p= 0.114).  
 
Discussion 
The slope summary results and the one-sample t-tests showed a significant slope decrease 
for every condition except where the stimuli were a relational pair and the search target changed 
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from trial to trial. The significant difference between consistent vs. variable repetition suggests 
that repetition was helping search slopes improve, and the significant interaction suggests that 
repetition had a bigger effect on unconnected relational pair stimuli than connected single object 
stimuli. These results replicated findings from Experiments 1 and 2, showing that when the target 
varied from trial to trial, the type of probe affected whether the search slope decreased, and 
supports the hypothesis that relational pair stimuli need more trials of repetition than single 
object stimuli to show improvement.  
One explanation for these results is that the repetition affords participants who are 
searching for a relational pair target to start treating that pair as a single object. In other words, 
participants in this condition are no longer looking for a relation, they are looking for an object 
(with maybe a little piece missing). This shortcut would make it seem as though participants 
were speeding up on a search for relations task when, in fact, they were not treating the search 
target like a relation.  
In order to make sure that the participant is actually searching for a relation, the relation 
needs to be the only thing that can identify the target, not any other features. For example, a 
target described as “larger object above smaller object” requires the participant to search for 
objects that satisfy this relationship, no matter their shape, color, or other properties. 
Experiments 4, 5, and 6 introduce this kind of feature variance. If repetition helped participants 
search for a relational pair because they were able to treat it like a single object, then repetition 
should not help when the target’s absolute features can change from trial to trial. However, if 
repetition helps even when other features vary in Experiments 4, 5, and 6, then repetition does 
help improve search for visual relations. 
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Chapter 3: Maintaining relation but varying shape or size  
 
The experiments in Chapter 2 found that long term memory can help offload working 
memory costs in searching for relations. The experiments in this chapter examined how much 
feature variability can be tolerated in the long term memory representation. 
In Experiment 4, the shapes in the target could be different shapes than the probe, but the 
relationship in the pair (e.g., small above large) was maintained. In Experiment 5, the absolute 
size of the shapes in the target could be different from the shapes in the probe, but the 
relationship  in the pair (e.g., small above large) was still maintained. And in Experiment 6, the 
relative location of the shapes to each other in the target could be different from the relative 
location of the pair of shapes in the probe (they varied laterally and they varied in distance from 
one another), but the relationship in the pair (e.g., small above large) was maintained. 
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Experiment 4: Varying Shape 
  
This experiment examined the role of varying shape in a search for visual relations. In the 
conditions of interest in this experiment, the shape of the object pair varied from trial to trial and 
it could vary from probe to distractor, so participants in these conditions could not use the exact 
shape of the target in the search array, they could only use the visual relation.  
This experiment was made of three conditions: The control condition repeated the same 
target on every trial, and the shape of the target was the same as the shape of the probe. A second 
condition varied shape between probe and target so that the participant had to hold a relation in 
mind, and the same relation was the target of every trial. The third condition varied shape 
between probe and target and also varied the to-be-searched-for-target on every trial. Figure 18 
depicts the full between-subjects design.  
Just as in the previous experiments, the measure of interest in this experiment was the 
change in search slopes in each condition. 45 participants (15 per condition) performed the visual 
search task, and their search slopes were computed from their response times and compared 
between conditions, providing the ability to detect  a d = 0.67 effect for each of the one-sample t-
tests of slope against slope of 0  (α = 0.05, d= 0.8, 1-β = 0.8, N = 15) and to detect an effect size 
d = 0.93 in t-test comparisons between the conditions (α = 0.05, d= 0.8, 1-β = 0.8, N1 = 15, N2 = 
15) 
 
Method 
 
45 undergraduate students participated in this experiment in exchange for credit towards 
a requirement in a psychology course. Participants were randomly assigned to each of the four 
conditions using the same randomization procedure as described in Experiment 3. 
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Conditions 
This experiment had three between-subject conditions (Figure 18).   
Condition 1: Consistent Probe, Probe identical to target. In this condition, participants 
searched for a target that looked identical to the probe (e.g., a small square above a large square), 
and they searched for that same target on every trial. This condition provides a baseline to 
compare the other two conditions which vary shape from probe to target and so the image does 
not match between the probe and target, only the relation does. 
Condition 2: Consistent probe, Probe is the same relation but different shape from 
target. In this condition, participants searched for a target that was sometimes visually identical 
to the probe and sometimes visually dissimilar from the probe (but that had the same relation), 
and they searched for this same visual relation every time. For example, the probe was a small 
circle above a large circle, and the target could be a small square above a large square (both 
probe and target were ‘small above large’, so they both had the same relation), and the target on 
every trial was a pair with the smaller object above the larger one. Comparing this condition to 
Condition 3 can reveal whether repeating a relational target on every trial (this condition) 
decreased the search slope significantly more than changing the target from trial to trial  
(Condition 3) 
Condition 3: Random probe, Probe is the same relation but different shape from 
target. In this condition, participants searched for a target that was defined by the same relation 
as the probe, but was sometimes visually dissimilar from the probe (as described in the previous 
condition), and the visual relation changed randomly from trial to trial (e.g., in Trial 1, the probe 
was a small circle above a large circle, and on Trial 2, the probe was a large square above a small 
square).
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Figure 18: Experiment 4 design. In each condition, all trials showed the search probe for 1000 
ms, followed by 500 ms of a blank screen (with fixation point), and then finally the search array. 
Condition 1 serves as a control of how participants perform on this task if they do not have to use 
visual relations and the same target repeats on every trial. The target in Condition 2 matches the 
probe by relation only (the shapes do not match) but the same relation is repeated on every trial, 
so performance in this condition is for a repeated target that is truly relationally-defined. In 
Condition 3, the target matches the probe on relation only and the search target varies from trial 
to trial. The color of each condition corresponds to the data that represents that condition in the 
results section.  
 
Counterbalancing and Randomization 
The same methods for counterbalancing and randomization were employed in this 
experiment as were used in Experiment 3 for within-subject variables including display size (2, 
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4, 8, and 12),  two  types of displays (target present and target absent), and twelve target 
positions and for the between-subject key-mapping variable. In this experiment, the type of 
probe also had to be counterbalanced.  
In Conditions 1 and 2, where the probe remained the same on every trial, the probe was 
counterbalanced between participants by randomly assigning participants in the condition to each 
probe. In Condition 1, the two types of probes were small-square-above-large-square and 
large-square-above-small-square. Approximately half the total participants in Condition 1 
were randomly assigned to one of these types and half were assigned to the other.8 In Condition 
2, the four types of probes were small-square-above-large-square, large-square-above-small-
square, small-circle-above-large-circle, large-circle-above-small-circle. Approximately one 
quarter of the total participants in Condition 2 were randomly assigned to each of these probe 
types.9 
  
Trials 
The trials were exactly like the trials of all previous experiments except the stimuli in this 
experiment were pairs of circles or pairs of squares rather than plus/minus pairs (see Figure 18). 
 
Results 
Overall accuracy was lower in this experiment compared to Experiment 3, but overall 
response times were similar to those of Experiment 3 (see Table 8). 
                                                
8 A list of counterbalanced conditions as long as the number of participants was created `condition1_probe <- 
rep(c(1,2), 8)` and then randomly sampled from without replacement 15 times  `sample(condition1_probe, 15, 
replace = FALSE)`. 
9 A list of the conditions to be counterbalanced was created `condition3_probe <- rep(c(1,2,3,4), 4)` and then 
randomly sampled from without replacement 15 times `sample(condition3_probe, 15, replace = FALSE)`. 
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Condition Mean RT (sd) Mean Accuracy (sd) 
Overall 1610.327 523.061 0.867  0.34 
1. Same shape – target repeated  1607.476 432.513 0.905 0.293 
2. Different shape- target repeated 1477.27 510.551 0.882 0.323 
3. Different shape – target varied 1746.236 580.428 0.813 0.39 
Table 8: Experiment 4 Accuracy and Response Time Summary. Mean and standard 
deviation for accuracy and response time overall and for each condition. 
 
Response Times 
Like Experiment 3, response times were lower in the when the probe was consistent 
across all the trials of the experiment (Conditions 1 and 2, target repeated) compared to when it 
was not (Condition 3, target varied). RTs were lower when the probe was the same shape as the 
target (Condition 1, same shape) compared to when it could be a different shape from the target 
(Conditions 2 and 3, different shape). Figure 19  shows the distribution of response times in each 
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condition (separated by set size and target presence). 
 
Figure 19: Experiment 4 Response Time Probability Densities. These plots show probability 
density distributions of response time for all three conditions for each set size and for whether 
the target was absent or present.   
 
Accuracy 
Accuracy in the conditions where the search target was repeated on every trial 
(Conditions 1 and 2) was higher than conditions when the search target varied from trial to trial 
(Condition 3), and it was higher when the probe was the same shape as the target (Condition 1) 
compared to when the probe was different from the target (Conditions 2 and 3).  Violin density 
plots in Figure 20  provide a visualization of the accuracy by condition.  
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Figure 20: Violin density plots showing the probability density of each subject’s mean 
accuracy across all blocks.  Accuracy was high (mean = 0.86, sd = 0.34) across all conditions. 
It was higher when the probe was consistent from trial to trial than when the probe varied from 
trial to trial and it was higher when the target matched the probe shape. 
 
 
Slope 
 Change in search slope was calculated the same in this experiment as in all previous 
experiments. See Experiment 1 methods for details about how this metric was calculated. For the 
reasons described in the results section of Experiment 1, the statistical tests for this experiment 
only include data from absent trials.  
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 In this experiment, the aggregated mean of change in search slope across all subjects 
decreased from the beginning of the experiment to the end of the experiment. Table 9 shows the 
overall change in slope for each condition (collapsed across target present and target absent). 
 
Condition Mean change ms/item (sd) change ms/item 
Overall -1.200 1.170 
1. Same shape – target repeated  -1.192 0.869 
2. Different shape- target repeated -1.525 1.157 
3. Different shape – target varied -0.882 1.409 
 
Table 9: Experiment 4 Slope and Intercept. This table shows the overall slope 
(milliseconds/item)  and intercept (milliseconds/item), and the slope and intercept for each 
condition (collapsed across target present/absent). Note that although the statistics are calculated 
over only data from absent trials, each of the summary tables (including this one) summarize 
over all data. 
 
 Figure 21 depicts a point for each subject’s search slope in each block, and a line for each 
subject’s change in search slope across the experiment (surrounded by a 95% confidence interval 
in gray). The R2 values in each condition represent how well the overall best fit line in that 
condition accounts for the variance of all the search slopes in that condition. Figure 22 plots 
those slope changes in separate box plots for each condition for a clearer visualization to 
compare them to each other. 
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Figure 21: Experiment 4 change in search slope. Each participant’s search slope in each block 
is plotted as a point in this figure. Each line is a participant’s best fit line to those points and 
represents his or her change in search slope across the course of the experiment. The grey band 
surrounding each line represents the 95% confidence interval. The R2 value indicates how well 
the overall best fit line accounts for the variance in the search slopes. 
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Figure 22: Experiment 4 differences in search slope between the conditions. Each 
participant’s change in search slope in the experiment is plotted as a point in this figure, and the 
box plots show the median and inter quartile range of the change in search slopes for each 
condition. There were no significant differences between any pairs of the conditions.  
 
To know whether any of the experimental conditions showed a decrease in search slope 
over the course of the experiment, the change in search slope in each condition was compared to 
0 in a one-sample t-test. Table 10 shows the outcome of the t-tests. 
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condition df 95% CI t-value p-value significance 
1. Same shape –  
target repeated  14 ( -1.67,  -0.711) 5.311 0.00011 ** 
2. Different shape-  
target repeated 14  (-2.166, -0.884) 5.1049 0.0001602 ** 
3. Different shape –  
target varied 14 ( -1.662, -0.101) 2.4238 0.02949 * 
Table 10: Experiment 4 t-test results. This table contains the results of one-sample t-tests of 
change in search slope against a slope of 0 for each condition. 
 
All three conditions in this experiment show significant decrease in search slopes, which 
suggests that all participants in this experiment are improving over the course of the experiment. 
T-tests for differences between the conditions show no significant differences (Condition 1 vs. 
Condition 2: t(25.9) = 0.889, p =  0.3816; Condition 1 vs. Condition 3: t(23.3) = 0.726, p = 
0.474; Condition 2 vs. Condition 3: t(26.9) = 1.366, p = 0.1831). 
Mostly because the number of data points in this experiment was small, I performed 
permutation t-tests in addition to the parametric t-tests so that the results did not only hinge on 
the parametric t-test results. Compared to a parametric test for a 2-way ANOVA, a parametric t-
test is straightforward. In short, the results for each condition are combined into one pool and 
then randomly assigned to each of the experiment’s conditions (without replacement). The 
difference between those two is stored, and then the process repeats thousands of times. The 
results of the permutation t-test is a p-value of how likely it would be to get the actual difference 
you observed if there were really no difference between the conditions.  
In this experiment, the results of the permutation t-tests are similar to the parametric t-
tests. None of the between condition comparisons were significant (Condition 1 vs. Condition 2: 
p = 0.3828; Condition 1 vs. Condition 3, p = 0.4749; Condition 2 vs. Condition 3, p = 0.1811) 
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Discussion 
Participants’ accuracy was still high even when the target matched the probe on the 
relation only and did not match on the shape of the probe. That participants were able to 
successfully complete the task without a large decrease in accuracy suggests that they were not 
doing the task by matching an identical image. Instead were representing the relation and finding 
the target that matched the relation or they had to hold multiple images in memory (both square 
pairs and circle pairs, because the probe was not predictive of what shapes would appear in the 
target display). 
Search slopes decreased in all conditions of this experiment suggesting that participants 
were able to show improvement on the task even when the target did not match the shape of the 
probe, and even when the target did not repeat from one trial to the next. One reason why search 
slopes decreased in every condition could be that participants were able to search for an outer 
envelope around the whole ‘shape’ of the relational pair, and treat the task as a search for that 
shape rather than a search for a relation. However, such an explanation is inconsistent with the 
results of Experiments 1 and 3, where participants’ search slopes decreased for connected but not 
for unconnected targets. Why could search slopes decrease in this experiment when the relation 
changed from trial to trial, but not in Experiments 1 and 3 (and in Logan’s experiments)? 
One possible explanation could be that participants could potentially use different 
strategies in the task when the stimuli are plus/minus symbols compared to when they are circle 
and square shapes. I did not find evidence in the literature to support or refute this hypothesis, 
and even if I had, it would be an unsatisfying explanation. If these visual relation effects only 
apply to very specific stimuli, then the finding is not generalizable and not a very useful 
contribution to science. 
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Another (non-mutually exclusive) explanation is that maybe this result was largely the 
same but there were a few outlier participants in this experiment (or in Experiments 1 and 3 and 
Logan’s (1994) Experiments 6 and 7) that mostly drove the results of the change in search slope. 
Figure 23 helps visualize outliers by plotting an overlapping histogram of Experiment 1 
Condition 2, Experiment 3 Condition 4 and Experiment 4 Condition 3 (all the conditions where 
the visual relation varied from trial to trial). The histograms are largely overlapping, and the only 
data that might be considered ‘outliers’ are four participants in Experiment 4 with higher changes 
in search slope than participants in any other condition. However, positive changes in search 
slope indicate an increase in search slope, so explaining why Experiment 4 showed an increase in 
slope when the other experiments did not cannot be explained by these participants’ changes in 
search slope. 
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Figure 23: Overlapping histograms of search slopes in Experiment 1 Condition 2, 
Experiment 3 Condition 4 and Experiment 4 Condition 3 (all the conditions where the 
visual relation varied from trial to trial). The histograms are largely overlapping with no 
glaring differences that cry for post-hoc analysis attention. 
 
Another (non-mutually exclusive) reason why this experiment showed a significant slope 
decrease when the visual relations changed from trial to trial is that statistically, for any 
experiment, there will be a percentage of replications that do not replicate the results. Due to the 
file-drawer problem, it is hard to know empirically what percent do not replicate, but as a field 
we have settled on a 0.05 false positive rate, suggesting that we believe that if we run the same 
experiment with null results twenty times, we expect that one of those times we will get a 
significant result. In this case, we have found non-significant search slopes twice (Experiment 1 
Condition 2 and Experiment 3 Condition 4), and then a conceptual replication with different 
stimuli found a significant slope. It is hard to say how often a significant slope would result if the 
hypothesis that switching the visual relation from trial to trial induces a cognitive cost and 
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prevents search slopes from decreasing, but I would expect it to happen at least sometimes. More 
convincing evidence (for or against the hypothesis) would come from more replications. In the 
next experiments where other visual features vary, do search slopes decrease when the relation 
changes? If so, then the findings from Experiments 1 and 3 (and Logan’s (1994) Experiments 6 
and 7) were likely anomalous or they were a result of the type of stimulus. If they do not 
decrease, then maybe the results of this experiment were anomalous or they had something to do 
with the fact that shape was the feature that changed.  
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Experiment 5 
  
Like Experiment 4, Experiment 5 introduces variation to the visual features in the target 
relation in order to more purely test memory for relations. In one condition of this experiment, 
the target matched the probe identically; that is, the probe would be a small square above (or 
below) a large square, and the target squares would be the exact same size and arrangement as 
the ones in the probe. In Conditions 2 and 3 of this experiment, the probe and the target matched 
on the above/below relation, but the absolute sizes of each square in the pair could vary. Figure 
24 depicts the full between-subjects design.  
Just as in the previous experiments, the measure of interest in this experiment was the 
change in search slopes in each condition. 45 participants (15 per condition) performed the visual 
search task, and their search slopes were computed from their response times and compared 
between conditions. 
 
 
Method 
 
45 undergraduate students participated in this experiment in exchange for credit towards 
a requirement in a psychology course. The same method of random assignment to conditions was 
used for this experiment as was used in Experiment 3.  
 
Conditions 
This experiment had three between-subject conditions. See Figure 24 for full design. 
Condition 1: Consistent Probe, Probe same as target. In this condition, participants 
searched for a target that looked identical to the probe (e.g., the size of the objects in the probe 
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pair were the absolute size of the objects in the target pair), and they searched for that same 
target on every trial.  
Condition 2: Consistent probe, Probe same relation as target but not identical. In 
this condition, participants searched for a target that was visually dissimilar from the probe, but 
that had the same relation, and they searched for this same target every time. For example the 
probe could be a small square above a larger square, and so the target would be a small square 
above a larger square, but the absolute size of each of the squares could vary. 
Condition 3: Random probe, Probe same relation as target but not identical. In this 
condition, participants searched for a target that was defined by the same relation as the probe, 
but visually dissimilar from the probe (as described in the previous condition), and the target 
changed randomly from trial to trial. 
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Figure 24: Experiment 5 design. In each condition, all trials showed the search probe for 1000 
ms, followed by 500 ms of a blank screen (with fixation point), and then finally the search array. 
Condition 1 serves as a control of how participants perform on this task if they do not have to use 
visual relations and the same target repeats on every trial. The target in Condition 2 matches the 
probe by relation only (the sizes do not match) but the same relation is repeated on every trial, so 
performance in this condition is for a repeated target that is truly relationally-defined. In 
Condition 3, the target matches the probe on relation only and the search target varies from trial 
to trial. The color of each condition corresponds to the data that represents that condition in the 
results section.  
 
 
Counterbalancing and Randomization 
The same methods for counterbalancing and randomization were employed in this 
experiment as were used in Experiments 3 and 4 for within-subject variables including display 
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size (2, 4, 8, and 12), two types of displays (target present and target absent), and twelve target 
positions and for the between-subject key-mapping variable. In this experiment, the type of 
probe also had to be counterbalanced.  
In Condition 1, where the probe remained the same on every trial, the probe was 
counterbalanced between participants by randomly assigning participants in the condition to each 
probe. The two types of probes in this experiment were small-square-above-large-square and 
large-square-above-small-square. Approximately half the total  participants in Conditions 1 
were randomly assigned to one of these types and half were assigned to the other using the same 
method as that used in Experiment 3. 
 In order to reduce the likelihood of subjects using a strategy to just find the odd-one-out 
in Conditions 2 and 3, where the absolute size of the targets can vary, all the distractors varied in 
size. And in order to maintain as much similarity as possible between all the conditions, the 
distractors in all conditions varied in size. The goal of varying the distractors was to increase the 
degree of target-distractor similarity (Duncan & Humphries, 1989) and keep the target from 
standing out.   
The actual sizes were determined as follows: The size of the small squares varied from 20 
pixels by 20 pixels at the smallest to 50 pixels by 50 pixels at the largest. The size of each of the 
large squares was a function of the smaller square with which it was paired, and could range 
from 15 pixels larger in width and height to 30 pixels larger in width and height, with a 
maximum size of 79 pixels in width and height. 
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Trials 
The trials were exactly like the trials of previous experiments except the stimuli in this 
experiment were pairs of different sized squares (see Figure 24). 
Results 
The overall mean accuracy of this experiment was somewhat lower than Experiment 4, 
and lower than Experiments 1, 2, and 3.  The overall mean response time was higher in this 
experiment compared to previous experiments (see Table 11).  
Condition Mean RT (sd) Mean 
Accuracy 
(sd) 
Overall 1914.743 695.145 0.838  0.368 
1. Same size – target repeated 1769.069 536.832 0.874 0.332 
2. Variable size – target repeated 1878.822 703.128 0.853 0.354 
3. Variable size – target varied 2096.339 782.095 0.788 0.409 
 
Table 11: Experiment 5 Accuracy and Response Time Summary. Mean and standard 
deviation for accuracy and response time overall and for each condition. 
 
Response times were lower in the when the probe was consistent across all the trials of 
the experiment (Conditions 1 and 2) compared to when it was not (Condition 3) and they were 
higher when the probe matched the target on relation only (Conditions 2 and 3) than when it was 
identical (Condition 1). Figure 25 shows the distribution of response times in each condition 
(separated by setsize and target presence).  
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Figure 25: Experiment 5 Response Time Probability Densities. These plots show probability 
density distributions of response time for all three conditions for each set size and for whether 
the target was absent or present.   
 
Accuracy 
Accuracy showed the opposite pattern to response time: accuracy was higher in the when 
the probe was consistent across all the trials of the experiment (Conditions 1 and 2) compared to 
when it was not (Condition 3) and it was higher when the target matched the probe on relation 
only (Condition 1) than when they were identical sizes (Conditions 2 and 3). Violin density plots 
in Figure 26  provide a visualization of the accuracy by condition.  
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Figure 26:Violin density plots showing the probability density of each subject’s mean 
accuracy across all blocks.  Accuracy was high, but lower than accuracy in previous 
experiments (mean = 0.83, sd = 0.37) across all conditions. It was higher when the probe was 
consistent from trial to trial than when the probe varied from trial to trial and it was higher when 
the plus/minus probe was connected than when it was not connected.  
 
Slope 
 Change in search slope was calculated the same in this experiment as in all previous 
experiments. See Experiment 1 methods for details about how this metric was calculated. For the 
reasons described in the results section of Experiment 1, the statistical tests for this experiment 
only include data from absent trials.  
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 In this experiment, the aggregated mean of change in search slope across all subjects 
decreased from the beginning of the experiment to the end of the experiment. Table 12 shows the 
overall change in slope for each condition (collapsed across target present and target absent). 
 
Condition Mean change ms/item (sd) change ms/item 
Overall -1.938 1.731 
1. Same size – target repeated -2.1985 1.218 
2. Variable size – target repeated -2.878 1.422 
3. Variable size – target varied -0.738 1.832 
 
Table 12: Experiment 5 Slope and Intercept. This table shows the overall slope 
(milliseconds/item)  and intercept (milliseconds/item), and the slope and intercept for each 
condition (collapsed across target present/absent). Note that although the statistics are calculated 
over only data from absent trials, this table summarizes over all data. 
 
Figure 27 depicts a point for each subject’s search slope in each block, and a line for each 
subject’s change in search slope across the experiment (surrounded by a 95% confidence interval 
in gray). The R2  values in each condition represent how well the overall best fit line in that 
condition accounts for the variance of all the search slopes in that condition. Figure 28 plots 
those slope changes in separate box plots for each condition for a clearer visualization to 
compare them to each other. 
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Figure 27: Experiment 5 change in search slope. Each participant’s search slope in each block 
is plotted as a point in this figure. Each line is a participant’s best fit line to those points and 
represents his or her change in search slope across the course of the experiment. The grey band 
surrounding each line represents the 95% confidence interval. The R2 value indicates how well 
the overall best fit line accounts for the variance in the search slopes. 
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Figure 28: Experiment 5 differences in search slope between the conditions. Each 
participant’s change in search slope in the experiment is plotted as a point in this figure, and the 
box plots show the median and inter quartile range of the change in search slopes for each 
condition. The condition where shape varied and the target repetition varied was significantly 
different from both of the other conditions, but there was no significant difference between the 
two conditions where the same target repeated on every trial.  
 
To know whether any of the experimental conditions showed a decrease in search slope 
over the course of the experiment, the change in search slope in each condition was compared to 
0 in a one-sample t-test. Table 13 shows the outcome of the t-tests. 
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condition df 95% CI t-value p-value significance 
1. Same size – 
target repeated 14 ( -2.873, -1.523) 6.985 6.396e-06 *** 
2. Variable size – 
target repeated 14  (-3.661, -2.091) 7.840 1.731e-06 *** 
3. Variable size – 
target varied 14 (-1.753,  0.275) 1.561 0.1407  
 
Table 13: Experiment 5 T-test results. This table contains the results of one-sample t-tests of 
change in search slope against a slope of 0 for each condition. 
 
In this experiment, slopes in Conditions 1 and 2, where the target repeated on every trial, 
decreased, but slopes in Condition 3 did not decrease. The difference between Condition 3 and 
Condition and Condition 2 was significant (t(24.3) =2.569, p= 0.01672; t(26.3) =-3.573, p = 
0.001385, respectively), suggesting that repeating a relationally-defined target, can help decrease 
its’ search slope relative to switching the target on every trial. The difference between the stimuli 
that matched the target identically versus matched only on visual relation was not significant 
(t(27.3) = 1.406, p =0.1709). Results from the permutation t-test echoed the results of the 
parametric t-tests, where the difference between Condition 3 was significantly different from the 
other two conditions (p-value of Condition 3 vs. Condition 1 = 0.0149 and p-value of Condition 
3 vs. Condition 2 = 0.0014, but p-value of Condition 1 vs. Condition 2 = 0.174) 
 
Discussion 
The results from this experiment are cleaner evidence than previous experiments that 
participants are searching for relations. Participants were able to search for the target that was 
defined by a relation even though absolute size varied, without much difference in accuracy 
compared to when the target was identical to the probe in absolute size. There were no physical 
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features consistent between the target and the probe10 except for the relation, and so the task 
could only be done by searching for the matching relation.  
The search slopes in this experiment were higher than in previous experiments, meaning 
that each added distractor added a lot more time to the search task, and suggesting that the 
variability in the distractors made it hard to find the target. When the visual relation changed 
from trial to trial, search slope did not decrease (in contrast to Experiment 4), but it did decrease 
in the other two conditions, suggesting that repeating the visual relation on every trial made it 
easier for participants to find. These results are consistent with results from Experiments 1, 2, 
and 3 and they support the hypothesis that switching the relation from trial to trial incurs a cost 
that prevents search slopes from decreasing, but keeping the relation the same on every trial 
(even when other features vary) does not incur that same cost. 
 
 
 
 
  
                                                
10 That were not also consistent with distractors. For example, shape was consistent between target and 
probe, but it was also consistent between the probe and other distractors, so it was not diagnositc. 
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Chapter 4: Varying features in the same dimension as the target relation 
 In Experiments 4 and 5, participants’ search slopes decreased over the course of the 
experiment when the target was repeated on every trial, even if the target was defined by just the 
relation and it was not visually identical to the probe. The next experiment aimed to test the 
limits of this result by varying a visual feature in the same dimension as the target relation (e.g., 
varying left/right location in a search for an above/below relational pair). This experiment tested 
whether search slopes for above/below relations could still decrease when absolute location 
varied. 
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Experiment 6: Varying location 
 
This last experiment tested whether repeating the same above/below visual relation on 
every trial would cause participants’ search slopes to decrease even though left/right location and 
distance between the two objects in each pair could vary. 
Figure 29 depicts the full between-subjects design, which was a variation of Experiments 
4 and 5, except varying location instead of shape or size. 
Just as in the previous experiments, the measure of interest in this experiment was the 
change in search slopes in each condition. 45 participants (15 per condition) performed the visual 
search task, and their search slopes were computed from their response times and compared 
between conditions. 
 
Method 
 
45 undergraduate students participated in this experiment in exchange for credit towards 
a requirement in a psychology course. The same method of random assignment to conditions was 
used for this experiment as was used in Experiments 4 and 5.  
 
 
Conditions 
This experiment had three between-subject conditions. See Figure 29 for full design. 
Condition 1: Consistent Probe, Probe same as target. In this condition, participants 
searched for a target that looked identical to the probe (e.g., a small square above a large square), 
and they searched for that same target on every trial.  
Condition 2: Consistent probe, Probe same relation as target but not identical. In 
this condition, participants searched for a target that had the same relation as the probe but the 
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relative lateral location between the pair could vary, and the relative distance between the two 
objects could vary, and they searched for this same target every time. For example if the probe 
was a small square above a larger square, the target could be a small square above a larger square 
with the small square moved further up and to the right compared the larger square. 
Condition 3: Random probe, Probe same relation as target but not identical. In this 
condition, participants searched for a target that was defined by the same relation as the probe, 
but whose squares could vary in relative lateral location and in between-object distance (as 
described in the previous condition). And the probe changed randomly from trial to trial. 
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Figure 29: Experiment 6 design. In each condition, all trials showed the search probe for 1000 
ms, followed by 500 ms of a blank screen (with fixation point), and then finally the search array. 
Condition 1 serves as a control of how participants perform on this task if they do not have to use 
visual relations and the same target repeats on every trial. The target in Condition 2 matches the 
probe by relation only (the locations do not match) but the same relation is repeated on every 
trial, so performance in this condition is for a repeated target that is truly relationally-defined. In 
Condition 3, the target matches the probe on relation only and the search target varies from trial 
to trial. The color of each condition corresponds to the data that represents that condition in the 
results section.  
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Counterbalancing and Randomization 
The same methods for counterbalancing and randomization were employed in this 
experiment as were used in Experiments 3, 4, and 5 for within-subject variables including 
display size (2, 4, 8, and 12), two types of displays (target present and target absent), and twelve 
target positions and for the between-subject key-mapping variable. In this experiment, the type 
of probe also had to be counterbalanced.  
In Condition 1, where the probe remained the same on every trial, the probe was 
counterbalanced between participants. The two types of probes in this experiment were small-
square-above-large-square and large-square-above-small-square. Approximately half the 
total participants in Condition 1 were randomly assigned to one of these types and half were 
assigned to the other using the same method of random assignment as described in Experiment 3.  
 In order to reduce the likelihood of subjects using a strategy to just find the odd-one-out 
in Conditions 2 and 3, where the absolute location of the targets can vary, the distractors in all 
conditions varied in location, just like the distractors in Experiment 5 all varied in size.  
The location of each object in the pair was determined using the following recipe: First, 
the location of the bottom object could vary in the horizontal plane by a random number of 
pixels between 0 and half the object’s size and the horizontal location of the upper object was 
constrained so that there was still overlap in the vertical direction. For example, there were no 
search targets where the rightmost side of the top object could appear to the left of the leftmost 
side of the bottom object. The distance between the top and the bottom object varied with the 
constraint that the two objects could not touch (there had to be pixels of space between the pair) 
and the two objects could not be so far apart from each other that either one started to enter the 
pixel space allocated to other pairs. 
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Trials 
The trials were exactly like the trials of previous experiments except the stimuli in this 
experiment were pairs of pairs of squares that varied in relative distance to one another and 
varied in left/right location (see Figure 29). 
 
Results 
The overall mean accuracy of this experiment was lower than previous experiments and 
the overall response times were slower (see Table 14).  
 
Condition Mean RT (sd) Mean 
Accuracy 
(sd) 
Overall 2014.71 784.517 0.784 0.411 
1. Same shape – target repeated 1760.926 554.314 0.818 0.386 
2. Variable shape – target repeated 2025.058 829.845 0.802 0.399 
3. Variable shape – target varied 2258.146 852.520 0.733 0.443 
 
Table 14: Experiment 6 Accuracy and Response Time Summary. Mean and standard 
deviation for accuracy and response time overall and for each condition. 
 
 
Response Times 
Response times in Conditions 2 and 4 of this experiment, where location varied in the 
search for relations, were higher than response times in Experiments 4 and 5 where size and 
shape varied, suggesting that verifying the location relation when it could vary was more 
difficult than verifying it when other features varied. Like previous experiments, response times 
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in this experiment were lower in the when the probe was consistent across all the trials of the 
experiment (Conditions 1 and 2) compared to when it was not (Conditions 3 and 4) and they 
were lower when the stimulus was a connected plus/minus image (Conditions 1 and 3) than 
when it was a separated or unconnected plus/minus image (Conditions 2 and 4). Figure 30 shows 
the distribution of response times in each condition (separated by setsize and target presence).  
 
 
Figure 30: Experiment 6 Response Time Probability Densities. This plot shows density 
distributions of response time for all three conditions for each set size and for whether the target 
was absent or present.   
 
 
Accuracy 
Accuracy was lower in this experiment overall compared to previous experiments. Within 
this experiment, accuracy was higher when the probe was consistent across all the trials of the 
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experiment (Conditions 1 and 2) compared to when it was not (Conditions 3 and 4). Violin 
density plots in Figure 31  provide a visualization of the accuracy by condition.  
 
             
 
Figure 31: Violin density plots showing the probability density of each subject’s mean 
accuracy across all blocks.  Accuracy was lower in this experiment compared to previous 
experiments (mean = 0.78, sd = 0.41) across all conditions. It was higher when the probe was 
consistent from trial to trial than when the probe varied from trial to trial and it was higher when 
the plus/minus probe was connected than when it was not connected.  
 
Slope 
 Change in search slope was calculated the same in this experiment as in all previous 
experiments. See Experiment 1 methods for details about how this metric was calculated. For the 
reasons described in the results section of Experiment 1, the statistical tests for this experiment 
only include data from absent trials.  
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 In this experiment, the aggregated mean of change in search slope across all subjects 
decreased from the beginning of the experiment to the end of the experiment. Table 15 shows the 
overall change in slope for each condition (collapsed across target present and target absent). 
 
Condition Mean change 
ms/item 
(sd) change 
ms/item 
Overall -2.445 2.767 
1. Same shape – target repeated -2.449 1.840 
2. Variable shape – target repeated -3.684 2.206 
3. Variable shape – target varied -1.201 3.536 
Table 15: Experiment 6 Slope and Intercept. This table shows the overall slope 
(milliseconds/item)  and intercept (milliseconds/item), and the slope and intercept for each 
condition (collapsed across target present/absent). Note that although the statistics are calculated 
over only data from absent trials, this table summarizes over all data. 
 
Figure 32 depicts a point for each subject’s search slope in each block, and a line for each 
subject’s change in search slope across the experiment (surrounded by a 95% confidence interval 
in gray). The R2 values in each condition represent how well the overall best fit line in that 
condition accounts for the variance of all the search slopes in that condition. Figure 33 plots 
those slope changes in separate box plots for each condition for a clearer visualization to 
compare them to each other. 
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Figure 32: Experiment 6 change in search slope. Each participant’s search slope in each block 
is plotted as a point in this figure. Each line is a participant’s best fit line to those points and 
represents his or her change in search slope across the course of the experiment. The grey band 
surrounding each line represents the 95% confidence interval. The R2 value indicates how well 
the overall best fit line accounts for the variance in the search slopes. 
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Figure 33: Experiment 6 differences in search slope between the conditions. Each 
participant’s change in search slope in the experiment is plotted as a point in this figure, and the 
box plots show the median and inter quartile range of the change in search slopes for each 
condition. The condition where the target location varied and the target changed from trial to trial 
was significantly different from the condition where target location varied by the target relation 
was consistent from trial to trial, but there were no other significant differences. This plot 
demonstrates that the wide variability in the change in slopes for different participants in the 
condition where the target relation varied and the location varied is a significant outcome of this 
experiment.  
 
To know whether any of the experimental conditions showed a decrease in search slope 
over the course of the experiment, the change in search slope in each condition was compared to 
0 in a one-sample t-test. Table 16 shows the outcome of the t-tests. 
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condition df 95% CI t-value p-value significance 
1. Same shape – target repeated 14  (-3.468, -1.429) 1.3158 0.0001467 ** 
2. Variable shape – target repeated 14  (-4.906, -2.462) 6.4658 1.483e-05 *** 
3. Variable shape – target varied 14  (-3.159,  0.756) 5.153 0.2094  
Table 16: Experiment 6 T-test results. This table contains the results of one-sample t-tests of 
change in search slope against a slope of 0 for each condition (separate ones for present/absent). 
 
 
Like Experiment 5, conditions in this experiment where the target repeated showed a 
significant slope, but the condition in which the target varied from trial to trial did not. The 
difference between Condition 3 (where the target could vary from trial to trial and it was 
relationally-defined) and Condition 2(where the target was also relationally-defined but remained 
the same from trial to trial) was significant (t(23.4) = 2.306, p = 0.03022), but other comparisons 
were not significant (Condition 1 vs. Condition 3: t(21.0) =  -1.212, p = 0.2388; Condition 1 vs. 
Condition 2: t(27.1) = 1.664, p= 0.1076). The results of the permutation t-tests align with these 
parametric t-test results. The difference between Condition 2 and Condition 3 is significant (p = 
0.0274) but the difference between Conditions 1 and 2 and the difference between Conditions 1 
and 3 are not significant (p = 0.2411 and p = 0.1091, respectively) 
 
Discussion 
Search slopes in this experiment, especially in Conditions 2 and 3 where absolute 
location varied, were higher than in previous experiments, suggesting that searching for a target 
defined by a relative location is especially difficult when location can vary. 
Differences between the conditions in this experiment echo the results of Experiment 5: 
varying the to-be-searched visual relation from trial to trial prevents search slopes from 
decreasing, but keeping the relation consistent on the trials of the experiment allows slopes to 
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decrease, like when the search target is identical to the probe (Condition 1 of this experiment and 
all previous experiments in this manuscript) or like when it is a single object (Logan, 1994; 
Sireteanu & Rettenbach, 1994). These results are consistent with the hypothesis that every time 
the search target switches to a new visual relation, each object must be bound to its relational 
role, a cognitively expensive mechanism that incurs a high response time floor for evaluating 
each distractor in an array, thus preventing search slopes from decreasing. 
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Chapter 5: Conclusion 
Together, these six relational search experiments show decreased search slopes when the 
target relation is repeated, even when absolute physical features like size and shape vary, and 
even when location features vary in an above/below spatial location search task. The search for 
visual relations slope floor that Logan (1994) found was overcome when the target did not 
switch from one trial to the next. 
Experiment 1 replicated Logan’s (1994, Experiment 7) results in which search slopes 
decreased for single object stimuli but not for a stimulus pair defined by the visual relationship 
between the pair. Experiment 2 found that repeating the same search target on every single trial 
allowed for search slopes to decrease. Experiment 3 combined these two experiments and found 
that repeating the search target was more beneficial for relationally-defined stimuli than for 
single-object stimuli. Experiments 4 and 5 extended the experimental manipulation to see if the 
effects were still true for stimuli that were purely defined by relations, and so the participant 
could not rely on matching other visual features and had to represent the relation in order to 
succeed at the task. Search slopes were high when participants had to search for this more 
abstract relation. Notably, though, even when other physical attributes like shape and size varied, 
search slopes for visual relations decreased when the relation was repeated on every trial. 
Experiment 6 found that even if aspects of the location varied in a search for relative location, 
search slopes still decreased when the relation repeated on every trial. 
The experiments presented here replicated Logan’s results twice, adding more evidence 
to the literature that these effects are real: search slopes decrease when the plus-minus pair are 
connected, but not when they are separate. However, if Logan had known about Woodman’s 
(2013) results (which is impossible because Woodman’s (2013) experiments took place nearly 
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two decades after Logan’s (1994) paper was published) where switching a target from trial to 
trial invokes working memory, he may have included an experiment that repeats the target, in 
order to allow any chance for any automaticity mechanisms in long term memory to take place. 
The conditions in which the visual relation was repeated on all trials of an experiment 
showed decreased search slopes, suggesting that long term memory is offloading the working 
memory cost that is incurred when the target relation switches from one trial to the next. This 
finding is consistent with a history of literature that has shown that consistent stimuli-response 
mapping can result in sped up and even automatic processing that relies on long term memory 
(e.g., Schneider and Shiffrin, 1977; Shiffrin and Schneider, 1977). More recently, Woodman et 
al. (2013) showed ERP evidence of long term memory trading off with working memory in 
repeated trials. They found when a given search target was repeated for many trials and the 
difference between CDA amplitudes (ERP signature of visual working memory) decreased, the 
amplitude of the P170 increased. They interpreted the increased P170 amplitude to indicate the 
involvement of long term memory, and so Woodman et al. (2013) concluded that when the 
stimuli are repeated for enough trials in a row, unlimited and relatively cheap long term memory 
can take over for limited and more cognitively demanding working memory. 
The experiments presented here are not evidence that long term memory can completely 
replace working memory in relational search. Search slopes were never zero like one would 
expect to observe in automatic search, nor is there any other evidence that would suggest 
working memory was completely unused in this task. Instead, the evidence presented here shows 
that long term memory has at least some impact in these search for relations tasks, or else slopes 
would not show a decrease in the repeated conditions compared to the non-repeated ones. This 
finding is meaningful in a literature that has shown that the power and flexibility that relational 
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representations afford is due to dynamic binding (e.g., Hummel and Biederman, 1992; Hummel, 
2001; Hummel, 2003) and thus requires working memory (Knowlton, Morisson, Hummel, and 
Holyoak, 2012) for which relatively inflexible long term memory could not substitute.  
One way long term memory could help supplement the costs of working memory would 
be to find regularities that are confounded with the relation and search for those regularities 
instead. One example of this kind of regularity would be that rather than remembering the 
relations, participants could remember the more general shape that forms an ‘envelope’ around 
the target pair (e.g., a small object above a large object can be surrounded by a triangle shape, 
and a large object above a small object makes an inverted-triangle shape). The results of 
Experiments 1 and 3 suggest that this particular strategy was not used by participants in the 
search for relations task, because the envelope shape that surrounds a plus above a minus is the 
same envelope shape as the one that surrounds a connected plus above minus, and yet 
participants’ search slopes decreased when the target was connected, but not when it was 
unconnected. 
Another possible role that long term memory is playing in this task could be that 
participants are not holding the relation in mind, but instead are remembering the instances of 
targets they see across the trials. Because the experiment consists of over one thousand trials, and 
because the number of possible sizes that each object in a pair can take on is limited within a 
small range, participants have the opportunity to learn most of the instances of the target early on 
in the experiment. However, this explanation falls apart for Experiments 1 and 3 in the 
conditions where the target changed from trial to trial. In those conditions, there were only two 
instances to maintain in long term memory: plus-above-minus and minus-above-plus, yet 
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participants’ search slopes in those conditions did not decrease like they did when the target 
relation was repeated.  
Another possible role for long term memory in this task is that participants might become 
more and more familiar with the relational pair that they eventually group it as a whole object to 
store in long term memory. Objects in the real world are collections of parts with relations 
between those parts, and the features of the parts can often vary. Described in terms of geons, a 
mug is a cylinder with a curved cylinder attached to one side (Biederman, 1987). Each geon of 
the mug can vary somewhat in size and shape (much like features of the stimuli in the 
experiments presented here can vary somewhat within a range) without making it harder for 
people to recognize it as a mug (Biederman, 1987, Hummel and Biederman, 1992). Recognizing 
unfamiliar objects requires attention for part-relation binding (e.g., Stankiewicz, Hummel, and 
Cooper, 1998; Hummel and Biederman, 1992, Hummel 2003) but once the objects become 
familiar, they can be recognized effortlessly as a single unitary whole (Stankiewicz, Hummel, 
and Cooper, 1998; Stankiewicz and Hummel, 2002). For pairs of objects, familiar interacting 
pairs are recognized quickly and easily compared to unfamiliar pairs with an unfamiliar relation 
between them (Green and Hummel, 2006). In the experiments presented here, relational pairs of 
objects were unfamiliar at the beginning of the experiment, but they had the opportunity to 
become familiar across hundreds of trials. Why, then, is there a difference between conditions 
where the relation repeated and where the relation did not repeat, given that both conditions 
provided so many trials in which the participant could become more and more familiar with the 
relational pair(s)? Imagine that this search for relations task is a category learning task, where the 
participants are learning the category for target. In the conditions where the relation repeats on 
every trial, the participants learn that the target is a small square above a large square with some 
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variability in the exact sizes of each square. In contrast, in the conditions where the target 
relation switches from one trial to the next, the participants learn that the target is both a small 
square above a large square and also a large square above a small square. Moreover, on trials 
where small-above-large relational pairs are the target, then large-above-small relational pairs 
are the distractors, so participants cannot consistently map target to small-above-large 
throughout the experiment. The target does not just vary in feature dimensions, it is a different 
enough object that it can also specifically be not the target (a distractor), making it so the target 
object cannot be committed to long term memory and must be re-bound on every trial of the 
experiment. Where the mapping of name to relational pair is consistent, a single object 
representation can take the place of a relational representation that needs to be computed on 
every trial, and therefore take advantage of the longer, larger, cheaper storage of long term 
memory. 
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