Abstract: In this paper, we consider discrete time dissipativeness on quadratic difference forms and two-variable dipolynomial matrices. We show that if a system is dissipativeness for a supply rate on the dipolynomial ring, then there also exist storage functions and dissipation rates on the dipolynomial ring. Moreover, we clarify whether extremal storage functions for a given supply rates on the dipolynomial ring. This generalization is effective to extend dissipation theory in discrete time from the theoretical points of view.
INTRODUCTION
Dissipativeness is one of the most important properties in dynamical systems (cf. (Willems, 1972) , (Trentelman and Willems, 1997) , (Willems and Trentelman, 1998) , and (Weiland and Willems, 1991) ). The reason is that various important system characteristics, e.g., bounded realness, positive realness, and so on, can be formalized as dissipativeness. Recently, Willems and Trentelman developed quadratic differenctial forms and two variable polynomial matrices (Willems and Trentelman, 1998) as mathematical tools to generalize the notion of dissipativeness of linear dynamical systems. And then, many results based on generalized dissipativeness based on quadrtaic differential forms and two variable polynomial matrices has been provided in e.g., (Fagnani and Willems, 1997) , (Rapisarda and Willems, 1997) and so on.
The discrete time version of dissipativeness also plays very crucial roles and is used to derive various tools of synthesis and analysis for discrete time systems. Particularly, filtering problems are also one of the specific topics in discrete time. The reason for this is that filters are used to obtain desired signals from noisy discrete time data. If we can develop the discrete time dissipativeness, we obtain useful filtering algorithms which are applicable to the actual discrete time data in a behavioral framework similarly to (Fagnani and Willems, 1997) . Moreover, interpolation problems like Nevanlinna-Pick are also deeply related to discrete time dissipativeness. In fact, Rapisarda and Willems consider sub-space NevanlinnaPick interpolation problems and the most powerful unfalsified model based on dissipativeness and quadratic differential forms in continuous time (cf. (Rapisarda and Willems, 1997) ). The notion of the most powerful unfalsified model is concerned with modeling, which is also a specific topic for discrete time data. Thus, discrete time dissipativeness will be useful to solve discrete time interpolation problems so as to obtain effective algorithms that can be applied to actual data. Hence, dissipativeness in discrete time is an important notion as in the continuous time case.
From this motivation, we suggested quadratic difference forms in order to develop the discrete time dissipativeness based on two variable polynomial matrices in (Kaneko and Fujii, 2000) and (Kaneko and Fujii, 1998) . Although it is enough to focus on the polynomial ring, the notion of dissipativeness on the dipolynomial ring should be also studied for the sake of genertalization of dissipation theory for discrete time systems. Particularly, it is natural to consider that dynamical system can be described by dipolynomials in the discrete time, we must develop dissipation theory so as to fit such repreentations.
In this paper, thus, we generalize the notion of discrete time dissipativeness on dipolynomial rings. Concretely, we provide quadratic difference forms induced by two variable dipolynomial matrices. We show that if a system is dissipativeness for a supply rate on the dipolynomial ring, then there also exist storage functions and dissipation rates on the dipolynomial ring. Moreover, we clarify whether extremal storage functions for a given supply rates on the dipolynomial ring. This generalization is effective to extend dissipation theory in discrete time from the theoretical points of view.
PRELIMINARIES
Let Z, R, and C denote the set of integers, real numbers and complex numbers, respectively. The notation R q (C q ) denotes the set of real (complex, respectively ) vectors of size q. For λ ∈ C,λ denotes the conjugate of λ. For a ∈ R q , a 2 :=a T a. For a ∈ C q , a * denotes the conjugated transpose of a and a 2 :=a * a. Let R p×q denotes the set of real matrices of size p × q. Let R * × * (R * ) denotes the set of matrices (vectors, respectively) whose size are suitable.
Let (R q )
Z denote the set of real time series vectors of size q. For w ∈ (R q ) Z , the shift operator σ is defined by (σw)(t) := w(t + 1). By using σ, the backward shift of w is also defined by (σ 
QUADRATIC DIFFERENCE FORMS AND TWO-VARAIBLE DIPOLYNOMIAL MATRICES
Quadratic difference forms are appropriate mathematical tools related to discrete time dissipativeness. They are used throughout this paper, so we introduce some necessary definitions and properties briefly. The following materials are similar to those introduced in (Willems and Trentelman, 1998) and (Kaneko and Fujii, 2000) the continuous time case and the discrete time case, respectively. In the discrete time case, the set of polynomials were treated. However, in order to obtain more general result from the theoretical point of view, we should consider dipolynomials as well as polynomials . Thus, we expand quadratic difference forms induced by two-variable polynomials to those induced by two-variable dipolynomials as follows.
An element of
The sum in Eq.(1) ranges over not only the nonnegative integers but also the negative integers and is assumed to be finite, and ζ, η] , by replacing the indeterminates ζ and η with ξ −1 and ξ, respectively, we obtain a one-variable dipolynomial matrix Φ(ξ,
. In order to avoid the confusion, we use the notation defined by
, we define the following indecies
The nonnegativity of quadratic difference forms induced by
4. DISCRETE TIME DISSIPATIVENESS ON THE DIPOLYNOMIAL RING
Supply rates, storage functions, and dissipation rates
can be regarded as the power entering into the physical system Σ = (Z, R q , B). The reason for this is that the power will be described by characterizing a quadratic expression involving system variables and its shifted variables, in terms of the dynamics of system variables similarly to the continuous time case. By using quadratic difference forms, we can formalize dissipativeness of discrete time dynamical system as follows.
is said to be a forward storage function of Σ = (Z, R q , B) for the supply rate Q Φ (w), if
for all t ∈ Z and for all w ∈ B. 
for all nonzero λ ∈ C.
The relation between a supply rate, a storage function, and a dissipation rate on the dipolynomial ring can be formalized as follows.
is full column rank for all nonzero ξ ∈ C. Then, the following four conditions are equivalent.
Moreover, for the supply rate Q Φ (w) induced by Φ(ζ −1 , ζ, η −1 , η) there is a one-one relation between storage functions Q Ψ (w) induced by
for all time t ∈ Z and w ∈ B or equivalently,
The outline of the proof:
Before going to the proof, we must show that some lemmas, propositions, and theorems proven in (Kaneko and Fujii, 2000) also holds in the case of R q×q s
First, we consider the following lemma. The correponding proof in the case of R q×q s [ζ, η] was shown in Lemma 3.1 in (Kaneko and Fujii, 2000) . ζ, η] . Then, the following three conditions are equivalent.
1.
Proof of Lemma 4.1:
(1 ⇔ 2). By applying arbitrary w ∈ l q 2 to Φ(ζ −1 , ζ, η −1 , η) and Φ (ζ, η) and summing up from −∞ to ∞, we ontain {
It follows from Lemma 3.1 in (Kaneko and Fujii, 2000) that
Moreover, it is easy to see that ζ, η] defined the previous proof. It follows from the proof of Lemma 3.1 in (Kaneko and Fujii, 2000) that there exists a
−m . This is one of two-variable dipolynomial matrices satisfying the condition 3.
(3 ⇒ 1). Applying an arbitrary w ∈ l q 2 to Eq.(9) and summing up from ∞ to ∞ allows us to conclude that the condition 1 holds . This completes the proof of Lemma 4.1. ✷
The following lemma corresponds to Proposition 3.1 in (Kaneko and Fujii, 2000) .
Proof of Lemma 4.2:
Similarly to the proof of the previous lemma, we define Φ (ζ, η) : The following lemma corresponds to Proposition 3.2 in (Kaneko and Fujii, 2000) , which is related to lossless systems. 
