Abstract. A Bagnera-de Franchis variety X = A/G is the quotient of an abelian variety A by a finite cyclic group G of biholomorphic maps A → A acting freely and not consisting only of translations. In this paper, we classify Bagnera-de Franchis varieties up to complex conjugation in dimensions ≤ 4 using the method presented in [BCF14] resp. [Cat15]. In addition to that, we classify so-called primary Bagnera-de Franchis varieties up to dimension 6 (up to complex conjugation). Furthermore, we provide a detailed proof of a result by T. Ekedahl, stating that rigid group actions on complex tori are projective.
Introduction
This work studies free group actions of finite groups G on abelian varieties A and the corresponding quotients. Here, the group G is a group of affine transformations of A, but not a subgroup of the group of translations (else, the quotient would be again an abelian variety). A quotient of an abelian variety by such a group G is called a generalized hyperelliptic variety. More generally, one defines a generalized hyperelliptic manifold to be the quotient of a complex torus by a group G as above. The study of these dates back to the beginning of the 20th century, when Bagnera and de Franchis as well as Enriques and Severi published their seminal works [BdF08] and [ES09] , respectively. In the surface case, the classification result of Bagnera and de Franchis shows that there are no nonprojective hyperelliptic manifolds. Since then, several authors have studied hyperelliptic manifolds, as well as related areas that contributed a lot to today's understanding of this topic. To name only a few works: [UY76] , [Fu88] , [BGL99] , [CaCi93] . In 2001, Lange ([La01] ) gave a method to classify BdFvarieties up to dimension 4, using heavily the tables of linear automorphisms of abelian surfaces and threefolds (loc. cit), although he omitted some calculations in his work. It does not seem that this method can be used for the classification in dimension > 4 (because tables of linear automorphisms are -as far as we know -currently only known up to dimension 3). Instead, Catanese [Cat15] introduced a method for the classification based on elementary linear algebra and number theory which will be explained and used in this paper for the classification in higher dimensions.
Let us explain how this work is organized. The first chapter mainly recalls some basic facts we will need and establishes some elementary results concerning combinatorics of automorphisms of complex tori that are useful for the classification. In section 1.2 we introduce Bagnera-de Franchis varieties as quotients of an abelian variety A by a free action of a cyclic group G which is not a subgroup of the group of translations and state a characterization for them (cf. Theorem 1.10). In Chapter 2 we follow [Cat15] and introduce the Hodge type of a G-Hodge decomposition, a significant invariant that is crucial for the classification. Recently, Catanese sketched a method to classify BdF-varieties in his survey article [Cat15] . This method will be discussed in Chapter 3 and uses the fact that under suitable conditions on the action of G, the lattice Λ is a free Z[ζ m ]-module for a primitive m-th root of unity ζ m . This yields -for a free action with no further requirements -a decomposition of our abelian variety B 2 . More precisely, B 2 splits into a direct sum of G-invariant abelian subvarieties B 2,k . Here, k is running over all divisors of m. The group G acts on B 2,k with eigenvalues of order k. Hence, G → Aut(Λ 2,k ) is a faithful representation (Λ 2,k is the corresponding lattice of B 2,k ), so it makes sense to study G-Hodge decompositions in this case. We classify complex tori which admit a linear automorphism which acts solely with eigenvalues of a desired order to be able to list all possible decompositions for B 2 . In Chapter 4 and Chapter 5, we put all pieces together (such that the conditions in the characterization of BdF-varieties are satisfied) and obtain the following classification result: 
Moreover, each family listed in ii) and iii) that does not belong to the set of 'exceptional cases' (cf. Table 8) admits a principal polarization.
The one-dimensional case is an easy consequence of the Riemann-Hurwitz formula, while the result for dim(X) = 2 is exactly the classification result of Bagnera-de Franchis, Enriques-Severi (loc. cit.) The threefold case was treated by Lange (loc. cit). However, the results in the cases dim(X) ≥ 4 are new (as far as we know). However, for n ≥ 3, it is not clear that all listed cases really give rise to Bagnera-de Franchis varieties. The problem we face is that we do not know whether the classified families of complex tori really contain projective members. This question will be dealt with in the last chapter: making use of the fact that the lattices we deal with split into free modules over cyclotomic rings and using elementary bilinear algebra together with the following result whose proof was sketched by T. Ekedahl in a private communication with F. Catanese (see section 5.2 for a detailed proof), we manage to prove Theorem 0.1.
Theorem 0.2. Let (T, G) be a rigid group action of a finite group G on a complex torus T. Then T /G is projective.
Notation:
We fix the following notation throughout the whole work. We will work over the field C of complex numbers. By an abelian variety, we will therefore mean a complex abelian variety. The notion of a ring will always mean a commutative ring with unit element. The set of natural numbers N will denote the set of all non-negative integers. The dual space of a vector space V is denoted V ∨ .
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Preliminaries
In this section, we recall some basic facts which we will need in the sequel. Let T = V /Λ be a complex torus. It is well-known (cf. for instance [BL92] ) that T is an abelian variety if and only if there is an alternating Z-bilinear form E on Λ such that the associated R-bilinear form H : V × V → R given by H(v, w) = E(ιv, w) + ιE(v, w) is Hermitian and positive definite. These conditions are publicly known as the two Riemann Bilinear Relations. The Riemann Bilinear Relations can also be expressed in the following way. The form E extends C-linearly to a form E on Λ ⊗ Z C = V ⊕ V . We have
Hence, E splits as a sum E = E 1 + H 1 + H 2 + E 2 (where A 1 is in the first direct summand, H 1 is in the second one, and so on Let T = V /Λ be a complex torus of dimension n. Let α ∈ Aut(T) and ρ : Aut(T) → GL(V ) be the complex representation. This yields a representation ρ ′ : Aut(T) → GL(Λ), called the rational representation. An easy observation is the following lemma (cf. [BL92] ).
Lemma 1.2. The representations ρ ′ ⊗ 1 and ρ ⊕ ρ are equivalent.
Before we start discussing combinatorial restrictions on automorphisms of complex tori, let us first fix some notation. We define Aut(T) to be the group of all (not necessarily linear) automorphisms of T and Aut(T, 0) to be the subgroup of all linear automorphisms of T, and analogously End(T, 0). For α ∈ Aut(T, 0), we define Fix(α) as the set consisting of all a ∈ T which are fixed under α.
The following result can be found, together with its proof, in [BGL99] ; we give a different, more elementary proof here. Proof. Denote by x the class of X in Z[ζ m ] = Z[X]/(φ m (X)) and note that α acts as multiplication with x. We know that v ∈ Fix(α) iff v ∈ Λ ⊗ Z Q and (x − 1) · v ∈ Λ. It is well known that the p k -th cyclotomic polynomial is
For this, we abbreviate l = ϕ(p k ) = deg(φ p k ) and we write w = a 0 + a 1 x + ... + a l−1 x l−1 with a i ∈ Q for all i. Then a straightforward calculation shows the claim:
where we have used the equality x l = − p−2 i=0 x p k−1 ·i . The condition is now that all the coefficients of powers of x must be integers, so the sum of the coefficients has to be an integer. Adding the coefficients, we find that −p · a l−1 has to be an integer. This shows the assertion, as all a i are congruent to a l−1 modulo Z. Remark 1.7. Let X = A/G be a generalized hyperelliptic variety. By virtue of our assumption that, in the above situation, G is not a subgroup of the group of translations, we can assume without loss of generality that G does not contain any translation: Let G T be the subgroup of translations in G, which is a normal subgroup. Hence, we get an abelian variety
Also note that there are no hyperelliptic varieties of dimension 1 in the above sense, since the Riemann-Hurwitz-formula holds.
Remark 1.8. Let X = A/G be a generalized hyperelliptic variety. Then the property of G acting freely on A is equivalent to the fact that no combination of x ∈ V and λ ∈ Λ solves the following equation
where g(x) = αx + b. This forces the linear parts of every g ∈ G \ {id} to have the eigenvalue 1. Definition 1.9. A BdF-variety (resp. BdF-manifold) X = A/G is said to be of product type, if A = B 1 × B 2 is a product of abelian varieties (resp. complex tori) and G ∼ = Z/mZ is generated by an automorphism g acting as g(a 1 , a 2 ) = (a 1 + b ′ , α ′ a 2 ), where b ′ ∈ B 1 is an element of order m and α ′ ∈ Aut(B 2 ) is a linear automorphism of order m, not admitting the eigenvalue 1.
We have the following characterization of BdF-varieties:
Theorem 1.10. The following two statements are equivalent: 
Proof. See for instance [Cat15, Proposition 15].
Actions of Finite Groups on Complex Tori
We introduce the most important definitions for the classification of BdFvarieties.
Definition 2.1. Let Λ be a free abelian group of even rank and G → GL(Λ) be a faithful representation of a finite group G. A G-Hodge decomposition is a decomposition
Splitting Λ ⊗ Z C using the canonical decomposition, we can write
where the sum runs over all characters belonging to irreducible representations of G. Thus,
Here, W χ is the corresponding irreducible representation and M χ is a trivial representation. Write 
Let ρ : G → GL(V ) be the linear representation which sends g ∈ G to its linear part. Denote by G ∨ the group of characters of G, i.e., the group of group homomorphisms from G to C * . For simplicity, we write ρ g instead of ρ(g). Since G was assumed to be abelian, all the irreducible representations of G have degree 1. The χ-eigenspace of G is denoted V χ , i.e.,
Thus, we can split V = χ V χ . Denote by M the set of all characters such that V χ = {0}. We then have V = χ∈M V χ .
Of course, we want to apply these considerations to generalized hyperelliptic varieties. In particular, we will have G satisfying the following two properties:
• G acts freely.
• G contains no translations, i.e., ρ is faithful. We have the following elementary result if G is even cyclic:
Lemma 2.4. Let : G → GL(Λ) be a representation of a finite cyclic group G = g , Λ a free abelian group of rank 2n and Λ ⊗ Z C = χ U χ be the canonical decomposition. If two characters χ and χ ′ have the same order, the spaces U χ and U χ ′ have the same dimension.
. Let χ and χ ′ be two characters of the same order k. Since χ and χ ′ have order k and the characteristic polynomial f g of ρ 0 g has integral coefficients, a power of the k-th cyclotomic polynomial divides f g . This yields that the multiplicities of χ(g) and χ ′ (g) as zeros of f g are equal.
We are now finished, because ρ 0 g is diagonalizable.
Primary BdF-Varieties
In this section, we want to classify BdF-varieties in small dimensions. We use Theorem 1.10, where we saw that a BdF-variety is the quotient of a BdF-variety of product type by a finite group of translations such that the conditions in the quoted theorem are satisfied. We follow [Cat15] for the presentation of the method used for the classification.
Definition 3.1. i) Assume that a cyclic group G generated by a linear automorphism g of order m acts on an abelian variety (resp. a complex torus) A. Then (A, G) is called primary, if a generator g of G has only primitive m-th roots of unity as eigenvalues. By abuse of notation, we will call an abelian variety (resp. a complex torus) A primary if the group G is clear from the context. ii) A BdF-variety (resp. BdF-manifold) (B 1 × B 2 )/G of product type is said to be primary, if the abelian variety B 2 (resp. the complex torus B 2 ) is primary.
Let X = (B 1 × B 2 )/G a BdF-variety of product type and write as usual
. By the Chinese Remainder theorem, we find that Z[G] splits into a direct sum of cyclotomic rings, i.e., we have
where φ k (X) is the k-th cyclotomic polynomial. The following elementary lemma tells us that we also get a splitting of Λ:
Lemma 3.2. Let M be a module over a ring R that splits into a direct sum
We write R := Z[x]/(x m − 1) and R k for the cyclotomic ring Z[x]/(φ k (x)). In fact, the above lemma tells us that we have a decomposition Λ 2 = k|m Λ 2,k into R k -modules Λ 2,k . We also know that V 2 splits accordingly, V 2 = k|m V 2,k . This decomposition is compatible with the complex structure, so we find that
where B 2,k is a G-invariant abelian subvariety of B 2 such that a generator g ∈ G (as in Theorem 1.10) acts on B 2,k with eigenvalues of order k.
Let X be a BdF-variety of dimension n > 1. We furthermore assume that X = (B 1 × B 2 )/G is a primary BdF-variety. In this case, Λ 2 is a module over the ring R m = Z[x]/(φ m (x)), which is a Dedekind domain (see for example theorem 2.6 in [Wa82] ). In fact, Λ 2 is a projective R m -module. We therefore get a splitting Λ 2 = R r m ⊕ I of Λ 2 into a free part and an ideal I ⊂ R m (see [Mil71] ). Indeed, Λ 2 is free if R m is a PID, i.e., if the class number h(R m ) := # Cl(R m ) is equal to 1. We know that R m is a free Z-module of rank ϕ(m) (where ϕ denotes the Euler totient function), hence we have
for all m satisfying h(R m ) = 1. As B 1 is an abelian variety of positive dimension, we have the following important observation: In the following sections, we will classify BdF-varieties in small dimensions. To obtain a satisfying classification, one first determines all possibilities for B 2 . To give a complex structure to (Λ 2 ⊗ Z R)/Λ 2 it is sufficient and necessary to give a decomposition Λ 2 ⊗ Z C = V ⊕ V (see [GH78] , pages 326 and 327). This amounts to determining all possible G-Hodge decompositions corresponding to Λ 2 . Remark 3.4.
i) Note that, by the above inequality (eq3.3), the case m = 2 obviously occurs for all dimensions n > 1. The only automorphism of order 2 of an abelian variety with finitely many fixed points is multiplication with −1, so the case m = 2 can be easily classified. In what follows, this trivial case will be omitted during the calculations, but will be listed in the tables. (Note that the number of parameters for this case is given by the dimension of the Siegel upper half space.) ii) In the following sections, we classify families of complex tori admitting a faithfully acting linear automorphism of a certain order up to dimension 5 up to complex conjugation. Usually, we will drop the phrase 'up to complex conjugation' in the statement of our results. iii) We refrain from listing the well-known table of elliptic curves admitting automorphisms of finite order.
3.1. The Surface Case. In this and the upcoming sections, we classify families of abelian varieties admitting a linear automorphism of certain order acting faithfully. To abbreviate, we denote by ( * n,m ) the following condition to be satisfied by a torus T : ( * n,m ) dim(T ) = n, and T admits a linear automorphism of some order m > 2 acting with primitive m-th roots of unity
For now, we assume that T satisfies ( * 2,m ). We write Λ⊗ Z C = V ⊕V . Using inequality (eq3.3), we find that we only have two possibilities in equation (eq3.2):
Case 1: ϕ(m) = 2 (hence m ∈ {3, 4, 6}) and r = 2, or Case 2: ϕ(m) = 4 (hence m ∈ {5, 8, 10, 12}) and r = 1.
In the first case, R m has rank 2 as a Z-module. We have the decomposition Λ ⊗ Z C = W χ ⊕ W χ into 2-dimensional isotypical components. Recall that we have a decomposition Λ ⊗ Z C = V ⊕ V . As we have seen in chapter 2, we also get a decomposition for V (i.e., we have Λ
We will always (i.e., in any dimension) distinguish between the cases where the following assumption holds (or does not hold). Note that the case where (eq3.4) holds is dealt with in [CaCi93] ; according to the authors, the classification of two-dimensional tori which admit an automorphism of order m acting faithfully (such that (eq3.4) holds) is as follows. There are exactly • m = 3, 6: one isomorphism class, namely E ρ × E ρ (E ρ being the equianharmonic elliptic curve).
• m = 4: one isomorphism class, namely E ι × E ι (E ι being the harmonic elliptic curve).
• m = 5, 10: one isomorphism class S 10 .
• m = 8, 12: two isomorphism classes S ′ m , S ′′ m . Moreover Catanese and Ciliberto prove: Proposition 3.6. Let T satisfy ( * n,m ) and (eq3.4). Then the following hold. We denote these families by S 4 for m = 4 and S 6 for m ∈ {3, 6}.
Proof. It suffices to show that under the given conditions, one has a twoparameter family of complex tori modulo a group G with the desired properties. This is clear, as we have only the possibility
We sum up our results in the following 
The table is organized as follows. By E resp. S we denote an arbitrary elliptic curve resp. abelian surface, while S 4 , S 6 , S 10 , S ′ m , S ′′ m denote the (families of) abelian surfaces introduced above. We decided to list the same torus T more than once if their entries in Fix(g) are different. Finally, Fix(g) denotes the fixed locus of a linear automorphism g of T of order m. Case 1: ϕ(m) = 2 (hence m ∈ {3, 4, 6}) and r = 3, or Case 2: ϕ(m) = 6 (hence m ∈ {7, 9, 14, 18}) and r = 1.
We first deal with case 1. In the same way as in the surface case there is the decomposition
We have the following proposition: More precisely, if m ∈ {3, 6}, then
) does not hold, there is a four parameter family of complex tori admitting a linear automorphism of order m acting faithfully.
We denote the respective families by A m , m ∈ {4, 6}. We also use the notation A 6 for the family obtained for m = 3.
Proof. The first assertion is clear. For the second assertion, note that the only possible Hodge type is (1, 2), so the G-Hodge decompositions are parametrized by an open set in Gr(1, 3) × Gr(2, 3), which has dimension 4.
Case 2 is easy to analyze. Note that by Proposition 3.5 we can assume that the eigenvalues of a generator g ∈ G are distinct and pairwise non-complex conjugate.
Proposition 3.10. There are exactly two isomorphism classes of tori satisfying ( * 3,m ) for any m ∈ {7, 9, 14, 18}. We denote them by A ′ 7 , A ′′ 7 for m ∈ {7, 14} and by A ′ 9 , A ′′ 9 for m ∈ {9, 18}.
Proof. We only list one element of each orbit for m = 7, 9. For m = 7, there are exactly two orbits corresponding to the tuples of pairwise non-complex conjugate characters (1, 2, 3), (1, 2, 4). For m = 9, the two orbits correspond (1, 2, 4) and (1, 4, 7). Now Lemma 3.2 guarantees that we can give a list of all isomorphism classes of abelian threefolds admitting an automorphism of finite order. Here, T denotes an arbitrary abelian threefold. Again, we refrain from listing the same tori more than once unless their entries in the Fix(g)-column are different. The rest of the notation is as in Table 1 . Table 2 below. Again, p denotes the number of moduli.
Theorem 3.11. There are exactly 56 families (up to complex conjugation) of three-dimensional complex tori admitting a non-trivial linear automorphism of finite order acting faithfully. These families are listed in
A ′′ Most of the proofs of this section are very similar to the proofs given in the previous sections; therefore, we will omit most of them. We start with the first case. We denote the respective families in ii) by X 6 m , X 8 m , m ∈ {4, 6}. We also use the notation X 6 6 , X 8 6 for the families obtained for m = 3. For case 2, we have We denote the respective families in ii) by X 2 m , X 4 m , m ∈ {8, 10, 12}. We also use the notation X 2 10 , X 4 10 for the families obtained for m = 5. Finally, the third case is analyzed. Again, we have that (eq3.4) holds by proposition 3.5. Proof. We only list one element of each orbit for m = 15, 16, 20, 24: for m = 15, the orbits correspond to the 4-tuples of pairwise non-complex conjugate characters (1, 2, 4, 7), (1, 2, 4, 8), (1, 2, 7, 11), (1, 4, 7, 13) . For m = 16, the orbits correspond to (1, 3, 5, 9), (1, 3, 5, 7), (1, 3, 9, 11), (1, 5, 9, 13) , while for m = 20, they correspond to (1, 3, 7, 9), (1, 3, 7, 11), (1, 3, 11, 13), (1, 9, 13, 17) . Finally, for m = 24, the tuples (1, 5, 7, 11), (1, 5, 7, 13), (1, 5, 13, 17), (1, 7, 13, 19), (1, 11, 17, 19) give the five orbits.
) holds, then T is isomorphic to one of the following complex tori: (S
We denote representatives of the respective isomorphism classes for m ∈ {15, 30} by X We now could -in principle -give a list of all 4-dimensional complex tori admitting a linear automorphism of finite order which have finite fixed locus. This will be omitted, as it is very tedious, yet not very enlightening. In lieu thereof, we will only list those 4-dimensional complex tori which admit a linear automorphism of order m with eigenvalues of order m. Proof. It suffices to deal with the case m = 11. The four orbits correspond to the 5-tuples of pairwise non-complex conjugate characters (1, 2, 3, 4, 5), (1, 2, 3, 4, 6), (1, 2, 3, 5, 7), (1, 3, 4, 5, 9).
Writing a table containing all families of 5-dimensional complex tori which admit a linear automorphism of order m acting faithfully is omitted, as the table would need to much space.
Classification of BdF-Varieties in Small Dimensions
In this chapter, we list all candidates for BdF-varieties of dimensions ≤ 4. It suffices to give a list of m, B 1 , B 2 and T r,i with our desired properties (cf. Theorem 1.10). As we saw, B 2 has to admit an automorphism of order m: all possibilities for B 2 up to dimension 3 with corresponding m were listed in the last section. An arbitrary abelian variety of a suitable dimension can be chosen for B 1 . To compute all possibilities for T , we use the combinatorical restrictions, namely [BGL99, Corollary 1.7, Proposition 1.8] (note that part (c) of 1.8 in loc. cit. equals Proposition 1.3 in this paper), Remarks1.4 and 1.5. We abbreviate Z m := Z/mZ. The notation is explained before the tables.
Remark 4.1. At this point, it is not clear that all the BdF-manifolds listed in the tables below are really projective, at least in dimension > 2. We will deal with this question in the next chapter.
We start out with the surface case. We list all BdF-surfaces of product type together will all possibilities of T r,i .
Theorem 4.2. There are exactly seven families of BdF-surfaces. They are listed in Table 4 below. Table 4 m B 1 B 2 Possibilities for
Here, p denotes the number of moduli.
This is the classification result of Bagnera-de Franchis [BdF08] and EnriquesSeveri [ES09] . Table 5 below. Table 5 m
Theorem 4.3. Every threedimensional BdF-variety belongs to a family which is listed in
We leave it to the interested reader to write down all the possibilities for T r,i in this case. Table 6 below. Table 6 Remark 4.5. One could, in theory, write tables with all candidates for BdFvarieties up to dimension 11 using the presented method; in fact, the first case where Λ 2 is not a free R m -module is m = 23, meaning dim(B 2 ) = 11.
Theorem 4.4. Every fourdimensional BdF-variety belongs to a family which is listed in

Projectivity of BdF-manifolds
In the last section, we listed all candidates for BdF-varieties. However, the answer to the following question still remains.
Question 5.1. When do the families of BdF-manifolds listed in the tables above contain BdF-varieties?
In the sequel, we will prove that each family of BdF-manifolds contains a projective member using different methods. The first method we present can be satisfied as 'rigid group actions on tori are projective' and is based on ideas of T. Ekedahl. In the subsequent section, we find directly an explicit form of the polarization. These methods overlap somehow -nevertheless we think that it is of interest to present both methods.
5.1. Rigid Group Actions on Tori. In this section we prove the following result of T. Ekedahl.
Theorem 5.2 (Ekedahl). Let (T, G) be a rigid group action of a finite group G on a complex torus T. Then T (or, equivalently, T /G) is projective.
Let H 1 be the category of rational Hodge structures of type ((1, 0), (0, 1) ). An object of it is a Q-vector space V admitting a decomposition
Let A be a semisimple and finite-dimensional Q-algebra. We denote an action r : A → End(V ) for V ∈ H 1 by a triple (V, A, r). Such an action is said to be of CM-type, if
This amounts to saying that every irreducible representation of A appearing in V 0,1 does not appear in V 1,0 . Let Λ ⊂ V be a lattice and T = (V ⊗ C)/(V 1,0 ⊕ Λ) be the corresponding torus. Then (eq5.5) means, in view of
that there are no deformations of T preserving the A-action (since the Kuranishi family is smooth). Proof. In fact, we prove the stronger statement that for any two irreducible modules M, N (note that
We can assume that G is not the trivial group. The group algebra over C decomposes as
where χ runs over all irreducible characters of G. For any irreducible character χ with corresponding representation V χ , the element
is an element in Z (C[G] ). In fact, we even have that
and the e χ 's are idempotent such that for any characters χ ′ = χ, we have e χ ′ · e χ = 0. For any representation M , write
where V χ is irreducible and M χ is a trivial representation. Then, by the orthogonality relation of characters, e χ acts as the identity on V χ , and as 0 on V ′ χ . This shows the statement. We whence assume A = Z(Q[G]) in the following. Let (V, A, r) be of CMtype and let σ 1 , ..., σ k be the distinct homomorphisms A → C. The assumption that (V, A, r) is of CM-type implies that each σ j will occur in at most one of V 0,1 and V 1,0 .
Definition 5.4. Define the Hodge signature of the CM-action (V, A, r) by the function t V : {1, ..., k} → {−1, 0, 1} given as follows: 
Proof. The Hodge type determines V 1,0 and V 0,1 , because (as A is commutative) V splits into a direct sum of character subspaces U j for the characters σ j , and the Hodge signature determines wheter U j ⊂ V 1,0 or U j ⊂ V 0,1 (or neither). The 'conversely'-part is clear.
Remark 5.6. The condition that (V, A, r) is CM implies that no σ j satisfying t V (j) = 0 is real, else σ j = σ j and σ j occurs in both V 0,1 and V 1,0 .
Definition 5.7. Let A be as above. We say that A is of CM-type if there is an automorphism ι ∈ Aut(A) such that we have σ j • ι = σ j for all j. Proof. Assume that V is polarizable. Then any sub-Hodge structure is polarizable as well (Poincaré Complete Reducibility), so we may assume that A is a field and that V has dimension 1 over A. In this case, the classification of End Q (A, 0) for an Abelian variety implies that ι = ′ , the Rosati involution, satisfies the property in Definition 5.7. For the converse, we can assume again that A is a field and that V has dimension 1 over A. The Hodge signature determines a complex structure on V which is of CM-type. . Fix an isomorphism σ : F ⊗ C → C and consider the projection p : Q[G] → F . As G has finite order, we easily see that σ(p(g) ⊗ 1) is a root of unity for each g ∈ G. Identifying G canonically with a subset of Q[G], the equality F = p(G) yields that F is contained in a cyclotomic field. As every subfield of a cyclotomic field is either totally real or CM, we are done. 
Proof. We only prove the lemma in the case where m is odd, the other case is similar. Let E be a form on E as in the statement of the lemma. Then we have, by G-invariance,
and defining the rest by Z-bilinearity and alternation. Setting λ i = E(1, X i ) for 1 < i < m, we find
Hence, E is uniquely determined by λ 1 , ..., λ ⌊m/2⌋ , which are not all equal to 0. By slight abuse of notation, we use the letter E not only for the alternating form, but also for its matrix E = E(X i , X j ) ij . One sees that X m−1 + ... + 1 is always in the kernel of E, independent of the choice of the λ i . Setting λ 1 := 1, λ m−1 := −1 and λ i := 0 for i ∈ {2, ..., m − 2}, one obtains a desired form as stated in the lemma.
Corollary 5.13. The alternating form E of the previous lemma induces a non-degenerate G-invariant bilinear form on the Z-module
for a divisor k of n+1 = m for each n > 1. More precisely, E can be uniquely written as a sum of non-degenerate G-invariant bilinear forms E k on R k for k dividing n + 1.
. It suffices to show that E(R k , R ′ k ) = 0. Note that R k and R ′ k decompose in direct sums of character-eigenspaces; first, let r ∈ R k , r ′ ∈ R ′ k such that r, r ′ belong to different character-eigenspaces. Hence the condition that E is G-invariant yields g · E(r, r ′ ) = χ(g)ψ(g)E(r, r ′ ) = E(r, r ′ ), with different characters χ = ψ. Hence E(r, r ′ ) = 0. If r ∈ R k , r ′ ∈ R ′ k are general elements (i.e., a sum of elements belonging to the respective character eigenspaces), we get E(r, r ′ ) = 0 by bilinearity.
Remark 5.14. Recall that, if Λ = Z[X]/(X n + ... + 1) (for even n and m = n + 1), we have decompositions
and V = χ V χ , such that, for each χ, either W χ = V χ or W χ = V χ . We fix the indices such that χ j corresponds to the eigenvalue ǫ j (where ǫ = exp Proof. Let m = n + 1. We only prove the lemma in the case where n is even. Write R = Z ⊕ R ′ , where R is as in Lemma 5.12 and let E be given as in ??. It remains to show that the Riemann Bilinear Relations are satisfied. The first Riemann Bilinear Relation is satisfied if and only if E(V, V ) = 0. Due to the previous corollary, it suffices to check this condition on eigenvectors: it is well-known that V χ j (for j < m 2 ) is generated by the element v j = n i=0 ǫ −ji X i ∈ R. Then one computes:
The last sum is 0 unless k + h ≡ 0 (mod m). But if k + h ≡ 0 (mod m), we find that v k and v −k = v k do not both belong to V . Restricting the form to R ′ , this shows that the first Riemann Bilinear Relation is satisfied, independently of the choice of the λ i . Now consider the form E obtained by setting λ 1 = 1, λ j = 0 for every other j, and restricting to R ′ . By abuse of notation, we denote the images of the v k in R ′ again by v k . We prove the second Riemann Bilinear Relation for this form: we have to check that E(−ιv k , v k ) > 0 for every k < Proof. The matrix of E as chosen in the proofs above has determinant 1.
Remark 5.17. Indeed, we have shown in this sub-chapter that all of the following families of BdF-varieties A = (B 1 × B 2 )/(T × G) contain a projective member:
• The families where (eq3.4) is not satisfied (i.e., the non-rigid cases):
In this case, a product of lower-dimensional abelian varieties for which (eq3.4) holds is always in the same family as B 2 .
• The families where the complex structure is chosen as in 5.14 (or the one conjugate to it).
We briefly treat the exceptional cases which we not dealt with in the previous discussion. Note that all these cases are rigid, hence projective by Ekedahl's Theorem 5.2; nevertheless, it is also of interest to give an explicit form of a polarization for these cases. One checks computationally that these values of λ i give rise to a positive definite form on Z[X]/(X m−1 + ... + 1) resp. Z[X]/(X m−2 + X m−4 + ... + 1). Table 7 Case Orbit λ 1 , ..., λ ⌊m/2⌋ S ′′ 8
(1, 5) (−1, 1, 0) S ′′ 12
(1, 7)
−1, 0, 1 2 , −1
