Abstract. A 1-planar graph is a graph that can be embedded in the plane with at most one crossing per edge. A 1-planar graph on n vertices can have at most 4n − 8 edges. It is known that testing 1-planarity of a graph is NP-complete. A 1-planar embedding of a graph G is maximal, if no edge can be added without violating the 1-planarity of G. In this paper, we study combinatorial properties of maximal 1-planar embeddings. In particular, we show that in a maximal 1-planar embedding, the graph induced by the non-crossing edges is spanning and biconnected. Using the properties, we show that the problem of testing maximal 1-planarity of a graph G can be solved in linear time, if a rotation system Φ (i.e., the circular ordering of edges for each vertex) is given. We also prove that there is at most one maximal 1-planar embedding ξ of G that preserves the given rotation system Φ, and our algorithm also produces such an embedding in linear time, if it exists. In addition, we establish new bounds on the minimum number of edges of maximal 1-plane graphs, showing that for graphs on n vertices this number is between 
1-planar graphs [6] . Furthermore acyclic colorability [4] and edge colorablility [18] have been investigated. Pach and Toth proved that a 1-planar graph with n vertices has at most 4n − 8 edges, which is a tight upper bound [13] . Other researches study the existence of vertices of small degree and edges with endpoints of small degree in classes of 1-planar graphs [7] [10] .
The class of 1-planar graphs is not closed under edge contraction, which makes various computational tasks for them hard. Korzhik and Mohar proved that testing 1-planarity of a graph is NP-complete [12] . More recently, it was reported that, surprisingly, the problem remains NP-hard, even if the input graph is near-planar (i.e., deletion of an edge makes the resulting graph planar) [5] , or a rotation system (i.e., the circular ordering of edges for each vertex) is given [1] .
A 1-planar embedding of a graph G is maximal, if no edge can be added without violating the 1-planarity of G [15, 16, 11] . In this paper, we study combinatorial properties of maximal 1-planar embeddings.
Based on these properties, we also study algorithmic aspects of maximal 1-planar graphs with a given rotation system. The fact that some algorithmic problems are solvable when a rotation system is given is in accordance with other results from the literature, showing that difficult NP-hard problems can be solvable in polynomial time, if we consider special classes of graphs or add some topological constraints such as a fixed embedding. For example, the well-known upward planarity testing problem is NP-hard in general [8] , however a polynomial time algorithm is known if an embedding of the graph is given [2] . Similarly, testing rectilinear planarity of a graph is NP-hard in general, however it can be solvable in polynomial time if an embedding of a graph is fixed [8, 17] . More recently, a linear time algorithm for constructing a straight-line drawing of 1-planar graphs with a given embedding was presented [9] . Our contribution: We prove various combinatorial properties of maximal 1-planar graphs. We first show that in any maximal 1-planar embedding, the subgraph induced by the edges that do not intersect any other edge (also called the "red graph") is spanning and biconnected.
We apply these combinatorial properties to investigate maximal 1-planarity of a graph G with a given rotation system Φ. We show that if such an embedding exists, then it is unique. The combinatorial properties that we prove enable us to develop a linear time algorithm to test maximal 1-planarity. Our algorithm also produces a maximal 1-planar embedding ξ of G consistent with Φ in linear time, if it exists 6 .
In addition, we study the density of maximal 1-planar graphs. A well-known upper bound of Pach and Toth shows that an n-vertex 1-planar graph can have at most 4n − 8 edges. However, a maximal 1-planar graph may have far fewer edges. We establish new bounds for the minimum number of edges of maximal 1-plane graphs. More precisely, we show that the minimum number of edges of a maximal 1-plane graph on n vertices lies between 
Preliminaries
A drawing D(G) of a graph G is a geometric representation of a graph in the plane, such that each vertex of G is mapped to a point in the plane, and each edge of G is drawn as a curve. As customary, in this paper we only allow proper drawings: no two edges incident to a vertex cross each other; two edges cross at most once; edges may not touch each other tangentially; no three edges cross at a single point.
A drawing D(G) of a graph G induces an embedding ξ(G) of a graph G. More precisely, an embedding ξ(G) of a graph G is defined by a circular ordering of the edges around each vertex in G, as well as the combinatorial configuration of the crossings in a drawing D(G). We say that the drawing D(G) realizes ξ(G).
An Given a 1-planar embedding ξ(G) of a 1-planar graph G, we can obtain a planar embedding by replacing each crossing in ξ(G) with a virtual vertex. We call the resulting planar graph the planarization of G, and denote it by G P . Note that ξ(G P ) preserves ξ(G). The original vertices of G are called real vertices. The planarization of G uniquely determines the embedding ξ(G).
A 1-planar embedding ξ(G) is called maximal, if no edge can be added without violating 1-planarity of G [15, 16, 11] . A maximal 1-plane graph G ξ is a graph embedded in a plane with a maximal 1-planar embedding ξ.
A rotation system Φ(G) of a graph G defines a circular ordering of edges around each vertex in G. Without loss of generality, we assume that the circular ordering is clockwise, unless otherwise stated. Let G Φ denote a graph G with a given rotation system Φ. If an embedding ξ(G) of a graph G induces a rotation system Φ, we say that ξ(G) realizes Φ or that ξ(G) is consistent with Φ.
Note that a rotation system Φ does not define crossings between edges. Thus, in general, there may be several 1-planar embeddings of a graph realizing a given rotation system. However, for a planar graph, a rotation system uniquely determines a planar embedding (i.e., there is at most one planar embedding realizing a given rotation system). Thus, to determine a 1-planar embedding, it is sufficient to determine a rotation system of the planarization of the 1-planar embedding.
An embedding ξ(G) of a graph G in the plane defines the crossing-free edges as well as the crossing edges. We call the crossing-free edges red edges, and call the edges that are crossed blue edges. The red graph G R of a graph G is the subgraph induced by the red edges.
When we define a subgraph G ′ of a graph G, we assume that G ′ inherits the topology of G. For example, if G is an embedded graph, then we treat the subgraph G ′ of G as an embedded graph, preserving the embedding of G (i.e., ξ(G ′ ) is induced by ξ(G)). Similarly, if G has a rotation system Φ(G), then the subgraph G ′ of G inherits the rotation system of G (i.e., Φ(G ′ ) is induced by Φ(G)).
Properties of Maximal 1-planar Embeddings
This section presents various combinatorial properties of maximal 1-planar embeddings. In particular, we show that the red subgraph of a maximal 1-planar embedding is biconnected and spanning. In the next section, we will use this property to design a linear time maximal 1-planarity testing algorithm for a graph G with a given rotation system Φ. We first present two lemmas to prove the main theorem of this section. Proof. We apply Lemma 2 to show that the red graph G R spans all the vertices. Let ξ(G) be a maximal 1-planar embedding of a graph G. We first argue that G is connected. If this were not the case, then the embedding of each component of G would be a maximal 1-planar embedding. By Lemma 1 there would be a face f that is incident with two real vertices from different components. These could be joined by an edge through f , contradicting the maximality of ξ(G). We conclude that every maximal 1-plane graph is connected. To show that the red graph is spanning, it suffices now to show that for two vertices v 1 and v 2 , which are adjacent via a blue edge, there is a red path from v 1 to v 2 . The blue edge (v 1 , v 2 ) is crossed in a virtual vertex w by some other edge (u 1 , u 2 ). Applying Lemma 2 to the triangles formed by {v 1 , u 1 , w} and {v 2 , u 1 , w} shows that a red path from v 1 to v 2 exists. To prove biconnectivity, we first show that G is biconnected. By Lemma 2, if two real vertices are adjacent to the same virtual vertex in G P then there are two vertex disjoint paths between the two real vertices. Thus to show biconnectivity of G, it suffices to show the following: If v 1 , v 2 and v 3 are real vertices that, ignoring virtual vertices, appear consecutively in this order on a face of the planarization G P of G, then there is a path from v 1 to v 3 that avoids v 2 . This is clear, since v 1 and v 3 are incident with the same face, and therefore are adjacent.
Finally, we show that the red graph G R is biconnected. Suppose that v is a cut vertex whose removal separates v 1 from v 2 in the red graph. Since G is biconnected, there is a path P in G − v from v 1 to v 2 . It suffices to argue that, for two consecutive vertices on P , there is a red path joining them that avoids v. If they are adjacent via a red edge this is clear. Otherwise this follows from Lemma 2.
⊓ ⊔
Testing Maximal 1-planarity of a Graph with a Fixed Rotation System
In this section, we present a linear time algorithm to test maximal 1-planarity of a graph with a given rotation system. More precisely, we prove the following theorem.
Theorem 2. There exists a linear time algorithm that tests whether graph G with a given rotation system Φ has a maximal 1-planar embedding realizing Φ. In case such an embedding exists, it is unique and the algorithm computes this embedding.
To design the algorithm mentioned in the theorem we proceed in three phases. In each phase we reject the input if the combinatorial properties of the results do not match those of a maximal 1-planar embedding consistent with the given rotation system. More specifically, the overview of the maximal 1-planarity testing algorithm consists of five steps. See Algorithm 1. Steps 1 and 3 can be done in linear time using existing standard algorithms for testing biconnectivity of a graph and testing planarity of a graph. In the following, we explain Steps 2, 4 and 5 in detail.
Algorithm 1 Testing Maximal 1-Planarity
Input: GΦ, a graph G with a rotation system Φ. Output: 1-planar embedding ξ(GΦ) and planar embedding ξ(GP ) or "no" in case no such embedding exists. 
We now show that completed rightmost walks can be used to characterize the red edges of G Φ .
Lemma 3. Let G be a 1-plane graph with a given rotation system Φ, whose red graph G R is spanning and biconnected. An edge e of G is red if and only if there is a completed rightmost walk on G Φ that traverses e only in one direction.
Proof. We first show that a red edge is traversed only once in a completed rightmost walk. Since the red graph G R is biconnected and spanning, every face of G R is a simple cycle. Let the sequence of vertices u 1 , . . . , u t ′ be a clockwise facial cycle of G R . We take indices modulo t ′ . For i ∈ {1, . . . , t ′ }, we say that a directed edge (u i , v) is inside the cycle, if v = u i+1 or the vertices u i+1 , v and u i−1 are encountered (not necessarily consecutively) in this order in the circular ordering of u i . Note that, since the red graph G R is spanning, each edge inside the cycle has both end vertices on the cycle. Since the red cycle is a Jordan curve, the rightmost continuation of an edge inside the cycle is an edge inside the cycle. Since an edge of the form (u i , u i−1 ) is not inside the cycle, a red edge cannot be traversed in both directions.
We now show that if a blue edge is traversed in one direction in a completed rightmost walk, then it is also traversed in the opposite direction. Let w be a virtual vertex, and let u 1 , u 2 , u 3 , u 4 be the circular ordering of the neighbors of w in G P , induced by the embedding of G. Consider the 1-planar graph G w formed from G, by inserting the virtual vertex w, and replacing the two edges crossing at w by four new edges incident with w. The embedding ξ of G gives rise to an embedding ξ w of G w . We define a rotation system Φ w on G w by taking the rotation system induced by the embedding of G w . Note that the edges incident with w are red in G w , and thus the red graph of G w is biconnected and spanning. Thus, for the two neighbors u 1 , u 2 of w, there is a red face which contains the edges (w, u 1 ) and (w, u 2 ), but no other edge incident with w. We direct the face to form a directed cycle C, so that the edges inside C incident with w are exactly (u 2 , w) and (w, u 1 ). Since (w, u 1 ) is the rightmost continuation of (u 2 , w), any completed rightmost walk in G w that contains (w, u 1 ) must contain (u 2 , w). This implies that any completed rightmost walk in G that contains (u 3 , u 1 ) must contain (u 2 , u 4 ). By repeating the same arguments, we conclude that any completed rightmost walk in G that contains (u 2 , u 4 ) must contain (u 3 , u 1 ). Thus the edge (u 1 , u 3 ) is traversed in both directions. Since the vertex w and the choice of u 1 among its neighbors are arbitrary, this proves the lemma.
⊓ ⊔ Lemma 3 implies that the color of an edge is invariant over all 1-planar embeddings that realize G Φ and have a red graph G R that is spanning and biconnected. We now describe an algorithm that takes G Φ , a graph G with a rotation system Φ, as input, and computes the color of the edges in such embeddings. 
The correctness of the algorithm follows directly from Lemma 3. By maintaining a list of all marked edges, the amount of work per edge is constant, and thus we have linear time complexity.
Computing a 1-planar embedding of G Φ
Given a rotation system Φ, and a coloring of the edges of G into red and blue such that the red graph is spanning and biconnected, we now test whether there exists a 1-planar embedding of G Φ consistent with the colors. If such an embedding exists, we compute a planar embedding of the planarization G P of G Φ . After testing biconnectivity and planarity of G R in Step 3 of Algorithm 1, we have a planar embedding ξ(G R ) of G R which preserves the given rotation system Φ of G. This embedding is used as input for Step 4 of Algorithm 1, testing 1-planarity of G Φ and producing a 1-planar embedding ξ(G Φ ) and planar embedding ξ(G P ).
The following lemma shows that the 1-planar embedding of G Φ is unique, if it exists.
Lemma 5. A graph G with a given rotation system Φ can be realized by at most one 1-planar embedding consistent with Φ for which the red graph G R is spanning and biconnected.
Proof. By Lemma 3, the color of each edge is invariant over all possible 1-planar embeddings realizing G Φ for which the red subgraph G R is spanning and biconnected. Since G R is planar and its rotation system is the restriction of the rotation system Φ, there is at most one planar embedding ξ(G R ) of the red graph that preserves Φ.
Given a face of the red graph G R and a blue edge e, the rotation system determines whether e lies inside the face. Note that two blue edges that lie inside a red face cross if and only if their end vertices are encountered alternatingly when traversing the red facial cycle.
This implies that the rotation system determines the crossing edge pairs. For a virtual vertex w, the rotation system Φ also determines the circular ordering of its neighbors. More specifically, the circular ordering is the same as the ordering of the neighbors of w when traversing the facial cycle containing w clockwise. Together this implies that we can construct the planarization G P of G Φ and its rotation system (i.e., planar embedding).
Since G P is a simple planar graph, given its rotation system, there is only one planar embedding for G P and thus only one 1-planar embedding for G Φ consistent with the coloring of the edges.
⊓ ⊔
Using Lemma 5, we can test 1-planarity of G Φ in linear time.
Lemma 6. Let G be a graph with a rotation system Φ, and suppose that G R is a planar, spanning and biconnected subgraph of G. There exists a linear time algorithm that tests whether there is a 1-planar embedding of G Φ that is consistent with Φ such that G R is the red subgraph. In case such an embedding ξ(G Φ ) exists, it is unique and the algorithm also produces the planar embedding ξ(G P ) of the planarization of ξ(G Φ ).
Proof. Due to the uniqueness of the 1-planar embedding of G Φ and the planar embedding of G R from Lemma 5, the rotation system Φ decides the embeddings of the blue edges inside each red facial cycle f of G R . Thus, to test 1-planarity of G Φ , we need to do the following: for each red face f of G R with a set of blue edges inside the facial cycle, we test whether the blue edges have exactly one crossing.
Intuitively, the algorithm proceeds as follows. We perform a walk along a red facial cycle f , and detect crossings between two blue edges. Note that two blue edges cross inside f if and only if we encounter the four end vertices of the two edges alternatingly along the cycle.
More specifically, we use a stack S to detect the crossings between the blue edges inside f . We push a blue edge onto S whenever it is encountered in the clockwise traversal of f . Let The last step of the algorithm is to test whether the embedding ξ(G Φ ) is 1-planar. The planar embedding ξ(G P ) of G P defines an embedding ξ(G Φ ) of G Φ . When we detect a crossing between two blue edges (v 1 , v 3 ) and (v 2 , v 4 ), we pop the four items
Note that at the end of the walk, the stack is empty if and only if every blue edge is crossed exactly once inside the face f . See Algorithm 1-planar embedding in the Appendix, for details.
Using standard data structures for graph representation, including a doubly connected edge list for ξ(G P ), one can implement the algorithm to run in linear time. ⊓ ⊔
Testing maximality of 1-planar embedding
In this section, we show that maximality of a 1-planar embedding of a graph G with a given rotation system Φ can be tested in linear time. We first present some properties of maximal 1-planar graphs. Proof. If the two vertices v 1 and v 2 were not adjacent, then we could join them by routing the edge (v 1 , v 2 ) through f without crossing any edge. This contradicts the maximality.
Lemma 8. Let ξ(G) be a maximal 1-planar embedding of a graph G. Let G P be the planarization of G, and ξ(G P ) be the planar embedding of G P induced by ξ(G). Let f be a facial cycle in ξ(G P ). (a) Each crossing in ξ(G) induces a 4-clique. (b) The face f has at most 4 real vertices. (c) The face f has at most 8 vertices (real plus virtual).
Proof. We first show Property (a). Each crossing in ξ(G) is defined by a pair of edges and four vertices. Suppose that a pair u, v of these vertices is not adjacent. Since G is 1-planar, there is exactly one face in ξ(G P ) where u and v appear consecutively. One can join u and v, routing the edge through the face. This contradicts the maximality of G. Property (b) follows from Lemma 7, by observing that K 5 has no 1-planar embedding where all vertices share a face.
Property (c) follows from Property (b), together with the observation that it is impossible for two virtual vertices to occur consecutively on f (since the embedding is 1-planar).
⊓ ⊔ Based on Lemmas 7 and 8, we now present a linear time algorithm that tests whether a 1-planar embedding is maximal. Proof. The main task is to check whether we can add new edges while preserving 1-planarity of the 1-planar embedding ξ(G Φ ). Consider the planar embedding ξ(G P ) of the planarization G P of G Φ . Note that G Φ is a maximal 1-planar graph if and only if the following two conditions hold:
1. for each face f of G P , any two non-adjacent real vertices of f are adjacent in G Φ ; and 2. for each red edge e of G P incident with distinct faces f 1 and f 2 , all pairs of real distinct vertices v 1 , v 2 , with
To test maximality of a 1-planar embedding, we thus proceed as follows: If there is a face of the planarization G P with more than 8 vertices, then the embedding is not maximal 1-planar. Otherwise, for each vertex v, we perform the following. For every face f incident with v, we mark all real vertices incident with f . For every face f ′ that shares a red edge with f , we mark all real vertices incident with f ′ . Next we unmark v and all its neighbors. If a marked vertex v ′ remains, then v and v ′ are non-adjacent and violate one of the properties above.
Since the size of the faces in G P is bounded (see Lemma 8) , the amount of work performed for vertex v is linear in the number of faces incident with v, and thus linear in the number of edges incident with v. The total amount of work is thus linear in the number of edges, which proves the lemma.
Bounds on the Number of Edges of Maximal 1-plane Graphs
Recall that the tight upper bound of Pach and Tóth [13] on the number of edges in an n-vertex 1-planar graph is 4n − 8. However, a maximal 1-plane graph may have fewer edges. Let m(n) denote the minimum number of edges over all possible maximal 1-planar embeddings of graphs on n vertices. In this section, we present a better upper bound on m(n), as well as a new lower bound. We first present two combinatorial properties of maximal 1-plane graphs that will allow us to bound the number of edges from below. Proof. See the Appendix.
⊓ ⊔
The two previous lemmas show restrictions in the local combinatorics of maximal 1-planar graphs, which allows us to bound the number of edges as follows. 
Proof. For the upper bound, we construct a maximal 1-plane graph G n with at most 7n 3 − 2 edges. If n = 3k, for some integer k, then the construction of G n is as shown in Figure 1. To construct the graph G n for n not divisible by 3, we delete 1 or 2 vertices incident only with red edges from G n ′ , where n ′ is the smallest integer larger than n divisible by 3. By Lemma 10, the graph remains maximal 1-planar when deleting these vertices. We now show the lower bound. Let c = 18/5. Suppose that G is a vertex-minimal maximal 1-plane graph that has less than 9n 5 − c edges, that is, a minimal counterexample. Note that G must have at least 3 vertices. We first argue that G does not have a vertex of degree at most 5 incident only with red edges: Suppose that v is such a vertex. Vertex v has degree at least 2, since the red graph is biconnected by Theorem 1. By Lemma 10, G − v is a maximal 1-planar graph on n − 1 vertices with less than − c edges, and therefore G is not a minimal counterexample. Since the red graph is biconnected, every vertex is incident with at least two red edges. We conclude that every vertex in G has degree at least 3.
We next argue that G does not have two adjacent vertices of degree 3. Suppose that u and u ′ are adjacent vertices of degree 3. Then G − {u, u ′ } is maximal 1-planar by Lemma 11. The graph G−{u, u ′ } has n−2 vertices and less than −c edges, which gives a contradiction. Now we argue that a vertex u of degree larger than 3 has two neighbors of degree larger than 3. If u does not have a neighbor u ′ of degree 3, then the statement is clear. Otherwise, u is adjacent to both other neighbors of u ′ , which must be of degree larger than 3.
Let m be the number of edges of G. Suppose now that G has t vertices of degree 3. Since vertices of degree 3 are not adjacent, there are at least 3t edges incident with a vertex of degree 3. For each vertex of degree larger than 3, at least two of its neighbors have degree also larger than 3. Thus, there are at least n−t edges, whose both endpoints have degree larger than 3. Thus, m ≥ 3t+n−t. On the other hand, by double counting, G has at least (4(n − t) + 3t)/2 edges. Since 0 ≤ t ≤ n, the bound on the number of edges minimizes when 3t + n − t = (4(n − t) + 3t)/2, which yields t = 2/5n and gives a bound of First note that v 1 and v 2 are adjacent, since G is a maximal 1-planar graph. The triangle T induced by the vertices v 1 , v 2 and w forms a Jordan curve. We define the inside of T be the area bounded by T , which does not contain edges incident with w other than (v 1 , w) and (v 2 , w). We will show that the edge (v 1 , v 2 ) is red or there is a red path from v 1 to v 2 inside the triangle. This suffices to prove the lemma, since by symmetry we can then conclude the existence of internally vertex disjoint red paths from v 1 to v 4 , from v 2 to v 3 and from v 3 to v 4 .
We now show that the edge (v 1 , v 2 ) is red or that there exists a red path from v 1 to v 2 inside of T by induction on the number of vertices k inside of T . If k = 0, then the edge (v 1 , v 2 ) is red and there is nothing to show. Thus, suppose that k > 0. If the edge (v 1 , v 2 ) is red, there is again nothing to show. So suppose otherwise. Then, there is an edge (u 1 , u 2 ) that crosses the edge (v 1 , v 2 ). Let w ′ be the virtual vertex on the edge (v 1 , v 2 ). Since T forms a Jordan curve, exactly one of the vertices of the crossing edge, say u 1 , is inside of T . Consider the triangle T 1 induced by the vertex set {v 1 , u 1 , w ′ }. The inside of T 1 is contained in the inside of T . Moreover, the vertex u 1 is not inside of T 1 , and thus the inside of T 1 contains less vertices than the inside of T . By induction, there is a red path from v 1 to u 1 . With a symmetric argument for the triangle T 2 induced by the vertex set {v 2 , u 1 , w ′ }, we conclude that there is a red path from v 2 to u 1 . These two paths together show that there is a red path from v 1 to v 2 which is inside of T . ⊓ ⊔
Proof of Lemma 11
Proof. First note that all neighbors of a vertex of degree 3 are adjacent. Suppose that u 1 and u 2 are adjacent vertices of degree 3. Note that there are two adjacent vertices that are neighbors of u 1 and u 2 , and that u 1 and u 2 do not have any other neighbors. There are two possible situations depending on the color of the edge (u 1 , u 2 ). See Figure 3 . Let w be the virtual vertex adjacent to u 1 and u 2 . Note first that, due to biconnectivity of G, there cannot be a vertex inside of the triangle formed by u 1 , w and any neighbor v of u 1 . Otherwise, v separates the vertices inside the triangle from the other vertices. The analogous statement holds for triangles involving u 2 . Let M be the set of points inside the triangles incident with w and u 1 or u 2 together with the vertices u 1 , u 2 and all points on edges incident with u 1 or u 2 . Suppose that there are two vertices x and x ′ non-adjacent in G that can be connected in G−{u 1 , u 2 }. The edge connecting x with x ′ must cross the set M . The boundary of M contains v 1 and v 2 . We say that a vertex v is reachable from a boundary point p, if the boundary vertex v and p are both incident with a common face that lies outside of M . Without loss of generality, we may assume that the edge enters and exits M exactly once, and that u 1 or u 2 is reachable from the entry point. Note that from any point on the boundary of M , the vertices v 1 and v 2 are reachable. This implies that x and x ′ are different from v 1 and v 2 . Since u 1 or u 2 is reachable from the entry point, it is possible to connect x or x ′ with one of the vertices u 1 or u 2 , which gives a contradiction.
