We propose a new method to construct confidence intervals for spectral mean and related ratio statistics of a stationary process, that avoids direct estimation of their asymptotic variances. By introducing a bandwidth, a self-normalization procedure is adopted and the distribution of the new statistic is asymptotically nuisance-parameter free. The bandwidth is chosen using information criteria and a moving average sieve approximation. Through a simulation study, we demonstrate good finite sample performance of our method when the sample size is moderate, while a comparison with empirical likelihood based method for ratio statistics is made confirming wider applicability of our method.
Introduction
Consider a zero-mean stationary process {X t } t∈Z . Denote by I n (λ) = (2πn) In this paper, we use R, Z, N to denote the set of real, integer and natural numbers. In time series analysis, a large class of statistics admits the form
where f (·) is the spectral density function of {X t } t∈Z . As the periodogram I n (λ) is the sample analogue of f (λ), a natural estimator of S(f, φ) is S(I n , φ) = π 0 φ(λ)I n (λ)dλ. In practice, if one is only interested in the patterns of dependence described in terms of autocorrelations, then the ratio statistic R(f, φ) = S(f, φ)/S(f, 1), which is estimated by its sample counterpart R(I n , φ) = S(I n , φ)/S(I n , 1), is of more practical relevance.
Important examples include φ(λ) = 2 cos(kλ), k ∈ N and φ(λ) = 1 [0,x] (λ), x ∈ [0, π].
The former corresponds to S(I n , φ) =γ k = n −1 n−|k| t=1 X t X t+|k| , k ∈ Z, and R(I n , φ) = ρ k =γ k /γ 0 , which consistently estimate the true underlying autocovariance γ k = cov(X t , X t−k ) and the autocorrelation ρ k = γ k /γ 0 at the kth lag. The latter corresponds to S(I n , φ) = F n (x) = 2 X. Shao estimators of the spectral distribution function S(f, φ) = F (x) and its normalized version R(f, φ) = F (x)/F (π). Under some moment assumption and weak dependence conditions on X t (Brillinger, 1975; Rosenblatt, 1985; Dahlhaus, 1985) , we have and f 4 (·, ·, ·) is the fourth order cumulant spectral density of X t . To construct a confidence interval for S(f, φ), one can replace σ 2 (φ) by a consistent estimator. Direct estimation of σ 2 (φ) inevitably involves the estimation of the integral of the fourth order cumulant spectra, which has been studied by Taniguchi (1982) , Keenan (1987) and Chiu (1988) . The mean squared consistency of the proposed estimators requires the existence of the eighth moment and the empirical performance of their methods has not been investigated. For ratio statistics, Dahlhaus & Janas (1996) proved the validity of the frequency domain bootstrap procedure (Franke & Härdle, 1992) for linear processes with independent and identically distributed innovations. For linear processes with infinite autoregressive representation, Kreiss & Paparoditis (2003) proposed the autoregressiveaided periodogram bootstrap method and showed that the sampling distribution of n 1/2 {S(I n , φ) − S(f, φ)} can be consistently estimated by its bootstrap analogue. Recently, Nordman & Lahiri (2006) developed empirical likelihood based methods to construct confidence intervals for ratio statistics. However, the theory and methods presented in the above-mentioned articles heavily rely on the assumption that X t is a linear process with independent and identically distributed errors, and seem inapplicable to general stationary process. In particular, the arma models with garch-type errors are excluded from their framework.
For stationary processes satisfying certain mixing conditions, Romano & Thombs (1996) derived the asymptotic distribution of the sample autocorrelation, which depends on the fourth order cumulants of {X t }. The latter authors proposed the subsampling and nonparametric time domain bootstrap methods to approximate the sampling distribution of n 1/2 (ρ k − ρ k ), so confidence intervals can be established based on the bootstrap or subsample percentiles. However, the coverage probability is typically sensitive to the choice of the window width or block size. Although there has been some work addressing the optimal choice of the subsampling window width or block size (Politis et al., 1999) , these methods typically involve very expensive computations. The main goal of this paper is to propose a new alternative approach to constructing confidence intervals for S(f, φ) and R(f, φ), which works for a wide class of stationary processes. The proposed procedures are easy to implement and computationally inexpensive. In particular, no bandwidth selection is involved in the construction of confidence intervals for γ k and ρ k .
Methodology
In the proof of (1), a commonly used strategy (Dahlhaus, 1985) is to prove the central limit theorem for S m (I n , φ) = m k=−mγ k ψ k for any finite m ∈ N and then show that (Billingsley, 1968) . In Section 3, the following functional central limit theorem is shown: 
The upper critical values for the distribution U have been tabulated by Lobato (2001) . Note that σ 2 (φ) is canceled out in the above procedure since both the numerator G 1n and the denominator G 2n are proportional to σ 2 (φ). This idea of using random normalization is similar in spirit to Lobato (2001) , who applied it to test for non-correlation of a dependent process. Our proposal avoids the thorny issue of estimating σ 2 (φ) by introducing a bandwidth parameter B n , the choice of which is certainly crucial and is described in Section 4. If interest focuses on confidence intervals of γ k 0 and ρ k 0 , for k 0 ∈ N, then B n = k 0 and thus no bandwidth selection is involved.
In practice, our interest often centers on the ratio statistic R(f, φ), which is estimated by R(I n , φ). Under some suitable conditions, the following approximately holds:
Then we have that approximately,
where C ij , for i, j = 1, 2 involve the fourth-order cumulants of {X t }. Following the idea described above, we define another partial sum process M n (r) = nr t=1 X 2 t g 0 , 0 ≤ r ≤ 1, which implies M n (1) = nŠ(I n , 1). By a similar argument to that used in Theorem 1, we have the following functional central limit theorem 
When a n = b n = 0, it yields no meaningful confidence interval.
Remark 1. Following Lobato (2001) , one can easily extend the above idea to construct a confidence region for a vector of interest, (m) are symmetric functions with bounded variation. The asymptotic distribution of the self-normalized statistic would be
where B m (r) is a m-dimensional vector of independent Brownian motions. The derivation of the confidence region differs only notationally from the displayed univariate case, so we omit the details.
Theoretical results
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Remark 2. The boundedness of the kth order cumulant spectra is implied by
Summability conditions on joint cumulants (3) are widely used in spectral analysis. For a linear process X t = j∈Z a j ε t−j with ε j being independent and identically distributed, (3) holds if j∈Z |a j | < ∞ and E|ε 1 | k < ∞. For a nonlinear process
where F is a measurable function for which X t is a well defined random variable, (3) is satisfied under a geometric moment contraction condition with order k (Wu & Shao, 2004) . The process {X t } is geometric moment contracting with order α > 0, if there exists a ρ = ρ(α) ∈ (0, 1) such that
where X * n = F (. . . , ε −1 , ε 0 , ε 1 , . . . , ε n ) and {ε t } t∈Z is an independent and identically distributed copy of {ε t } t∈Z . The property (5) indicates that the process {X n } forgets its past exponentially fast and it can be verified for many nonlinear time series models, including garch models of various forms (Wu & Min, 2005; Shao & Wu, 2007) .
Remark 3. The assumption on the finite dimensional convergence of J n (r) is not primitive. To give primitive conditions, we restrict our attention to the nonlinear causal process (4). By the Crámer-Wold device and a martingale approximation argument (Hannan, 1973; Wu & Min, 2005) , it holds provided that
Define the physical dependence measure (Wu, 2005) 
(2) holds if ∞ t=0 δ 4 (t) < ∞. Wu (2005) showed that geometric moment contracting of order α ≥ 1 implies that ∞ t=0 δ α (t) < ∞ . Since the geometric moment contracting property is preserved in arma modeling (Shao and Wu, 2007, Theorem 5 .2), armagarch models satisfy (5) for some α > 0. A straightforward calculation shows that the models M 3 , M 6 and M 9 used in our simulation work satisfy geometric moment contracting of order 4, consequently they satisfy (2) and (3) with k = 2, 3, 4. Further, we
where f X t X t−k 0 (0) is the spectral density function of {X t X t−k 0 } t∈Z evaluated at zero frequency. According to Hannan (1973) , the assertion (7) holds if 
Moving average sieve approximation and bandwidth selection
For any purely nondeterministic zero-mean stationary process, the Wold decomposition theorem (Brockwell & Davis, 1991) asserts that
where {Z t } t∈Z are mean zero uncorrelated random variables with finite variance σ 2 Z . Given a realization {X t } n t=1 , we shall adopt the following moving average sieve approximation to choose the bandwidth B n :
Let θ q = (b 1 , . . . , b q ) . In practice, we chooseq through the information criteria, such as aic and bic, and let B n =q. The approximating ma(q) model impliesq-dependence, which matches the approximation used in forming our statisticŠ(I n , φ), where the contribution ofγ(k), |k| ≥ B n + 1 is ignored. In the literature, autoregressive sieve approximation has been widely used in various statistical problems, such as estimating the spectral density (Berk, 1974) and bootstrapping the residuals of a time series model to approximate the sampling distribution of linear statistics (Bühlmann, 1997) . But in our setting, the moving average sieve approximation seems more natural. Here are the main steps involved in determiningq:
1. For each q = 0, 1, . . . , Q, where Q is pre-specified, find the least squares estimator of θ q , i.e.θ q = argmin σ 2 q (θ q ), where σ 2 q (θ q ) = n −1 n t=1 Z 2 t (θ q ). Here we follow convention and set Z 0 = Z −1 = · · · = Z −q = 0 in the calculation of Z t (θ q ) based on {X t } n t=1 . 2. The optimal q is determined via information criteria, i.e.q = argmin q log{σ 2 q (θ q )} + pen(q), where pen(q) penalizes the model complexity; pen(q) = 2(q + 1)/n if we use aic, pen(q) = 2(q + 1)/(n − q − 2) corresponds to aicc, and pen(q) = (q + 1) log n/n for bic.
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5. Simulation studies Let ε 1t and ε 2t be independent and identically distribution with N (0, 1) and t(5) distributions respectively; further let ε 3t = W t {0.5ε 2 3(t−1) + 0.3} 1/2 , where W t are independent and identically distributed with the standard normal distribution. Denote by B the backward shift operator. We consider the following models:
In the above models, M 1 -M 3 , M 4 -M 6 and M 7 -M 9 are ar(1), ma(1) and arma(1, 1) models with the three error processes generated from independent and identically distributed standard normal distribution, t(5) distribution and an arch(1) process, respectively. The variances for t(5) and arch(1) processes are standardized to 1. Note that the processes generated from M 2 , M 5 and M 8 do not have finite fourth moment, which is required by our theory. Sample sizes n = 150, 600 are investigated. Table 1 shows the coverages of the confidence intervals for γ 1 based on 10000 replications, and for F (π/4) based on 1000 replications. Table 2(a)-(b) gives the coverages for the confidence intervals for corresponding ratio statistics ρ(1) and F (π/4)/F (π). The number in the round brackets of Table 2 stands for the percentage that produces an empty set. The bandwidth is chosen by aic criteria. We also tried bic and aicc criteria. The results are very close to that obtained using aic, so are not reported here.
[Insert Table 1 about here]
The larger the sample size, the closer the empirical coverage probability is to the nominal level. For the confidence interval of γ (1), it appears that the models with normal innovations produce slightly better results than those with t(5) distributions, which outperform those with arch(1) innovations, although all of the intervals exhibit undercoverage. In this case the estimated standard error of the true coverage probability is given by {α(1 − α)/10000} 1/2 , where α is the observed coverage proportion. As seen from Table 2 , the coverages for ρ(1) and F (π/4)/F (π) are fairly close to the nominal level when n = 600, and only a small fraction of empty intervals occur when the innovations of the models are from t(5) or arch(1). Among non-empty intervals, more than 99.5% of them are of the type [L n , U n ] when n = 600.
A comparison of Tables 1 and 2 suggests that the coverage of the interval for ρ(1) is noticeably closer to the nominal level than that for γ(1) for all models and sample sizes. This might be related to the fact that the asymptotic distribution of ρ(1) is less dependent on the variance and the fourth cumulants of the process than that for γ(1). The same phenomenon is also observed for F (π/4) when compared to its corresponding ratio statistic. Further, it can be seen that ma(1) models slightly outperform corresponding ar(1) and arma(1, 1) counterparts almost uniformly in the statistics examined here when n = 150, while the advantage is less obvious for n = 600. This might be due to very short correlation structure of the ma(1) models.
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[Insert Table 2 about here]
As suggested by a referee, we compare the finite-sample performance of our method with that offered by the empirical likelihood method (Nordman & Lahiri, 2006) . The formulation in the latter paper is limited to ratio statistics and the theoretical validity of empirical likelihood-based confidence interval is only justified for linear processes with independent and identically distributed innovations. Table 2 shows the empirical coverages of the two methods for ρ(1) and F (π/4)/F (π) based on 10000 replications. For models with independent and identically distributed innovations, N (0, 1) or t(5), the performance of the empirical likelihood-based confidence interval is comparable to that delivered by our method, but in the case of arch(1) innovation, the empirical likelihood method performs rather poorly.
In terms of computational cost, for the model M 1 at sample size n = 600 and 10000 replications, it takes 3.15 seconds of processing time on a Dell PC with Intel Core 2 Duo E 6750 processor to construct a confidence interval for ρ(1). To obtain empirical coverage for the empirical likelihood based method in our simulations, we only need to calculate the empirical likelihood at the true parameter value, which takes 41.69 seconds with the same model, sample size and number of replications. For F (π/4)/F (π), our method is more expensive computationally due to bandwidth selection involved in our procedure. For Q = 10 and 100 replications, it takes 643.04 seconds for our method, while it takes 0.45 seconds for the empirical likelihood method. However, if the goal is to locate the empirical likelihood based confidence interval, one needs to calculate the empirical likelihood at a number of values (Owen, 2001) . So constructing the empirical likelihood based confidence interval actually requires more computational time than reported here.
In summary, the finite sample coverage of the proposed confidence intervals seem reasonably good, especially for ratio statistics at a moderate sample size n = 600. The arch(1) and t(5) errors only slightly affect the sample coverage, when compared to that for the standard normal errors. For ratio statistics, the difference is less apparent, and in some cases, the coverage associated with arch(1) and t(5) errors could outperform their counterpart for the standard normal errors. Overall, our method is well supported by the encouraging simulation results. Compared to the empirical likelihood-based method, our approach has wider applicability, and is more appealing to the practitioner, since in general we do not know if the time series at hand is from a linear process with independent and identically distributed innovations.
Proof of Theorem 1: Let Z jt = X t X t−j . We first show the finite dimensional convergence. Write
where the latter term will be shown to be stochastically small (independent of n) when m is sufficiently large. The argument is similar to that used in Dahlhaus (1985) ; see equation (5) 
g j g j {cum(X t , X t−j , X t , X t −j ) + cov(X t , X t ) cov(X t−j , X t −j ) + cov(X t , X t −j )cov(X t , X t−j )} = I 1 + I 2 + I 3 , say, where, under the assumption on the boundedness of f 2 , f 4 , Thus (A1) follows from the assumption that Bn j=m+1 {Z jt − E(Z jt )}g j = 0 for any r ∈ [0, 1]. Therefore, the finite dimensional convergence of n −1/2 [K n (r) − E{K n (r)}] follows from our assumption on the finite dimensional convergence of J n (r).
It remains to show the tightness. In view of Theorem 15.6 of Billingsley (1968) , it suffices to show that for any 0 ≤ r 1 < r 2 ≤ 1, E |K n (r 2 ) − K n (r 1 ) − E{K n (r 2 ) − K n (r 1 )}| (1a) (1b) n = 150 n = 600 n = 150 n = 600 100(1 − α)% 90% 95% 90% 95% 90% 95% 90% 95% M 1
