There is evidence for major public health issues surrounding the vitamin D status in humans (1 ) . Vitamin D exists in 2 forms and is obtained from 2 sources. Vitamin D 3 is formed by exposure of the skin to sunlight, whereas the D 2 form is obtained from the diet. 1 are used as markers of the vitamin D status (2 ) . Severe deficiency has recently been implicated in a wide range of clinical disorders other than skeletal deformities (3) (4) (5) . As a result of this emerging consensus, physicians increasingly monitor the vitamin D status in individuals. This step is done with a variety of methods on the basis of different measurement principles, of which the typical performance characteristics and limitations recently have been reviewed (6, 7 ) . Immunoassays mainly may be limited by cross-reactivity of the antibodies and nonequimolar recognition of the D 2 and D 3 forms of the 25(OH) metabolite, whereas in chromatographic methods, it is the resolving power and detection that are determinants for sufficient specificity. In this regard, liquid chromatography (LC) coupled to tandem mass spectrometry (MS/MS) inherently has the better potential. Note that in chromatographic methods, in contrast to immunoassays, equimolarity of measurement is not an issue because these methods separate the D 2 and D 3 25(OH) metab-olites and sum up the results to the total 25(OH)D concentration. However, Singh et al. (8 ) showed that commonly used LC-MS/MS procedures may overestimate the 25(OH)D concentration when the C-3 epimer accounts for a substantial proportion of the circulating 25(OH)D 3 concentration. This occurrence results from insufficient chromatographic resolution to separate the 3-epi metabolite. Another major limitation that applies for all current 25(OH)D methods is the poor comparability of results, as demonstrated in dedicated proficiency testing schemes (9, 10 ) . This is confounding for diagnosis against expert recommendations to maintain circulating 25(OH)D concentrations above a certain concentration for optimal health (11) (12) (13) (14) . This concern increasingly calls for standardization (15) (16) (17) . There is general consensus that this should be done by using a higher-order reference measurement system to establish traceability to the Système International d'Unités (SI) (18 ) . SI traceability or trueness is indeed the most valid basis for generation of laboratory data that serve the establishment of guidelines and clinical diagnosis, long-term epidemiologic studies, and programs to evaluate the effect and safety of dietary supplements (19 -21 ) . It was in this regard that the Office of Dietary Supplements from the National Institutes of Health worked together with the NIST to develop Standard Reference Materials (SRMs) for 25(OH)D 3 /D 2 , i.e., the serum-based SRM 972 (4 levels) and the SRM 2972 calibration solutions (22) (23) (24) . The latter was helpful in decreasing interlaboratory variation of chromatographic procedures (25 ) . The SRM 972, certified with isotope dilution (ID)-LC-MS/MS reference measurement procedures (RMPs) (26 ) , was intended for validation of the trueness of hierarchically lower methods (18 ) . However, some levels of the SRM were deemed noncommutable when measured with immunoassays and therefore not fit for trueness assessment (27 ) . This problem is not expected for routine MS/MS procedures because they are based on the same measurement principle as the certification procedure. Because of the issue of noncommutability of reference materials, the approach of directly using unadulterated sera, assigned with values by an RMP, is the preferred alternative (18, 28 ) . Of course, when the laboratory community advocates that in vitro diagnostic companies and ID-LC-MS/MS laboratories should make use of this approach, there is a need for sufficient capacity of laboratories offering RMP services.
Here we report the development of 2 candidate ID-LC-MS/MS RMPs for quantification of serum 25(OH)D 3 and 25(OH)D 2 , the first with sufficient chromatographic resolution to separate 25(OH)D 3 and the 3-epi metabolite. As part of the process of critically evaluating the procedures, we validated trueness and imprecision against previously derived specifications and assessed the applicability for measurement of native patient sera (29 ) . 
Materials and Methods

MATERIALS
SAMPLE PREPARATION
Sample preparation is fully described in Supplemental Data File 1. Typically, 250 L serum (maximum 500 L) was sampled and diluted to 1 mL with 0.9% (g/g) sodium chloride solution. Subsequently, equal absolute amounts of either d 6 -25(OH)D 3 or d 6 -25(OH)D 2 were added. After equilibration, the serum was alkalinized, extracted with n-hexane, and fractionated by Sephadex LH-20 chromatography.
LC-MS/MS ANALYSIS
A two-dimensional Acquity® UPLC system connected to an Acquity® tandem quadrupole mass detector (both from Waters), operating in the positive electrospray ionization mode, was used. The first dimension used an Acquity® BEH300 C4 column (2.1 ϫ 50 mm, 1.7 m, 300 Å). The second dimension columns were method specific: the 25(OH)D 2 candidate RMP used an Acquity® BEH C18 column (2.1 ϫ 50 mm, 1. 
METHOD VALIDATION
Calibration. We estimated the uncertainty of the calibration transfer protocol from the imprecision of the experimental design used for value assignment. Furthermore, we assessed whether it was justified to do the calibration from direct analysis of the calibrators, i.e., without submission to the sample pretreatment procedure. The experimental protocol is described in Supplemental Data File 1.
Recovery and matrix effect on ionization. The absolute recovery of the sample preparation procedure for 25(OH)D 3 /D 2 was investigated by comparison of the isotope ratios obtained for 2 sets of 6 aliquots from the same serum pool. To the first set, the isotopically labeled analog was added before sample preparation; to the second set, it was added only after extraction and fractionation (see the Supplemental Data File 1). Matrix effect on ionization was investigated by comparison of the area under the peak obtained from direct injection of the labeled analog vs injection after addition to a processed serum matrix (n ϭ 6). ples were quantified in duplicate on 5 independent days (n ϭ 10), which allowed the estimation of the total CV and the mean signal-to-noise (S/N) ratio. Note that the same protocol was used to determine the endogenous concentration in the sera of the recovery experiment. Our specifications for LoQ were a total CV Ͻ7% and a maximum absolute deviation Ͻ0.13 nmol/L (see Discussion). The estimation of the LoD at an S/N ratio of 3 was done based on the LoQ samples.
Imprecision and trueness. These characteristics were validated from analysis of the 4 levels of the SRM 972 against specifications of a maximum total CV of 5% and a maximum systematic deviation of 1.7% (29 ) . Because of the limited volumes of the NIST SRM materials, measurements were done according to a reduced CLSI EP 5 protocol, i.e., duplicates on 5 independent days (n ϭ 10) (31 ). For each level, the withinrun, between-run, and total CVs were calculated by one-way ANOVA. The mean total CV was calculated as the square root of the mean of the quadratic total CVs. For the different internal quality control samples (see Supplemental Data File 1), the total CV was similarly calculated using one-way ANOVA. The CV for measurement of native serum samples was derived from the difference between the duplicates; however, it was measured as singlicate on 2 independent occasions. The trueness was expressed as % recovery of the NISTcertified values.
Performance of native serum samples. The candidate RMPs were challenged with analysis of 87 native serum samples. After screening of the samples for the presence of 25(OH)D 2 and 3-epi-25(OH)D 3 , all 3 metabolites were determined in duplicate with rigorous internal quality control (see Supplemental Data File 1). In the reconstructed ion chromatograms, we determined the typical S/N ratio, verified the presence of nonidentified interfering peaks, and evaluated the resolving power to separate 3-epi-25(OH)D 3 [at 3% of the 25(OH)D 3 peak height]. The 25(OH)D 2 and 25(OH)D 3 concentrations were quantified in absolute terms, whereas for the 3-epi form, the content relative to 25(OH)D 3 (%) was estimated.
Expanded uncertainty of measurement. First, the combined uncertainty was calculated from propagating the uncertainty due to the imprecision, the calibration transfer protocol, the SRM 2972 certification, and unspecific interferences. To obtain a representative imprecision, the total CV estimated from analysis of the different SRM 972 levels was combined with the CVs calculated for the internal quality control and native serum samples. This step was done by taking the square root of the mean of each quadratic CV value. Finally, the expanded uncertainty was estimated with k ϭ 2 (95%).
Statistical data analysis. Microsoft Office Excel® (version 2007) was used to perform the Grubbs outlier test, the two-sided F-test, one-or two-sided (depending on the application) Student's t-tests with equal or unequal variances (based on the F-test), and a one-way ANOVA, all at 95% probability.
Results
CALIBRATION
The uncertainty of the calibration transfer protocol amounted to 0.7%. The isotope ratios measured in the 2 sets of calibrators (directly analyzed and after submission to sample preparation) were not significantly different [25(OH)D 3 : difference 0.86%, P two-sided t-test ϭ 0.186; 25(OH)D 2 : 0.54%, P two-sided t-test ϭ 0.665]. This result together with the evidence for absence of matrix effect on ionization (see below) showed that calibration with directly analyzed calibrators was justified.
RECOVERY AND MATRIX EFFECT ON IONIZATION
The absolute recovery Ϯ two-sided 95% CI of the sample preparation procedures was 71% 
INTERFERENCE
The results for the interference study are summarized in Table 1 (for the retention time of the examined components, see Supplemental Table S3 in the online Data Supplement). Although the registered full scan spectra identified potential interference by some compounds, the relative retention time allowed to exclude it for all, except 3-epi-25(OH)D 3 . As shown in Fig. 1 
LoQ AND LoD
The LoQ for 25(OH)D 2 , estimated from analysis of SRM 972 level 1, was 1.22 (0.05) nmol/L (two-sided 95% CI). The absolute difference from the target was Ϫ0.24 nmol/L, the total CV was 5.3%, and the mean S/N ratio was 76. The LoQ, estimated from the analytical recovery experiment, was 1.43 (0.05) nmol/L, with a deviation of Ϫ0.054 nmol/L from the target. The measured total 25(OH)D 3 concentration in the supplemented horse serum was 1.12 (0.05) nmol/L. The deviation from the target (1.23 nmol/L, because of supplementation of the endogenous concentration at 0.21 Ϯ 0.03 nmol/L with 1.02 nmol/L) was Ϫ0.11 nmol/L, the total CV was 6.3%, and the mean S/N ratio was 40. The LoD, estimated from the above data, was 0.025 pmol (10 pg) and 0.015 pmol (6 pg) on columns for 25(OH)D 3 and 25(OH)D 2 , respectively. Tables 2 and 3 list the different imprecision and trueness data. The mean within-run and total imprecision (ex- pressed as % CV) estimated from analysis of the different levels of the SRM 972 were 1.9% and 2.1% for 25(OH)D 3 and 2.9% and 3.0% for 25(OH)D 2 . The mean trueness was 101.1% Ϯ 1.5% (one-sided 95% CI) for 25(OH)D 3 and 101.3% Ϯ 0.6% for 25(OH)D 2 . None of the obtained % recoveries of the NIST target values exceeded the 1.7% deviation limit, as confirmed by a one-sided t-test against the limits for maximum deviation (i.e., 98.3% or 101.7%) (see Table 3 for the P values).
IMPRECISION AND TRUENESS
PERFORMANCE ON NATIVE SERUM SAMPLES
The concentrations of 25 
EXPANDED UNCERTAINTY OF MEASUREMENT
The combined uncertainty was estimated from propagating the uncertainty components attributed to the imprecision for measurement of the SRM 972, the internal quality control, and patient samples [1.9% for 25(OH)D 3 ; 2.6% for 25(OH)D 2 ]; the calibration transfer (0.7%); and the NIST SRM 2972 certification (0.8%, (23 ) and unspecific interferences, estimated at 1%). This result gave an expanded uncertainty (k ϭ 2; 95%) for a single measurement (at a concentration within the normal range) amounting to 4.7% for 25(OH)D 3 and 5.9% for 25(OH)D 2 ; for measurement in 4 replicates, it was 3.4% and 3.9%, respectively. At the LoQ, the expanded uncertainty for 25(OH)D 3 was 12.9% (n ϭ 1) and 6.9% (n ϭ 4) and for 25(OH)D 2 was 11.0% (n ϭ 1) and 6.0% (n ϭ 4).
Discussion
We developed 2 candidate RMPs for separate quantification of 25(OH)D 2 and 25(OH)D 3 . These RMPs were developed to enable unequivocal validation of immunoassays that claim equimolar measurement, which is indeed a prerequisite for correct assessment of the vitamin D status when dietary supplementation with vitamin D 2 is done. It is expected that vitamin D 2 supplementation will be continued as long as the controversy about the effectiveness of the 2 vitamin forms in maintaining circulating 25(OH)D concentrations is unresolved (32) (33) (34) . We further ensured traceability of the 
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calibration to the hierarchically highest primary calibrators currently available, i.e., the SRM 2972 (23 ) . For the same reason, we validated the trueness and imprecision in a combined measurement protocol of the 4 levels of the SRM 972 (24 ) . We performed this validation against specifications previously proposed for an RMP. These specifications are on the basis of the biologic variation diagnosis model, i.e., a total CV Յ5% and a systematic deviation Յ1.7% (29 ) . The strength of these quality goals is that they represent a good balance between state-of-the-art performance of typical ID-LC-MS/MS procedures and the imprecision and trueness needed for an RMP fit for the purpose of establishing/validating the SI traceability of routine diagnostic methods. We realized, however, that because the aforementioned goals are limits, our stable performance should be better. The values in Tables 2 and 3 demonstrate that we achieved this for our 2 candidate RMPs. Note that the imprecision data generated from applying the reduced CLSI EP5 protocol for analysis of the SRM 972 were confirmed by the internal quality control CVs at higher n values (Table 2 ). In addition, the estimated expanded uncertainty of measurement supports the fitness of the candidate RMPs, in particular, with a typical measurement protocol of 4 replicates.
We further paid attention to typical points of concern for a candidate RMP on the basis of ID-LC-MS/ MS. These points comprised calibration at the 1:1 isotope ratio, while accounting for the influence of the spectral overlap (30 ) , assessment of absence of matrix effect on ionization and sufficient recovery to not negatively influence the accuracy and imprecision, and assessment that it was justified to perform matrix-free calibration. The measures taken to minimize matrix effect on ionization and to justify matrix-free calibration comprised (a) use of an extensive sample pretreatment strategy, (b) collection of only a narrow Sephadex LH-20 window, and (c) incorporation of a twodimensional UPLC approach. The observed differences in isotope ratios between extracted and nonextracted calibrators were not statistically significant. Another point of concern was thorough assessment of absence of interference. This was done from general inspection of the presence of unidentified peaks in the reconstructed ion chromatograms obtained for a multitude of patient samples, from analysis of samples without addition of the isotopically labeled analog, and from dedicated investigation of potentially interfering components. We also emphasized having sufficient chromatographic resolution to separate the 3-epi form of 25(OH)D 3 , because coelution may lead to overestimation of circulating 25(OH)D 3 concentrations when the 3-epi form is present in a considerable proportion (8 ) . Although there is no current evidence that the 3-epi form is clinically relevant, we found that 12% of the serum samples analyzed in this study had a 3-epi-25(OH)D 3 Ͼ8% relative to their 25(OH)D 3 (with a maximum of 17%). Although we do not claim that we are able to certify the concentration of the 3-epi form with the same quality as for 25(OH)D 3 , we estimated the concentration assuming the same MS response factor for the 2 metabolites, which gave for SRM 972 level 4 a result in good agreement with the certified value (1.8% mean systematic deviation and 1.4% total CV, n ϭ 10). Another point of care was the definition of the LoQ with accompanying imprecision and trueness specifications, i.e., a maximum total CV of 7% and systematic deviation of 0.13 nmol/L. These specifications stand into relationship to the aforementioned biologic quality goals (CV Ͻ5%; systematic deviation Ͻ1.7%) (29 ) . Note that we converted the relative systematic deviation criterion to an absolute value for concentrations Ͻ7.7 nmol/L (0.13 nmol/L is 1.7% at 7.7 nmol/ L). As shown in Tables 2 and 3 
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