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This work addresses the computation of the propability of fermionic particle pair production in
(d+ 1)− dimensional noncommutative Moyal space. Using the Seiberg-Witten maps that establish
relations between noncommutative and commutative field variables, up to the first order in the
noncommutative parameter θ, we derive the probability density of vacuum-vacuum pair production
of Dirac particles. The cases of constant electromagnetic, alternating time-dependent and space-
dependent electric fields are considered and discussed.
I. INTRODUCTION
Noncommutative field theory (NCFT), arising
from noncommutative (NC) geometry, has been the
subject of intense studies, owing to its importance
in the description of quantum gravity phenomena.
More precisely, the concepts of noncommutativ-
ity in fundamental physics have deep motivations
which originated from the fundamental properties
of the Snyder space-time [1]. Further, the results by
Connes, Woronowicz and Drinfeld [2–4] provided a
clear definition of NC geometry, thus bringing a new
stimulus in this area. The NC geometry arises as
a possible scenario for the short-distance behaviour
of physical theories (i. e. the Planck length scale
λp =
√
G~
c3 ≈ 1, 6 · 10−35 meters), see [5–7] and ref-
erences therein. This fundamental unit of length
marks the scale of energies and distances at which
the non-locality of interactions has to appear and
a notion of continuous space-time becomes mean-
ingless [5, 6, 8]. One of the important implications
of noncommutativity is the Lorentz violation sym-
metry in more than two dimensional space-time [9–
11], which, in part, modifies the dispersion relations
[12]. It led to new developments in quantum elec-
trodynamics (QED) and Yang-Mills (YM) theories
in the NC variable function versions [14, 15]. The
same observation appears in the framework of string
theory [16, 22]. Also, the quantum Hall effect well
illustrates the NC quantum mechanics of space-time
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[23, 24] (and references therein).
In this work, we use a NC star product obtained
by replacing the ordinary product of functions by
the Moyal star product as follows:
f ? g = m
[
exp
( i
2
θµν ∂µ ⊗ ∂ν
)
(f ⊗ g)
]
, (1)
where f , g ∈ C∞(RD), m(f ⊗ g) = f · g; θµν stands
for a skew-symmetric tensor characterizing the NC
behaviour of the space-time, and has the Planck’s
length square dimension, i.e. [θ] ≡ [λ2p]. The star
product (1) satisfies the useful integral relation∫
dDx (f ? g)(x) =
∫
dDx (g ? f)(x)
=
∫
dDx f(x) g(x). (2)
It provides the following commutation relation be-
tween the coordinate functions:
[xµ, xν ]? = x
µ ? xν − xν ? xµ = iθµν , xµ ∈ RD.(3)
For convenience, we write the tensor (θµν) in the
following form:
(θµν) =

0 θ · · · 0 0
−θ 0 · · · 0 0
...
...
...
...
0 0 · · · 0 θ
0 0 · · · −θ 0
 , θ ≥ 0. (4)
The relation (4) means that the time does not com-
mute with NC spatial coordinates and the dimen-
sion D of the NC space-time is even. Recall that
two main problems arise when one tries to imple-
ment the electromagnetism in a NC geometry: the
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loss of causality due to the appearance of deriva-
tive couplings in the Lagrangian density and, more
fundamentally, the violation of Lorentz invariance
exhibited by plane wave solutions [12, 13].
Like in ordinary quantum mechanics, the NC
coordinates satisfy the coordinate-coordinate ver-
sion of the Heisenberg uncertainty relation, namely
∆xµ∆xν ≥ θ, and then make the space-time a quan-
tum space. This idea leads to the concept of quan-
tum gravity, since quantizing space-time leads to
quantizing gravity. Apart from the overall results
about QED and YM theory in NC space-time, it
turns out to be important to understand how non-
commutativity modifies the probability of pair pro-
duction of fermionic particles. This is the task we
shall deal with in this work.
A pair production refers to the creation of an ele-
mentary particle and its antiparticle, usually when a
neutral boson interacts with a nucleus or another bo-
son. Nevertheless a static electric field in an empty
space can create electron-positron pairs. This effect,
called the Schwinger effect [25], is currently on the
verge of being experimentally verified. Recently, the
vacuum-vacuum transition amplitude and its prob-
ability density were computed in four, three and
two dimensional space-time within constant and al-
ternating electromagnetic (EM) fields ([26]-[34] and
reference therein). The related questions have been
discussed and gained considerable attention in the
researchers community.
In this work, we provide the NC version of pair
production of Dirac particles. Specially, we derive
the exact expression for the probability density of
particle production by an external field. This es-
tablishes a relation with important analytical re-
sults which were previously obtained in the ordi-
nary space-time, spread in the literature [25, 26, 28–
30, 34]. In particular, the case of (d+1)-dimensional
space-time which have been derived in [26] and [34]
are extended in noncommutative case.
The paper is organized as follows. In section (II),
we quickly review the Seiberg-Witten maps giving
a relation between NC field variables and commu-
tative ones [16, 19, 20]. Here we also expose the
main result about gauge theory in NC space, that
allows us to write the NC Lagrangian density of the
Dirac particle (oupling to EM field) with the com-
mutative field variables. In section (III) we compute
the probability density of pair production of a Dirac
particle in constant EM fields. In Section (IV) we
give the discussions and the comments of our result.
This section also contains a similar analysis in the
case of an alternating (EM) field. In Section (V), we
conclude and made some useful remarks. Appen-
dices (A) and (B) are enriched by the proofs of key
theorems set in the main part of this paper.
II. NC GAUGE THEORY AND
SEYBERG-WITTEN MAPS
Like in an ordinary space-time, a gauge theory can
be defined on a NC space-time [17]. In the sequel,
the NC variables are denoted with a “hat” notation.
Let Aθ be a Moyal algebra of functions and Xˆ ∈ Aθ
be the covariant coordinate expressed in terms of
gauge potential Aˆ ∈ Aθ as:
Xˆ = xˆ+ Aˆ. (5)
For an arbitrary function ψˆ ∈ Aθ, the infinitesi-
mal gauge transformation with parameter Λˆ ∈ Aθ
is δˆψˆ = iΛˆ ? ψˆ. The infinitesimal variation of the
gauge potential can be written as
δˆΛˆAˆ
µ = i[Λˆ, Aˆµ]? − i[xˆµ, Λˆ]?. (6)
Also the NC Faraday tensor is given by
Fˆµν = ∂µAˆν − ∂νAˆµ − i[Aˆµ, Aˆν ]?. (7)
Its infinitesimal variation is
δˆFˆµν = i[λˆ, Fˆµν ]?. (8)
Besides, the functional action for a Dirac particle
on NC space-time can be defined as follows:
S =
∫
RD
dDxL( ˆ¯ψ, ψˆ), (9)
L( ˆ¯ψ, ψˆ) = ˆ¯ψ ? iγµDˆµψˆ −m ˆ¯ψ ? ψˆ. (10)
In this expression ψˆ and ˆ¯ψ are the Dirac spinor
and its associated Hermitian conjugate, respectively.
The γ’s are the Dirac matrices which satisfy the Clif-
ford algebra: {γµ, γν} = 2ηµν , and are given explic-
itly in terms of Pauli matrices σi, i = 1, 2, 3, by:
γ0 =
(
12 0
0 −12
)
, γi =
(
0 σi
−σi 0
)
. (11)
The covariant derivative Dˆµ is expressed as:
Dˆµ = ∂µ − iAˆµ ? . (12)
We choose ~ = c = 1 and take the charge of par-
ticle equal to the unit value, i.e. qe = 1. The La-
grangian L(ψ¯, ψ) describes the propagation of the
massive fermion (electron in this case) and their in-
teraction with photons via the covariant derivative
Dˆµ. In this work, we treat in detail the case when
the dimension of the space-time is equal toD = 3+1.
The results for the cases where, D = 1+1, and, more
generally, D = d+ 1, computed in a similar way, are
given. Note that, despite the singularity exibits by
2
the matrix (θµν) in the case of odd dimensions, the
probability of pair production is well defined with
the same analysis.
In what follows we give the Seiberg-Witten maps
at the first order of perturbation in θ [16, 19, 20].
We write the NC field variables as function of com-
mutative variables:
ψˆ = ψ − 1
4
θκλAκ(∂λ +Dλ)ψ (13)
ˆ¯ψ = ψ¯ − 1
4
θκλAκ(∂λ +Dλ)ψ¯ (14)
Aˆµ = Aµ − 1
4
θκλ
{
Aκ, ∂λAµ + Fλµ
}
. (15)
By substituting the expressions (13), (14) and (15)
in the action (9), we get, at the first order in θ,
L(ψ¯, ψ) =
iγµ
[
ψ¯(∂µ − iAµ)ψ + i
2
θαβ∂αψ¯∂β(∂µ − iAµ)ψ
−1
4
θαβψ¯∂µ
(
Aα(∂β +Dβ)ψ
)
+
1
2
θαβψ¯∂αAµ∂βψ
+
i
4
θαβψ¯AµAα(∂β +Dβ)ψ +
i
4
θκλψ¯
{
Aκ, ∂λAµ
+Fλµ
}
ψ − 1
4
θκλAκ(∂λ +Dλ)ψ¯(∂µ − iAµ)ψ
]
− m
[
ψ¯ψ +
i
2
θµν∂µψ¯∂νψ − 1
4
θµνψ¯Aµ(∂ν +Dν)(ψ)
−1
4
θµνAµ(∂ν +Dν)(ψ¯)ψ
]
+O(θ2). (16)
In the commutative limit i.e. θ → 0, we recover, as
expected, the Lagrangian density LC of a Dirac field
in an ordinary space-time associated to the func-
tional action S[ψ, ψ¯, A] :
S[ψ, ψ¯, A] =
∫
dDxL(ψ¯, ψ)
=
∫
dDx
(
LC(ψ¯, ψ) + B(θ,A, ψ¯, ψ)
)
, (17)
where the quantity B(θ,A, ψ¯, ψ) depending on θ is
given, after some algebra, by
B(θ,A, ψ¯, ψ) = iγµθκλψ¯
[
− 1
2
(∂µAκ)∂λ
+
1
2
∂κAµ∂λ +
i
2
AµAκ∂λ +
i
2
Ak∂λAµ
− i
2
Ak∂µAλ +
1
2
(∂λAκ)∂µ − i
2
(∂λAk)Aµ
]
ψ
−mθ
κλ
2
ψ¯(∂κAλ)ψ. (18)
Now by performing the path integral over the back-
ground fields ψ and ψ¯, the vacuum-vacuum transi-
tion amplitude Z(A) is afforded by the expression:
Z(A) =
N
∫
DψDψ¯ exp i
{∫
d4x
(
iγµψ¯(∂µ − iAµ)ψ
−mψ¯ψ + B(θ,A, ψ¯, ψ)
)}
, (19)
in which the normalization constant N is chosen
such that Z(0) = 1. Note that B(θ, 0, 1, 1) = 0.
Let M := iγµDµ −m + B(θ,A, 1, 1) + i. Then,
we get a simpler form:
Z(A) = exp
[
− tr ln iγ
µ∂µ −m+ i
M
]
. (20)
Provided with the above quantity, we compute the
probability density amplitude |Z(A)|2 for various
electromagnetic fields.
III. TRANSITION AMPLITUDE IN THE
CASE OF A CONSTANT EXTERNAL EM
FIELD
In this section, we consider the EM field, defined
in x direction as B = Bex and E = Eex, E > 0
and B ≥ 0. The position and momentum oper-
ators Xµ = (X0, X1, X2, X3) =: (X0, X, Y, Z) and
Pµ = i∂µ = (P0, P1, P2, P3) satisfy the commutation
relation:
[Xµ, Pµ] = iηµν . (21)
The covariant vector Vµ is expressed with the
contra-variant V µ as Vµ = ηµνV
ν , where (η) =
diag(1,−1,−1,−1). The covariant Faraday tensor
Fµν =: ∂µAν − ∂νAµ can be expressed as:
(Fµν) =
 0 Ex Ey Ez−Ex 0 −Bz By−Ey Bz 0 −Bx
−Ez −By Bx 0
 , (22)
with Aµ = (−EX, 0, 0, BY ). Then, B(θ,A, 1, 1) is
obtained as:
B(θ,A, 1, 1) = mθ
2
(B − E) + iθ
2
γµ
[
i(E +B)Aµ
−(E +B)∂µ − iAµ(EX∂1 +BY ∂2)− (∂1Aµ)∂0
+(∂2Aµ)∂3 + ∂µ(EX)∂1 + ∂µ(BY )∂2
]
. (23)
Using the charge conjugation matrix C = iγ2γ0, the
identity CγµC
−1 = −γtµ, and taking into account
the fact that the trace of an operator is invariant
under a matrix transposition lead to
Zt(A) = exp
[
− tr ln iCγ
µC−1∂µ +m− i
Mt
]
, (24)
where Mt = iCγµC−1Dµ + m − Bt(θ,A, 1, 1) − i.
The probability density is defined by the module of
Z(A) as
|Z(A)|2 := exp
[
− tr ln P
2 −m2 + i
MMt
]
, (25)
3
with
MMt = [γµ(Pµ +Aµ)]2 −m2 −m2θ(B − E)
+ Bγµ(Pµ +Aµ)− γµ(Pµ +Aµ)Bt + i.
(26)
The conjugate of B(θ,A, 1, 1), denoted by
Bt(θ,A, 1, 1), can be then written as:
Bt(θ,A, 1, 1) = mθ
2
(B − E) + iθ
2
CγµC−1
×
[
i(E +B)Aµ − iAµ(EX∂1 +BY ∂2)
−(E +B)∂µ − (∂1Aµ)∂0 + (∂2Aµ)∂3
+∂µ(EX)∂1 + ∂µ(BY )∂2
]
.
(27)
At this point it would be worth using the identity
ln
a+ i
b+ i
=
∫ ∞
0
ds
s
[
eis(b+i) − eis(a+i)
]
(28)
to get
ln
P 2 −m2 + i
MMt =
∫ ∞
0
ds
s
e−is(m
2−i)×[
eis[(P+A)
2+ 12σ
µνFµν−m2θ(B−E)+X (θ)] − eisP 2
]
(29)
where the operator X (θ) should be Hermitian. We
use the following commutation relations
[Xn, P1] = −niXn−1, [Pn1 , X] = niPn−1, (30)
also valid when one replaces X by Y and P1 by P2.
For an arbitrary operator A, we can define the asso-
ciated Hermitian operator denoted by AH as
AH =
(A+A†)
2
. (31)
From now, the H symbol indexing any operator A,
e.g. AH , refers to the Hermitian operator associated
with A. We then have the following:
Proposition 1. The Hermitian operator associated
with X (θ), denoted XH(θ), is given by
XH(θ) = θ
2
[
iEBγ3γ2 + iE2γ0γ1 + iB2γ3γ2
+
1
2
i(γ0γ1 + γ3γ2)EB + γ0γ1EBY P2
+ 2E2γ0γ1XP1 + γ
0γ3(E2B − EB2)XY
− γ1γ3EBY P1 − (4E3 + 3BE2)X2
+ (2B3 +B2E)Y 2 + (4E2 + 5EB)XP0
+ (2B2 + 3EB)Y P3 − 2BP 20 + 2BP 21
+ 2EP 22 + 2EP
2
3
]
. (32)
Further,
XH(θ) = X †H(θ). (33)
Proof. Taking into account the fact that the trace is
invariant under matrix transposition, and using the
relation (31), the operator XH(θ) takes the given
form. 
Now we focus on the computation of the following
quantity:
O = 〈x|eis[(P+A)2+ 12σµνFµν−m2θ(B−E)+XH(θ)]|x〉
= e
1
2σ
µνFµν−m2θ(B−E)〈x|eis[(P+A)2+XH(θ)]|x〉,
(34)
where σµν = i2 [γ
µ, γν ]. We use the relation
[
γ(P +A)
]2
= (P +A)2 +
1
2
σµνFµν , (35)
and choose the 4-vectors |x〉 = |xµ〉 such that
Xµ|x〉 = xµ|x〉. In the momentum representation,
we get a similar relation for Pµ|k〉 = kµ|k〉, and ob-
tain
〈k|x〉 = 1
(2pi)2
ei〈x ,k〉, 〈x , k〉 =:
4∑
i=1
xiki. (36)
To achieve our goal, we use the Baker-Campbell-
Hausdorff formula given by
et(U+V ) = etU etV et
2C2et
3C3et
4C4 · · ·
= etU etV
∞∏
n=2
et
nCn (37)
where the constants Cn are given by the Zassenhaus
formula [37, 38]:
Cn+1 =
1
n+ 1
n−1∑
j=0
(−1)n
j!(n− j)!ad
j
V ad
n−j
U V (38)
with
adUV = [U, V ], ad
j
UV = [U, ad
j−1
U V ], ad
0
UV = V.
(39)
Explicitly, we get
et(U+V ) = etU etV e−
t2
2 [U,V ] e
t3
6 (2[V,[U,V ]]+[U,[U,V ]])
× e−t
4
24 ([[[U,V ],U ],U ]+3[[[XU,V ],U ],V ]+3[[[U,V ],V ],V ]) · · · ,
(40)
where the exponents of higher order in t are likewise
nested. Then, take into account the first approxima-
tion of θ in the expansion of all quantities we arrive
at the expression:
eis[(P+A)
2+X (θ)] = eis(P+A)
2
eisX (θ)eT (θ)
= eis(P+A)
2(
1 + isXH(θ) + TH(θ) +O(θ2)
)
(41)
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where, for t = is, U = (P + A)2, and V = XH(θ),
we have
TH(θ) = − t
2
2
[U, V ]H +
t3
6
([U, [U, V ]H ]H)
− t
4
24
([[[U, V ]H , U ]H , U ]H) + · · · . (42)
The expectation value of the operator
eis[(P+A)
2+XH(θ)] is then evaluated as
〈x|eis[(P+A)2+XH(θ)]|x〉
=
∫
dy 〈x|eis(P+A)2 |y〉〈y|J (θ)|x〉,
(43)
where J (θ) =
(
1 + isXH(θ) + TH(θ)
)
. Now after
expanding U as
U = P 20 − P 21 − P 22 − P 23 − 2EP0X − 2BP3Y
+ E2X2 −B2Y 2, (44)
we can easily observe that U = U†. As it is the wel-
come, fortunately, we get the following statement.
Proposition 2. Let U = (P+A)2, and V = XH(θ).
The commutation relations between U and V are
vanished, i.e.
[U, V ]H = 0, [[[U, V ]H , U ]H , · · · ]H , U ]H = 0 (45)
and therefore TH(θ) = 0.
Proof. The proof of this proposition is simply ob-
tained by using (31) and (32). 
Finally the quantity O is reduced to
O = Oc +Onc(θ), Onc(0) = 0 (46)
where
Oc = e is2 σµνFµν 〈x|eis(P+A)2 |x〉 (47)
and
Onc(θ) = e is2 σµνFµν
∫
dy 〈x|eis(P+A)2 |y〉
× 〈y|is[m2θ(E −B) + XH(θ)]|x〉.(48)
We then come to the following result:
Theorem 1. Let θ =: ℘ · θ0 where ℘ is a dimen-
sionless quantity which is bounded by two numbers
a1, and a2 and such that θ0 << 1. The mass di-
mension of θ0 is obviously θ0 ≡ [M−2]. Let M ⊂ R2
be the compact subset of R2 in which the following
integral is convergent:∫
M⊂R2
dt
t0
dz = b ≡ [M−2]. (49)
t0 6= 0 is arbitrary initial time. The trace of the
expectation value O is given by:
trO =
(
1− ℘− σ(θ0, E,B)
)
trOc,
(50)
where
σ(θ0, E,B) =
16pi3b ℘ exp
[
isθ0G0
]
θ30s
3EB
√
B
E
f(E,B),
(51)
trOc = − 1
4pi2i
EB cosh(Es) cot(Bs), (52)
f(E,B) a being a positive function given by
f(E,B) =
[
4B6 + 76EB5 + 258E2B4
+494E3B3 + 224E4B2 + 12E5B
]−1
. (53)
Proof. The proof of this theorem is given in Ap-
pendix (A). 
Remark that the quantity σ(θ0, E,B) leads to the
divergence in the limit where B = 0 and in the limit
where θ0 = 0. This expression do not contribute
to the physical solution and then the trace of O is
reduced to trO = (1− ℘) trOc .
Theorem 2. The vacuum-vacuum transition probability is |Z(A)|2 = exp
[
− ∫ dxω3+1(x)] where
ω3+1(x) =
1
4pi2i
∫ ∞
0
ds
eism
2
s
[(
1− ℘
)
EB coth(Es) cot(Bs)− 1
s2
]
(54)
whose real part, denoted by <eω(x) = ω+ω∗2 , is given by
<eω3+1(x) = − 1
8pi2i
∫ ∞
−∞
ds
eism
2
s
[(
1− ℘
)
EB coth(Es) cot(Bs)− 1
s2
]
5
= −m
4℘
16pi
+
EB
4pi2
(
1− ℘) ∞∑
k=1
1
k
coth
(
kpi
B
E
)
exp
(
− kpim
2
E
)
. (55)
Proof. The proof of this statement is given in the
Appendix (B). 
IV. DISCUSSION OF THE RESULTS
In this section, we discuss the reported results in
the theorems (1) and (2) and provide more comment
in the framework of d+ 1 dimensional space-time.
(1) Let
Uk =
1
k
coth
(
kpi
B
E
)
exp
(
− kpim
2
E
)
, k ∈ N \ {0}.
(56)
We get
lim
k→∞
∣∣∣Uk+1
Uk
∣∣∣ = exp(− pim2
E
)
< 1 (57)
and conclude that, the corresponding serie, i.e.∑∞
k=1 Uk is obviously convergent. Recall that, there
exist two positive constants a1 and a2 such that for
a1 ≤ ℘ ≤ a2, θ0 << 1. Then there exist the bound
on θ in which the solution (55) is well defined.
− m
4a2
16pi
+
EB
4pi2
(1− a2)
∞∑
k=1
Uk ≤ <eω3+1(x) ≤
−m
4a1
16pi
+
EB
4pi2
(1− a1)
∞∑
k=1
Uk.(58)
(2) Consider <eωc,3+1(x) as the probability den-
sity provided with the equation (55), in the limit
where θ → 0 i.e.
lim
θ→0
<eω3+1(x) = <eωc,3+1(x). (59)
This expression corresponds to the commutative
limit derived by Q-G. Lin (see [28]) and given by:
<eωc,3+1(x) = EB
4pi2
∞∑
k=1
Uk. (60)
We get
<eω3+1(x) < <eωc,3+1(x), (61)
and we conclude that the noncommutativity in-
creases the amplitude |Z(A)|2. This shows the im-
portance of noncommutativity at high energy regime
in which creation of particle is manifest. The same
conclusion can be made in Ref [31] in which, pair
production by a constant external field on NC space
is also considered. Note that <eω3+1(x) = −m
4℘
16pi if
E = 0. For B = 0, we use the taylor expansion (B3)
given in appendix (B), and get
<eω(B=0)3+1 (x) =
E2
4pi3
(1− ℘)
∞∑
k=1
1
k2
exp
[
− kpim
2
E
]
− m
4℘
16pi
. (62)
The commutative limit which correspond to the case
where ℘ = 0 is restored.
(3) In the case of 1+1 dimension we consider the
electric field E = Eex, with E > 0 and B = 0. The
nonvanishing component of the tensor Fµν is given
by F01 = E. The quantity B(θ,A, 1, 1) given in Eq:
(18) takes the form
B(θ,A, 1, 1) = −mθE
2
+
iθγµ
2
[
iEAµ − E∂µ
−iAµEX∂1 − ∂1Aµ∂0 + ∂µ(EX)∂1
]
. (63)
We remark that the result (63) is also obtained by
taking in (23) the magnetic field B to be zero and
by deleting the coordinates components Y and Z.
Now, refer to (29) the Hermitian operator X (θ) is
obviously
XH(θ) = θ
2
[
iE2γ0γ1 + 2E2γ0γ1XP1 − 4E3X2
+ 4E2XP0
]
. (64)
We use the following results which are applicable in
1 + 1 dimension:
〈x|eis(P+A)2 |x〉 = E
4pi sinh(Es)
(65)
and
〈x|eisP 2 |x〉 = 1
4pis
. (66)
By performing the same computation in appendix
(A) and (B), we come to
<eω(B=0)1+1 (x) =
E
2pi
(1− ℘)
∞∑
k=1
1
k
exp
(
− kpim
2
E
)
− m
2℘
8
. (67)
In the limit where θ → 0 the equation (67) restore
the commutative limit given in [28].
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(4) Let us discuss the case of (2 + 1)-dimensional
space-time. The matrix (θ)µν becomes singular and
takes the form
θµν =
 0 θ 0−θ 0 0
0 0 0
 . (68)
Then the noncommutativity of space-time is de-
scribed by the commutation relation
[x0, x1]? = iθ, [x
0, x2]? = 0, [x
1, x2]? = 0. (69)
Despite this singularity of the matrix (θµν), the
SW application (13), (14) and (15) are well satified.
Therefore using the fact that
〈x|eis(P+A)2 |x〉 = (1− i)E
2(2pi)
3
2 s
1
2 sinh(Es)
(70)
and
〈x|eisP 2 |x〉 = 1− i
4(2pi)
3
2 s
3
2
, (71)
we can derive the probability density of particle cre-
ation from the vacuum by external constant EM
fields. We obtain
<eω(B=0)2+1 (x) =
E
3
2
4pi2
(1− ℘)
∞∑
k=1
1
k
3
2
exp
(
− kpim
2
E
)
− m
3℘
8(2pi)
1
2
(72)
and obviously the limit θ = 0 restore the result of
Ref: [28].
(5) Furthermore, the previous investigation [34],
devoted to such EM field as E = E cos(t)ex and
B = Bex, has been also considered here in the
framework of the NCFT. Indeed, following step by
step the approach displayed earlier in this work, and
using the following relation:
〈x|eis(P+A)2 |x〉 = −iEB cos(t)
16pi2 sinh(Es) sin(Bs)
, (73)
after some algebra, we get
ω˜3+1(t) =
1
4pi2i
∫ ∞
0
ds
eism
2
s
[(
1− ℘
)
×EB cos(t) cosh[E cos(t)s] cot(Bs)
sinh(Es)
− 1
s2
]
.(74)
We found that the probability density of the pair
production of Dirac particle in NC space-time with
alternating EM field is given by
<eω˜3+1(t) = −m
4℘
16pi
+
EB
4pi2
(
1− ℘)
×
∞∑
n=1
(−1)n
n
cos
(
npi cos(t)
)
coth
(
npi
B
E
)
× exp
(
− npim
2
E
)
, (75)
from which, in the limit where the NC parameter
θ = 0, we recover the formula of Hounkonnou et al
[34] i.e.
ω˜(t) =
EB
4pi2
∞∑
n=1
(−1)n
n
cos
(
npi cos(t)
)
coth
(
npi
B
E
)
× exp
(
− npim
2
E
)
. (76)
A more compact form of the relation (75) in the case
of arbitrary D = d+ 1-dimensions can be also given
in the same way. We get for B = 0 the following
results
ω˜d+1(t) =
(
1− ℘)E d+12 cos(t)
(2pi)d
∞∑
n=1
(−1)n
n
d+1
2
× cos
( npi
cos(t)
)
exp
(
− npim
2
E
)
− m
d+1℘
4(2)
d+1
2 (pi)
d−1
2
. (77)
Also, by replacing the vector field Aµ by Aµ =
Aµ + fµ, where Aµ = (−EX, 0, 0, 0) and fµ =
(−E sin(x), 0, 0, 0) corresponding to the plane wave
function, we get
ω˜d+1(x) =
(
1− ℘) (2E) d+12 (1 + cos(x))
(2pi)d
∞∑
n=1
(−1)n
n
d+1
2
× cos
(
npi
1 + cos(x)
2
)
exp
(
− npim
2
2E
)
− m
d+1℘
4(2)
d+1
2 (pi)
d−1
2
. (78)
All these results use the computations performed in
the Appendices (A) and (B). In the limit where
θ = 0, the relations (77) and (78) lead to the results
of [34]. See also [26] in which the generalization in
arbitrary dimensions is well given in the case of qua-
siconstant external EM fields.
V. CONCLUDING REMARKS
In this paper, we have considered NC theory of
fermionic field interacting with its corresponding bo-
son. We have used the Seiberg-Witten expansion
describing the relation between the NC and commu-
tative variables, to compute the probability density
of pair production of NC fermions. We have showed
that, in the limit where the NC parameter θ = 0,
7
we recover the result of Qiong-Gui Lin [28]. Our
study has highlighted that the noncommutativity of
space-time increases the density ω of the probability
of pair creation of the fermion particle. Our results
can be easily extended to take into account the case
where D = 1 + 1.
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Appendix A: Proof of Theorem 1
We give the proof of Theorem (1). We have intro-
duced the two quantities: θ0 and ℘, and decompose
the NC parameter θ as
θ = ℘ θ0, such that θ0 << 1. (A1)
The first step is to re-express Onc(θ) as follows:
Onc(θ) = e is2 σµνFµν
∫
dy 〈x|eis(P+A)2 |y〉〈y| − is[m2θ(B − E)−XH(θ)]|x〉.
= ℘ e
is
2 σ
µνFµν
∫
dk dy 〈x|eis(P+A)2 |y〉〈y|isθ0G(E,B, θ)|k〉〈k|x〉
= ℘ e
is
2 σ
µνFµν
∫
dk dx 〈x|eis(P+A)2 |x〉(isθ0G(E,B, θ)), (A2)
where
G(E,B, θ) =
{
m2(E −B) + 1
2
[
iEBγ3γ2 + iE2γ0γ1 + iB2γ3γ2 +
1
2
i(γ0γ1 + γ3γ2)EB + γ0γ1EByk2
+ 2E2γ0γ1xk1 + γ
0γ3(E2B − EB2)xy − γ1γ3EByk1 − (4E3 + 3BE2)x2 + (2B3 +B2E)y2
+ (4E2 + 5EB)xk0 + (2B
2 + 3EB)yk3 − 2Bk20 + 2Bk21 + 2Ek22 + 2Ek23
]}
. (A3)
The expression (A3) is subdivided into three contri-
butions, namely
G0 = m2(E −B) + 1
2
[
iEBγ3γ2 + iE2γ0γ1
+ iB2γ3γ2 +
1
2
i(γ0γ1 + γ3γ2)EB
]
, (A4)
G1 = 1
2
[
γ0γ1EByk2 + 2E
2γ0γ1xk1 − γ1γ3EByk1
+ (4E2 + 5EB)xk0 + (2B
2 + 3EB)yk3 − 2Bk20
+2Bk21 + 2Ek
2
2 + 2Ek
2
3
]
(A5)
and
G2 = 1
2
[
γ0γ3(E2B − EB2)xy − (4E3 + 3BE2)x2
+ (2B3 +B2E)y2
]
. (A6)
We are especially interested in the first order Taylor
expansion of the form:
isθ0G(E,B, θ) ≡ exp(isθ0G(E,B, θ))− 1. (A7)
Coming back to equation (34), this equation can be
expressed as
O = (1− ℘)Oc + ℘ e is2 σµνFµν
×
∫
dk dx 〈x|eis(P+A)2 |x〉 exp
(
isθ0G(E,B, θ)
)
.
(A8)
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First we consider the contribution exp
(
isθ0G1
)
of
exp
(
isθ0G(E,B, θ)
)
in (A8) and the integral rela-
tion ∫ ∞
−∞
eisx
2
dx =
{
e
pi
4
√
pi
s for s > 0
e−
pi
4
√
pi
s for s < 0
. (A9)
We get, respectively,
K1 =
∫
dk0 exp
[ isθ0
2
(
− 2Bk20
+(4E2 + 5EB)xk0
)]
= e−
pi
4
√
pi
sBθ0
exp
[ isθ0
16B
(4E2 + 5EB)2x2
]
(A10)
K2 =
∫
dk1 exp
[ isθ0
2
(
2Bk21 + 2γ
0γ1E2xk1
− γ1γ3EByk1
)]
= e
pi
4
√
pi
sBθ0
exp
[
− isθ0
16B
(2γ0γ1E2x
− γ1γ3EBy)2
]
(A11)
K3 =
∫
dk1 exp
[ isθ0
2
(
2Ek22 + γ
0γ1EByk2
)]
= e
pi
4
√
pi
sEθ0
exp
[ isθ0
16E
E2B2y2
]
(A12)
K4 =
∫
dk3 exp
[ isθ0
2
(
2Ek23
+ (2B2 + 3EB)yk3
)]
= e
pi
4
√
pi
sEθ0
exp
[ isθ0
16E
(2B2 + 3EB)2y2
]
.
(A13)
Using the properties of the gamma matrices and
the results of [28] and [34] we get the following:
tr e
is
2 σ
µνFµν = 4 cosh(Es) cos(Bs) (A14)
〈x|eis(P+A)2 |x〉 = − iEB
16pi2 sinh(Es) sin(Bs)
(A15)
〈x|eisP 2 |x〉 = − i
16pi2s2
. (A16)
We can evaluate the trace of relevant quanti-
ties in equation (A8). On the other hand, be-
fore obtaining (50), we compute the trace of∫
dk exp
[
isθ0〈k|G(E,B, θ)|k〉
]
, i.e.∫
dx
∫
dk exp
[
isθ0〈k|G(E,B, θ)|k〉
]
= exp
[
isθ0G0
] ∫
dtdx dydz
4∏
j=1
Kj exp
[
isθ0G2
]
.
(A17)
This is obtained by using the Gaussian integral.
Moreover, taking into account the equations (A10),
(A11), (A12) and (A13) we get:
4∏
j=1
Kj exp
[
isθ0G2
]
=
ipi2
s2θ20EB
exp
{
isθ0
16B
(4E2 + 5EB)2x2 − isθ0
16B
(2γ0γ1E2x− γ1γ3EBy)2
+
isθ0
16E
E2B2y2 +
isθ0
16E
(2B2 + 3EB)2y2 +
isθ0
2
[
γ0γ3(E2B − EB2)xy
− (4E3 + 3BE2)x2 + (2B3 +B2E)y2
]}
. (A18)
In this relation, the quantity
exp
{
isθ0
16B
[
(4E2 + 5EB)2x2 − 4E4x2 + 8Bγ0γ3(E2B − EB2)xy − 8B(4E3 + 3BE2)x2
]}
(A19)
contributes to the integration respect to x. We get after integration:
e
ipi
4
√
16Bpi
sθ0(12E4 + 8E3B + E2B2)
exp
[
isθ0
B(E2B − EB2)2y2
(12E4 + 8E3B + E2B2)
]
. (A20)
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Consider (A20), the expression
exp
{
isθ0
B(E2B − EB2)2y2
(12E4 + 8E3B + E2B2)
+
isθ0
16B
E2B2y2 +
isθ0
16E
E2B2y2 +
isθ0
16E
(2B2 + 3EB)2y2
+
isθ0
2
(2B3 +B2E)y2
}
= exp
{
isθ0
E(4B6 + 76EB5 + 258E2B4 + 494E3B3 + 224E4B2 + 12E5B)y2
16(12E4 + 8E3B + E2B2)
}
(A21)
contributes to the integration with respect to y. We get after integration:
e
ipi
4
√
16pi(12E4 + 8E3B + E2B2)
sθ0E(4B6 + 76EB5 + 258E2B4 + 494E3B3 + 224E4B2 + 12E5B)
. (A22)
Consider f(E,B) as positive defined function given by the following:
f(E,B) =
[
4B6 + 76EB5 + 258E2B4 + 494E3B3 + 224E4B2 + 12E5B
]−1
. (A23)
Hence, it is straightforward to obtain∫
dx dy
4∏
j=1
Kj exp
[
isθ0G2
]
= − 16pi
3
s3EBθ30
√
B
E
f(E,B). (A24)
We choose the subset M ∈ R2 such that ∫ dtt0 dz = b,
( For example M could be the unit disk of R2). We
come to∫
dt dz dx dy
∫
dk
[
isθ0〈k|G(E,B, θ)|k〉
]
= − 16pi
3b
s3EBθ30
√
B
E
f(E,B) exp
[
isθ0G0
]
,
(A25)
with
∫
dt
t0
dz = b ≡ [L2]. Finally the following ex-
pression is obviously satisfied:
trO =
(
1− ℘− σ(θ0, E,B)
)
trOc, (A26)
where
trOc = 1
4pi2i
EB cosh(Es) cot(Bs). (A27)
This ends the proof of Theorem 1.
Appendix B: Proof of Theorem 2
This section is devoted to the proof of Theorem
(2). To evaluate the integral (54) before getting (55),
we need to collect information about physical prop-
erty in the limit where the magnetic field B tends
to zero. This is clearly given in [28]. However, we
think that it may be instructive to collect here all the
arguments and rewrite the complete proof for our
purpose. All the integral will be performed in the
half complex plane. We will select only the positive
half plane. Consider first the integral
∫∞
−∞ ds
eism
2
s3 .
Using the residue theorem, we simply get∫ ∞
−∞
ds
eism
2
s3
= −ipim
4
2
. (B1)
Let us consider
∫∞
−∞ ds
eism
2
s coth(Es) cot(Bs). Let
h(z) = e
izm2
z coth(Ez) cot(Bz), z ∈ C. The inte-
grand has singularities at point z = 0 (poles of order
3), at z = inpiE and z =
npi
B (simple poles). Let
Res(z0) be the residue of h(z) at the point z0 ∈ C.
We write the Taylor expansion of cot(z) and coth(z)
at point z0 as
cot(z) =
1
z − z0 +
∞∑
k=1
(−1)k22k B2k
(2k)!
(z − z0)2k−1
=
1
z − z0 −
z − z0
3
− (z − z0)
3
45
+ · · · (B2)
and
coth(z) =
1
z − z0 +
∞∑
k=1
22k
B2k
(2k)!
(z − z0)2k−1
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=
1
z − z0 +
z − z0
3
− (z − z0)
3
45
+ · · ·(B3)
where Bn stands for the Bernoulli numbers with the
initial values (B0 = 1, B1 = −1/2, B2 = 1/6, B4 =
−1/30, B2n−1 = 0, n = 2, 3, · · · ). After taking into
account the Taylor expansion of coth(Ez) cot(Bz)
in the equations (B2) and (B3), and the fact that
cot(iz) = −i tanh(z), we get simply
Res(0) = − m
4
2BE
, (B4)
Res
(npi
B
)
=
1
npi
exp
(
im2
npi
B
)
coth
(npiE
B
)
(B5)
and
Res
( inpi
E
)
= − 1
pin
exp
(
− npim
2
E
)
coth
(npiB
E
)
.
(B6)
Then ∫ ∞
−∞
ds
eism
2
s
coth(Es) cot(Bs)
= 2ipi
∞∑
n=1
[ 1
npi
exp
(
im2
npi
B
)
coth
(npiE
B
)
− 1
npi
exp
(
− npim
2
E
)
coth
(npiB
E
)]
−ipi m
4
2BE
(B7)
By multiplying the above result by EB it is clear
that the limit B → 0 is not well defined. This is why
(B5) cannot be taken into account in the physical
situation. Therefore (B7) reduces to∫ ∞
−∞
ds
eism
2
s
coth(Es) cot(Bs)
= −ipi m
4
2BE
− 2ipi
∞∑
n=1
[ 1
npi
e−
npim2
E coth
(npiB
E
)]
.
(B8)
Now let k(z) = e
izm2
z4 coth(Ez) cot(Bz), z ∈ C. The
integrand has singularities at point z = 0 (poles of
order 6), at z = inpiE and z =
npi
B (simple poles).
Using the same argument like (B4), (B5) and (B6)
we get, respectively,
Res(0) =
im10
120BE
, (B9)
Res
(npi
B
)
=
B3
(npi)4
exp
(
im2
npi
B
)
coth
(npiE
B
)
(B10)
and
Res
( inpi
E
)
=
iE3
(pin)4
exp
(
− npim
2
E
)
coth
(npiB
E
)
.
(B11)
Now we come to the interpretation of the equations
(B9), (B10) and (B11).
• The equations (B9) and (B11) lead to a com-
plex probability density and then cannot be
taken into account.
• As we have seen in (B5), the equation (B10)
leads to a singularity at the limit B → 0. This
pointless expression also will not contribute to
<e(ω).
The same analysis can be provided, using the holo-
morphic function
coth(Ez) cot(Bz)
z4
exp
[
iz(m2 + θ0G0)
]
.
Taking into account the above two comments, we
conclude that the function σ(θ0, E,B) do not con-
tribute to the probality density, and therefore the
parameter θ0 disappears in the equation (55). Fi-
nally, by taking into account only the relation (B8),
the Theorem (2) is proved.
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