Learning distributed node representations in networks has been aracting increasing aention recently due to its eectiveness in a variety of applications. Existing approaches usually study networks with a single type of proximity between nodes, which denes a single view of a network. However, in reality there usually exists multiple types of proximities between nodes, yielding networks with multiple views. is paper studies learning node representations for networks with multiple views, which aims to infer robust node representations across dierent views. We propose a multi-view representation learning approach, which promotes the collaboration of dierent views and lets them vote for the robust representations. During the voting process, an aention mechanism is introduced, which enables each node to focus on the most informative views. Experimental results on real-world networks show that the proposed approach outperforms existing state-of-theart approaches for network representation learning with a single view and other competitive approaches with multiple views.
INTRODUCTION
Mining and analyzing large-scale information networks (e.g., social networks [31] , citation networks [24] and airline networks [11] ) has aracted a lot of aention recently due to their wide applications in the real world. To eectively and eciently mine such networks, a prerequisite is to nd meaningful representations of networks. Traditionally, networks are represented as their adjacency matrices, which are both high-dimensional and sparse. Recently, there is a growing interest in representing networks into low-dimensional spaces (a.k.a, network embedding) [10, 20, 26] , where each node is represented with a low-dimensional vector. Such vector representations are able to preserve the proximities between nodes, which can be treated as features and benet a variety of downstream applications, such as node classication [20, 26] , link prediction [10] and node visualization [26] . Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for prot or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permied. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specic permission and/or a fee. Request permissions from permissions@acm.org. CIKM'17, November 6-10, 2017, Singapore. Each view corresponds to a type of proximity between nodes, which is characterized by a set of edges. Dierent views are complementary to each other.
ough empirically eective and ecient in many networks, all these work assumes there only exists a single type of proximity between nodes in a network, whereas in reality multiple types of proximities exist. Take the network between authors in the scientic literature as an example, the proximity can be induced by co-authorship, meaning whether two authors have once coauthored a paper, or citing relationship, meaning whether one author cited the papers wrien by the other one. Another example is the network between users in social media sites (e.g, Twier), where multiple types of proximities also exist such as the ones induced by the following-followee, reply, retweet, and mention relationships. Each proximity denes a view of a network, and multiple proximities yield a network with multiple views. Each individual view is usually sparse and biased, and thus the node representations learned by existing approaches may not be so comprehensive. To learn more robust node representations, a natural solution could be leveraging the information from multiple views.
is motivated us to study a new problem: learning node representations for networks with multiple views, aiming to learn robust node representations by considering multiple views of a network. In literature, various methods have been proposed for learning data representations from multiple views, such as multi-view clustering methods [3, 12, 12, 33, 37] and multi-view matrix factorization methods [9, 16, 22] . ese methods perform well on many applications such as clustering [12, 16] and recommendation [22] . However, when applied to our problem, they have the following limitations: (1) Insucient collaboration of views. As each individual view of a network is usually biased, learning robust node representations requires the collaboration of multiple views. However, most of existing approaches for multi-view learning aim to nd compatible representations across dierent views rather than promote the collaboration of dierent views for nding robust node representations.
(2) Lack of weight learning. To learn robust node representations, the information from multiple views needs to be integrated. During integration, as the importance of dierent views can be quite dierent, their weights need to be carefully decided. Existing approaches usually assign equal weights to all views. In other words, dierent views are equally treated, which is not reasonable for most multi-view networks. To overcome the limitations, we are seeking an approach that is able to promote the collaboration of dierent views, and also automatically infer the weights of views during integration.
In this paper, we propose such an approach. We rst introduce a set of view-specic node representations to preserve the proximities of nodes in dierent views. e view-specic node representations are then combined for voting the robust node representations. Since the quality of the information in dierent views may be dierent, it would be ideal to treat the views dierently during the voting process. In other words, each view should be weighted dierently. Inspired by the recent progress of the aention mechanism [1] for neural machine translation, in this paper we propose an attention based method to infer the weights of views for dierent nodes, which will leverage a few labeled data. e whole model can be eciently trained through the backpropagation algorithm [21] , alternating between optimizing the view-specic node representations and voting for the robust node representations by learning the weights of dierent views.
We conduct extensive experiments on various real world multiview networks. Experimental results on both the multi-label node classication task and link prediction task show that our proposed approach outperforms state-of-the-art approaches for learning node representation with individual views and other competitive approaches with multiple views.
In summary, in this paper we make the following contributions: • We propose to study multi-view network representation learning, which aims to learn node representations by leveraging information from multiple views. • We propose a novel collaboration framework, which promotes the collaboration of dierent views to vote for robust node representations. An aention mechanism is introduced for learning the weights of dierent views during voting. • We conduct experiments on several multi-view networks. Experimental results on two tasks prove the eectiveness and eciency of our proposed approach over many competitive baselines.
PROBLEM DEFINITION
In this section, we introduce some background knowledge and formally dene the problem of multi-view network embedding. We rst dene information networks and their views as follows:
Denition 2.1. (Information Network, View) An Information Network, denoted as G = (V, E), encodes the relationships between dierent objects, where V is a set of objects and E is a set of edges between the objects. Each edge e = (u, ) is associated with a weight w u > 0, indicating the strength of the relationship between u and . A view of a network is derived from a single type of proximity or relationship between the nodes, which can be characterized by a set of edges E.
Traditionally, networks are represented as their adjacency matrices, which are sparse and high-dimensional. Recently, learning low-dimensional vector representations of networks (a.k.a. network embedding) aracts increasing aention, which is dened below: Denition 2.2. (Network Embedding) Given an information network G = (V , E), the problem of network embedding aims to learn a low-dimensional vector representation x 2 R d for each node with d ⌧ |V |, which preserves the proximities between the nodes.
Various network embedding approaches [10, 20, 26] have been proposed recently. Although they have been proved to be eective and ecient in various scenarios, they all focus on networks with a single type of proximity/relationship. However, in reality we oen observe multiple types of proximities/relationships between nodes. For example, for users in social media sites such as Twier, besides the following relationships, other relationships also exist such as retweet, meaning one user forwarded the tweets wrien by another user, and mention, meaning one user mentioned another user in his tweets. Each type of proximity/relationship denes a view of networks between nodes, and multiple types of proximity/relationship yield networks with multiple views. Dierent views of a network are usually complementary to each other, and thus considering multiple views may help learn more robust node representations. is motivated us to study the problem of learning node representations for networks with multiple views, and we formally dene the problem as follows: To learn robust node representations across dierent views, it would be desirable to design an approach to promote the collaboration of dierent views and vote for the robust node representations. Since the quality of views are dierent, the approach should also be able to weight the views dierently during voting. In the next section, we introduce such an approach.
MULTI-VIEW NETWORK EMBEDDING
In this section, we introduce our proposed approach for embedding networks with multiple views. When applied to the problem, most existing approaches, e.g., multi-view clustering and multi-view matrix factorization algorithms, fail to achieve satisfactory results. is is because they cannot eectively promote the collaboration of dierent views during training. Moreover, they also cannot assign proper weights to dierent views when combining the information from them.
To solve these challenges, our approach rst mines the node proximities encoded in single views, during which, a collaboration framework (Sec. 3.1) is proposed to promote the collaboration of views. Aer that, we further integrate dierent views to vote for more robust node representations. During voting, we automatically learn the voting weights of views through an aention based approach (Sec. 3.2).
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Voting Regularization Figure 2 : Overview of the proposed approach. e collaboration framework (yellow parts) preserves the node proximities of dierent views with a set of view-specic node representations, which further vote for the robust representations. During voting, we learn the weights of views through an attention based method (blue parts), which enables nodes to focus on the most informative views. e overall objective of our approach is summarized below:
O collab is the objective function of the collaboration framework, in which we aim to learn the node proximities in individual views and meanwhile vote for the robust node representations. O at tn is the objective function for weight learning. Next, we introduce the details of each part.
Collaboration Framework
e goal of the collaboration framework is to capture the node proximities encoded in individual views and meanwhile integrate them to vote for the robust node representations. erefore, for each node i , we introduce a set of view-specic representations {x k i } K k=1 to preserve the structure information encoded in individual views. We also introduce a robust representation x i , which integrates the information from all dierent views. To preserve the structure information of individual views with the view-specic node representations, for a directed edge ( i , j ) in view k, we rst dene the probability p k ( j | i ) as follows:
where c i is a context representations of node i . In our approach, the context representations are shared across dierent views, so that dierent view-specic node representations will locate in the same semantic space. We also tried using dierent context representations for dierent views, and we will compare with this variant in the experiments. Following existing studies [25, 26] , for each view k, we try to minimize the KL-divergence between the estimated neighbor distribution p k (·| i ) and the empirical neighbor distributionp k (·| i ). e empirical distribution is dened asp
is the out-degree of node i in view k. Aer some simplication, we obtain the following objective function for each view k:
Directly optimizing the above objective is computationally expensive because it involves traversing all nodes when computing the conditional probability. erefore we adopt the negative sampling techniques [17, 18] , which modify the conditional probability p k ( j | i ) in Eqn. 3 as follows:
where
is the sigmoid function. e rst term maximizes the probability of some observed edges, and the second term minimizes the probability of N noisy node pairs, with n sampled from a noise distribution P k ne ( ) / d (k )3/4 and d (k ) is the degree of node in view k. By minimizing the objective (3), the view-specic representations {x k i } K k=1 are able to preserve the structure information encoded in dierent views. Next, we promote the collaboration of dierent views for voting the robust node representations. In this process, as the importance of views can be quite dierent, we try to assign dierent weights to them. With all these in mind, we introduce the following regularization term.
where || · || 2 is the Euclidean norm of a vector, k i is the weight of view k assigned by node i . Intuitively, by learning proper weights { k i } K k=1 for each node i , our approach can let each node focus on the most informative views. We will introduce how we automatically learn such weights in the next section. By minimizing this objective function, dierent view-specic representations will vote for the robust representations based on the following equation:
Naturally, the robust representations are calculated as the weighted combinations of the view-specic representations with the coecients as the voting weights of views, which is quite intuitive. By integrating both objectives, the nal objective of the collaboration framework can be summarized below:
where is a parameter used to control the weight of the regularization term.
Learning the Weights of Views through Attention
e above framework proposes a exible way to let dierent views collaborate with each other. In this part, we introduce an aention based approach for learning the weights of views during voting. Our proposed approach is very general, which can automatically learn the weights of views for dierent nodes by providing a few labeled data for specic tasks. For example, for the node classication task, only a few labeled nodes are required; for the link prediction task, a limited number of links are provided.
Following the recent aention based models for neural machine translation [1] , we dene the weight of view k for node i using a somax unit as follows:
where x C i is the concatenation of all the view-specic representations of node i , and z k is a feature vector of view k, describing what kinds of nodes will consider view k as informative. If x C i and z k have a large dot product, meaning node i believes that view k is an informative view, then the weight of view k for node i will be large based on the denition. Besides, we see that the weights of views for each node are determined by the concatenation of its view-specic representations. erefore, nodes with large proximities are likely to have similar view-specic representations, and thus focus on similar views. Such property is quite reasonable, which allows us to beer infer the aentions of dierent nodes by leveraging their proximities preserved in the learned view-specic representations.
With the above weights as coecients, dierent view-specic node representations can be weighted combined to obtain the robust representations according to Eqn. 6. en we may apply the robust node representations to dierent predictive tasks, and the voting weights could be automatically learned with the backpropagation algorithm [21] based on the predictive error. Specically, taking the node classication task as an example, we try to minimize the following objective function with respect to the feature vectors of views {z k } K k=1 :
where S is the set of labeled nodes, x i is the robust representation of node i , i is the label of node i , and L is a specic loss function. en the gradient of the objective function with respect to {z k } K k=1 can be calculated as follows:
Aer optimizing the parameter vectors {z k } K k =1 , the weights of views for both the labeled nodes and unlabeled nodes can be directly calculated with the denition Eqn. (8) . In the experiments, we will show that our weight learning method only requires a small number of labeled data to converge (Sec. 4.5.2), and we will also show that our learning method is very ecient (Sec. 4.6).
In this paper, we investigate two predictive tasks: node classication and link prediction. For the node classication task, the objective function Eqn. (9) is dened as the square loss:
In the objective function, y i is the label vector of node i , in which the dimension j is set as 1 if i belongs to category j and set as 0 otherwise. w is the parameter set of the classier. For the link prediction task, the labeled data are a collection of links and the pairwise loss is used:
In the objective function, ( i , j ) is a linked node pair and cos(·, ·) is the cosine similarity between vectors.
Model Optimization
e objective function of our approach can be eciently optimized with the coordinate gradient descent algorithm [32] and the backpropagation algorithm [21] . Specically, in each iteration, we rst follow existing studies [25, 26] to sample a set of edges from the network, and optimize the view-specic node representations. en we infer the parameter vectors of views with the labeled data, and update the voting weights of views for dierent nodes. Finally, dierent view-specic node representations will be integrated to vote for the robust representations based on the learned weights. e overall optimization algorithm is summarized in Alg. 1.
Algorithm 1 Optimization Algorithm of MVE. Updating the view-specic node representations.
3:
while smp  T do 4:
Randomly pick up a view, denoted as k .
5:
Sample an edge from E k and also N negative edges.
6:
Update view-specic representations w.r.t. Eqn. (7) (9).
7:
Update the context representations w.r.t. Eqn. (7) . 8: end while 9:
Updating the voting weights of views for dierent nodes.
10:
Optimize the parameters of the somax unit w.r.t. Eqn. (9).
11:
Update the weights of views for each node according to Eqn. (8).
12:
Updating the robust node representations.
13:
Vote for the robust representations according to Eqn. (6). 14: end while
Time Complexity
e time complexity of the proposed algorithm is determined by three processes: learning the view-specic representations, learning the robust representations and learning the voting weights of views. According to the previous study [26] , learning view-specic representations takes O (|E|dN ) time, where |E| is the total number of edges in dierent views, d is the dimension of the node representations, and N is the number of samples in negative sampling. Learning robust representations takes O (|V |dK ) time, where K is the number of views in a network. Updating voting weights takes O (|S |dK ) time, where |S | is the number of labeled data. In practice, we only have a very small number of labeled data, and thus |S | ⌧ |V |. Besides, we also have |V | ⌧ |E| for most networks. erefore, the total time complexity of our algorithm can be simplied as O (|E|dN ), which is proportional to the total number of edges in the given network. For most real-world networks, as the number of edges is usually small, our approach will be very ecient in most cases. We will study the eciency performance of the proposed approach in Sec. 4.6.
EXPERIMENT
We evaluate our proposed approach on two tasks including node classication and link prediction. We rst introduce our setup.
Experiment Setup
4.1.1 Datasets. We select the following ve networks, in which the rst three are used for the node classication task and the last two for the link prediction task.
• DBLP: An author network from the DBLP dataset [27] 1 . ree views are identied including the co-authorship, author-citation and text-similarity views. e weights of the edges in the coauthorship view are dened as the number of papers coauthored by each pair of authors; the weights in the author-citation view are dened as the number of papers wrien by one author and cited by the other; the text-similarity view is a 5-nearest neighbor graph and the similarity is calculated based on the titles and abstracts of each author using TF-IDF. For node classication, we select eight diverse research elds as labels including "machine learning", "computational linguistics", "programming language", "data mining", "database", "system technology", "hardware" and "theory". For each eld, several representative conferences are selected, and only papers published in these conferences are kept to construct the three views. • Flickr: A user network constructed from Flickr dataset [30] 
including the friendship view and the tag-similarity view. e tag-similarity view is a 100-nearest neighbor graph between users and the user similarity is calculated according to their tags. e community membership are used as classication labels. • PPI: A protein-protein interaction network constructed from the STRING database v9.1 [8] . Only the human genes are kept as nodes. Six views are constructed based on the coexpression, cooccurrance, database, experiments, fusion and neighborhood information. As the original network is very sparse, we follow the same way in [26] to reconstruct the six views to make them denser. More specically, for each view, we expand the neighborhood set of the nodes whose degree are less than 1,000 by adding their neighbors of neighbors until the size of the extended neighborhood set reaches 1,000. e gene groups provided in the Hallmark gene set [15] are treated as the categories of nodes. • Youtube: A user network constructed from [35] 3 . Five views are identied including the number of common friends, the number of common subscriptions, the number of common subscribers, the number of common favorite videos, and the friendship. We believe the friendship view can beer reect the proximity between the users. erefore, we select the other four views for training and predict the links in the friendship view. [12] , which can apply to our problem but cannot scale up to very large networks. e centroid based variant is used due to its beer eciency, and the centroid eigenvectors are treated as the node representations. • MultiNMF: A multi-view non-negative matrix factorization model [16] , which can also apply to our problem but cannot scale up to very large networks. • MultiSPPMI: SPPMI [13] is a word embedding model, which learns word embeddings by factorizing the word co-occurrence matrices. We leverage the model to learn node representations by jointly factorizing the adjacency matrices of dierent views and sharing the node representations across dierent views. • MVE: Our proposed approach for multi-view network embedding, which deploys both the collaboration framework and the aention mechanism. • MVE-NoCollab: A variant of MVE. We introduce dierent context node representations for dierent views, so that the viewspecic representations will locate in dierent semantic spaces, and thus they cannot collaborate with each other during training. • MVE-NoAttn: A variant of MVE. We assign equal weights to different views during voting, without learning the voting weights of views through the aention based approach. Note that the DeepWalk model [20] can be viewed as a variant of the node2vec model [10] with the parameters p and q as 1, and thus we will not compare with DeepWalk in our experiments.
Parameter Seings.
For all approaches except node2vecconcat, the dimension of the node representations is set as 100. For node2vec-concat, the dimension is set as 100K, and K is the number of views in a network. For LINE and MVE, the number of negative samples N is set as 5, and the initial learning rate is set as 0.025, as suggested in [17, 26] . For node2vec, we set the window size as 10, the walk length as 40, as suggested in [10, 20] . e parameters p and q are selected based on the labeled data. For MVE, the number Table 1 .
We present the results of dierent approaches on the node classication task in Table 2 . As CMSC cannot scale up to very large networks, only the results on the PPI network are reported. For the single-view based approaches, both LINE and node2vec do not perform well. To leverage the information from multiple views, node2vec-merge combines the edges of dierent views. However, the proximities of dierent views are usually not comparable, and simply combining them will destroy the network structures of individual views. On the Flickr dataset, the performance of node2vecmerge is even inferior to the performance of single-view based approaches. On the other hand, node2vec-concat will concatenate all node representations learned on individual views. However, the representations from some sparse views can be very biased, which may destroy the nal representations, and thus node2vec-concat does not signicantly outperform other approaches, even with much higher dimensions. Both the multi-view clustering method (CMSC) and multi-view matrix factorization methods (MultiNMF and MultiSPPMI) fail to perform well, as they cannot eectively achieve the collaboration of dierent views and also learn their weights.
For our proposed framework MVE, without leveraging the labeling information to learn the voting weights of views (MVE-NoAn), it already outperforms all baseline approaches, including node2vecconcat, which learns representations with much higher dimensions.
By learning the weights of views using the aention mechanism (MVE), the results are further improved. Besides, if we remove the collaboration of dierent views (MVE-NoCollab), we observe inferior results, which shows that our collaboration framework can indeed improve the performances by promoting the collaboration of views.
Link
Prediction. Next we introduce our results on the link prediction task, which aims to predict the links that are most likely to form given existing networks. As the node sets are very large, predicting links on the whole node sets is unrealistic. erefore, we follow the experimental seing in [14] to construct a core set of nodes for each dataset, and we only predict the links between the nodes in the core sets. For the Youtube dataset, the core set contains all the nodes appearing in the four views, which has 7,654 nodes in total. For the Twier dataset, as there are too many nodes, we randomly sample 5,000 nodes appearing in all the three views. For each pair of nodes in the core set, the probability of forming a link between them is measured as the cosine similarity between their robust node representations. To learn the voting weights of views in our MVE model, we randomly sample 500 edges from each dataset as the labeled data, which are then excluded during evaluation. e performance is measured with the commonly used AUC metric [7] . e results of link prediction with dierent models are presented in Table 3 . For CMSC and MultiNMF, as they cannot scale up to very large networks, only the results on the Youtube dataset are reported.
We see that for the single view based approaches, both node2vec and LINE fail to perform well. By merging the edges of dierent views, the results of node2vec-merge are signicantly improved, as dierent views are comparable and complementary on these two datasets. Concatenating the representations learned on each view (node2vec-concat) leads to inferior results on the Twier dataset, as some sparse views, e.g., the view constructed with the replying relationship, may destroy the concatenated representations. e multi-view clustering method (CMSC) and multi-view matrix factorization methods (MultiNMF and MultiSPPMI) still fail to perform well as they cannot eectively achieve the collaboration of dierent views.
For our proposed framework MVE, it outperforms all the baseline approaches. If we remove the collaboration of views (MVE-NoCollab) or remove the weight learning method (MVE-NoAn), the results will drop, which demonstrates the eectiveness of our collaboration framework and the importance of the aention mechanism.
Performances w.r.t. Data Sparsity
Based on the above results, we have already seen that our proposed approach MVE can eectively leverage the information from multiple views to improve the overall performances. In this part, we take a further step and examine whether MVE is robust to data sparsity by integrating information from multiple views.
Specically, we study the performances of MVE on nodes with dierent degrees, which correspond to dierent levels of data sparsity. e degree of each node is calculated as the sum of the degrees in dierent views. All the nodes are assigned into 10 dierent groups in the DBLP dataset and 5 dierent groups in the Youtube dataset according to their degrees. We compare the robust node representations learned by MVE, node2vec-merge and MVE-NoCollab (the variant of MVE without promoting the collaboration of views), and we report the performances on dierent node groups. e results are presented in Figure 3 . e le groups contain nodes with larger degrees, in which the data are quite dense; while the right groups contain nodes with smaller degrees, and the data are very sparse. For the DBLP dataset, all the three models do not perform well on the le node groups since many high-degree nodes belong to multiple research domains, which are more dicult to classify. On the right groups, node2vec-merge and MVE-NoCollab still have quite poor performances, while our proposed MVE signicantly outperforms them. For the Youtube dataset, similar results are observed. On the le groups, the performance of the three models are prey close. On the right groups with low-degree nodes, MVE outperforms both node2vec-merge and MVE-NoCollab. Overall, compared with MVE-NoCollab and node2vec-merge, we see that MVE achieves beer results especially on the right node groups (more sparsity), which demonstrates that our approach can eectively address the data sparsity problem and help learn more robust node representations.
Analysis of the Learned Attentions (Weights) Over Views
In our proposed MVE model, we adopt an aention based approach to learn the weights of views during voting, so that dierent nodes can focus most of their aentions on the most informative views. e quantitative results have shown that MVE achieves beer results by learning aentions 6 over views. In this part, we will examine the learned aentions to understand why it can help improve the performances.
We rst study what kinds of views turn to aract more aentions from nodes. We take the DBLP and Youtube datasets as examples. For each view, we report the results of the view-specic representations corresponded to this view, and also the average aentions assigned by dierent nodes on this view. e results are presented in Figure 4 . Overall, the performances of views and the average aentions they receive are positively correlated. In other words, our approach will let dierent nodes focus on the views with the best performances, which is quite reasonable. Figure 5 : Case study of the learned attentions on the DBLP dataset. We compare the attentions of authors in four research areas. HW stands for hardware, PL for programming language, DM for data mining and ML for machine learning.
We further study the learned aentions on a more ne-grained level by comparing the aentions of nodes in dierent semantic groups. We take the DBLP dataset as an example, and study the authors in four dierent research areas including hardware (HW), programming language (PL), data mining (DM) and machine learning (ML). For each research area, we calculate the average view weights assigned by authors within this area, and we report the ratio to the average view weights assigned by other authors, in order to know which views are the most informative for each research area. e results are presented in Figure 5 . For authors in the areas of hardware and programming language, they have relatively more aentions on the author citation view; while for authors in the areas of data mining and machine learning, they focus more on the co-authorship view. is is because we are studying the node classication task, aiming at predicting the research areas of dierent authors. To increase the prediction accuracy, our aention mechanism needs to let the authors focus on the views that can best discriminate them from authors in other areas. For authors in the hardware and programming language areas, they may cite very dierent papers compared with authors in other areas, and hence the author citation view is the most discriminative for them, so they have more aentions on the author citation view. On the other hand, several areas in our dataset are related to articial intelligence, such as data mining and machine learning. For authors in those areas, they may use similar terms as well as cite similar papers, so the text-similarity view and the author citation view cannot discriminate these areas from each other. erefore, authors in these areas pay less aentions to the text-similarity view and the author citation view, and they focus more on the co-authorship view.
Overall, the aentions (weights) over views learned by our attention mechanism are very intuitive, which enable dierent nodes to focus on those most informative views.
Parameter Sensitivity
Next, we investigate the sensitivity of dierent parameters in our framework, including and the number of labeled data. , which trades o between preserving the proximities encoded in single views and reaching agreements among dierent views. We compare the performances of our proposed approach w.r.t. on both the node classication task and the link prediction task. Figure 6 presents the results on the DBLP and Youtube datasets. When is set as 0, all the three approaches will not perform so well as dierent views are not able to communicate with each other through the regularization term. As we increase from 0, the performances are improved, which remain stable with a large range (0.025, 0.1) on both datasets. If we further increase , the performances will begin to drop. is is because a large forces dierent views to fully agree with each other, ignoring the dierences between the views. 4.5.2 Performances w.r.t. the number of labeled nodes. To learn the voting weights of views for dierent nodes, our framework requires some labeled nodes. In this part, we investigate the performance of our framework w.r.t. the number of labeled nodes. We take the Flickr and Twier datasets as examples, and report the performances of both MVE and MVE-NoAn.
We present the results in Figure 7 . We see that by leveraging the labeled nodes to learn the voting weights of views, MVE consistently outperforms its variant MVE-NoAn, which assigns equal weights to dierent views. On both datasets, MVE requires only a very small number of labeled nodes to converge, which shows the eectiveness of our aention based method for weight learning.
Eciency Study
In this part, we study the eciency of our proposed framework. We select the DBLP and Twier datasets as examples, and compare the running time of MVE with node2vec, LINE and MVE-NoAen (the variant of MVE without learning the voting weights of views). Table 4 presents the results. We see that MVE has close running time with LINE and node2vec on both datasets. On the Twier dataset with more than 300 thousands nodes and 100 millions edges, the training process of MVE takes less than 15 minutes, which is quite ecient. Besides, comparing the running time of MVE and MVE-NoAn, we observe that the weight learning process in MVE takes less than 15% of the total running time on both datasets, which shows the good eciency of our aention based approach for weight learning.
Case Study
Our collaboration framework can eectively preserve the node proximities encoded in dierent views through the view-specic representations, which are further used to vote for the robust node representations. In this part, we give some illustrative examples to show the dierences between the view-specic and the robust node representations. We take the author network in DBLP as an example. To compare these node representations, we list the most similar authors given a query author according to the cosine similarity calculated with dierent node representations. Table 5 presents the results. From the nearest neighbors, we can see that the viewspecic node representations can well preserve the proximities encoded in the individual views, whereas the robust representations combine the information from all dierent views.
RELATED WORK
Our work is related to the existing scalable approaches for learning network representations including DeepWalk [20] , LINE [26] and node2vec [10] , which use dierent search strategies to exploit the network structures: depth-rst search, breadth-rst search, and a combination of the two strategies. However, all these approaches focus on learning node representations for networks with a single view while we study networks with multiple views. e other line of the related work is multi-view learning, which aims to exploit information from multiple views and has shown eectiveness in various tasks such as classication [2, 12, 29] , clustering [3, 12, 12, 33, 37] , ranking [34] , topic modeling [28] and activity recovery [36] . e work which is the most similar to ours is the multi-view clustering [3, 12, 33, 37] and multi-view matrix factorization [9, 16, 22] methods. For example, Kumar et al. [12] proposed a spectral clustering framework to regularize the clustering hypotheses across dierent views. Liu et al. [33] proposed a multi-view nonnegative matrix factorization model, which aims to minimize the distance between the coecient matrix of each view and the consensus matrix. Our multi-view network representation approach shares similar intuition with these pieces of work, aiming to nd robust data representations across multiple views. However, a major dierence is that existing approaches assign equal weights to all views, while our approach adopts an aention based method, which learns dierent voting weights of views for dierent nodes.
Besides, our work is also related to the aention based models, which aim to infer the importance of dierent parts of the training data, and let the learning algorithms focus on the most informative parts. Aention based models have been applied to various tasks, including image classication [19] , machine translation [1] and speech recognition [4] . To the best of our knowledge, this is the rst eort to adopt the aention-based approach in the problem of multi-view network representation learning.
CONCLUSIONS
In this paper, we studied learning node representations for networks with multiple views. We proposed an eective framework to let dierent views collaborate with each other and vote for the robust node representations across dierent views. During voting, we proposed an aention based approach to automatically learn the voting weights of views, which requires only a small number of labeled data. We evaluated the performance of our proposed approach on ve real-world networks with multiple views. Experimental results on both the node classication task and link prediction task demonstrated the eectiveness and eciency of our proposed framework. In the future, we plan to apply our framework to more applications. One promising direction is learning node representations for heterogeneous information networks, i.e., networks with multiple types of nodes and edges. In such networks, each meta-path [23] characterizes a type of proximity between the nodes, and various meta-paths yield networks with multiple views. 
