Abstract. This paper proposes a novel face representation and recognition method based on local Gabor textons. Textons, defined as a vocabulary of local characteristic features, are a good description of the perceptually distinguishable micro-structures on objects. In this paper, we incorporate the advantages of Gabor feature and textons strategy together to form Gabor textons. And for the specificity of face images, we propose local Gabor textons (LGT) to portray faces more precisely and eAEciently. The local Gabor textons histogram sequence is then utilized for face representation and a weighted histogram sequence matching mechanism is introduced for face recognition. Preliminary experiments on FERET database show promising results of the proposed method.
Introduction
Face recognition has attracted much attention due to its potential values for applications as well as theoretical challenges. Due to the various changes by expression, illumination and pose etc, face images always change a lot on grey level. How to extract representation robust to these changes becomes an important problem.
Up to now, many representation approaches have been introduced, including Principal Component Analysis (PCA) [11] , Linear Discriminant Analysis (LDA) [2] , Independent Component Analysis (ICA) [3] etc. PCA provides an optimal linear transformation from the original image space to an orthogonal eigenspace with reduced dimensionality in sense of the least mean square reconstruction error. LDA seeks to find a linear transformation by maximizing the ratio of between-class variance and the withinclass variance. ICA is a generalization of PCA, which is sensitive to the high-order relationships among the image pixels.
Recently, the textons based representations have achieved great success in texture analysis and recognition. The term texton was first proposed by Julesz [6] to describe the fundamental micro-structures in natural images and was considered as the atoms of pre-attentive human visual perception. However, it is a vague concept in the literature because of lacking a precise definition for grey level images. Leung and Malik [7] reinvent and operationalize the concept of textons. Textons are defined as a discrete set which is referred to as the vocabulary of local characteristic features of objects. The goal is to build the vocabulary of textons to describe the perceptually distinguishable micro-structures on the surfaces of objects. Various of this concept have been applied to the problem of 3D texture recognition successfully [4, 7, 12] .
In this work, we propose a novel local Gabor textons histogram sequence for face representation and recognition. Gabor wavelets, which capture the local structure corresponding to spatial frequency, spatial localization, and orientation selectivity, have achieved great success in face recognition [13] . Therefore, we incorporate the advantages of Gabor feature and textons strategy to form Gabor textons. Moreover, In order to depict the face images precisely and eAEciently, we propose local Gabor textons (LGT) and then utilize LGT histogram sequence for face representation and recognition.
The rest of this paper is organized as follows. Section 2 details the construction of local Gabor textons. Section 3 describes LGT histogram sequence for face representation and recognition. The experimental results on FERET database are demonstrated in Section 4 and in Section 5, we conclude this paper .
Local Gabor Textons (LGT) Construction
Texture is often characterized by its responses to a set of orientation and spatial-frequency selective linear filters which is inspired by various evidences of similar processing in human vision system. Here, we use Gabor filters of multi-scale and multi-orientation which have been extensively and successfully used in face recognition [13, 8] to encode the local structure attributes embedded in face images. The Gabor kernels are defined as follows:
where and define the orientation and scale of the Gabor kernels respectively, z (x y), and the wave vector k is defined as follows:
where
The Gabor kernels in (1) are all self-similar since they can be generated from one filter, the mother wavelet, by scaling and rotating via the wave vector k . Each kernel is a product of a Gaussian envelope and a complex plane wave, and can be separated into real and imaginary parts. Hence, a band of Gabor filters is generated by a set of various scales and rotations.
In this paper, we use Gabor kernels at five scales ¾ 0 1 2 3 4 and four orientations ¾ 0 2 4 6 with the parameter 2 [8] to derive 40 Gabor filters including 20 real filters and 20 imaginary fitlers which are shown in Fig. 1 . By convoluting face images with corresponding Gabor kernels, for every image pixel we have totally 40 Gabor coeAEcients which are successively clustered to form Gabor textons.
Textons express the micro-structures in natural images. Compared to the periodic changes of texture images, for face images, di«erent regions of faces usually reflect di«erent structures. For example, the eye and nose areas have distinct di«erences. If we cluster the textons over the whole image used in texture analysis, the size of textons vocabulary could be very large if one wants to keep describing the face precisely, which will increase the computational cost dramatically. In order to depict the face in a more eAEcient way, we propose local Gabor textons to represent the face image. We first divide the face image into several regions with the size of h ¢ w (Fig. 2) , then for every region, the Gabor response vectors are clustered to form a local vocabulary of textons which are called local Gabor textons (LGT). Therefore, a series of LGT can be constructed corresponding to di«erent regions. Specifically, we invoke K-means clustering algorithm [5] to determine the LGT among the feature vectors. K-means method is based on the first order statistics of data, and finds a predefined number of centers in the data space, while guaranteing that the sum of squared distances between the initial data points and the centers is minimized. In order to improve the eAEciency of the computation, the LGT vocabulary L i corresponding to the region R i is computed by the following hierarchical K-mean clustering alogrithm:
1. Suppose we have 500 face images in all. These images are divided into 100 groups randomly, each of which contains 5 images. All of them are encoded by Gabor filters. 2. For each of the group, the Gabor response vectors at every pixel in region R i with the size of h ¢ w are concatenated to form a set of 5 ¢ h ¢ w feature vectors. The K-mean clustering algorithm is then applied to these feature vectors to form k ¼ centers. 3. The centers for all the groups are merge together and the K-mean clustering algorithm is applied again to these 100 ¢ k ¼ centers to form k centers. 4. With the initialization of the k centers derived in step 3, apply K-means clustering algorithm on all images in region R i to achieve a local minimum.
These k centers finally constitute the LGT vocabulary L i corresponding to region R i and after doing these operations in all regions, the local Gabor textons vocabularies are constructed.
LGT Histogram Sequence for Face Representation and Recognition
With the LGT vocabularies , every pixel in region R i of an image is mapped to the closest texton element in L i according to the Euclidean distance in the Gabor feature space. After this operation in all regions, a texton labeled image f l (x y) is finally formed with the values between 1 and k . The LGT histogram, denoted by H i ( ), is used to describe the distribution of the local structure attributes over the region R i . A LGT histogram with the region R i of the labeled image f l (x y) induced by local Gabor textons can be defined as
in which k is the number of di«erent labels and
The global description of a face image is built by concatenating the LGT histograms H (H 1 H 2 H n ) which is called local Gabor textons histogram sequence. The collection of LGT histograms is an eAEcient face representation which contains information about the distribution of the local structure attributes, such as edges, spots and flat areas over the whole image. Fig. 3 shows the process of face representation using LGT histogram sequence. The similarity of di«erent LGT histogram sequences extracted from di«erent images is computed as follows:
is the Chi square distance commonly used to match two histograms, in which k is the number of bins for each histogram. Pervious work has shown di«erent regions of face make di«erent contributions for face recognition [14, 1] , e.g., the areas nearby eyes are more important than others. Therefore, di«erent weights can be set to di«erent LGT histograms when measure the similarity of two images. Thus, (4) can be rewritten as: where W i is the weight for i-th LGT histogram and is learned based on Fisher separation criterion [5] as follows. For a C class problem, the similarities of di«erent images from the same person compose the intra-personal similarity class and those of images from di«erent persons compose the extra-personal similarity as introduced in [9] .
For the i-th
LGT histogram H i , the mean and the variance of the intra-personal similarities can be computed by
where H p j i denotes the i-th LGT histogram extracted from the p-th image from the j-th class and N intra
is the number of intra-personal sample pairs. Similarly, the mean and the variance of the extra-personal similarities of the i-th LGT histograms can be computed by (10) where N extra
, is the number of extra-personal sample pairs. Then, the weight for i-th LGT histogram W i is derived by the following formulation
Finally, the weighted similarity of LGT histogram sequences (6) is used for face recognition with a nearest neighbor classifier.
Experimental Results and Analysis
In this section, we analyze the performance of the proposed method using the FERET database. The FERET [10] database is a standard testbed for face recognition technologies. In our experiments, we use a subset of the training set containing 540 images from 270 subjects for training. And four probes against the gallery set containing 1196 images are used for testing according to the standard test protocols. The images in fb and fc probe sets are with expression and lighting variation respectively, and dup I, dup II probe sets include aging images. All images are rotated, scaled and cropped to 140¢120 pixels according to the eye positions and then preprocessed by histogram equalization. Fig. 4 shows some examples of the cropped FERET images. There are some parameters which influence the performance of the proposed algorithm. The first one is the size of the local region. If the size is too big (e.g. the whole image), it could lose the local spatial information and may not reveal the advantage of the local analysis. On the other hand, if the region is too small, it would be sensitive to the mis-alignment. Another parameter needed to be optimized is the size of LGT vocabulary (the number of local Gabor textons in every vocabulary). To determine the value LGT histogram are learned from the training set as described in Section 2 and 3. Finally, the performance of the proposed method is tested on four probe sets against the gallery. Fig. 6 demonstrates the cumulative match curves (CMC) on four probe sets and Table 1 shows the rank-1 recognition rates of the proposed method compared to some well-known methods. From the results, we can observe that the performance of the proposed method is very comparable with the other well-known methods. It significantly outperforms PCA and LDA methods and is better than the best results in [10] in all of the four probe sets. These results indicate the proposed method is accurate and robust to the variation of expression, illumination and aging.
Conclusions
We have studied the use of textons as a robust approach for face representation and recognition. In particular, we propose local Gabor textons extracted by using Gabor filters and K-means clustering algorithm in local regions. In this way, we incorporate the e«ectiveness of Gabor features and robustness of textons strategy simultaneously and depict the face images precisely and eAEciently. The local Gabor textons histogram sequence is then proposed for face representation and a weighted histogram sequence matching mechanism is introduced for face recognition. The preliminary results on FERET database show the proposed method is accurate and robust to the variations of expression, illumination and aging etc. However, one drawback of our method is that the length of the feature vector used for face representation slows down the recognition speed indeed. A possible choice is to apply subspace methods such as PCA, LDA etc. to reduce the dimensionality of the feature vectors which will be tested in our future work.
