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a b s t r a c t
In this paper, we consider the maximum traveling salesman problem with γ -
parameterized triangle inequality for γ ∈ [ 12 , 1), whichmeans that the edgeweights in the
given complete graph G = (V , E, w) satisfy w(uv) ≤ γ · (w(ux) + w(xv)) for all distinct
nodes u, x, v ∈ V . For the maximum traveling salesman problem with γ -parameterized
triangle inequality, R. Hassin and S. Rubinstein gave a constant factor approximation
algorithm with polynomial running time, they achieved a performance ratio γ only for
γ ∈ [ 12 , 57 ) in [8], which is the best known result. We design a kγ+1−2γkγ -approximation
algorithm for the maximum traveling salesman problem with γ -parameterized triangle
inequality by using a similar idea but very different method to that in [11], where k =
min{|Ci| | i = 1, 2, . . . ,m}, C1, C2, . . . , Cm is an optimal solution of the minimum cycle
cover in G, which is better than the γ -approximation algorithm for almost all γ ∈ [ 12 , 1).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The Maximum Traveling Salesman Problem (MaxTSP) is a well known NP-hard problem [7]. Given an undirected
complete loopless graph G = (V , E;w), w is a weight function assigning to each edge a nonnegative weight, our goal is to
find a tour of maximumweight that visits each node exactly once (i.e., a Hamiltonian tour of maximumweight). Generally,
there is no efficient approximation algorithm for the problemunless P = NP . A natural restriction is that theweight function
w would satisfy the triangle inequality
w(uv) ≤ w(ux)+ w(xv) for all distinct u, x, v ∈ V . (1.1)
We call the corresponding problems4−MaxTSP and4−MaxATSP in the symmetric and asymmetric cases, respectively.
For4 − MaxTSP , J. Monnot, V. Paschos and S. Toulouse [3] devised a 78 approximation algorithm with distances 1 and 2 in
polynomial time, and the best approximation algorithm for4−MaxATSP has only a performance ratio 813 , as was shown by
M. Bläser [6]. Therefore, designing better approximation algorithms for them is being focused upon by many researchers.
Here we consider a strengthening of triangle inequality (1.1), which allows a constant factor approximation: let γ be
some constant with 12 ≤ γ ≤ 1, an instance of the problem 4(γ ) − MaxTSP is an undirected complete loopless graph
G with node set V and a weight function w, assigning to each edge of G a nonnegative weight, and the weight function w
satisfies the γ -parameterized triangle inequality, i.e.,
w(uv) ≤ γ · (w(ux)+ w(xv)) for all distinct u, x, v ∈ V . (1.2)
The goal is to compute a TSP tour of maximum weight.
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We can also view the γ -parameterized triangle inequality as a data dependent bound. Given an instance of4−MaxTSP ,
we compute γ˜ = max{ w(uv)
w(ux)+w(xv) } and use an algorithm for4(γ˜ )−MaxTSP to obtain better performance ratios on instances
where γ˜ < 1.
1.1. Previous and new results
Asmentioned above, for4−MaxTSP and4−MaxATSP , there are approximation algorithmswith their performance ratios
7
8 (with distances 1 and 2) by Monnot et al. [3] and
8
13 by Bläser [6], respectively. When we revise our current manuscript,
we know a new result of L. Kowalik and M. Mucha [4] that they presented a 7/8-approximation algorithm for δ − MaxTSP
without constraints of distances as 1 or 2.
R. Hassin and S. Rubinstein [8] studied the maximum symmetric traveling salesman problem with the γ -parameterized
triangle inequality for γ ∈ [ 12 , 57 ). They achieved a performance ratio γ .
J.F. Brub, M. Gendreau and J.Y. Potvin [2] gave an exact -constraint method for bi-objective combinatorial optimization
problems, and then applied it to the traveling salesman problem with profits. S. Yadlapalli, W.A. Malik, S. Darbha
and M. Pachter [9] designed a Lagrangian-based algorithm for a multiple depot, multiple traveling salesmen problem.
T.A.S. Masutti and L.N. Castro [10] presented a heuristic algorithm by using ideas from the immune system, etc. But none of
them improved the performance ratio γ , only for γ ∈ [ 12 , 57 ).
As our main result, we present an approximation algorithm with performance ratio kγ+1−2γkγ , by using a similar idea
but very different method to that in [11]. This improves the result obtained by R. Hassin and S. Rubinstein in [8] for
γ ∈ [ 12 ,
√
2
2 ) ∪ [ 57 , 1) where k = 2, and for the case k ≥ 3, it improves the result for all γ ∈ [ 12 , 1). In particular, the
performance ratio of our algorithm is close to 1 when γ is close to 12 .
1.2. Notations and conventions
Here,weuse some results obtained by F. Korner [1] and L. Sunil Chandran and L. Shankar Ram [5]. TheMaximumTraveling
Salesman Problem is to find a maximumweight Hamiltonian cycle in a complete graph G = (V , E;w)with weight function
w : E → R+ associated with the edges. A Hamiltonian cycle will be referred to as a tour. We denote the weight of an
optimum tour in G by MaxTSP(G). A maximum cycle cover is a subgraph of G in which each of the n vertices has in-degree
1 and out-degree 1. The problem of finding the maximum weight cycle cover in G is equivalent to theMaximum assignment
problem(MaxAP) in a related matrix. Meanwhile, the Maximum assignment problem(MaxAP) in a related matrix could be
obtained by the assignment problem(AP) in a transformed related matrix, because both of them have the same number of
edges, as explained by [1,5]. A cycle cover of a graph G is a spanning subgraph that consists solely of node disjoint cycles.
For any subgraph S = (V , E) of G, the weight w(S) of S is defined as the sum of the weights of the edges in S ⊂ E, that is,
w(S) =∑e∈S⊂E w(e). In particular, this defines the weight of cycle covers and MaxTSP tours.
Hamiltonian cycles are special cases of cycle covers, we have MaxAP(G) ≥ MaxTSP(G). It is known that MaxTSP is in
NP-hard [7], whereas MaxAP is polynomial-time solvable. So the problem of finding the maximum weight cycle cover in
G plays an important role in the design of approximation algorithms for MaxTSP. An f -factor approximation algorithm for
MaxTSP seeks to find a tour whose weight is at least f · MaxTSP. Designing a constant factor approximation algorithm for
MaxTSP (assuming triangle inequality) is one of the most important problems in the field of approximation algorithms. The
best approximation algorithms for this problem to date achieve only factors of γ [8] only for γ ∈ [ 12 , 57 ). We present an
approximation algorithm with performance ratio kγ+1−2γkγ .
Here, k = min{|Ci| | i = 1, 2, . . . ,m}, C1, C2, . . . , Cm is an optimal solution of the minimum cycle cover in G, which is
better than that of [8]. Our algorithm (based on algorithms of MaxAP or AP) can be computed in O(n3) [5].
2. The approximation algorithm
We are given a complete undirected graph G = (V , E;w) with weight function w : E → R satisfying the γ -
parameterized triangle inequality, i.e. w(uv) ≤ γ · (w(ux) + w(xv)) for all distinct nodes u, x, v ∈ V with γ ∈ [ 12 , 1).
We definew(S) =∑e∈S⊂E w(e). Also we assume that the weight of the optimal tour in G is MaxTSP(G). Let |V | = n.
First, we prove an important theorem which would give us the lower bounds for all added edges of our algorithm.
Theorem 2.1. Let C = u1u2 · · · ul be an undirected cycle in G with 2 ≤ l ≤ n and γ ∈ [ 12 , 1). Let ul+1 = u1, and w(ujuj+1)= min{w(uiui+1) | i = 1, 2, . . . , l} . Then, for any one v, v ∈ V − {u1, u2, . . . , ul}, we have that edge ujv satisfies
w(ujv) ≥ 1− γ
γ
· w(ujuj+1).
Proof. Because uj, uj+1, v are distinct vertices of G, then they satisfies the γ -parameterized triangle inequality, i.e.
γ (w(ujv)+ w(uj+1v)) ≥ w(ujuj+1). (2.1)
At the same time
γ (w(ujuj+1)+ w(ujv)) ≥ w(uj+1v). (2.2)
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From inequalities (2.1) and (2.2) we can easily obtain
w(ujv) ≥ 1− γ
γ
· w(ujuj+1).
Then, proof is finished. 
But, Theorem 2.1 would be not satisfied on asymmetric graphs.
Second, we present and examine Algorithm COMBINE CYCLES OF A CYCLE COVER, which is based on the maximum cost
cycle covers.
Algorithm 2.1 (COMBINE CYCLES OF A CYCLE COVER).
Input: An instance of4(γ )-MaxTSP symmetric graph G = (V , E;w).
Output: An undirected Hamiltonian cycle H of graph G = (V , E;w).
Initialization. Construct an auxiliary graph G = (V , A;w). V = V , A = {(u, v) | uv ∈ E}, w((u, v)) = w(uv) for every arc
(u, v) ∈ A and edge uv ∈ E.
Begin
Step1. Compute a maximum weight cycle cover C of G.
If C has a single cycle, delete the directions of arcs in C , let H = C and output it, then stop.
else, go to Step 2.
Step2. Let C1, C2, . . . , Cm be the cycles of C .
Denote the vertices in Ci by vi1, vi2, . . . , vi|Ci|, vi(|Ci|)+1 = vi1 in the order along the cycle starting from vi1 such that the
arc (vi1, vi2) has the minimal weight of all the arcs in Ci.
Set H0 = C1, C2, . . . , Cm.
Step3. Get H1 by deleting all of the arcs (vi1, vi2) of Ci in H0, for i = 1, 2, . . . ,m.
Step4. Connect (vi1, v(i+1)2) of G in H1 for i = 1, 2, . . . ,m.
And if i = m, then i+ 1 = 1.
Then we obtain a directed Hamiltonian cycle H of G.
We obtain a Hamiltonian cycle H of G by deleting all directions of the arcs in H and output H .
End
Last, we estimate the performance ratio of our algorithm COMBINE CYCLES OF A CYCLE COVER by the following theorem.
Theorem 2.2. The approximation ratio of the algorithm COMBINE CYCLES OF A CYCLE COVER is bounded by kγ+1−2γkγ , k =
min{|Ci| | i = 1, 2, . . . ,m}, k ≥ 2.
The running time of the algorithm COMBINE CYCLES OF A CYCLE COVER is cubic in the number of vertices in G.
Proof. Hamiltonian cycles are special cases of cycle covers, we have
MaxAP(G) ≥ MaxTSP(G). (2.3)
Denote the output solution and its weight of algorithm COMBINE CYCLES OF A CYCLE COVER by OUT (G), from the algorithm
we could get that
OUT (G) = MaxAP(G)−
m∑
i=1
w(vi1vi2)+
m∑
i=1
w(vi1v(i+1)2).(m+ 1 = 1).
And by the conclusion of Theorem 2.1 we would obtain
OUT (G) ≥ MaxAP(G)−
m∑
i=1
w(vi1vi2)+
m∑
i=1
1− γ
γ
w(vi1vi2).(m+ 1 = 1).
Then
OUT (G) ≥ MaxAP(G)+ 1− 2γ
γ
m∑
i=1
w(vi1vi2).
But
1− 2γ
γ
≤ 0, (2.4)
and vi1vi2 has the minimal weight of all the edges of Ci, i.e.
w(vi1vi2) ≤ w(Ci)|Ci| (|Ci| ≥ 2). (2.5)
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Then we can obtain the following inequality by multiplying inequalities (2.4) and (2.5).
1− 2γ
γ
w(vi1vi2) ≥ 1− 2γ
γ
· w(Ci)|Ci| , i = 1, 2, . . . ,m. (2.6)
Meanwhile,MaxAP(G) = {C1, C2, . . . , Cm}. Then from inequalities (2.3) and (2.6) we have
OUT (G)
MaxTSP(G)
≥ OUT (G)
MaxAP(G)
=
MaxAP(G)−
m∑
i=1
w(vi1vi2)+
m∑
i=1
w(vi1v(i+1)2)
MaxAP(G)
≥
MaxAP(G)+ 1−2γ
γ
m∑
i=1
w(vi1vi2)
MaxAP(G)
≥
m∑
i=1
w(Ci)+ 1− 2γ
γ
·
m∑
i=1
w(Ci)
|Ci|
m∑
i=1
w(Ci)
≥
m∑
i=1
w(Ci)+ 1− 2γ
γ
·
m∑
i=1
w(Ci)
k
m∑
i=1
w(Ci)
(for k = min{|Ci| | i = 1, 2, . . . ,m})
≥
(1+ 1−2γkγ )
m∑
i=1
w(Ci)
m∑
i=1
w(Ci)
≥ kγ + 1− 2γ
kγ
.
Thus
OUT (G)
MaxTSP(G)
≥ kγ + 1− 2γ
kγ
is proved.
Let S(n) denote the worst case running time of the algorithm on instances with n nodes. The complexity of initialization
is O(n2), step1 is dominated by the time O(n3 + n2) used to construct the maximum cycle cover C , step2 needs O(n2 lg n)
units time to be completed, step3 and step4 could be finished in O(n + n). At last, we get the computing complexity of
algorithm COMBINE CYCLES OF A CYCLE COVER is S(n) = O(n3)+ O(n2 lg n)+ O(n+ n) = O(n3).
Theorem 2.2 is proved. 
Theorem 2.3. The performance ratio kγ+1−2γkγ of COMBINE CYCLES OF A CYCLE COVER algorithm is better than γ for all γ ∈
[ 12 ,
√
2
2 ) ∪ [ 57 , 1).
Proof. If γ ∈ [ 12 ,
√
2
2 ), we would prove it by solving the inequality
kγ+1−2γ
kγ > γ , and k ≥ 2, because there are at least 2
vertices in each cycle Ci of a maximum cycle cover {C1, C2, . . . , Cm}, i.e. solving inequality 12γ > γ . And if γ ∈ [ 57 , 1), there
is no approximation algorithm in [8]. Then the proof is finished. 
Theorem 2.4. The performance ratio kγ+1−2γkγ of COMBINE CYCLESOF A CYCLE COVER algorithm is better thanγ for all γ ∈ [ 12 , 1)
when k ≥ 3.
Proof. First we solve the inequations 1+γ3γ > γ and γ ∈ [ 12 , 1), then γ ∈ [ 12 , 0.7676), but 57 < 0.7676. And kγ+1−2γkγ
is a monotone increasing function of variable k. So if k ≥ 3, then kγ+1−2γkγ -approximation is always better than the
γ -approximation. The proof is completed. 
Conclusion 2.1. The bigger the number min{|Ci| | i = 1, 2, . . . ,m} , the clearer the superiority of our algorithm.
Conclusion 2.2. The closer γ to 12 , the closer
kγ+1−2γ
kγ to 1.
T. Zhang et al. / Theoretical Computer Science 411 (2010) 2537–2541 2541
Acknowledgements
The authors would like to thank Weidong Li and Yun Liu for helpful discussions on the subject of the paper.
The second author is fully supported by the Younger Foundation of Kunming University of Science and Technology
(No. KKZ2200807055). The third author is fully supported by the National Nature Science Foundation of China
(No. 10861012), the Foundation of Younger Scholars in Science and Technology of Yunnan Province (No. 2007PY01-21)
and the Nature Science Foundation of Yunnan University (No. 2009F04Z).
References
[1] F. Korner, On the relationship of approximation algorithms for the minimum and the maximum traveling salesman problem, European Journal of
Operational Research 26 (2) (1986) 262–265.
[2] J.F. Brub, M. Gendreau, J.Y. Potvin, An exact -constraint method for bi-objective combinatorial optimization problems: Application to the Traveling
Salesman Problem with Profits, European Journal of Operational Research 194 (1) (2009) 39–50.
[3] J. Monnot, V. Paschos, S. Toulouse, Differential approximation results for the traveling salesman problem with distances 1 and 2, European Journal of
Operational Research 145 (3) (2003) 557–568.
[4] L. Kowalik, M. Mucha, Deterministic 7/8-approximation for the metric maximum TSP, Theoretical Computer Science 410 (47–49) (2009) 5000–5009.
[5] L. Sunil Chandran, L. Shankar Ram, On the relationship between ATSP and the cycle cover problem, Journal of Theoretical Computer Science 370 (2007)
218–228.
[6] M. Bläser, An 813 -approximation algorithm for the asymmetric maximum TSP, Journal of Algorithms 50 (1) (2004) 23–48.
[7] M.R. Garey, D.S. Johnson, Computer and Intractability: A Guide to the Theory of NP-Completeness, W.H. Freeman, 1979.
[8] R. Hassin, S. Rubinstein, An approximation algorithm for the maximum traveling salesman problem, Information Processing Letters 67 (3) (1998)
125–130.
[9] S. Yadlapalli, W.A. Malik, S. Darbha, M. Pachter, A Lagrangian-based algorithm for a multiple depot, multiple traveling salesmen problem, Nonlinear
Analysis: Real World Applications 10 (4) (2009) 1990–1999.
[10] T.A.S.Masutti, L.N. Castro, A self-organizing neural network using ideas from the immune system to solve the traveling salesman problem, Information
Sciences 179 (10) (2009) 1454–1468.
[11] T. Zhang, W. Li, J. Li, An improved approximation algorithm for the ATSP with parameterized triangle inequality, Journal of Algorithms: Cognition,
Informatics and Logic 64 (2009) 74–78.
