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Linear Extended Whitening Filters
Aravindh Krishnamoorthy
Abstract—In this paper we present a class of linear whitening
filters termed linear extended whitening filters (EWFs) which
are whitening filters that have desirable secondary properties
and can be used for simplifying algorithms, or achieving desired
side-effects on given secondary matrices, random vectors or
random processes. Further, we present an application of EWFs
for simplification of QR decomposition based ML detection
algorithm in Wireless Communication.
I. INTRODUCTION
Whitening filters are widely used across the spectrum of
fields for signal whitening or noise pre-whitening where the
data is modelled as a random vector or as a wide-sense
stationary (WSS) process.
The whitening process accepts a zero-mean random vector
or WSS random process, with a positive-definite Hermitian
symmetric covariance matrix as input and produces a zero-
mean white vector or process with a covariance matrix c2I
where I is the identity matrix, for some real valued c > 0.
A linear whitening filter is a transformation matrix which
transforms the given zero-mean random vector or WSS ran-
dom process into a white vector. Within the context of this
paper, we provide the following definition of terminologies
used for whitening filters.
Let v ∈ CM be a random vector with zero-mean and
positive-definite Hermitian symmetric covariance matrix Σ,
and finite higher-order moments.
Definition 1 (Linear Whitening Filter). We define a matrix
F ∈ CMxM to be the linear whitening filter (WF) of v if:
FΣFH = c2IM (1)
Where IM is the MxM identity matrix, and c ∈ R, c > 0 is
an arbitrary constant. Further, v′ = Fv is called the whitened
vector and its first two central moments are given by E(v′) =
0, and Cov(v′) = c2IM .
Definition 2 (Linear Standard Whitening Filter). We define a
matrix F ∈ CMxM to be the linear standard whitening filter
(SWF) of v if:
FΣFH = IM (2)
The first two central moments of the whitened vector in this
case are given by E(v′) = 0, and Cov(v′) = IM .
In the remainder of this paper, without loss of generality,
we restrict ourselves to SWFs and transformations of random
vectors. However, a parallel of the described properties and
methods to WFs and WSS random processes can be easily
drawn.
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It is well-known that transforming an SWF with an Or-
thonormal matrix does not change the first two central mo-
ments of the whitened vector [1], and therefore an infinite
number of SWFs may be developed for a given random vector.
However, no statements about comparative performance or
equivalence of performance of these SWFs are generally
known.
In the first part of this paper, we present a few properties
of whitening filters. In specific, we show the relationship
between widely used whitening filters and further prove that
all whitening filters of a random vector are related to each
other by an Orthonormal transformation matrix.
If we neglect the effect of whitening on higher order mo-
ments, all the SWFs of a random vector are equivalent. Under
this assumption, we may choose (of the infinite whitening
filters) ones that have secondary properties that are advan-
tageous to the problem on hand. MMSE whitening filter and
LS whitening filters ([1], [2]) are examples of whitening filters
that have desired secondary properties.
We term an SWF to be a linear extended whitening filter
(EWF) if it has desirable secondary properties when applied
to other given matrices, random vectors or WSS random
processes. In the second part of this paper (section III), we
develop a few EWFs. In the third part of this paper (section
IV), we present an application of EWFs for ML decoding in
Wireless Communication.
A. Computation of SWFs
Two widely used methods for computing an SWF are 1)
based on Cholesky decomposition, and 2) based on Eigenvalue
decomposition (see [3], [4]). Let Σ = LLH (by Cholesky
decomposition), the Cholesky decomposition based SWF is
given by:
Fc = L
−1 (3)
Let Σ = QΛQH (by Eigenvalue decomposition), the Eigen-
value decomposition based SWF is given by:
Fv = Λ
−1/2QH (4)
Throughout this paper we use Fc and Fv to refer to
Cholesky and Eigenvalue decomposition based SWFs respec-
tively.
II. PROPERTIES OF STANDARD WHITENING FILTERS
In this section we present a few properties of linear standard
whitening filters.
Lemma 1. SWF F is a full-rank matrix.
Proof: We have rank(FΣFH) = rank(IM ) = M . The
equation holds only when F is a full-rank matrix.
2This lemma ensures that SWFs are invertible. Further, this
leads to an interesting result about the mean of input random
vector.
Corollary 2. Let µ 6= 0 be the mean of the random vector
vˆ = v+ µ, there is no SWF F of vˆ such that the mean of the
transformed vector is 0.
Proof: The mean of transformed vector is Fµ. If Fµ =
0 then µ must lie in the null-space of F , which is trivial.
Therefore such an SWF does not exist.
Below, we present the well-known property that transform-
ing an SWF by an Orthonormal matrix does not change its
whitening properties, i.e. the first two central moments of the
whitened vector.
Lemma 3. Let F be an SWF of v and Q be an Orthonormal
matrix such that QQH = QHQ = IM , then the matrix W =
QF is also an SWF.
Proof: Let v′ =Wv, we have E(v′) = 0 and Cov(v′) =
WΣWH = QFΣFHQH = QQH = IM .
We now show that all SWFs of a random vector are related
to each other by an Orthonormal transformation by showing
that all the SWFs are related to the Cholesky decomposition
based SWF (Fc) by an Orthonormal transformation.
Theorem 4. Every SWF F of v can be expressed as QFc,
where Q is an Orthonormal matrix and Fc is the Cholesky
decomposition based SWF.
Proof: We have F−1(F−1)H = Σ. Let (F−1)H = QR
(by QR decomposition with positive diagonal elements for R),
then RHQHQR = RHR = Σ. We have RH = L = F−1c
(from equation 3) as the unique Cholesky decomposition [3]
of Σ. Therefore, F = QFc.
Below we show specific results for relationship between
Fv and Fc. Similar relationships between Fv and the MMSE
whitening filter [1] can be shown trivially.
Corollary 5. The Eigenvalue decomposition and Cholesky
decomposition based SWFs given by Fv and Fc are related
as Fv = QFc, where Fv = QR (by QR decomposition with
positive diagonal elements for R).
A proof for Corollary 5 can be derived along the lines of
Theorem 4.
III. EXTENDED WHITENING FILTERS
In this section we develop a few EWFs that have desirable
secondary properties when applied to a second random vector,
and given second matrix. The EWFs developed for random
vectors are equally applicable to WSS random processes.
The general method of finding an EWF is as follows:
1) Develop an SWF for the given input vector.
2) Apply the SWF on a second random vector or matrix.
3) Identify an Orthonormal matrix which produces desired
results when applied on the transformed second random
vector or matrix.
4) Obtain the EWF by transforming the SWF by the
identified Orthonormal matrix.
This method can be easily extended or adapted to develop
other EWFs.
Below, we present an EWF W that is the SWF of first
random vector v and de-correlates the second random vector
v1 so that Cov(Wv1) = D, a diagonal matrix.
Theorem 6. Let v1 be a random vector with mean µ and
positive-definite Hermitian covariance matrix ∆, F be an SWF
of v, and Q be the Orthonormal matrix such that F∆FH =
QΛQH (by Eigenvalue decomposition), then W = QHF is
the EWF that is the SWF of v and de-correlates v1 such that
Cov(Wv1) = Λ.
Proof: W is an SWF of v from lemma (3). Cov(Wv1) =
WCov(v1)W
H =W∆WH = QHF∆FHQ = Λ.
Below, we present two EWFs that triangularize a given
second rectangular matrix, or transform a given second square
matrix into a positive semi-definite Hermitian matrix. In sec-
tion (IV) we present an algorithmic simplification resulting
from the first EWF.
Theorem 7. Let H ∈ CMxN be a rectangular matrix, F be
an SWF of v, and let Q be the Orthonormal matrix such that
FH = QR (by QR decomposition), then the matrix W =
QHF is the EWF that is the SWF of v and triangularizes the
matrix H when applied as WH .
Proof: W is an SWF of v from lemma (3). We have
WH = QHFH = QHQR = R, an upper triangular matrix.
Theorem 8. Let S ∈ CMxM be a square matrix, F be an SWF
of v, and let Q be the Orthonormal matrix such that FS = QP
(by Polar decomposition), then the matrix W = QHF is the
EWF that is the SWF of v and transforms matrix S into a
positive semi-definite Hermitian matrix P when applied as
WS.
Proof: W is an SWF of v from lemma (3). We have
WH = QHFH = QHQP = P , a positive semi-definite
Hermitian matrix.
IV. AN APPLICATION OF EWF
In this section we present an application of theorem (7) for
detection in interference for a communication channel using a
QR decomposition based ML receiver (along the lines of [5]).
Let x ∈ CNT be the symbols transmitted by NT antennas
and received by NR antennas and H ∈ CNRxNT be the time-
invariant channel matrix. The received sequence y may be
given as:
y = Hx+ v (5)
Where v ∈ CNR is the interference plus noise (I+N) process
with zero-mean and positive-definite Hermitian symmetric
covariance matrix Σ. The I+N process must be pre-whitened
3before ML detection. Let F be the SWF of v, then the model
is re-written with white noise as:
yˆ = Fy = Hˆx+ v′ (6)
Where, Cov(v′) = INR and Hˆ = FH . The ML estimate of x
is given as:
xˆ = argmin
x
||yˆ − Hˆx||2 (7)
QR decomposition based ML detectors use QR decomposition
to simplify the ML detection process as follows (e.g. [5]). Let
Hˆ = QR (by QR decomposition), then:
xˆ = argmin
x
||QH yˆ −Rx||2 (8)
Simplification: We may use the EWF W developed in
theorem (7) for whitening v instead of an arbitrary SWF F . In
such a case, W automatically triangularizes H when applied
as WH and therefore simplifies the ML detection algorithm
by avoiding the filtering of the received signal by QH . This
process is shown below:
yˆ =Wy = Rx+ v′ (9)
xˆ = argmin
x
||yˆ −Rx||2 (10)
Where WH = R, an upper-triangular matrix.
A similar simplification is carried out using EWF W of
theorem (7) for successive interference cancellation in [6].
V. CONCLUSION
We presented properties of linear standard whitening filters
(SWFs) in section II, and in specific, relationship between
widely used SWFs.
We presented a method to compute linear extended whiten-
ing filters (EWFs) in section III, and developed a few EWFs.
EWFs are SWFs that have desirable secondary properties and
can be useful in simplifying algorithms, or achieving desired
side-effects on given secondary matrices, random vectors or
random processes.
We presented an application of the EWF developed in
theorem (7) for simplification of QR decomposition based ML
detection algorithm in Wireless Communication.
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