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Abstract
Let G be a family of graphs whose edges are colored with elements from a set R of r colors. We assume no two vertices of G are
joined by more than one edge of color i for any i ∈ R, for each G ∈ G. K(r)n will denote the complete graph with r edges joining
any pair of distinct vertices, one of each of the r colors. We describe necessary and asymptotically sufﬁcient conditions on n for the
existence of a family D of subgraphs of K(r)n , each of which is an isomorphic copy of some graph in G, so that each edge of K
(r)
n
appears in exactly one of the subgraphs in D.
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1. Introduction and summary
We are concerned with extensions of the following theorem from [7].
Theorem 1. Let G be a graph with m edges, and let g be the greatest common divisor of the degrees of the vertices of
G. Then Kn admits a G-decomposition for all sufﬁciently large integers n for which
n − 1 ≡ 0 (mod g),
n(n − 1) ≡ 0 (mod 2m). (1)
Here Kn denotes the complete graph on n vertices and a G-decomposition of Kn is a familyD of subgraphs of Kn,
each isomorphic to G, such that each edge of Kn occurs in exactly one of the subgraphs C ∈ D.
There are applications for several types of extensions of this result. In particular, the idea of decomposing ‘edge-
colored’ complete graphs is important.
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We consider graphs and multigraphs G whose edges have colors from a ﬁxed set R of r colors, and families G of
such graphs.We consider only ﬁnite graphs and we will also assumeG is ﬁnite. K(r)n will denote the complete graph on
n vertices with r edges joining any unordered pair {x, y} of distinct vertices, exactly one edge of color i for each i ∈ R.
AG-decomposition ofK(r)n is a setD of subgraphs ofK(r)n , each of which is a copy of someG ∈ G, such that each edge
of K(r)n appears in exactly one member of D. When G consists of a single graph G, we speak of a G-decomposition.
To be precise, by a isomorphic copy, or simply a copy, ofG inK(r)n , we mean a subgraphC ofK(r)n with the property
that there exists a one-to-one mapping  from the vertices of G onto those of C such that for any two vertices x, y of
G, the edge of color i in K(r)n that joins (x) and (y) in K(r)n is present as an edge of C if and only if there is an edge
of color i joining x and y in G.
See [1,3] for a number of examples of problems in combinatorial designs that can either be phrased naturally
in the language of decompositions of edge-colored graphs, or can be seen to be equivalent to problems about such
decompositions. While applications often require the introduction of decompositions of edge-colored directed graphs,
we state theorems only in the case of undirected graphs in this paper. This makes deﬁnitions, notation, and proofs very
much simpler.
Given a familyG of edge-r-colored graphs, the set N of positive integers n so that K(r)n admits aG-decomposition is
easily seen to be PBD-closed in the terminology of [5]. From [6], there exist nonnegative integers a and b, depending
on G, so that the conditions
n − 1 ≡ 0 (mod a),
n(n − 1) ≡ 0 (mod b),
on n are both necessary and asymptotically sufﬁcient for n ∈ N . By asymptotically sufﬁcient, we mean that N contains
all integers n satisfying these congruences and such that nn0, where n0 is some constant depending on G.
These parameters a and b are unique when we require that either a = b= 0 or that a divides b and b> 0 is even. The
case b= 0 is equivalent to N = {1}, when no nontrivial G-decompositions exist. Otherwise N contains in particular all
integers n ≡ 1 (mod b), and so is inﬁnite.
It is our goal to compute these parameters a and b directly from G. For example, when G contains a single graph G
and r = 1, Theorem 1 says a is the g.c.d. of the degrees, and b is twice the number of edges, of G. This is very simple.
It is harder to determine a and b when |G|> 1 or r > 1.
In the next section, we deﬁne parameters (G) and (G) for any family G of edge-colored graphs. Computation of
these parameters in the general case requires linear programming and integral row operations on matrices (Hermite
form), but this is still relatively simple. (We deﬁne  here in such a way to ensure that it is an even number, and this
may differ somewhat from earlier deﬁnitions.)
The following theorem appears in Lamken and Wilson [1]. Here a simple graph is one in which there is at most one
edge joining any two distinct vertices. K(r)n is not simple when r > 1, but the graphs in G are required to be simple in
the theorem below.
Theorem 2. Let G be a family of simple edge-r-colored graphs. Then the conditions
n − 1 ≡ 0 (mod (G)),
n(n − 1) ≡ 0 (mod (G)), (2)
on n are necessary and asymptotically sufﬁcient for the existence of a G-decomposition of K(r)n .
Remark. In [1], an additional hypothesis, thatG be ‘admissible’, was required.We change the deﬁnitions of (G) and
(G) slightly in this paper, so that we can drop this term in the statement of the theorem. See Section 2.
It has become clear that there are applications ofG-decompositions when the graphs inG are not simple. See [2,3] for
examples. We will require that the graphs in G be colorwise-simple; here an edge-colored graph G is colorwise-simple
when no two vertices of G are joined by more than one edge of any color-vertices may be joined by several edges, but
those edges must have different colors. Of course, K(r)n and all of its subgraphs are colorwise-simple.
Necessary and asymptotically sufﬁcient conditions for G-decompositions of K(r)n for certain graphs G are given in
a recent paper of Mutoh [3]. We state this result below following a few deﬁnitions.
2928 A. Draganova et al. / Discrete Mathematics 308 (2008) 2926–2943
A colorset of a graph G is the set of colors on the edges joining some pair of adjacent vertices (vertices joined by at
least one edge). We will use G[{x, y}] to denote the set of colors on the edges of G that join adjacent vertices x and y.
If x and y are not adjacent in G, it will be convenient to let G[{x, y}] = 0 (the number 0, not the empty set).
A familyF of sets is tree-ordered when any two members A,B ofF are either disjoint or comparable (i.e. A ⊆ B
or B ⊆ A). (This is a different, weaker meaning of this term than in [3].)
By the colorset-family of a family G of edge-colored graphs, we mean the set of all colorsets of all graphs G ∈ G,
Theorem 3. Let G be a family of colorwise-simple edge-r-colored graphs. Further assume that the colorset-family of
G is tree-ordered. Then the conditions
n − 1 ≡ 0 (mod (G)),
n(n − 1) ≡ 0 (mod (G)), (3)
on n are necessary and asymptotically sufﬁcient for the existence of a G-decomposition of K(r)n .
Here the parameters (G) and (G) are the same as in Theorem 2. It is clear that Theorem 3 implies Theorem 2,
since all colorsets of a simple graph are singletons and so the colorset-family of a simple graph is always tree-ordered.
Mutoh’s theorem in [3] also requires as an additional hypothesis that every singleton {i}, i ∈ R, occurs as a colorset
of G. But we shall show in Section 6 that Theorem 3 holds as stated.
The conditions (3) remain necessary for the existence ofG-decompositions for any family of colorwise-simple edge-
colored graphs, but they fail to be asymptotically sufﬁcient in general. To go further, we must change the deﬁnition of
(G) and (G), or more precisely, replace them with parameters ′(G) and ′(G) that will be deﬁned in Section 2. Our
new result is
Theorem 4. Let G be a family of colorwise-simple edge-r-colored graphs. Then the conditions
n − 1 ≡ 0 (mod ′(G)),
n(n − 1) ≡ 0 (mod ′(G)), (4)
on n are necessary and asymptotically sufﬁcient for the existence of a G-decomposition of K(r)n .
Unfortunately, these new parameters ′(G) and ′(G) can be more difﬁcult to compute, givenG, than (G) and (G).
We give deﬁnitions in Section 2. The proof of Theorem 4 is summarized in Section 3, but is based on a result
(Theorem 7) about the existence of decompositions of certain complete multipartite graphs not proved there. Theorem
7 is proved in Section 5 following an analysis of a system of linear equations related to the decomposition problem in
Section 4. At this point, the proof of Theorem 4 will be complete.
While the techniques are often similar to those used in [1,3,7,6], new ideas are required, especially in the deﬁnitions
of ′ and ′ and in Section 4. The concept of ‘resolvability’ of a set-system plays a signiﬁcant role in this subject, when
the graphs in G are not simple.
In Section 6, we compare (G) and ′(G), and we derive Theorem 3 from Theorem 4.
Wemay ask when we can ﬁnd a multiset of copies of graphs inG so that each edge of color i ofK(r)n is in i copies of
G. We can view this as a decomposition problem by introducing complete graphs where any two vertices are joined by
i edges of color i, i=1, 2, . . . , p. Nowwe need no longer reguire that the graphs inG be colorwise-simple. Necessary
and asymptotically sufﬁcient conditions for decompositions of such complete graphs are given in Section 7.
Work on balanced decompositions and decompositions of directed edge-colored complete graphs is in progress and
will appear elsewhere.
2. Deﬁnitions and preliminaries
For an edge-r-colored graph G, let (G) = (m1,m2, . . . , mr) where mi is the number of edges of color i in G. If
there exists a G-decomposition of K(r)n in which there appear bG copies of G, then clearly∑
G∈G
bG (G) = (K(r)n ) =
n(n − 1)
2
(1, 1, . . . , 1).
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Thus ∑
G∈G
cG (G) = (1, 1, . . . , 1) (5)
for some nonnegative rational numbers cG. A graphH ∈ Gwill be called useless inGwhen cH =0 whenever (5) holds
with nonnegative rational numbers cG, G ∈ G. Copies of such graphs obviously cannot occur in any G-decomposition
of K(r)n . Let G∗ denote the set of graphs in G that are not useless. (In [1,3], G is said to be ‘admissible’ when G=G∗.)
Then a necessary condition for the existence of a G-decomposition of K(r)n is that there exist nonnegative integers so
that ∑
G∈G∗
bG (G) = (t, t, . . . , t),
where t = n(n − 1)/2. Let B be the set of all integers 2t so that the r-vector (t, t, . . . , t) is in the module over the
integers Z generated by the vectors (G), G ∈ G∗. We let (G) denote the unique nonnegative integer that generates
the ideal B. (So, in particular, (G) = 0 when G∗ = ∅.) It is clear that
n(n − 1) ≡ 0 (mod (G))
is a necessary condition for the existence of a G-decomposition of K(r)n .
For a vertex x of an edge-r-colored graph G, let
(x,G) = (deg1(x), deg2(x), . . . , degr (x)),
where degj (x) denotes the degree of vertex x in the spanning subgraph of G determined by the edges of color j,
1jr . Let A be the set of all integers t so that the r-vector (t, t, . . . , t) is in the module over the integers Z generated
by the vectors (x,G), x a vertex of G, G ∈ G∗. We let (G) denote the unique nonnegative integer that generates the
ideal A. So when r = 1, (G) is the greatest common divisor of all degrees of vertices of graphs in G. If there exists a
G-decomposition D of K(r)n and u is any vertex of K(r)n , then∑
C∈D
(u, C) = (u,K(r)n ) = (n − 1, n − 1, . . . , n − 1),
where the sum is extended over all copies C ∈ D that contain the vertex u. Thus n − 1 ∈ A and
n − 1 ≡ 0 (mod (G))
is a necessary condition for the existence of a G-decomposition of K(r)n .
Note that the sum of (x,G) over the vertices x of a graph G is 2(G), so it follows that B ⊆ A, and hence (G)
divides (G). These are the parameters (G) and (G) for which Theorems 2 and 3 hold.
In the case that G consists of a single graph G, then G is useless if G does not have exactly the same number of
edges of each color. If G has m edges of each color, then (G) = 2m. It is clear that Theorem 2 implies Theorem 1.
We introduce the module M over the integers Z consisting of formal sums of the nonempty subsets of R. For a
partition  of R, let ˆ denote the formal sum of the subsets in . For example, when r = 6,
= {{1, 2, 3}, {4}, {5, 6}}, ˆ= {1, 2, 3} + {4} + {5, 6} in M.
We say that an element ofM is resolvable if and only if it can be written as∑
∈
c ˆ
with nonnegative integer coefﬁcients c, where  denotes the set of all partitions of R. An example of a resolvable
element of R when r = 5 is
2{a, b} + {a, b, c} + {c} + {c, d} + {d} + {d, e} + 2{e}
= ({a, b} + {c, d} + {e}) + ({a, b} + {c} + {d, e}) + ({a, b, c} + {d} + {e}).
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For an edge-colored graph G, let Gˆ be the sum of all the colorsets of G, counted with multiplicities; that is,
Gˆ =
∑
{x,y}
G[{x, y}],
where the sum is extended over all unordered pairs {x, y} of vertices of G. We may call Gˆ the colorset-distribution
of G.
The following theorem is from Li Marzi et al. [2]; see Theorem 2.1 there. It is also proved in Mutoh’s paper [3]; see
the proof of Theorem 3.2 there. (The terminology varies slightly.)
Theorem 5. Let H be a colorwise-simple edge-r-colored graph with m edges, m> 0, of each of r different colors and
whose colorset-distribution Hˆ is a resolvable element ofM. Then K(r)n admits a H -decomposition for inﬁnitely many
values of n.
From Theorem 5 we may derive the following.
Theorem 6. Let G be a family of colorwise-simple edge-r-colored graphs. Then there exist values of n> 1 so that
K
(r)
n admits a G-decomposition if and only if there exist nonnegative integers bG so that∑
G∈G
bG Gˆ
is a resolvable element ofM.
Proof. Suppose
∑
G∈GbGGˆ is a resolvable element ofM, with nonnegative integers bG. Let H be the disjoint union
of bG copies of G, G ∈ G. The colorset-distribution of H is∑G∈GbG Gˆ. By Theorem 5, there are values of n> 1 so
that K(r)n admits an H -decomposition. Then K(r)n admits a G-decomposition.
Suppose there exists a G-decomposition of K(r)n in which there appear bG copies of G. By the deﬁnition of decom-
position, there is for every pair {x, y} of distinct vertices of K(r)n a partition {x,y} of R whose sets are the colorsets
C[{x, y}] as C ranges over the copies in the decomposition that contain edges joining x and y. Then, inM,
∑
G∈G
bGGˆ =
∑
C∈D
Cˆ =
∑
C∈D
∑
{x,y}
C[{x, y}] =
∑
{x,y}
ˆ{x,y}, (6)
where the last sum is extended over the n(n − 1)/2 unordered pairs of vertices of K(r)n . 
Eq. (6) is very important and motivates much of the new material in this paper. Consider equations inM of the form
∑
G∈G
bGGˆ =
∑
∈
aˆ, bG0, a0, (7)
where the coefﬁcients bG and a are nonnegative integers for all G ∈ G and  ∈ .
Let H ∈ G. If bH = 0 in every expression of the form (7), we call H unusable. Then, in view of (6), copies of
H cannot appear in any G-decomposition of K(r)n . For example, when G = {G} consists of a single graph, G is not
unusable if and only if tGˆ is resolvable for some positive integer t. Let G# be the set of graphs H ∈ G that are not
unusable.
Let 	 ∈ . If a	 = 0 in every expression of the form (7), we call 	 irrelevant. Then, in view of (6), 	 can never be
equal to a partition{x,y} of R arising from a pair of vertices and a G-decomposition. For example, suppose r = 6 and
G consists of a single graph G with
Gˆ = {a, b} + {b, c} + {a, c} + {a′, b′} + {b′, c′} + {c′, a′} + {a, a′} + {b, b′} + {c, c′}.
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There are four partitions of R into colorsets, one of which is irrelevant, namely {{a, a′}, {b, b′}, {c, c′}}. Let# be the
set of not irrelevant partitions of R.
(Determination of whether a graph is unusable or a partition is irrelevant in a speciﬁc example can be done by solving
a linear programming problem, but we must, of course, ﬁrst make a list of all partitions of R into colorsets.)
Fix r and G. Let E be the submodule ofM generated by Gˆ, G ∈ G#. The set B ′ of integers of the form 2∑∈#a
where the coefﬁcients a are integers (positive, negative, or zero) such that∑
∈#
a ˆ ∈ E
is an ideal inZ.The unique nonnegative generator of this idealwill be denoted by′(G). If there exists aG-decomposition
of K(r)n , then (6) shows that n(n − 1) ∈ B ′. So
n(n − 1) ≡ 0 (mod ′(G))
is a necessary condition for the existence of such a decomposition.
For each vertex v of an edge-colored graph G, let vˆ be the sum of all colorsets that appear at v, i.e.
vˆ =
∑
u
G[{v, u}],
where the sum is extended over all vertices u of G, u = v (or over those vertices u adjacent to v). We may call vˆ the
colorset-type of v in G.
Fix r and G. LetV be the submodule ofM generated by vˆ, v ∈ V (G),G ∈ G#. The set A′ of integers of the form∑
∈#a where the coefﬁcients a are integers such that∑
∈#
a ˆ ∈V
is an ideal in Z. The unique nonnegative generator of this ideal will be denoted by ′(G). Suppose there exists a
G-decomposition of K(r)n and let u be any vertex of K(r)n . The sum of the colorsets C[{u, y}] over all copies C in the
decomposition that contain edges incident with u and over the vertices y, y = u, of K(r)n is the sum∑y =uˆ{u,y} (in
the notation of the proof of Theorem 6) and is also clearly inV. Thus n − 1 ∈ A′. So
n − 1 ≡ 0 (mod ′(G))
is a necessary condition for the existence of such a decomposition.
The sum of vˆ over vertices v of G is 2Gˆ, so 2E ⊆V, and we see that ′(G) divides ′(G). These are the parameters
′(G) and ′(G) for which Theorem 4 holds.
When ′(G)> 0, both G# and # are nonempty. For H ∈ G#, there is an instance of (7) with bH > 0. For 	 ∈ #,
there is an instance of (7) with a	> 0. By adding such instances, we ﬁnd an expression∑
G∈G#
b∗GGˆ =
∑
∈#
a∗ˆ (8)
in which all coefﬁcients b∗G and a∗ are positive integers. This will be important in Section 4.
3. Summary of the proof of Theorem 4
We use the following result, which will be proved in Section 5. Here M(r)q,n denotes the complete multipartite graph
with nq vertices that are partitioned into n ‘groups’ of size q, and where vertices in different groups are joined by r
edges, one of each of the r colors (and no edges join vertices in the same group).G-decompositions ofM(r)q,n are deﬁned
analogously to those of K(r)n .
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Theorem 7. Let G be a family of colorwise-simple edge-r-colored graphs and let n be a positive integer. Assume that
each graph in G has at most n − 2 vertices and that
n − 1 ≡ 0 (mod ′(G)),
n(n − 1) ≡ 0 (mod ′(G)). (9)
Then for every sufﬁciently large prime power q and every dn2, there exists a G-decomposition of M(r)
qd ,n
.
Proof of Theorem 4. Assume ′(G)> 0.
Let N be the set of positive integers n so that K(r)n admits a G-decomposition. As remarked in Section 1, N is
PBD-closed in the terminology of [5]. By Theorem 5, N contains integers t > 1. The main result of [5] is that N is
eventually periodic with some period 
> 1. This means that if t0 ∈ N , then N contains all sufﬁciently large (with
respect to N and t0) integers t ≡ t0 (mod 
). We may assume 
 is a multiple of ′(G). By deﬁnition, 1 ∈ N , so N
contains all sufﬁciently large integers t ≡ 1 (mod 
).
Since every integer n satisfying the congruences (9) is congruent modulo 
 to one of the ﬁnitely many integers n,
0<n ≤ 
, that satisfy the congruences (9), it will sufﬁce to show that for each integer n that satisﬁes the congruences
(9), there exists n0 ∈ N with n0 ≡ n (mod 
).
Given n satisfying the congruences (9), ﬁrst choose n1 ≡ n (mod 
) large enough so that no graph in G has more
than n1 − 2 vertices. By Theorem 7, for every sufﬁciently large prime power q, M(r)qd ,n1 admits a G-decomposition,
where here we take d =n21. Choose q ≡ 1 (mod 
) large enough so that K(r)qd admits aG-decomposition. The complete
multipartite graph M(r)
qd ,n1
has n2 = qdn1 vertices. A G-decomposition of K(r)n2 may be obtained by starting with the
graphs in aG-decomposition of M(r)
qd ,n1
and including the graphs of aG-decomposition of the complete edge-r-colored
graph with vertex set U for each of the n1 groups U of the complete multipartite graph, which decompositions exists
since |U | = qd . Thus n2 ∈ N , and n2 ≡ n (mod 
). 
4. A system of equations
Let G be a family of colorwise-simple edge-r-colored graphs. Let G# and # be as in Section 2. LetS be the set
of all colorsets that appear at least once as G[{x, y}] for graphs in G#. This is the same, in view of (8), as the set of
colorsets that appear in partitions ∈ #. Let Cn denote the set of all copies in K(r)n of graphs in G#. Let E be the set
of n(n − 1)/2 unordered pairs of vertices of K(r)n .
We introduce a (large but sparse) system of linear equations. There is to be one variable zC for each C ∈ Cn and
one variable u,{x,y} for every partition ∈ # and every {x, y} ∈ E. For each unordered pair {x, y} ∈ E, we require
that the following holds:∑
C∈Cn
zC C[{x, y}] =
∑
∈#
u,{x,y} ˆ in M with
∑
∈#
u,{x,y} = 1. (10)
This is equivalent to |S|+ 1 linear constraints on the variables, since in addition to the sum on the right, the coefﬁcient
of a colorset S ∈ S must agree on both sides of the equation inM. Thus (10) for all {x, y} is equivalent to a system
of linear equations with |Cn| + |E| · |#| variables and |E| · (|S| + 1) linear equations.
Some motivation for consideration of this system of equations is that it has a solution in 0’s and 1’s if there exists a
G-decomposition D of K(r)n . We have, as in (6),∑
C∈D
C[{x, y}] = ˆ{x,y} in M (11)
for some partition {x,y} of R into colorsets. Then a solution of (10) is given by setting
zC =
{
1 if C ∈ D,
0 otherwise,
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and
u,{x,y} =
{
1 if ={x,y},
0 otherwise.
In fact, a solution of (10) for all {x, y} in 0’s and 1’s is equivalent to the existence of a decomposition. We show that
(10) has a solution in integers under some constraints on n.
Theorem 8. Let G be a family of colorwise-simple edge-r-colored graphs and let n be a positive integer. Assume that
each graph in G has at most n − 2 vertices and that
n − 1 ≡ 0 (mod ′(G)),
n(n − 1) ≡ 0 (mod ′(G)). (12)
Then there exist integers (positive, negative, or zero) zC and u,{x,y}, so that (10) holds for every unordered pair {x, y}
of vertices of K(r)n .
For the proof, we require the following two lemmas.Wewrite a ≡ b to mean a and b differ by an integer. In particular
a ≡ 0 if and only if a is an integer.
Lemma 9. Let M be a rational matrix M and b a rational column vector of the same height. The system of linear
equations Mx = b has an integral solution x if and only if for rational row vectors y of the appropriate length,
yM ≡ 0 implies yb ≡ 0.
See, e.g. [4].
Lemma 10. If a rational valued function  on the unordered pairs of points of a set X, |X|3, satisﬁes
({a, b}) + ({c, d}) ≡ ({a, c}) + ({b, d}) (13)
for all choices of four distinct a, b, c, d ∈ X, then there exists a function  on X so that
({x, y}) ≡ (x) + (y) (14)
for all distinct x, y ∈ X. If ′ is another function with the same property, then
′ ≡ + 
2
,
where  is 0 or 1; that is, either ′(z) ≡ (z) for all z ∈ X or ′(z) ≡ (z) + 1/2 for all z ∈ X.
Proof. This is similar to Lemma 5.3 in [1], and can be proved in several ways. We include a proof of the existence of
 by induction on |X|, and omit the remainder of the proof.
For |X| = 3, when the condition (13) is vacuous, the assertion is easy. Given  for X of cardinality 4 , ﬁx s ∈ X
and ﬁnd a rational valued function  on X − {s} so that (14) holds for all x, y ∈ X − {s}. Pick any t ∈ X − {s} and
extend  to all of X by deﬁning (s) = ({s, t}) − (t). It remains to show ({s, u}) ≡ (s) + (u) for u = s, t . Pick
v ∈ X distinct from s, t, u. Then
({s, u}) ≡ ({s, t}) + ({u, v}) − ({t, v})
≡ ((s) + (t)) + ((u) + (v)) − ((t) + (v)) = (s) + (u). 
Proof of Theorem 8. We assume ′(G)> 0, as otherwise there is nothing to prove.
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In the notation of Lemma 9, the matrix M of our system of equations hass its columns indexed by the union of Cn
and E ×#. The rows correspond to the union of E and E ×S. The entries of M are as follows:
Row Column Entry
{x, y} C 0
{x, y} ({u, v},) 1 if {x, y} = {u, v}; 0 otherwise
({x, y}, S) C 1 if C[{x, y}] = S; 0 otherwise
({x, y}, S) ({u, v},) −1 if {x, y} = {u, v} and S ∈ ; 0 otherwise
The vector b in Lemma 9 has entries 1 corresponding to {x, y} ∈ E and 0’s in coordinates corresponding to ({x, y}, S) ∈
E ×S.
To show the system has an integral solution with Lemma 9, let one rational number for each row of M be given (for
the coordinates of y). We call these numbers f∗({x, y}) and fS({x, y}). The assumption yM ≡ 0 means∑
{x,y}
fC[{x,y}]({x, y}) ≡ 0 for each C ∈ Cn, (15)
and
f∗({x, y}) ≡
∑
S∈
fS({x, y}) for each {x, y} and each  ∈ #. (16)
And we must show that under these assumptions∑
{x,y}
f∗({x, y}) ≡ 0. (17)
To clarify the notation in (15), fC[{x,y}]({x, y}) is to be understood as 0 when x and y are not adjacent vertices of C,
i.e. when C[{x, y}] is not a colorset but is 0.
As suggested by our notation, we may consider each fS , S ∈S as a function from E to the rationals. We claim that,
for any colorset S ∈S, = fS satisﬁes the hypothesis (13) of Lemma 10 with X the vertex set of K(r)n .
Fix a colorset S0 and let a, b, c, d be distinct elements of X. Choose a copy C1 of some graph in G# so that a, b are
not vertices of C1, while C1[{c, d}] = S0. Let C2, C3, C4 be, respectively, the subgraphs of K(r)n obtained from C1 by
applying the three permutations (involutions) (ad), (bc), and (ad)(bc) to C1.
We have
fC1[{c,d}]({c, d}) = fS0({c, d}), fC2[{a,c}]({a, c}) = fS0({a, c}),
fC3[{b,d}]({b, d}) = fS0({b, d}), fC4[{a,b}]({a, b}) = fS0({a, b}),
but fCi [{x,y}]({x, y}) = 0 for all other incidences of {x, y} ∈ {a, b, c, d}. We can also see, for example, that for
u /∈ {a, b, c, d},
fC1[{c,u}]({c, u}) = fC2[{c,u}]({c, u}) and fC3[{c,u}]({c, u}) = fC4[{c,u}]({c, u}) = 0.
From (15), we have∑
{x,y}∈E
(fC1[{x,y}]({x, y}) + fC4[{x,y}]({x, y}),−fC2[{x,y}]({x, y}) − fC3[{x,y}]({x, y})) ≡ 0. (18)
For almost all {x, y}, the corresponding summand above is 0. By analysis of cases, (18) simpliﬁes to
fS0({a, b}) + fS0({c, d}) − fS0({a, c}) − fS0({b, d}) ≡ 0,
and this establishes our claim.
By Lemma 10, for each colorset S ∈S, there exists a function gS on the vertices X so that
fS({x, y}) ≡ gS(x) + gS(y). (19)
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Since (see (8)) there exists at least one partition ∈ #, and =fS({x, y}) satisﬁes (13) for each S ∈ , (16) implies
that the function = f∗ satisﬁes (13) as well. Thus there exists a function g∗ on the vertices of K such that
f∗({x, y}) ≡ g∗(x) + g∗(y).
For any 	 ∈ #, (16) shows that
f∗({x, y}) ≡
(∑
S∈	
gS(x)
)
+
(∑
S∈	
gS(y)
)
,
so by the second part of Lemma 10,
∑
S∈	
gS ≡ g∗ + 	2 ,
where 	 is 0 or 1.
We now show that if vˆ =∑S∈ScS S is a colorset-type of a vertex v of a graph in G#, then∑
S
cS gS(a) ≡
∑
S
cSgS(b) (20)
for vertices a, b ∈ X. To see this, let a and b be given and choose a copy C5 ∈ Cn so that a is a vertex of C5 and∑
uC5[{a, u}] =
∑
S∈ScS S, but b is not a vertex of C5. Let C6 be the image of C5 under the permutation (ab).
By (15),
∑
{x,y}∈E
(fC5[{x,y}]({x, y}) − fC6[{x,y}]({x, y})) ≡ 0. (21)
Every summand above vanishes (modulo integers), except possibly for |{x, y}∩{a, b}|=1.The summand corresponding
to {x, y} = {a, u}, u = a, b, is, using (19), ≡ gS(a)+ gS(u) where S =C5[{a, u}], while the summand corresponding
to {x, y} = {b, u} is ≡ −(gS(b) + gS(u)) for the same colorset S. Thus (21) simpliﬁes to (20).
Fix x0 ∈ X. It follows from (20) that if∑ScS S is any element of the moduleV, then∑
S
cS gS(x) ≡
∑
S
cS gS(x0) (22)
for x ∈ X. By the deﬁnition of ′, there exist integers d with∑∈#d = n − 1 and∑
∈#
d ˆ=
∑
∈#
d
∑
S∈
S ∈V.
Then (22) gives
∑
∈#
d
∑
S∈
gS(x) ≡
∑
∈#
d
∑
S∈
gS(x0),
∑
∈#
d
(
g∗(x) + 2
)
≡
∑
∈#
d
(
g∗(x0) + 2
)
,
(n − 1)g∗(x) ≡ (n − 1)g∗(x0) (23)
for all x ∈ X.
2936 A. Draganova et al. / Discrete Mathematics 308 (2008) 2926–2943
For each G ∈ G#, let C be a copy in Cn. From (15),
0 ≡
∑
{x,y}
fC[{x,y}]({x, y})
≡
∑
{x,y}
gC[{x,y}](x) + gC[{x,y}](y)
≡
∑
x∈V (C)
∑
y∼x
gC[{x,y}](x), (24)
where y ∼ x means y adjacent to x in C and V (C) is the vertex set of C. Each inner sum on the right of (24) is of the
form
∑
ScS gS(x) where
∑
ScS S is the colorset-type of some vertex of G, and by (22), it does not depend on x. So
0 ≡
∑
x∈V (C)
∑
y∼x
gC[{x,y}](x0) = 2
∑
{x,y}∈E
gC[{x,y}](x0).
Of course, Cˆ=∑{x,y}∈EC[{x, y}] is one of the elements that generates themoduleE. It follows that for any∑ScS S ∈ E,
0 ≡ 2
∑
S∈S
cS gS(x0).
By the deﬁnition of ′, there exist integers d with
∑
∈#d = n(n − 1)/2 and
∑
∈#d ˆ ∈ E. Then
0 ≡ 2
∑
∈#
d
∑
S∈
gS(x0) ≡ 2
∑
∈#
d
(
g∗(x0) + 2
)
≡ n(n − 1)g∗(x0). (25)
Finally, consider the quantity on the left of (17). From (23) and (25),∑
{x,y}∈E
f∗({x, y}) ≡
∑
{x,y}∈E
(g∗(x) + g∗(y))
≡ (n − 1)
∑
x∈X
g∗(x) ≡ n(n − 1)g∗(x0) ≡ 0.
This is (17), and the proof is complete. 
Now consider the equations∑
C∈Cn
zC C[{x, y}] =
∑
∈#
u,{x,y}ˆ in M with
∑
∈#
u,{x,y} = . (26)
The variables are the same as in (10), and the only difference is the occurrence of  on the far right.
Theorem 11. Let G be a family of edge-r-colored colorwise-simple graphs and let n be given so that each graph in G
has at most n − 2 vertices. Assume
n − 1 ≡ 0 (mod ′(G)),
n(n − 1) ≡ 0 (mod ′(G)). (27)
For all sufﬁciently large integers , there exist nonnegative integers zC and u,{x,y}, so that (26) holds for every
unordered pair {x, y} of vertices of K(r)n .
Proof. It will sufﬁce to show that (26) has a solution in integers when = 1 (this was done in Theorem 8) and that (26)
has a solution in which all variables are positive integers for some positive integer  = 0. Then certain nonnegative
integral linear combinations of these solutions will provide nonnegative solutions for all large .
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To obtain a positive solution for some , start with (8):∑
G∈G#
b∗GGˆ =
∑
∈#
a∗ ˆ.
Here all coefﬁcients b∗G and a∗ are positive integers. For eachG ∈ G#, we choose one copy ofG inK(r)n ; for notational
convenience, we will assume each G is already a subgraph of K(r)n . If we apply each permutation of the vertex set of
K
(r)
n to (8) and sum the resulting equations, we see
n!
∑
∈#
a∗ˆ
is an integral linear combination∑
C∈Cn
cCCˆ =
∑
{x,y}
∑
C∈Cn
cC C[{x, y}]
in which every copy C ∈ Cn has a positive coefﬁcient. Moreover, by symmetry, each sum∑
C∈Cn
cC C[{x, y}]
will be the same; it will not depend on {x, y}. Hence, for each {x, y} ∈ E,∑
C∈Cn
cC C[{x, y}] = 2(n − 2)!
∑
∈#
a∗ˆ,
and this provides the desired positive solution of (26). 
5. Decompositions of some complete multipartite graphs
Let G be a family of colorwise-simple edge-r-colored graphs and let an integer n be given. Assume that each graph
in G has at most n − 2 vertices and that
n − 1 ≡ 0 (mod ′(G)),
n(n − 1) ≡ 0 (mod ′(G)).
Theorem 7 asserts that for every sufﬁciently large prime power q and every dn2, there exists a G-decomposition
of M(r)
qd ,n
.
Proof of Theorem 7. We use the same technique as in similar constructions in [1,3,7,6].
Let q be a prime power that is large enough so that there exists a nonnegative integers zC and u,{x,y} so that (26)
for all {x, y} holds with = q. Let X be the vertex set of K(r)n .
We start with a d-dimensional vector space W over the ﬁeld GF(q) of q elements, a nonzero linear functional , and
linear transformations Tx , x ∈ X, from W to itself with the properties: Ux,y = (Tx − Ty)−1 exists whenever x = y in
X, and for any n(n − 1)/2 scalars 
({x, y}), there exist vectors w(x), x ∈ X so that
(Ux,y(w(x) − w(y))) = 
({x, y}) for all {x, y} ∈ E.
(The expression on the left remains the same when x and y are interchanged.) Such transformations exist when dn2;
see [6]. The vertices of M(r)
qd ,n
will be X × W and the n groups will be {x} × W , x ∈ X.
LetF= {F1, F2, . . . , FN } be a sequence (multiset) of graphs C where C ∈ Cn appears with multiplicity zC .
We wish to choose scalars 
i ({x, y}), {x, y} ∈ E, i = 1, 2, . . . , N , so that: for any {x, y} ∈ E and any edge e
of K(r)n joining x and y, no matter what its color, the list of values 
i ({x, y}) over those indices i such that e is an
edge of Fi includes every element of GF(q) exactly once. If that is done, then for any ﬁxed {x, y}, the (nonempty)
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colorsets Fi[{x, y}] as i ranges over those indices such that 
i ({x, y}) =  will form a partition {x,y}, of R for each
 ∈ GF(q), and we have∑Ni=1Fˆi[{x, y}] =∑∈GF(q)ˆ{x,y},. Conversely, if∑Ni=1Fˆi[{x, y}] can be written as the
sum of q elements ˆ inM (which is exactly the equation in (26) when =q), then we can choose the scalars 
i ({x, y})
as required. (The value of 
i ({x, y}) is completely arbitrary if x and y are not adjacent vertices of Fi ; it may be any
scalar.)
Next, for each i = 1, 2, . . . , N , we choose vectors wi (x), x ∈ X, so that
(Ux,y(wi (x) − wi (y))) = 
i ({x, y}) for all {x, y} ∈ E.
Then, for each i = 1, 2, . . . , N , we apply the mappings
x → (x,wi (x) + Tx(u) + v), v ∈ W, u ∈ kernel() (28)
to Fi to obtain q2d−1 copies of Fi in M(r)qd ,n. We claim that the collection D of the total of Nq
2d−1 copies is a
G-decomposition of M(r)
qd ,n
.
To check this claim, consider an edge e joining vertices (x,w) and (y,w′) of M(r)
qd ,n
that are in different groups,
i.e. x = y. Find the unique i so that Fi contains the edge of the same color as e joining x and y in K(r)n and so that

i ({x, y}) is the scalar (Ux,y(w − w′)); that is, so that
(Ux,y(wi (x) − wi (y))) = (Ux,y(w − w′)).
Then there is a unique u ∈ kernel() so that
Ux,y(wi (x) − wi (y)) + u = Ux,y(w − w′),
which is equivalent to
(wi (x) − wi (y)) + (Tx(u) − Ty(u)) = (w − w′).
So there is a unique v ∈ W so that{
wi (x) + Tx(u) + v = w,
wi (y) + Ty(u) + v = w′,
and then the image ofFi under the correspondingmapping in (28) will contain the edge e.A careful look at the argument
will show that only one of the copies in D contains this edge. 
6. Comparison of  and ′
The equation∑
G∈G
bGGˆ =
∑
∈
aˆ
implies
∑
G∈G
bG(G) =
⎛
⎝∑
∈
a
⎞
⎠ (1, 1, . . . , 1).
It is easy to see, then, according to our deﬁnitions in Section 2, that G# ⊆ G∗ and that the ideal B ′ is a subset of the
ideal B, so that (G) divides ′(G). Similarly, one can see that (G) divides ′(G).
A multisetA of nonempty subsets of R is regular (with degree, or replication number, d) when each element of R
appears in the same number d (counting multiplicities) of members ofA. (SoA is a partition of R if and only if it
is regular of degree 1.) The multisetA is resolvable whenA is the union of some number of partitions of R. Every
resolvable multisetA is regular.
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The following observation was used in [3]; see the proofs of Theorem 3.2 and 6.3.
Lemma 12. If a multisetA of subsets of R is regular and tree-ordered, thenA is resolvable.
Proof. GivenA, regular with positive degree, choose a family B of pairwise disjoint members ofA so that⋃B is
as large as possible. If possible, consider x ∈ R with x /∈⋃B. Some set A ∈ A will contain x. Let B0 be the set of
B ∈ B with B ∩ A = ∅. The other sets in B are contained in A. Then B′ = {A} ∪B0 is a family of pairwise disjoint
members of A with
⋃
B′ strictly larger than
⋃
B. We conclude that B is a partition of R. Delete these sets from
A, to get a multiset of subsets of R of degree one less than that of A. Continue until A has been partitioned into
partitions. 
Proof of Theorem 3. LetG be a family of colorwise-simple edge-colored graphs. To prove Theorem 3, we show that,
in the colorwise-simple case, ′(G) = (G) and ′(G) = (G). If (G) = 0, there are no decompositions and nothing
to prove, so we assume (G)> 0.
Suppose∑
G∈G
bG(G) = d(1, 1, . . . , 1) (29)
with d and bG, G ∈ G, nonnegative. Then the multiset consisting of bG copies of each colorset S of G for all G ∈ G
is regular of degree d and, by assumption, tree-ordered. Lemma 9 implies that
∑
G∈GbG Gˆ is a resolvable element of
M, i.e.
∑
G∈G
bGGˆ =
d∑
i=1
ˆi (30)
for some partitions i . This implies 2d is in the ideal B ′.
In particular, ifG ∈ G∗, then bG > 0 in some instance of (29), and (30) impliesG ∈ G#. SoG∗=G# for a tree-ordered
family G.
Adding instance of (29) in which bG > 0 for G ∈ G∗, we ﬁnd an expression∑
G∈G∗
b∗G (G) = d∗(1, 1, . . . , 1) (31)
in which b∗G > 0 for all G ∈ G∗. By deﬁnition of (G),∑
G∈G∗
cG(G) = 12(G)(1, 1, . . . , 1) (32)
for some integers cG. We may assume that the coefﬁcients in (31) are large enough so that the sum of (31) and (32)
still has all coefﬁcients nonnegative. Then both 2d∗ and 2d∗ + (G) belong to B ′; hence their difference (G) belongs
to B ′ and then ′(G) divides (G).
A similar argument shows that (G) = ′(G). 
We remark that an analogous argument shows that (G) = ′(G) and (G) = ′(G) also holds when the colorset-
family of G is the edge set of a bipartite graph or multigraph. For such a structure, we know that regularity implies
resolvability.
We conclude this section with some examples where ′ = .
Suppose r=3 and Gˆ={1, 2}+{1, 3}+{2, 3}.Any two colorsets meet, so it is clear that no multiple tGˆ is resolvable.
Hence ′({G}) = 0 and there exist no G-decompositions of K(3)n for n> 1. But (G) = (2, 2, 2), so ({G}) = 4.
We give one example where ′({G})> 0 and ′({G}) = ({G}). There are surely many others.
Let r = 10 and let G consist of a single graph G whose colorsets are the 15 edges of the Petersen graph with vertex
set R, considered as 2-element subsets of the colors. Since the Petersen graph is regular of degree 3, each color appears
on three edges of G, and (G) is the constant vector (3, 3, . . . , 3) of length 10; hence (G) = 6.
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There are exactly six partitions  of R into colorsets (six one-factors in the Petersen graph). The columns of the
matrix below correspond to the 15 colorsets (edges of the Petersen graph), and the rows correspond to the partitions
1, . . . ,6 of R into colorsets (one-factors).⎛
⎜⎜⎜⎜⎜⎝
1 1 1 1 1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 1 0 0 0 1 0 1 0 0
0 1 0 0 0 0 1 1 0 0 0 1 0 1 0
0 0 1 0 0 0 0 1 1 0 0 0 1 0 1
0 0 0 1 0 0 0 0 1 1 1 0 0 1 0
0 0 0 0 1 1 0 0 0 1 0 1 0 0 1
⎞
⎟⎟⎟⎟⎟⎠ .
The rows sum to the vector of all 2’s; that is, ˆ1 + · · · + ˆ6 = 2Gˆ. It is elementary to check that no integral linear
combination of the rows of this matrix is the vector of all 1’s (in particular, the Petersen graph has no one-factorization).
Thus ′(G) = 12.
The parameters  and ′ depend on the additional structure of the graph G. If we assume that G is the disjoint union
of 15 digons (one digon for each of the 15 colorsets), then (G) = ∗(G) = 1. This follows from the existence of a
single one-factor of the Petersen graph. For this graph G, necessary and asymptotically sufﬁcient conditions on n for
the existence of a G-decomposition of K(10)n are n ≡ 0, 1, 4, or 9 (mod 12).
7. Extension to the case > 1
For any vector of positive integers  = (1, 2, . . . , p), let K []n be the complete graph on n vertices with i edges
of color i joining any pair of vertices, i = 1, 2, . . . , p. We will deﬁne the parameters ′ and ′ following the statement
of our result.
Theorem 13. LetH be a family of (not necessarily colorwise-simple) edge-p-colored graphs and let  be a p-tuple
of positive integers. Then the conditions
n − 1 ≡ 0 (mod ′(H, )),
n(n − 1) ≡ 0 (mod ′(H, )), (33)
on n are necessary and asymptotically sufﬁcient for the existence of aH-decomposition of K()n .
Let P be a set of p colors, and let P [] be the multiset of colors where color i appears i times. We call a multiset 
of nonempty multisets of elements of P a -partition if the union of multisets in  gives P []. ˆ will denote the formal
sum of the multisets in, counted with their multiplicities, in the moduleM′ of all formal sums of nonempty multisets
of elements from P. For example, if p = 3 and  = (1, 2, 5), then  = {{1, 3, 3}, {2, 3}, {3}, {3}, {2}} is a -partition,
and
ˆ= {1, 3, 3} + {2, 3} + 2{3} + {2}.
H [{x, y}] will denote the multiset of colors that appear on the edges of H that join vertices x and y, and we interpret
H [{x, y}] = 0 when x and y are not adjacent in H , in particular when not both are vertices of H . We deﬁne
Hˆ =
∑
{u,v}
H [{u, v}],
where the sum is over all unordered pairs {u, v} of vertices of H . Consider equations of the form∑
H
bH Hˆ =
∑

aˆ, (34)
where aG and b are integers. LetH♦ be the set of graphs L ∈ H for which there exists a solution of (34) with all
coefﬁcients nonnegative and bL > 0. Let ♦ be the set of -partitions  for which there exists a solution of (34) with
all coefﬁcients nonnegative and a> 0.
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Now consider equations of the form∑
H∈H♦
bH Hˆ =
∑
∈♦
aˆ (35)
with integer coefﬁcients. Let B♦ be the ideal in Z consisting of integers 2t so that t =∑∈♦a for some integers a
and bH so that (35) holds. Let ′(H, ) be the unique nonnnegative generator of this ideal.
Let A♦ be the ideal in Z consisting of integers t of the form t =∑∈♦a such that t =∑∈♦a ˆ belongs to
the module generated by all∑
v =u
H [{u, v}], (36)
where u is a vertex of H and H ∈H♦. Let ′(H, ) be the unique nonnnegative generator of this ideal.
Proof of Theorem 13. As in the colorwise-simple case, it is easy to see that ′(H, ) divides ′(H, ), and that (33)
is a necessary condition for the existence of aH-decomposition of K []n . We assume ′(H, )> 0.
For the asymptotic sufﬁciency, we proceed in a manner suggested by the proof of Theorem 13.1 in [1]. Let r =
1 + 2 + · · · + p. From the graphs inH we construct a family G of colorwise-simple edge-r-colored graphs by
introducing i distinct ‘shades’ i′, i′′, i′′
′
, . . . of each color i; R will denote this set of r new colors (shades).
For every graph H inH, we put in G all colorwise-simple edge-r-colored graphs that can be obtained by replacing
the color on an edge of color i in H by a shade of i; such graphs G will be called reﬁnements of H . (There will be at
least one such graph unless some pair x, y of vertices in H is joined by more than i edges of color i for some i.)
To complete the proof it is enough to show that (33) implies
n − 1 ≡ 0 (mod ′(G)),
n(n − 1) ≡ 0 (mod ′(G)). (37)
By Theorem 4, for n sufﬁciently large and satisfying (37), there exists an G-decomposition of K(r)n , where R is the set
of colors for the edges. Then by returning the shade of each edge of K(r)n to its original color, and also the shades of
each edge of the graphs in the decomposition to their original colors, we obtain a G-decomposition of K []n .
Let G#, #, B#, and A# be deﬁned as in Section 2, with respect to the family G and the set R of r colors.
We ﬁrst show that any reﬁnementG of a graphH ∈H♦ is inG#, and that any reﬁnement of a -partition ∈ ♦
is in #.
If the equation
n∑
i=1
Hˆi =
m∑
j=1
ˆj in M′ (38)
holds andj is a reﬁnement of j for j = 1, 2, . . . , m, then there exist reﬁnements Gi of Hi , i = 1, 2, . . . , n, so that
n∑
i=1
Gˆi =
m∑
j=1
ˆj in M.
The Gi’s are not necessarily unique; we need only transfer the shaded colorsets to the left-hand side of the equation in
any order. It is clear that each reﬁnement j is in #.
But not every reﬁnement of a graph on the left-hand side of (38) is obtained (immediately) in this way. For example,
suppose n = 1, m = 2,  = (1, 2),
Hˆ1 = {1, 2} + {2, 2} + {1} + {2}, 1 = {1, 2} + {2}, 2 = {1} + {2, 2}. (39)
No reﬁnements of the -partitions on the right (to obtain two partitions of the shades {1′, 2′, 2′′}) will yield Gˆ1 =
{1′, 2′} + {2′, 2′′} + {1′} + {2′} on the left. In such a case, we may add several copies of (38) and choose different
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reﬁnements of the i’s on the right of (38); for example, there are reﬁnements 1,′1 of 1 and reﬁnements 2,′2
of 2 so that
Gˆ1 + Gˆ2 = ˆ1 + ˆ′1 + ˆ2 + ˆ
′
2 (40)
with Gˆ2 = {1′, 2′′} + {2′, 2′′} + {1′} + {2′′}. This equation shows that the reﬁnement G1 of H1 is not unusable. Since
the graphs in G are colorwise-simple, the same idea shows that any reﬁnement of any Hi on the left of (38) is in G#.
The conditions (33) will imply (37) if and only if B♦ ⊆ B# and A♦ ⊆ A#. Let 2t ∈ B♦ be given. Say
t =
∑
∈♦
a, (41)
where (35) holds for some bH , H ∈H♦. We want to write t as
t =
∑
∈#
c,
where ∑
∈#
c ˆ=
∑
G∈G#
dG Gˆ, (42)
which will imply that 2t ∈ B#. (42) is equivalent to a system of linear equations in integer variables c and dG in
which, in addition to the ﬁrst equation, there is one linear constraint for each colorset S in the setS of all colorsets of
graphs in G#.
In the notation of Lemma 9, the matrix M of our system of equations has its columns indexed by the union of G#
and #. The rows correspond to the colorsets inS and one other symbol, say ‘∗’. Let mS(G) be the number of times
S occurs as a colorset of G. The entries of M are as follows:
Row Column Entry
S G mS(G)
S  −1 if S ∈ ; 0 otherwise
∗ G 0
∗  1
The vector b in Lemma 9 has entries 0 corresponding to S ∈S and a t in the coordinate labeled ∗.
To show the system has an integral solution with Lemma 9, let one rational number for each row of M be given (for
the coordinates of y). We call these numbers yS , S ∈S, and y∗. The assumption yM ≡ 0 means∑
S∈S
mS(G)yS =
∑
{u,v}
yG[{u,v}] ≡ 0 for every G ∈ G#. (43)
and
y∗ ≡
∑
S∈
yS for every  ∈ #. (44)
And we must show that under these assumptions ty∗ ≡ 0.
Suppose S1, S2 ∈ S have the property that when shades are replaced by their original colors, the same multiset T
of elements of P results. Say T is a colormultiset H [{u, v}] for some H ∈ H♦. Consider graphs G1,G2 ∈ G# that
are both reﬁnements of H and have the same colormultisets except that G1[{u, v}] = S1 and G2[{u, v}] = S2. Eq. (43)
implies yS1 ≡ yS2 . Thus we may deﬁne rationals zT (up to integers) where T is any colormultiset by zT ≡ yS where S
is any reﬁnement of T, and we see∑
{u,v}
zH [{u,v}] ≡ 0 for any H ∈H♦. (45)
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Then (44) implies
y∗ ≡
∑
T ∈
zT for every  ∈ ♦. (46)
We replace in (35) every colormultiset T by the rational number zT to ﬁnd∑
H∈H♦
bH
∑
{u,v}
zH [{u,v}] ≡
∑
∈♦
a
∑
T ∈
zT . (47)
The left-hand side of the above equation is ≡ 0 by (45), while the right-hand side is ≡ ty∗ by (46). Thus (42) has an
integral solution and B♦ ⊆ B#.
The proof that A♦ ⊆ A# is similar, and we omit the details. 
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