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Abstract
Islanded microgrids (MGs), characterized by distributed generators, power consumers, and
energy storage systems (ESSs), are designed to significantly enhance self-sustainability of
future distribution networks and to provide energy for remote communities. In order to
have a stable system, both primary and secondary frequency and voltage control of the
MG are critical.
From a primary control perspective, it is essential to maintain frequency and voltage in
acceptable ranges. Conventional controllers are designed to regulate system frequency and
voltage solely based on droop control theory, and this is mainly provided by fast-response
generation units such as ESSs. Therefore, an intelligent power sharing (IPS) control is nec-
essary to maintain frequency and voltage within acceptable ranges, and to share power not
only based on generation units’ droop values, but also their operating power capabilities.
A mathematical model of small-perturbation stability is presented along with performance
analysis. Based on analysis and simulation results, the IPS controller offers advantages
such as robust performance under load and renewable energy variations, a dynamic com-
promise between voltage regulation and accurate reactive power sharing among generators,
and enhancement of voltage regulation by an adaptive virtual impedance.
From a secondary control perspective, scheduling of generation units based on conventional
unit commitment (UC) remains fixed for the duration between two dispatch intervals;
however, demand or renewable generation can continuously change. This stair-pattern
scheduling of generation units creates large frequency and voltage excursions at the edge
of each dispatch interval. Different from the existing UC mechanisms, a hybrid mid-level
controller is proposed based on communications with a distributed primary controller. It
determines optimal power of generation units between two dispatch intervals for the sec-
ondary controller while regulating frequency and voltage within desirable ranges. Through
several tested scenarios on a CIGRE test system, numerical results show that the mid-level
controller can regulate frequency and voltage of the islanded MG. It covers time intervals
between those of primary and secondary controllers and avoids the stair-pattern generation
scheduling in conventional UCs. Additionally, it reduces both operating cost of MG and
degradation of fast-acting generation units’ life-cycle.
Subsequently, impact of communication delay on islanded MGs is studied. The delay causes
local controllers to use outdated power dispatches at the proposed mid-level controller. The
outdated reference power deviates frequency and voltage from their nominal values in pri-
mary control. Existing primary and secondary controllers use a communication network
assuming no time delay or considering a constant time delay. A mathematical model of
constant and time-varying delay in islanded MGs is integrated into the proposed mid-level
controller. This formulation addresses the impact of time delay on transient performance
iv
of these controllers. A delay-based controller is designed to mitigate frequency oscillation
of islanded MGs in the presence of either small or large perturbations. Numerical results
are performed on small and large perturbations to evaluate the impact of time delay on
realistic 14-bus CIGRE test system.
v
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Chapter 1
Introduction
1.1 Microgrids
Due to an urgent need to develop more efficient, reliable, and cleaner power grids, energy
sectors are currently moving towards the introduction of smart grids. A microgrid (MG)
is a low-voltage distribution network which consists of a variety of distributed generation
(DG) units, energy storage systems (ESSs), and controllable/uncontrollable loads. The
concept of MGs has received considerable attention owing to their potential to operate
independently and to isolate themselves from the main grid in the case of a disturbance.
Depending on the situation, a typical MG can operate in two modes:
1. Interconnected mode where MG is linked to the main grid through distribution sub-
station and power point coupling (PCC).
2. Islanded (autonomous) mode where it is isolated from the main grid [1].
Following the standards of Consortium for Electric Reliability Technology Solutions (CERTS)
[2], energy operators in interconnected MGs are in charge of managing system operations
through power dispatching and voltage setting to each local controller (LC) to perform
following responsibilities:
• balancing supply and demand;
• achieving acceptable power quality;
• regulating voltage and frequency;
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• communicating among MG components.
Any deviation of active power at a specific area of MG is reflected by a change in frequency,
which is a common factor throughout MG. The same convention is applied to reactive power
sharing among units and voltage changes. In summary, frequency and voltage regulation
is achieved by active and reactive power sharing among units, respectively. While an
MG operates in a grid-connected mode, its power shortfall or excess is exchanged by
upstream grid. Therefore, MG is controlled similarly to conventional power systems. For
islanded mode, MG control means balancing supply and demand power to maintain the
frequency and voltage within acceptable ranges. According to IEEE 1547 [3], the guideline
for interconnection of generation units [2], disconnection of MG from upstream grid can
be occurred either a) intentionally (such as for scheduled maintenance or degradation of
power quality) or b) unintentionally (such as in disturbances or unscheduled events) [4].
Note that the frequency and voltage control in an islanded MG is more severe than in grid-
connected operation mode, especially whenever more than one energy source is operated to
supply certain electrical loads. In addition, increment of intermittent renewable generation
and uncertainty levels can cause more and more short-term unpredictable power variations.
Care should be taken that electricity demand may be partly unpredictable, which adds
another dimension of complexity to control of islanded MGs. The focus of this thesis is on
frequency and voltage control in islanded MGs.
1.1.1 Distributed Primary Frequency and Voltage Control
Primary control, known as internal control, is the first frequency and voltage level, and
features by droop characteristics. This control level responds to MG dynamics and tracks
reference frequency and voltage values [5]. In an islanded MG, any difference between
active and reactive power supplied by generation units and loads causes a fast deviation
of frequency (e.g., 1 Hz/s [6]) and voltage. This occurs because MG inertia in islanded
mode is considerably lower compared to that of grid-connected MGs. In fact, conventional
frequency and voltage mechanisms are not fast enough to control sudden variations of re-
newable energy resources and loads [7]. In conventional methods, the controller is designed
to regulate system frequency and voltage only based on droop control theory. Consequently,
system frequency and voltage regulation are mostly provided by fast-response generation
units such as ESSs. Therefore, an intelligent power sharing control is essential to maintain
frequency and voltage within acceptable ranges, and to share power as well as their droop
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values. Furthermore, accurate reactive power sharing causes deviations over voltage due
to unequal voltage drop in impedance connected to AC link. It is necessary to make a
trade-off between voltage regulation and accurate power sharing among units.
1.1.2 Hybrid Secondary Frequency and Voltage Control
Secondary control, known as central control or energy management system, ensures
mitigating steady-state frequency and voltage deviations by determining set points for the
primary controller. Note that it operates in a slower time frame than that of the pri-
mary control [8]. This secondary control is centrally controlled by a main grid central
controller (MGCC) installed at the top-level of hierarchical control system. The MGCC
restores frequency and voltage to their nominal values by managing power sharing among
generation units and controllable loads. In conventional mechanisms, the secondary con-
troller uses a supplementary loop, known as automatic generation control, to mitigate the
steady-state frequency deviation. Additionally, unit commitment (UC) is performed at the
secondary control to ensure economic operation of MG. The scheduling of generation units
in islanded MGs, based on conventional UC, remains fixed for the duration between two
dispatch intervals; however, the demand or renewable generation can continuously change.
Stair-pattern scheduling of generation units creates large frequency and voltage excursions
at the edge of each dispatch interval. Furthermore, fixed scheduling is not efficient for
either operation cost or MG and life-cycle of fast-acting generation units, without address-
ing output renewable power variability and demand perturbations [9, 10]. In theory, it is
commonly assumed that local frequency, voltage, and net demand during each dispatch
interval are equal to the corresponding steady-state conditions; thus, timescale separation
happens between fast synchronization-enforcing primary and slower secondary controllers.
In general, this timescale separation affects power-sharing properties and dynamical regu-
lation of MG frequency and voltage in the secondary control, specifically during rapid load
and renewable energy perturbations [11].
1.1.3 Frequency and Voltage Control with Communication Delay
Due to small-scale architecture of islanded MGs, control commands in primary and
secondary control levels are rather sporadic and short, requiring the desired bandwidth
but high reliability with minimum time latency. The primary control level is traditionally
designed in a distributed architecture, where each LC uses available measurements of other
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local controllers via a communication network. The secondary control is closely tied to the
primary control, sending reference set points to each LC. Therefore, a communication
network is necessary for basic operation of MG control. In conventional primary and
secondary controls, communication delay is considered negligible between LC-to-LC and
MGCC-to-LC [12, 13]. However, generation units contributing to frequency and voltage
control receive the status of other units with a certain delay. This communication delay
can cause instability in the control system, especially in small-size MGs [14].
In addition, the communication delay causes LCs to use outdated power dispatches at the
secondary control level. Consequently, this outdated reference power deviates frequency
and voltage from their nominal values in the primary control level.
1.2 Literature Review
The MG as described is a complicated system consisting of DGs, ESSs, and loads,
and operates in 1) grid-connected and 2) islanded modes [8]. Concept of islanded MG
has received attention owing to its advantages compared to conventional power systems.
Islanded MGs allow remote communities to have access to pollution-free energy. They give
impetus to the utilization of renewable energy sources such as PVs and wind turbines;
hence, they reduce the adverse impacts of climate change. In the event of disturbances
in the power grid, an islanded MG is the best alternative. Additionally, increasing need
for clean energy and cheaper solar and wind energy resources leads to a growth in feed-
in-tariffs and carbon-emission tax programs [6]. Due to economic problems and technical
issues in electric power grids, macro-beneficiaries are driving energy sectors towards the
application of islanded MGs [15].
1.2.1 Frequency and Voltage Control
Control of islanded MGs is complicated multi-objective management that deals with
various time scales, technical constraints, and physical levels [16]. The main domains of
MG management are composed of dynamic frequency and voltage control of MG and short-
long term scheduling. To properly handle these issues, a standard solution for efficient MG
management as a frequency and voltage control mechanism illustrated in Figure 1.1 has
been widely accepted [17]. Functionally, an islanded MG can operate by using following
control levels:
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Frequency-Voltage 
Control
Architecture Technique Functionality
Centralized Distributed
Pure Hybrid
Single-Master Multi-Master Primary Secondary Tertiary
Figure 1.1: Classification of frequency and voltage control.
1. Primary control : This control level is responsible for stabilizing system frequency
and voltage during intentional or unintentional events. It adjusts system frequency
and voltage to their reference values by dispatching active and reactive power among
DGs. Following a disturbance event, islanded MGs suffer from frequency and voltage
alleviation due to power mismatch between supply and demand [4, 18]; hence, a
frequency and voltage control is essential to be provided.
2. Secondary control : This controller is aimed to compensate for any frequency and
voltage deviations from their reference values that are caused at the primary level.
In addition, this control level adds intelligence to MG operation. It attempts to
optimize the operating cost of MG with consideration of other merit interests such
as life-cycle of ESSs [4, 19].
3. Tertiary control : It ensures optimal operation of MG in a time horizon of day or
month. This long-term scheduling is accomplished by prediction of renewable energy
sources and load variations for the next hours or days [16].
Bandwidths of control levels are in a slower time frame for the higher control level compared
to primary one. The frequency and voltage control at the primary level has typically a
response time within 1 ms∼30 s, the secondary and tertiary control can be in time steps
ranging from seconds to days [16].
From the energy manager perspective, MG controllers are classified into two types based
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on their applications; a) MGCC and b) LCs associated with generation and load units
[1, 16].
• The MGCC installed at a low-voltage distribution network receives the information
such as operating conditions of components, and manages MG operation by setting
optimal dispatches for controllable generation and load units by sending command
signals to LCs [1].
• The LCs at the primary control ensure controllable generation and load units to reg-
ulate the system frequency and voltage to reference values received from the MGCC
[20].
Two control techniques are used to manage set point references, and how to restore the
frequency and voltage of islanded MGs; a) single-master operation and b) multi-master
operation.
• Single-master operation: In this control mode, a single generation unit aims to re-
store the system frequency as well as voltage of PCC. In this scheme, the master unit
determines a frequency reference set point, and the rest of units operating as slave
components. This control technique can be applied to small-scale MGs with only one
generation unit, to deal with active and reactive power mismatch in presence of per-
turbations. The control system of single-master operation is simple to implement and
needs no external communication link between units. However, due to dependency
on a single generation unit, this operation scheme is not practical for large-scale MGs
with high penetration of renewable energy resources or load variations [21].
• Multi-master operation: It allows multiple generation units to contribute to the fre-
quency and voltage control. This control technique requires a reliable communication
among generation and load units to ensure proper operation. Due to intercommuni-
cation requirements, components of MG control system should be physically close to
each other. In addition, this technique does not account for the status of generation
and load units at each operating point, thus affecting their contribution to frequency
and voltage control [6].
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From the architecture perspective, frequency and voltage controllers in an islanded MG
can be classified into either centralized or distributed or both control schemes. Various
parameters such as complexity, time delay in communication links, decision-making time,
and expandability of the control system can be used to identify which architecture should be
deployed. These parameters determine the level of distribution management, characterized
by the allocation of some parts or the whole control process to the LCs.
• Centralized control : In a small MG with a few generation units, a central con-
troller can make decisions using online calculations of the optimal operation and
with databases continuously updated by information collected from different LCs
[22].
• Distributed control : Moving towards distributed architecture, the control system uses
advantages such as the controllers’ expandability and less complexity in decision-
making process, especially in an MG with many LCs. To have a more flexible op-
eration and to avoid system failure due to a single main controller, a distributed
architecture can be applied to the MG control. However, implementation of dis-
tributed control needs a more-complex communication infrastructure among LCs.
Distributed control architecture is usually more suitable in the following MG cases:
1. Large MGs where components are far away from each other, making data ac-
quisition process difficult [23];
2. Different types of components that have various design goals, making a unified
decision more challenging [24];
3. Flexible configurations, in which the control process can be changed by adding
or removing units [16].
Table 1.1 summarizes advantages and limitations of both centralized and distributed ar-
chitectures [16, 25, 26].
1.2.2 Primary Frequency and Voltage Control
The primary controller regulates the system frequency and voltage with dispatching
active and reactive power among controllable generation and load units. This is because
the manifestation of frequency and voltage control is similar to active and reactive power
sharing in the primary control level. The power sharing approach in islanded MGs is more
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Table 1.1: Comparison of centralized and distributed control architectures [16, 25, 26]
Architecture Advantages Disadvantages
Centralized
model
• Multi-objective functions can be de-
fined in the MGCC;
• Implementation of architecture is rel-
atively straight-forward;
• Malfunctions can be easily detected;
• Operating points gathered from LCs
are easily available.
• Decision making requires a powerful
central processor;
• The decision-making process is slow;
• Single-point system failure is possi-
ble;
• Single controller complicates control
system flexibility and expandability.
Distributed
model
• Optimal operation set points for LCs
can be rapidly computed;
• It is not affected by single-point sys-
tem failure;
• It is flexible and expandable.
• Complex communication infrastruc-
ture is required within LCs;
• Its numerous LCs make debugging
difficult;
• Poor LC coordination design leads to
time delays.
challenging than that of grid-connected mode because of low inertia feature of MGs and
capacity limitations of controllable units. Due to dynamics of renewable resources and load
variations, an imbalance between supply and demand causes frequency and voltage devia-
tions [27]. The power mismatch can be balanced by power sharing, which mainly affects a)
MG stability margins, b) frequency and voltage restoration, c) operating power capability
of controllable units [25], and d) optimal operation of MGs [28]. Existing power sharing
approaches involve either a) droop power sharing control or b) isochronous power sharing
control. In droop power sharing, DGs and ESSs mimic the behaviour of SGs in conven-
tional power systems, and share the power mismatch in proportion to their droop values.
Most recent studies have examined approaches such as conventional power and frequency
(P-f) [29], transient control [30], load-angle [31], and resonance-based droop controllers
[32]. All these methods are built on top of conventional droop control mechanisms. They
damp oscillatory modes of power sharing controllers and reduce steady-state frequency and
voltage errors. However, with increasing span of islanded MG operation, it is imperative
to regulate frequency and voltage of MG not only stably, but also optimally [33]. These
approaches result in MG instability when droop values of generation units are increased to
share power mismatch among DGs and ESSs. In special cases, increasing operating power
of generation units is not possible anymore when they reach their rated power. Hence, the
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choice of droop coefficients has a significant impact on frequency and voltage limit as well
as power sharing accuracy [34]. In contrast to the limitations of droop control, isochronous
power sharing methods provide zero steady-state frequency and voltage errors. They share
active and reactive power among generation units according to their rated power. Although
isochronous power sharing approaches address the challenge of MG instability, they suffer
from slow power sharing control, causing improper frequency and voltage regulation [35].
To overcome these problems, dynamic droop controller adaptively changes droop gain to
handle the increase in frequency deviation. Due to high penetration of SGs in islanded
MGs, which have relatively large inertia constant, dynamic droop controllers can not main-
tain stability [36]. Some studies deal with these issues by introducing secondary loop and
diffusive averaging variables that promote fast and smooth frequency regulation. Diffu-
sive averaging algorithms integrate proportional and integral variables into conventional
droop models. These algorithms utilize the distributed communication infrastructure in
the primary control level to regulate frequency precisely [11]. However, they cannot share
power uniformly among generation units despite of maintaining MG stability. In addition,
a supplementary loop has been introduced to regulate the MG frequency by adding the
virtual inertia to MGs. However, this method is restricted by the time response and rating
power of generators and turbines [37]. Further challenges arise from compromise between
voltage regulation and reactive power sharing. In low voltage MGs, line inductance value
is considerably small with cable resistive behaviour and normally has low X/R ratio [38].
Decoupling between the active and reactive power is performed by the compensation of
line impedance connected to generation units [39]. The virtual impedance loop as a po-
tential solution performs in MGs with mismatched inductive or resistive feeder impedance
to enhance power sharing accuracy. The focus is on the mismatch in output impedances
of closed-loop controlled inverters. This compensation performs properly for a single gen-
erator connected to the PCC bus but does not work if there are multiple generation units.
To address this issue, various approaches have been introduced such as inductive virtual
impedance [40], virtual impedance adapted to power sensitivity factor [41], and virtual
impedance calculated by injection of a small AC voltage signal to the PCC bus [42]. These
approaches result in accurate power sharing if knowledge of the feeder impedances is avail-
able for different operating load changes. However, load changes during or between the
compensation periods lead to poor power sharing among generation units [43].
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1.2.3 Optimal Operation and Secondary Control
The rise of renewable generation penetrating in islanded MGs has imposed new chal-
lenges on frequency and voltage control in the secondary control level. For any changes
in load or renewable generation, the primary controller stabilises the system control and
improves MG’s resiliency [44]. Then, UC, a working algorithm of the secondary controller,
determines optimal generation schedule for the primary control level. These UC problems
are mainly formulated to achieve cost and ESS efficiency through frequency and voltage
regulations [45].
The scheduling of generation units in islanded MGs, based on conventional UCs, remains
fixed for the duration between two dispatch intervals. However, the demand or renewable
generation can continuously change. Stair-pattern scheduling of generation units creates
large frequency and voltage excursions at the edge of each dispatch interval. Furthermore,
the fixed scheduling is not efficient for both operation cost and life-cycle of fast-acting
generation units, without addressing output renewable power variability and demand per-
turbations [9, 10]. In theory, it is commonly assumed that local frequency, voltage, and net
demand during each dispatch interval are equal to corresponding steady-state conditions.
Therefore, a timescale separation happens between fast synchronization-enforcing primary
and slower secondary controllers. In general, this timescale separation affects power shar-
ing properties and dynamical regulation of frequency and voltage in the secondary control,
specifically during rapid load or renewable energy perturbations [11].
Conventional UC models include operational constraints pertaining to DGs and ESSs, such
as ramp-up/down, minimum up/down time, and state of charge (SOC) of ESS. However,
most of them account for the impact of frequency and voltage regulation with consider-
ation of fixed and non-optimum generation dispatches between two time intervals [46].
Practically, due to renewable energy and load intermittency, frequency and voltage contin-
uously deviate from their nominal values, while the output of controllable DGs and ESSs
is assumed to be fixed for the duration between two dispatch intervals [47]. To address
this problem, the UC model is reformulated to incorporate reserve-related constraints [48],
load-frequency sensitive indices [49], and averaged energy-block constraints between two
dispatch intervals [9]. These methods aim to reduce the impact of frequency and voltage
control on generation output and to mitigate supply and demand imbalance. However,
considering reserve requirements in terms of hourly energy blocks may not be practicable.
Even though this problem can be addressed by using an averaging method for sub-hourly
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energy blocks to reduce operation cost, energy profiles must be modelled by an averaging
piece-wise linear function, which does not achieve accurate supply and demand balance.
In optimization problem formulation, a conventional UC mainly relies on offline techniques
such as mixed-integer linear program [9], evolutionary algorithms [50], and model predic-
tive control [51]. Although these approaches have advantages of simplicity in implementing
the optimization model, they suffer from long decision-making time in a large-scale MG.
Due to intrinsic characteristics of offline approaches, they cannot handle an optimization
model with dynamic technical constraints such as the frequency and voltage control. Fur-
thermore, reference set points of generation units can deviate from their desired values due
to prediction errors associated with load or renewable energy resources [52, 53].
Recently, various online approaches have been proposed for the UC, such as neural net-
works [54], reinforcement learning [55], and adaptive critic design [56]. These approaches
have advantages of short decision-making time, adaptation to MG conditions, and the
optimization of objective function based on observations as well as predictions [16]. In
existing studies, UCs update the reference power of generation units in each dispatch in-
terval. Change of reference power shifts droop curves up or down to restore frequency and
voltage. This shifting process should be done in a specific time margin after running a
primary controller, which depends on the size and type of generation units, length and
type of electrical network, and characteristics of loads.
1.2.4 Time Delay Impact on Controller Performance
Motivated by advantages of the hybrid model [17], this study mainly focuses on the
MGCC generating reference power signals to each individual LC, and LCs sharing oper-
ating power signals together. This power sharing approach is performed in the secondary
control level through low-rate communication links such as wireless networks. There ex-
ist delay sources in the MG operation, i.e., DG actuator (LC-to-DG) and communication
links. Electricity transmission latency is negligible compared to other sources of delay. In
power converter generation, delay is less than one pulse width modulation cycle which is
185 µs; however, the SG delay is much longer, usually measured in milliseconds. Communi-
cation delay comprises of LC-to-DG (latency up to 1.5 s), end-to-end application including
LC-to-LC and LC-to-MGCC (data serial transmission, packetization, data traffic routing,
and propagation delays with latency range of 4 ms-1.5 s, and the physical layer with la-
tency range of 2-10 ms for IEEE 802.11/802.16) [12, 13]. Note that the time duration of
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transient stability is less than 100 ms, small-signal stability is less than 1 s and voltage
stability between 1-5 s [57]. These time delays cause generation units to use outdated
dispatch information for power sharing, and disable the frequency and voltage controllers
from outputting the optimal power sharing among generation units. During this period,
the sub-optimal output of the LCs degrades the system dynamic performance and even
causes MG instability in the worst case. Consequently, it cannot be simply ignored [14].
The main objective is to optimize MG assets with accurate real and reactive power sharing
while maintaining frequency and voltage in presence of communication latency.
There are two categories of stability analysis in the network induced delay control in
islanded MGs, i.e., small and large-signal stability models. In the small-perturbation anal-
ysis, dominant eigenvalues calculated from the state-space model of MGs determine time
delay margin. Note that time delay margin is a key metric of control system using the
communication network [58]. To overcome the latency impact on islanded MGs, potential
solutions have been proposed such as change in communication topology [57], gain schedul-
ing frequency control [59], and distributed averaging approaches on MGCC and LCs [60].
Practically, any change in communication topology requires hardware solutions and is not
simply applicable; hence, it is beyond the scope of this work. Within a scheduling ap-
proach, a series of trial studies lead to finding the relationships between delay margins
and secondary frequency control gains. This approach compensates for the communica-
tion delay impact on MG performance by changing secondary control gains [59]. However,
an offline gain scheduler cannot regulate frequency during the time delay when MG op-
erating points change continuously. To maintain frequency and voltage regulation during
the time delay, distributed averaging approaches are applied to the secondary controllers.
These approaches reduce the impact of time delay in reference power values by averaging
power measured by the data acquisition system on each LC [60]. Deployment of averaging
methods based on broadcast gossip achieves a tight coupling between communication and
control functionality in LCs [61]. On the other hand, diffusive averaging approaches cause
MG instability under using realistic data communication links with feature of time-varying
and non-constant.
Small-signal analysis is performed based on linearizing the nonlinear MG state variables
around an operating point. However, the main drawback of small-signal analysis is that va-
lidity of stability domain is limited to accuracy of linearization around an operating point.
Large-perturbation stability analyses such as Lyapunov-Krasovskii [62] and Kharitonov
[63] theorems provide solutions to find the robust controller gains during the time delay.
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Efforts have been made to combine the secondary control design and communication net-
work as an integrated entity [57]. A linear guadratic regulator algorithm models the matrix
of communication network which includes the parameters of closed-loop frequency control.
Although this method regulates frequency and voltage precisely, it needs global positioning
system signals to synchronize LCs for data exchanges among generation units [64].
Same as small-signal analysis, the compensation of communication delay by secondary
controller gains can increase MG stability and improve the MG transient performance in
frequency and voltage regulation. Generally, this approach relies on slow-acting DGs such
as SGs [59]. Any change in frequency and voltage controller of slow-acting DGs may re-
sult in instability when fast-acting generation units exist in the MG [60]. Note that the
communication delay in these studies is considered constant. Practically, communication
delays in LC-to-LC or LC-to-MGCC are time-varying due to the inter-processing time on
LC and the link length. To overcome these limitations, other studies aim to control the
time delay with algorithms such as sliding mode control [65], model-predictive control [66],
and delay-dependent control [14]. Although these solutions are effective and simple, they
work based on proportional and integral gains in the secondary control level. The system
can be unstable in the primary control level, which needs more investigation to find a
solution.
1.2.5 Overview of MG Stability
Stable operation in islanded MGs refers to the ability of MG to regain a state of op-
erating equilibrium after being subjected to a physical disturbance [67]. The nature of
MG stability is considerably different from those of a conventional power system because
of smaller size of MG. Therefore, MG stability can be categorized based on a) size of dis-
turbance, b) physical phenomenon of instability, c) time-span during instability, and d)
methodology of stability analysis. Strong coupling between system variables of MG makes
it difficult to categorize frequency and voltage stability based on measurements of MG
variables. Therefore, stability in MGs is classified into two main categories, i.e., a) control
system stability, and b) power supply and balance stability, as shown in Table 1.2.
Power supply and balance stability refers to the ability to maintain power balance and
effectively share the demand among generation units, so that steady-state values satisfy
operational constraints such as acceptable ranges of frequency and voltage. This type of
stability issue is associated with poor power sharing among generation units, loss of units,
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and violation of DGs limits. Control system stability issue may arise due to improper
tuning of one or more pieces of equipment controllers. Poorly tuned controllers in electric
machines and inverters are the main reason of this type of instability.
Based on the aforementioned discussion, poor power sharing among units can cause fre-
quency and voltage instability. Frequency stability refers to the ability that the MG can
maintain the steady-state frequency within an acceptable range in presence of various gen-
eration and load conditions. The convention of frequency stability can apply to voltage by
considering voltage instead of frequency [68]. In subject to a disturbance, more than one
type of instability may be triggered. Hence, studies are carried out to understand all types
of instabilities in islanded MGs in presence of small and large disturbances. As indicated
in Table 1.2, frequency and voltage stability studies are conducted to two main categories
of short-term and long-term stability, depending on the duration of control process and
dynamic responses of DGs. Strong coupling between voltage and frequency in MGs makes
it difficult to regulate frequency and voltage. The main focus of this thesis is on short-
term frequency stability, where there is not sufficient inertia of generation units required
to damp the frequency change after being subjected to small or large disturbances.
Note that short-term frequency stability is the ability of an islanded MG to maintain power
supply and demand equilibrium, and to reach an acceptable steady-state operating con-
dition when subjected to disturbances such as components or line faults. Disturbances
occurring in time span of a few seconds may cause MG blackout or synchronization loss in
SGs. Small-signal analysis is one of the linear analysis tools to investigate short-term fre-
quency stability, where the MG model influences analysis accuracy and calculation speed.
Small-signal analysis is performed based on linearizing nonlinear variables of MG around
an operating point. However, the main drawback of small-signal stability analysis is that
validity of stability domain is limited to accuracy of linearization around that operating
point. Furthermore, small-signal analysis is only valid around operating points with no
indication of how far away from those points the linearization guarantees validation of
results.
On the other hand, ESSs and SGs in an islanded MG are intrinsically nonlinear, proven
by the differential-algebraic dynamic equations. Hence, large-signal analysis is necessary
for stability study without linearization to tackle this issue. The complexity of large-signal
analysis depends on the size of model, objective functions, and simplified assumptions.
Domain of validity and effectiveness of large-signal stability analysis is much larger than
that of small-signal linear analysis. In summary, a large-signal stable MG results in small-
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Table 1.2: Classification of MG stability [68]
Category Control system Power supply and balance
Sub-category Electric machine and inverter Frequency and voltage
Phenomenon Short and long-term Short and long-term
Root
cause
• Poor controller tuning;
• PLL bandwidth;
• LCL filter design;
• Harmonic instability.
• DGs power limits;
• Poor power sharing;
• Load voltage sensitivities;
• Inadequate power supply.
Characteristics
• Undamped oscillations;
• High-frequency oscillations;
• Low steady-state voltages;
• Aperiodic increase or decrease in
voltage or frequency.
• Low steady-state voltage or fre-
quency;
• Large power and frequency swings;
• High DC-lin voltage ripples.
signal stability but the opposite is not necessarily true. Lyapunov-based techniques are
commonly used in nonlinear stability to analyze short-term frequency stability. However,
due to relatively large size of islanded MGs, nonlinear Lyapunov-based stability analysis
is quite complex and intuitively infeasible as compared to small-signal studies [6, 69].
1.3 Objectives
The aforementioned drawbacks in conventional frequency and voltage mechanisms mo-
tivate us to set following objectives for the thesis:
1. Developing an intelligent power sharing (IPS) controller that allows for dispatch-
ing active and reactive power among generation units and maintains frequency and
voltage regulation with following features:
• Accurate active and reactive power sharing of generation units based on their
droop values and operating power capabilities, which improves the life-cycle of
fast-acting generation units;
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• Proper performance under rapid load or renewable energy variations while main-
taining MG frequency and voltage stability;
• A dynamic compromise between voltage regulation and accurate reactive power
sharing among generation units;
• An adaptive virtual impedance to mitigate the impact of coupling between active
and reactive power on voltage regulation.
2. Developing a hybrid mid-level controller that communicates with a diffusive dis-
tributed primary controller to share the output power of dispatchable units, and
determines optimal output power of units between two dispatch intervals for the
secondary controller while maintaining frequency and voltage stability. Specifically,
main objectives of the second problem are summarized as follows:
• A mathematical formulation for a mid-level controller, which is integrated with a
distributed controller in the primary level and a UC framework in the secondary
level;
• A fast-response controller to minimize frequency and voltage deviations while
maintaining MG stability. This controller aims to achieve economic operation
and battery life-cycle efficiency.
3. Developing a mathematical model of constant and time-varying delay in islanded
MGs which is integrated into the proposed controller. Objectives of third problem
are listed as follows:
• An impact analysis of small and large disturbances on the proposed frequency
and voltage controller. Performance evaluation of the proposed controller is to
be applied on two models of constant and time-varying delays;
• A delay-based controller to mitigate frequency oscillation of MG in presence of
small and large disturbances.
Several scenarios are tested on CIGRE benchmark test system, and the results demonstrate
solid performance of the proposed frequency and voltage controller.
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1.4 Outline of the Thesis
In this chapter, we discuss the frequency and voltage control in islanded MGs. Control
of islanded MGs is studied in three different aspects of a) functionality, b) technique and c)
architecture. A review of the MG architectures, control techniques, stability models, and
control levels is presented in this chapter. Frequency and voltage control challenges are
mainly categorized to a) primary frequency and voltage control, b) optimal operation and
secondary control, and c) the impact of time delay on both primary and secondary control.
Existing primary frequency and voltage controllers aim to damp oscillatory modes of power
sharing controllers and reduce steady-state frequency and voltage errors. However, with an
increase in the span of islanded MG operation, it is imperative to regulate frequency and
voltage of the MG not only stably but also based on generation units’ droop control gains
and their operating power capabilities. On the other hand, scheduling of generation units
in existing secondary controllers remains fixed for duration between two dispatch intervals;
however, the demand or renewable generation can continuously change. The stair-pattern
scheduling of generation units creates large frequency and voltage excursions at the edge of
each dispatch interval. Furthermore, the fixed scheduling is not efficient for both operation
cost and ESS life-cycle, without addressing output renewable power variability and demand
perturbations. Hence, a controller is needed to share the output power of dispatchable
generation units, and to determine optimal output power of generation units between two
dispatch intervals for the secondary controller while maintaining frequency and voltage
stability. Finally, the existing primary and secondary controller uses the communication
network with ignoring time delay or considering the constant time delay. For the time-
varying delay, there are almost no comprehensive small and large signal models. The
existing solutions have calculated time-delay margin as a potential constraint or proposed
a constant gain scheduling only on the secondary controller. There is a need for an adaptive
delay-based controller to be suitable for both small and large-signal models.
This thesis is organized as follows. The system model under consideration is given in
Chapter 2. Chapter 3 presents a distributed frequency and voltage control model in the
primary control. Chapter 4 proposes a dynamic frequency and voltage controller at the
secondary control level. The time delay in the proposed controller is considered in Chapter
5. Finally, conclusions and future work on this Ph.D research are given in Chapter 6.
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Chapter 2
Islanded Microgrid Model
Consider an islanded MG over a distribution network consisting of a cluster of gener-
ation units i := {1, 2, ..., nG}, and loads Ld := {l1, l2, ..., lnLd}, connected together within
an AC link. Figure 2.1 shows that LCs of generation units are in charge of controlling the
frequency and voltage as well as ensuring a stable operation. According to contribution of
load and generation units in frequency and voltage control, they are categorized to con-
trollable and non-controllable units.
In an islanded MG, different generation units are in charge of controlling frequency and
voltage. Any change in generation input of power, ∆PG, or net electrical power demand,
∆PL, results in a frequency change, ∆ω, which is modeled as a transfer function, F (s), for
the control system.
In the islanded MG, there are several master and slave controllers with different time con-
stants to maintain the MG frequency and voltage within allowable limits (during distur-
bances or load changes). These controllers also ensure reliable and economical operation.
As mentioned in Chapter 1, an MGCC gathers different signals from all LCs through com-
munication network and performs a signal processing task to make desirable decisions.
In the frequency control mode, controllable generation and load units change their gener-
ation and consumption power using the droop theory. As shown in Figure 2.2, LCs are
designed to allow the steady-state frequency to drop as the load increases or generation
of non-controllable units decreases. Slope of droop control illustrates the characteristics
of speed regulation or droop mp. Generally, droop value for generation units is defined as
follows:
mp =
ωn − ω0
∆PG
× 100, (2.1)
where ωn and ω0 are rated and steady-state frequency, respectively. As can be seen in Figure
2.2, controllable loads, with index of cl, change their demands in order to contribute to the
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Figure 2.1: General architecture of an islanded MG.
frequency control. Figure 2.2 shows that reducing power of controllable loads has similar
impact of increasing generation power in units.
In the voltage control mode, the reactive power sharing among different generation units
is achieved through the control of output voltage magnitude, as shown in Figure 2.2. The
voltage droop control is as follows:
np =
Vn − V0
∆QG
× 100, (2.2)
where Vn and V0 are rated and steady-state voltage magnitude of the AC link, respec-
tively. Operating points of active and reactive power are represented by Pdg0 and Qdg0,
respectively. The reference power for controllable load is Pcl0. Note that droop values for
inverter-based generators are achieved from active and reactive power change correspond-
ing to maximum and minimum frequency and voltage.
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Figure 2.2: Frequency (left) and voltage (right) regulation in droop mode for two DGs and
controllable load.
2.1 Inverter based-Generators
Most generation units such as ESSs, photo voltaic panels, and fuel cells in an islanded
MG operate as DC generators connected to the AC link via DC/AC inverters. Figure 2.3
shows the stage of three-phase three-leg inverter supplied by a DC link ending with an LCL
filter connected to the AC link. An LCL filter is designed to remove the switching harmonics
produced by the inverter. Voltage and current at the AC link are measured to control
the inverter generated power. Generally, this control system consists of two cascaded
control loops; a) joint power and voltage control and b) current control. The design of this
structure can be understood further by investigating the operation of inverter connected
to the LCL filter. There are two energy storage elements (L and C), which make a second-
order transfer function for the voltage control. In order to guarantee a stable operation
of the MG under all conditions, interactions between capacitor and inductance should be
decoupled by definition of two control loops [70]. For simplicity of control diagram, an
average model of inverter with no effect of switching components is considered.
a) Power and voltage control loop: This loop achieves the required power sharing
functionality through output voltage magnitude and frequency of the inverter and droop
control setting. The control loop consists of different block diagrams such as a power
calculator, V/f reference generator, and voltage controller.
In the first part, current and voltage values are measured from the output of LCL filter
and then transferred to Park’s dq-coordinates. This mapping operation removes current
20
D
G
 S
ou
rc
e
LcLf
Cf
LCL Filter
PCC
Gate Drive Circuit
Pulse Width Modulation
PLL
θPLL 
Power 
Calculator
V/f Reference 
Controller
Vdq0
Idq0
P
Q L
P 
Fi
lte
r
Voltage 
Controller
Current 
Controller
Idqf
If I0
Vd*
Vq*=0
Idql
Idqf
θPLL θn
*
 
Vdql
Vref
Figure 2.3: Control diagram of an inverter-based unit in the islanded MG [70].
and voltage angles from the active and reactive power calculation. The power calculator
block computes active and reactive power according to the following equations:
p = vd0id0 + vq0iq0, (2.3a)
q = vd0iq0 − vq0id0, (2.3b)
where v0 and i0 are output voltage and current converted to dq-coordinates, respectively.
As shown in Figure 2.4, an LPF with a cut-off frequency ωc is used to filter the ripple
components when calculating P and Q. Furthermore, LPF stabilizes the droop controller
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Figure 2.4: Power control loop in an inverter-based unit [71].
in the proposed model.
P =
ωc
s+ ωc
× p, (2.4a)
Q =
ωc
s+ ωc
× q. (2.4b)
A V/f reference generator regulates the system frequency and voltage by two droop control
loops formulated as follows:
ωn = ω0 −mp · (P − P0), (2.5a)
θn =
∫
ωndt, (2.5b)
Vdn = Vd0 − np · (Q−Q0), (2.5c)
Vqn = 0, (2.5d)
where P0 and Q0 are the full-load active and reactive power, respectively; Vd0 is the full-
load voltage of PCC, and mp and np are the slope of frequency and voltage droop control,
respectively. The q-component of voltage is set to zero because of its independency to
reactive power control [71].
The voltage controller generates reference current for the next control block. Output
current of voltage controller can be controlled within an acceptable steady-state error and
a desired transient behavior. This block receives reference voltage from the V/f reference
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generator, and determines reference current according to the PI block diagram as follows:
Idn = Id0 +Kpv(Vdn − Vd0) +Kiv
∫
(Vdn − Vd0) · dt+ ωnCfVq0, (2.6a)
Iqn = Iq0 +Kpv(Vqn − Vq0) +Kiv
∫
(Vqn − Vq0) · dt+ ωnCfVd0, (2.6b)
where Idn and Iqn are reference current in dq-coordinates that is passed to the current
block controller; Kpv and Kiv are proportional and integral gains of the voltage controller
used to damp the transient behavior of inverter. The q− and d−forms of voltage are used
for Idn and Iqn by filter capacitor Cf [20].
b) Current control loop: To design the current control loop, voltage drop vLf across
the filter inductor is calculated by
vLf = vi − v0 = Lf diLf
dt
. (2.7)
The corresponding transfer function is first order, and can be controlled with a proportional
controller to achieve the required closed-loop control. However, due to switching dead-
times, some considerable non-linearities appear in the current waveform. This unformed
current waveform affects the final voltage waveform; hence, an integral term is added to
remove the unbalance waveform and steady-state errors. Note that the proposed controller
leads to phase shifts on feedback signals. In order to avoid this problem, the analysis is
done in dq-coordinates, and dynamics of current controller can be given by
V ∗d0 = Kpi(Idn − Id0) +Kii
∫
(Idn − Id0) · dt− ωnLfIq0, (2.8a)
V ∗q0 = Kpi(Iqn − Iq0) +Kii
∫
(Iqn − Iq0) · dt+ ωnLfId0, (2.8b)
where V ∗d0 and V
∗
q0 are the reference voltage of inverter switches, and Kpi and Kii are the
proportional and integral gains of current controller, respectively. In order to generate
reference voltage of inverter switches, the dq-coordinates voltage is transformed into abc-
coordinates. The voltage phase is achieved from difference between the AC link phase and
the reference angle calculated in power and voltage loop control.
The power and voltage loop control should be designed with a bandwidth 3-5 times slower
than current control loop in order to ensure stable operation [20]. The reference current is
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an essential input for switching drive circuit; hence, bandwidth of current controller should
cover voltage and power control’s bandwidth. Note that current loop bandwidth is usually
bounded by the inverter switching frequency, and that of power and voltage control loop
is determined by a low-pass filter cut-off frequency. To do so, the cut-off frequency in LCL
filter is designed to be below the switching frequency [6].
2.1.1 Virtual Impedance
The feeder impedance causes a voltage drop across the line connected to generation
units. Hence, this voltage drop deviates output voltage from its nominal value. So as to
ensure proper voltage regulation and stability, the virtual impedance is installed on the
unit terminal [41]. Virtual impedance damps MG oscillations and decouples active and
reactive power sharing with no power losses and efficiency degradation. This technique
determines virtual impedance by analyzing voltage drop across the feeders. The voltage
drop across the feeder impedance (Zi = Ri + jXi) can be approximated as follows
∆Vi ≈ XiQi +RiPi
V0
, i ∈ ΛG (2.9)
where Pi and Qi are active and reactive power, measured at the terminal of generation units
in kW and kV Ar, respectively. The virtual impedance, Zv, is added to voltage control
loop to compensate for voltage drop, and to generate an equal voltage drop in all inverters
connected to the AC link. Figure 2.5 shows virtual impedance added to the voltage and
current controller [72]. The new impedance of the ith inverter can be derived as follows:
R∗i = Ri + Re{Zv}, (2.10a)
X∗i = Xi + Im{Zv}, i ∈ ΛG. (2.10b)
2.2 Synchronous Generators
In the islanded MG, SGs such as micro-turbines and diesel generators play vital roles
in frequency and voltage regulation. In this section, we discuss frequency and voltage con-
trollers of SGs that are connected directly to the MG. The SG consists of different parts
such as governor, turbine, and AC machine, as shown in Figure 2.6.
Frequency in SG changes due difference between driving mechanical power ∆Pm and elec-
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Figure 2.6: Frequency control block diagram of SG with ∆PL as an input.
trical power developed by generator ∆Pe according to swing theory Jd(∆ω/∆t)/dt =
∆Pm − ∆Pe. This simple model of SG is presented by a linear relationship between
frequency deviation and output power change. Note that we use linear model for each
component of frequency controller as depicted in Figure 2.6. In this model, ∆Pe is sen-
sitive to changes in system frequency because of inductive behavior of loads. Hence,
output power model, considering frequency impact on generator, can be represented as
∆Pe = ∆Pm −∆PL +D∆ω, where D is coefficient used to show the amount of change in
the load over frequency change (kW )/Hz, and ∆PL is a load change.
The purpose of turbine is to provide mechanical power ∆Pm for SG. Turbines perform
based on changes in valve position of steam with time constant Tt and input power of
∆Pt. To adjust turbine valve position, governor receives a generation signal, ∆Pg, and
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generates valve command with a specific time delay Tg. The signal sending to turbine is
limited to lower and upper bound (∆Pmint ,∆P
max
t ). The command received from governor
is calculated from deviation over system frequency in droop control model, R, and change
in reference power ∆P0 [70, 6].
∆Pm =
1
1 + sTt
∆Pt, (2.11a)
∆Pt =
1
1 + sTg
∆Pg, (2.11b)
∆Pg = ∆P0 − 1
R
∆ω. (2.11c)
The transfer function of SG frequency control is given by
G1(s) =
1
R(1 + sTg)(1 + sTt)
, (2.12a)
G2(s) =
1
Js+D
, (2.12b)
Gf (s) =
−∆PL(s)
∆ω(s)
=
G1(s)
1 +G1(s)G2(s)
. (2.12c)
During small perturbations, an automatic voltage regulator (AVR) in SGs regulates output
voltage and controls reactive power by controlling generator field excitation. The signal of
exciter is limited to lower and upper bounds (∆V ming ,∆V
max
g ) to avoid voltage instability
in generator. Linear models of amplifier, exciter, generator, and sensor comprise the block
diagram of AVR. These models are presented as a first-order transfer function. The total
transfer function of the AVR can be written as:
Gv(s) =
∆Vt(s)
∆V0(s)
=
KAKEKG(1 + sTS)
(1 + sTA)(1 + sTE)(1 + sTG)(1 + sTS) +KAKEKGKS
. (2.13)
Terminal voltage is controlled by changing the SG reference voltage as depicted in Figure
2.7 [73].
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Figure 2.7: AVR block diagram of the SG [73].
2.3 Voltage Dependent Load
Static characteristics of a load can be classified into ZIP models, namely constant
impedance (Z-model, quadratic dependency to voltage), constant current (I-model, linear
dependency to voltage), and constant power (P-model, independence to voltage) [74]. This
ZIP model is formulated as
PL = PL0(
VL
VL0
)kp , (2.14a)
QL = QL0(
VL
VL0
)kq , (2.14b)
kx ≈ 2× Zx + 1× Ix + 0× Px
Zx + Ix + Px
, x ∈ {p, q} (2.14c)
where Px, Zx and Ix are constant power, impedance, and current coefficients for active and
reactive power, x ∈ {p, q}, to determine load sensitivity coefficient, kx [6]. In addition,
PL and QL are active and reactive power after voltage deviation VL; and PL0 and QL0 are
active and reactive power under nominal voltage (VL0), respectively. Note that there is
no ideal constant current or impedance, we use a load voltage-dependent model presented
in [31]. In case of voltage-dependent load, loads are modelled 60% constant impedance,
30% constant current, and 10% constant power loads, i.e., kp = kq = 1.5. Therefore,
loads operate at their nominal voltage prior to any voltage change ∆VL, and load change
∆PL + j∆QL = ((1 + ∆VL)
1.5 − 1) (PL0 + jQL0).
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2.4 Summary
In this chapter, the model of an islanded MG with main components is discussed. Three
main components are considered: 1) inverter-based generation unit, 2) SG, and 3) voltage
dependent load. Frequency and voltage control diagrams of inverter-based generation unit
and SG with corresponding equations are presented. In the case of inverter-based units, a
virtual impedance is added to the voltage control diagram to regulate the output voltage
of inverter-based units.
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Chapter 3
Distributed Frequency and Voltage
Controller Design
This chapter compares the performance of a new distributed frequency and voltage
control method in an islanded MG with the conventional droop control methods. Note
that frequency and voltage control in the islanded MG corresponds to active and reac-
tive power sharing among generation units. Hence, this distributed frequency and voltage
control method is designed as an IPS approach. The IPS controller allows for dispatch-
ing active and reactive power among generation units based on their droop control gains
and operating power capabilities. Furthermore, the IPS controller improves frequency and
voltage regulation compared to conventional droop-based control approach. To describe
the power sharing problem, two DGs in an islanded MG dispatch active and reactive power
under 1) conventional droop control and 2) IPS control approaches.
In the conventional droop-based control, a generator with a higher droop control value
contributes less to compensating load perturbations in the islanded MG. To regulate the
frequency and voltage to nominal values, the secondary controller shifts droop curves. In
conventional approach, this frequency regulation is performed by PID implemented in a
supplementary control loop. Care should be taken to tune the droop controller so as to
avoid making the DGs generate power close to their full-load rating. As an illustration,
Figure 3.1 shows the uniform active and reactive power sharing used to regulate system
frequency and voltage with two DGs. Under conventional power sharing paradigm, active
power of DG2 reaches the maximum value (PDG2) which is unrealistic. In addition, applica-
tion of uniform voltage-regulating ensures that both DG voltage magnitudes are restored to
a common steady-state voltage (V 10 ). However, different reactive power injections and line
impedance effects cause bus voltages to deviate from the common value. It is concluded
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Figure 3.1: Conventional secondary controller for (a) active (b) reactive power sharing before and
after shifting process (SP).
that an ideal power sharing controller should allow for a tuneable compromise between
frequency and voltage regulation and DG operating power capability. It should also keep
voltage between upper and lower limits, while maintaining accurate reactive power sharing.
3.1 Proposed Frequency and Voltage Controller
The IPS controller relies on the distributed communication network to propagate unit
parameter information, including operating and rated power and droop controller gain.
This controller leads to desired frequency and voltage regulation, accurate active power
sharing, and tuneable trade-off between voltage regulation and reactive power sharing.
The distributed architecture aims to reduce the steady-state frequency and voltage errors
with introduction of control signals. The communication structure among DGs is described
by a weighted frequency adjacency matrix, [Wf ], in the order of nG × nG with elements
aij = aji. For instance, if two frequency-controllable units, i and j, are connected, the
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arrays of the adjacency matrix are aij = −aˆij = −1. Same convention is applied to the
voltage adjacency matrix, [Wv], where LCs in charge of reactive power sharing communicate
together to maintain voltage regulation. The voltage adjacency matrix may differ from the
frequency one due to characteristics of generation units in power sharing. Figure 3.2
illustrates the adjacency matrix of frequency when four DGs are connected together via
a communication network. The IPS controller relies on control signals to unevenly shift
Figure 3.2: Frequency adjacency matrix and corresponding graph for four DGs.
frequency and voltage droop curves to achieve better power sharing among generation units.
This uneven shifting process (SP) requires that neighboring units exchange information to
operate in the secondary control. Observe in Figure 3.3 that uneven shifting approach
shares the desired active and reactive power among generation units to maintain frequency
and voltage regulation and operating power capability of generation units.
3.1.1 IPS Control for Frequency Regulation
The control signal achieved from a frequency change, ∆ω, aims to reduce steady-state
error and shifts droop curve. As illustrated in Figure 3.4, [K] is a diagonal matrix illustrat-
ing the fraction of contribution in frequency control based on generation power capability
and droop values (mpi > 0), given by
kii =
(P i − Pe,i)/mpi∑
j∈ΛG(P j − Pe,j)/mpj
, i ∈ ΛG. (3.1)
The LCs communicate with each other by frequency adjacency matrix,[Wf ], to improve
MG stability by having the same control signal, (KftrsI + [Wf ])
−1∆ω(s), for all committed
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Figure 3.3: Uneven SP for (a) active (b) reactive power sharing.
generation units. This correction is aimed to shift all droop control curves by a coefficient
based on ωn − ωss to achieve the desired active power sharing. Operating active power is
calculated according to average model (2.3a) and subtracted from reference active power,
P0. In addition, a frequency-transient matrix, [K
f
tr], is added to the control variable in
order to adjust the speed of frequency restoration. For instance, a smaller Kftr corresponds
to a slower transient frequency response. Updating the IPS frequency controller gain
achieves active power sharing among the generation units, with consideration of frequency
regulation speed (1/mpi) and generation operating power capability (P i − Pe,i).
3.1.2 IPS Control for Voltage Regulation
The IPS controller achieves a trade-off between reactive power sharing and voltage
regulation. As illustrated in Figure 3.5, the LCs communicate with each other by voltage
adjacency matrix, [Wv]. Each unit generates reactive power in proportion to its rated
reactive power in a matrix format ([Q]−1). It regulates the voltage based on a control signal
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Figure 3.4: Diagram of frequency controller in the IPS control with limits on active power change
(∆Pmin,∆Pmax).
consisting of voltage error (Vdi − Vd0) and reactive power sharing of generation units. To
make a trade-off between output voltage and reactive power sharing, the voltage-regulating
controller uses the signal of (Qi/Qi − Qj/Qj), and a Q-V compromise coefficient matrix
[β]. Operating reactive power,Qi, is calculated according to average model (2.3b) and
subtracted from reference active power, Q0. Similar to frequency consensus, a diagonal
matrix, [κ], is represented as the fraction of generation units’ contribution in the voltage
regulation based on operating reactive power capability and voltage droop value, npi > 0,
given by
κii =
(Qi −Qe,i)/npi∑
j∈ΛG(Qj −Qe,j)/npj
, i ∈ ΛG. (3.2)
To adjust the speed of voltage response in system control, a voltage-transient coefficient
is added to the IPS model. In addition, voltage regulation and reactive power sharing are
compromised by a V-Q gain to achieve a common bus voltage and semi-equal reactive power
sharing. This tuning sets up a leader-follower relationship among generation units, where
equal voltages at DGs cause undesired reactive power distribution. As depicted in Fig. 3.3
(b), the V-Q compromise gain allows voltage to deviate from the nominal value to share
semi-equal reactive power values (semi-equal signals for xi mean xi ≈ xj, i 6= j). Note that
β = 0 means there is no voltage regulation, and β = 1 shows a highly voltage-regulating
controller. Table 3.1 summarizes qualitative effect of IPS coefficients.
3.1.3 Power Flow Constraints
To solve the power flow of any system, the first step is to identify the types of buses
present in that system. In a multi-source islanded microgrid, the assumption of any DG to
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Figure 3.5: The schematic of voltage-regulating IPS control bounded by reactive power changes
(∆Qmin,∆Qmax).
Table 3.1: Sensitivity analysis in changing IPS coefficients
Gain Analytical effect upon increase
ki Increases active power sharing at DGi
κi Increases reactive power sharing at DGi
Kftr Accelerates frequency regulation for DGs
Kvtr Accelerates voltage regulation for DGs
βi Improves voltage regulation at DGi
act as a slack bus is inoperative as there is no single DG capable of maintaining the system
frequency and its local bus voltage constant In this study, we re-classify the bus types for
islanded MGs as follows:
1. PQ bus: The active and reactive powers of the bust are dependent upon the voltage
magnitude:
Pi + jQi = Pi,0(
Vi
Vi,0
)kp +Qi,0(
Vi
Vi,0
)kq , i ∈ ΛL. (3.3)
2. PV bus: The generated active and reactive powers (Pi + jQi, i ∈ ΛG) are calculated
from Figures (3.4) and (3.5).
For Ng number of PV buses in the system, the sum of active and reactive powers (Psys +
jQsys) can be represented as
Psys + jQsys =
∑
i∈ΛG
(Pi + jQi). (3.4)
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Define impedances zij = |zij|∠−φij for angles φij ∈ [−pi/2, pi/2] for all {ij} ∈ B, admittance
matrix Y with elements yij = yji = −1/zij for i 6= j, and yii =
∑
j∈ΛG 1/zij. Each bus is
associated with an electrical injection Si = Pi+ jQi, and voltage phasor Vi∠θi with Vi > 0.
The calculated active and reactive nodal power injections are given by [75]:
Pc,i + jQc,i =
∑
j∈Λ
YijViVje
(φij−θi−θj), i ∈ Λ = ΛG ∪ ΛL. (3.5)
These calculated powers are compared with scheduled power obtained from (3.3) and Fig-
ures (3.4) and (3.5) to get mismatch matrix (∆), given by
∆ = [P T − P Tc , QT −QTc ]T , (3.6)
where P + jQ is matrix of scheduled power. Pc + jQc is matrix of calculated power.
Equation (3.5) are then differentiated with respect to the voltage angle and magnitude to
achieve the Jacobian matrix. Once the Jacobian matrix, J , is obtained, the voltage angle
and magnitude for all buses for the (i + 1) iteration can be calculated as xi+1 = xi+J−1.∆,
where x = [θT , V T ]T . In order to solve for the voltage angle and magnitude of a droop
bus at the (i+1) iteration, the active and reactive powers of the droop buses need to be
calculated (to be added to the mismatch matrix).
Ptot + jQtot is the sum of the total power demand and power loss Ploss + jQloss, given by
Ptot + jQtot =
∑
i∈ΛL
(Pi + jQi) + Ploss + jQloss,
∑
i∈ΛL
(Pi + jQi) +
1
2
∑
i∈Λ
∑
j∈Λ
(
Yij(V
∗
k Vj + VkV
∗
j )
)
, Λ = ΛG ∪ ΛL. (3.7)
The modified mismatch matrix (∆∗ = [∆, Psys−Ptot]) is comprised from mismatch matrix,
Delta, and the difference between Psys and Ptot. The objective is to make the modified
mismatch matrix equal to zero. The theory behind MNR involves consideration of a
mismatched power matrix and corresponding Jacobian matrix in an iteration process. This
algorithm is fully explained in [75]. It should be noted that conventional Newton Raphson
method has certain drawbacks such as lack of slack bus, sparse admittance matrix in
the case of inverter-based MG, and inconsistency of voltage and frequency due to droop
characteristics. Hence, the IPS approach uses modified Newton-Raphson (MNR), taking
account the droop characteristics of generation units.
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3.1.4 Adaptive Virtual Impedance
To better illustrate the virtual impedance model, we denote V ∗i as output voltage
of generator, δV ∗i as voltage drop due to virtual impedance, δVi as voltage drop due to
∆Ri + j∆Xi, and VPCC as PCC voltage. Note that with a properly designed voltage
controller, the voltages at output LCL filter of the DG match reference voltage V ∗i + δV
∗
i
at steady-state value. Based on Figure 3.6 and (2.9), we have
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Figure 3.6: Detailed network model for virtual impedance analysis.
∆Vi ≈ ∆Vc + δVi, (3.8a)
∆Vc =
XiQi +RiPi
V0
, (3.8b)
δVi =
∆XiQi + ∆RiPi
V0
, i ∈ ΛG (3.8c)
where ∆Vc is the constant voltage drop for all generation units in (3.8b). The effect of
voltage drop mismatch due to ∆Xi and ∆Ri on reactive power sharing represented in (3.8c)
can be compensated by virtual impedance (Zvi = Rvi + jXvi) which modifies the reference
voltage V ∗i . The reference voltage shown in Figure 3.6 is given by
V ∗i = VPCC + ∆Vc, (3.9a)
δV ∗i + δVi = 0, i ∈ ΛG. (3.9b)
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Using a simple approximation equation (3.9a), the virtual impedance calculation is simpli-
fied to
− Xv,iQi +Rv,iPi
V0
≈ ∆XiQi + ∆RiPi
V0
, (3.10a)
Rv,i = fsv,iRi (3.10b)
Xv,i = fsv,iXi, (3.10c)
fsv,i ≈ −∆Xi + ∆Ri(Pi/Qi)
Xi +Ri(Pi/Qi)
, i ∈ ΛG (3.10d)
where the virtual impedance sensitivity variable, fsv,i, converts inputs of deviation over cal-
culated virtual resistance and inductance to smooth virtual impedance. In addition, this
variable can be adjusted by a sensitivity analysis of bus voltage with respect to deviations
of virtual impedance [41]. As illustrated in Figure 3.7, the proposed virtual impedance
compensates for voltage drop across the feeder impedance with active and reactive ref-
erence power P and Q of generator. Virtual resistance and reactance are implemented
in dq-coordinates where ∆vd and ∆vq represent voltage drop across the feeder impedance
in both coordinates. Resistance and inductance changes are limited by the constraints
[∆Rminv ,∆R
max
v ] and [∆X
min
v ,∆X
max
v ], respectively. Existing virtual impedances are de-
signed to compensate the mismatch in output impedances in the closed-loop controlled
DG units. The drawback of virtual impedance techniques is that they require knowledge
of feeder impedances which is often not readily available. In this study, a sensitivity vari-
able is utilized to tune the virtual impedances in order to compensate for the mismatch in
voltage drops across feeders. This variable is achieved for each DG unit individually. The
proposed virtual impedance is straightforward to implement and does not require knowl-
edge of the network. Furthermore, this proposed virtual impedance is insensitive to time
delays in the communication channels which are utilized in the distributed scheme. Note
that accurate reactive power sharing causes voltage deviation in load perturbations; hence,
frequent changes of virtual impedance are necessary when voltage is deviated from the
nominal value.
3.1.5 Voltage based Frequency Controller of SG
Due to use of voltage dependent loads and non-linearity in the perturbation behaviours,
the AVR and frequency droop control of SGs presented in Chapter 2 are combined to sta-
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Figure 3.7: Adaptive virtual impendance in the IPS scheme.
bilize SG. Figure 3.8 depicts the voltage based frequency control of SG in an islanded MG.
Input signal to voltage based frequency controller of SG (VFCSG) is the active load varia-
tion ∆PL. This load variation causes system frequency deviations from the nominal value.
Frequency error signal achieved from the droop control loop is passed through proportional
and integral (PI) module with respective gains of KP and KI to reduce the steady-state
voltage error. Then, a lead-lag block with time constants τ1 and τ2 compensates for input
and output of voltage control loops. This frequency-voltage controller introduces a gain,
Kδi, which damps the oscillation generated by the frequency control loop, and determines
the relation between system’s operating frequency and voltage. Observe that this VFCSG
acts in a structure similar to that of a power system stabilizer (PSS); however, the fun-
damental differences exist in performance of VFCSG and PSS. Although PSS performs
to mitigate low frequency oscillations in the range of 1-2 Hz which are common in large
power systems with inter-transmission tie lines, the VFCSG is designed to reduce effects
of large frequency changes. PSS uses derivatives of rotor frequency of SG, whereas the
VFCSG acts on proportional-integral of frequency change to play a vital role as a virtual
reserve that covers the active power mismatch and avoids MG instabilities. Similar to
the controller of an inverter-based generator, the VFCSG uses diffusive averaging terms to
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mitigate the steady-state error in frequency regulation. Note that voltage-based controller
and IPS gains stabilize SGs in load perturbations, while inverter-based generators use only
IPS gains for generator stability. This approach is the same as voltage-based frequency
controller (VFC) presented in [31].
-
-
-
-
+
-
++
Figure 3.8: VFCSG model for the ith SG [31, 34].
3.2 Small-Perturbation Stability
A small-perturbation model is carried out using eigenvalue analysis by linearizing the
islanded MG. Although this approach is only valid around operating points, it presents
the necessity condition for MG stability. To analyze the eigenvalue study, a small-signal
model of a whole MG is obtained at a specific operation point. MG state-space model
is divided into three state-space sub-modules: the generator, network, and load. From
Figure 3.9, individual inverter and SG models are established for the IPS control approach,
and then combined to create the comprehensive generator state-space model. Finally, the
combination of generator, network, and load state-space models obtains an MG state-space
matrix. General representations of state-space models for inverter-based DG, SG, network,
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Network State Space Model
DGnDG2DG1
Load2Load1 Loadn
Figure 3.9: Block diagram of complete small-signal state-space model of MG.
and load sub-modules are written as follows:
∆x˙ = A(g)∆x+B(g)∆ux
∆y = C(g)∆x+ C(g)y ∆uy, g ∈ {INV, SG,Ld, Ln} (3.11)
where [∆y] is the output vector, and [∆x] is the state vector of mentioned sub-modules.
3.2.1 State-Space Model of Individual Voltage Source Inverter
Voltage source inverter consists of power, voltage, and current controllers, an LCL filter,
and a coupling inductance [76]. Voltage and current notations on d and q axis are defined
as follow:
xs,dq = [xs,d xs,q]
T , x ∈ {v, i}, s ∈ {o, l}. (3.12)
To connect an inverter to the MG, output variables xs,qd need to be converted to the com-
mon reference coordinates (DQ). Axis set (DQ) is the common reference frame rotating at
frequency ωcom, whereas (dqi) and (dqj) are the reference frames of the i
th and jth inverters
at ωi and ωj, respectively [58]. Reverse transformation (DQ→ dq) of xs and inverter angle
δ are given by
xs,dq = T
−1
dq xs,DQ + Tδ−1δ,
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T−1dq =
[
cos(δi) sin(δi)
−sin(δi) cos(δi)
]
,
Tδ−1 =
[−xs,Dsin(δi) + xs,Qcos(δi)
−xs,Dcos(δi)− xs,Qsin(δi)
]
. (3.13a)
Based on inverter model presented in Chapter 2, state-space model of an individual inverter
can be written as

∆θ˙
∆P˙
∆Q˙
∆S˙v
 = A(p)

∆θ
∆P
∆Q
∆Sv
+B(p)
∆il,dq∆vo,dq
∆io,dq
+B(p)ωcom∆ωcom (3.14a)
[
∆ω
∆v∗o,dq
]
=
[
C
(p)
δ
C
(p)
PQ
]
∆θ
∆P
∆Q
∆Sv
 , (3.14b)
A(p) =

K −mp 0 0
0 −ωc 0 0
0 0 −ωc 0
0 0 0 0
 , (3.14c)
C
(p)
PQ =
[
0 0 −nq −κβ
0 0 0 0
]
, (3.14d)
B(p) =

0 0 0 0 0 0
0 0 ωcIo,d −ωcIo,q ωcVo,d ωcVo,q
0 0 ωcIo,q −ωcIo,d ωcVo,q ωcVo,d
0 0 1 0 0 0
 , (3.14e)
C
(p)
δ =
[
0 −mp 0 0
]
, (3.14f)
B(p)ωcom =
[−1 0 0 0]T , (3.14g)
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where Sv is used to handle an integral over voltage magnitude. We denote a difference
between an individual inverter reference and common reference frame, ∆ωcom, by
∆θcom =
∫
(∆ω −∆ωcom)dt. (3.15)
Generally, a PID control is used for both voltage and current controllers to change the
line current magnitude flowing the coupling inductance. This current change affects the
reference voltage of an inverter vi,dq by utilizing slack variables γdq and υdq calculated by the
integral over reference signals from power and voltage controllers. The virtual impedance
rv + jXv is added to the current controller to regulate output voltage. Under the virtual
impedance paradigm, algebraic equations for the current controller are given by
vnewi,d = −rvil,d +Xvil,q + voldi,d , (3.16a)
vnewi,q = −rvil,q −Xvil,d + voldi,q . (3.16b)
State-space models for the voltage and current controllers and LCL filter are given in
Appendix A [76]. A complete model of an individual inverter can be achieved by combining
the state-space model of the power controller, voltage and current controllers, and LCL
filter (See Appendix A). In total, there are 14 state variables, 3 inputs, and 2 outputs in
each inverter model [58]:
∆x˙(INV ) = A(INV )∆x(INV ) +B(INV )∆v
(INV )
b,DQ +B
(INV )
ωcom ∆ωcom (3.17a)[
∆ω(INV )
∆i
(INV )
o,DQ
]
=
[
C
(INV )
ω
C
(INV )
io,DQ
]
∆x(INV ), (3.17b)
where the state variables are defined as follows:
∆x(INV ) = [∆δ(INV ) ∆P (INV ) ∆Q(INV ) ∆S(INV )v (3.18)
∆υ
(INV )
dq ∆γ
(INV )
dq ∆i
(INV )
l,dq ∆v
(INV )
o,dq ∆i
(INV )
o,dq ]
T .
3.2.2 State-Space Model of Individual SG
The SG model consists of stator and rotor windings, exciter, governor, turbine, and
AVR, which have been modelled in Chapter 2. A full explanation of the SG model is
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presented in Appendix A [77, 78].
3.2.3 State-Space Model of Lines and Loads
The islanded MG has the different types of loads categorized as passive and active.
Passive loads are classified as resistive loads (R-type), impedance loads (RL-type), and
constant power loads (PQ-type). Active loads are defined only as inverter-interfaced load,
and modelled similar to the inverter-based generator. The voltage dependent load pre-
sented in Chapter 2 is modeled in this section. The small-signal model of lines Ln and
passive loads Ld is given by
∆i˙x,DQ =A
(x)∆ix,DQ +B
(x)
vb,DQ
∆vb,DQ +B
(x)
ω ∆ω, x ∈ {Ld, Ln} (3.19)
where vb,DQ and ix,DQ are output voltage and current flowing from lines and into loads,
respectively. All matrices are given in Appendix A [58, 76].
3.2.4 Complete Model of the Islanded MG
Line and load models are presented in Appendix A. A comprehensive model of the
islanded MG can be obtained by combining state-space models of generators, network, and
loads through mapping matrices. These matrices connect output currents of generators or
loads to nodes. Assume that the bus in islanded MG is a node; then, generators and
load exchange current through that node. To model output voltage, a virtual resistor
is assumed between each node and ground. This resistor is sufficiently large to have
minimum influence on MG stability [76]. Hence, output voltage of the islanded MG with
nG generators connected together via nLn lines to meet requirement of nLd loads is given
by
∆vb,DQ =RN
(
MINV ∆io,DQ +MSG∆io,DQ −MLd∆iLd,DQ +MLn∆iLn,DQ
)
. (3.20)
Complete state-space model of the islanded MG is given by ∆x˙(G)∆i˙Ln,DQ
∆i˙Ld,DQ
 = A(MG)
 ∆x(G)∆iLn,DQ
∆iLd,DQ
 (3.21a)
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∆x(G) =
[
∆x(INV )
∆x(SG)
]
, (3.21b)
where A(MG) is given in (3.22a).
A(MG) =

A(G) +B(G)RNMGC
(G) B(G)RNMLn B
(G)RNMLd
B
(Ln)
vb,DQRNMGC
(G) +B
(Ln)
ω C
(G)
ω A(Ln) +B
(Ln)
vb,DQRNMLn B
(Ln)
vb,DQRNMLd
B
(Ld)
vb,DQRNMGC
(G) +B
(Ld)
ω C
(G)
ω B
(Ld)
vb,DQRNMLn A
(Ld) +B
(Ld)
vb,DQRNMLd

(3.22a)
X(G) =
[
X(INV )
X(SG)
]
, X ∈ {A,B,C,Cω}
RN =
{
rN , i = j
0, i 6= j , (3.22b)
MG(i, j) =
{
+1, Gj → nodei
0, o.w.
, (3.22c)
MLd(i, j) =
{
−1, Ldj → nodei
0, o.w.
, (3.22d)
MLn(i, j) =

−1, iLn(j,i) < 0, Lnj → nodei
+1, iLn(j,i) > 0, Lnj → nodei
0, o.w.
(3.22e)
MG stability is reflected by the eigenvalues of matrix, A(MG), which are determined by a
characteristic equation ∆(λ):
∆(λ(k, κ)) = λI0 − A(MG), (3.23a)
det ∆(λ(k, κ)) = 0. (3.23b)
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Eigenvalues are often referred to as modes, and reveal different frequency components in the
islanded MG. Given ∆x(G), descriptor system is stable if all roots in (3.23a) are in the open
left-hand plane. Figure 3.10 summarizes the IPS approach used to share active and reactive
power while maintaining frequency and voltage regulation. The IPS approach guarantees
MG stability with changing of the frequency and voltage controller gains. Care should
be taken to tune these controller gains so as to ensure that overall MG stability margin
exceeds the minimum threshold Sm. Otherwise, the IPS approach sheds some loads when
these gains are not effective. The stability index, Sm, represents the stability margin loss
and improvement due to any change in effective parameters or loading operating point.
Ψ0 and Ψj are defined as the stability margin in base and load condition when the j
th
controller gain is changed, given by
Ψ = arg max
λ
R(λ(k, κ, np,mp)), (3.24a)
Sm =
Ψj
Ψ0
× 100 %. (3.24b)
In general, the IPS parameters are much dependent on the stability margin threshold. The
relation between changes in IPS parameters and MG stability determines the number of
iterations. Note that a sensitivity analysis determines dominant eigenvalue corresponded
to controllers of each generation unit. Therefore, frequency instability happens when one
dominant eigenvalue corresponded to a generation unit moves to right-side of root locus
coordination.
3.3 Numerical Results
To validate the effectiveness of the proposed IPS controller for an islanded MG, a
modified CIGRE benchmark for a medium voltage network is implemented in MAT-
LAB/SIMULINK. A general schematic of the CIGRE test case is shown in Figure 3.11
[31]. This European medium-voltage benchmark features the total installed DG capac-
ity of 3.5 MVA. The total load in the system is 2 MVA which consists of 60% constant
impedance, 30% constant current, and 10% constant power loads, i.e., kp = kq = 1.5.
The MG includes three diesel-based SGs connected to buses #1 and #3, one wind turbine
(WT) in bus #11, and one ESS in bus #6. The total rating power of SGs in bus #1 is
1200 kVA, and an SG in bus #3 has the maximum nominal power of 1000 kVA.
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Figure 3.10: Flowchart of the proposed IPS scheme.
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The WT is a three blade HW43 with rated power of 600 kW and SG model type.
The rated wind speed of WT is 14.5 m/s [79]. The ESS in bus #6 has a maximum
power rating of 825 kW and a capacity of 6000 kWh. It is connected to the AC link
through a bidirectional voltage source inverter. Acceptable minimum SOC of ESS is 600
kWh. In this test case, we consider one ESS and three diesel-based SGs to highlight
the effect of IPS model on output power of a single ESS. Note that consideration of one
ESS emphasizes the impact of IPS on power sharing when the ESS is close to its rated
power. However, the proposed IPS discussed in this chapter does not depend on the
number of ESSs; thus, it is expected that this control technique would demonstrate similar
performance in more realistic test systems. The multi-master control technique is applied
on MG operation due to contribution of all controllable units in power sharing approach.
Feeders are connected together via 14 coupled pi sections. The MG is assumed to be a
resistance dominated network. A detailed description of the test system and parameters is
provided in Appendix B [9]. The communication network topology is fully-connected for
both frequency and voltage control. Therefore, the communication weight between LCs i
and j is chosen as aij = 1 and bij = 1 in Wf and Wv, respectively.
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Figure 3.11: 14-bus modified CIGRE benchmark of islanded MG [31].
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For the initial values of VFCSG, we test different values for time-constants τ1 and
τ2; the best performance is obtained from trial and error method at 0.015 s and 0.75 s,
respectively. Trial and error test on VFCSG gain indicates that, by increasing Kδ, the
MG damping metric increases until it reaches a certain point where any further increment
of Kδ deteriorates the overall MG damping. Observe that Kδ = 1.5 results in the best
stability margin and MG damping; thus, we choose this value as the VFCSG gain for
time-domain simulation studies. This section is organized into four studies, starting with
characterization of the IPS control performance, and examining the IPS control robustness
under wind fluctuations, disconnection of generation units, and plug and play functionality.
3.3.1 Critical Eigenvalues versus IPS Controller Parameters
Dominant eigenvalues are analyzed to evaluate the IPS impact on the MG’s small-
perturbation stability. These eigenvalues are determined from the procedure outlined in
(3.22a)-(3.23a). Trajectory of dominant eigenvalues in the IPS approach is compared with
that in the conventional frequency droop controller (Base) under various controller gains.
Note that the conventional droop controller is designed according to the direct relationship
between frequency and active power or voltage and reactive power. It is chosen as base
approach because of its superiority in stable power sharing over other approaches such
as angle-based algorithm. We assume that the initial MG parameters are obtained from
steady-state operating conditions in MATLAB/SIMULINK.
A stability sensitivity index is defined to evaluate MG stability in response to frequency
and voltage controller gains [K,κ,mp, np]. Generally, this is a manifestation of IPS robust-
ness, in which the dominant eigenvalue λ changes according to the jth controller gain xj
by ∂λ/∂xj. From Table 3.2, it can be seen that the dominant eigenvalue is more sensitive
to frequency and voltage control parameters in the base approach when compared to IPS
gains. Increasing either feedback gains mp or np to share active or reactive power results
in an increasingly dominant eigenvalue change. Observe that the IPS controller is capable
of providing same power sharing with 50% improvement in the stability sensitivity index.
Figure 3.12 compares the impact of the controller gains in the IPS approach, K,κ, with
base model, mp, np, on the MG transient performance. To do this, loads on all buses are
changed at intervals around steady-state equilibrium. In the base approach, droop gains
are changed to maintain uniform power sharing among generation units. Note that gen-
eration units with lower droop gains contribute more in the load changes. As depicted in
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Figure 3.12, the dominant eigenvalues are strongly associated with frequency control dy-
namics, while overall damping of MG is dependent on eigenvalues of the voltage controller.
From Figure 3.12, it can be seen that as mp decreases, dominant eigenvalue reaches a point
whereas for further increase in gain, the MG cannot remain in stable region. Decreasing
mp of a single generator by less than half of initial droop gain (mp0), dominant modes in
the system are forced to the right side of root-locus coordination. By the same convention,
continuing the change of voltage droop gain (np), dominant eigenvalues move to the right
side of root-locus coordination, leading to MG instability.
As observed in Figure 3.12, the corresponding IPS controller gains for frequency (K) and
voltage (κ) are changed to achieve power sharing similar to the base approach. Increasing
K and κ has effects nearly identical to decreasing mp and np on power sharing among
generation units, respectively. Traces of eigenvalues prove the robustness of IPS controller
gains in response to load changes. Note that the IPS controller preserves MG stability even
though the droop gain change causes instability when performing in the same operational
mode.
K increasing
(a)
(b)
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Figure 3.12: Traces of eigenvalues as a function of base controller and corresponding IPS gains
for (a) active power: 0.5mp0 ≤ mp ≤ 2mp0, 0.8K0 ≤ K ≤ 1.6K0; (b) reactive power: 0.5np0 ≤
np ≤ 32np0, 0.75κ0 ≤ κ ≤ 2.5κ0. Blue circle indicates the steady-state operation.
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In the base approach, Sm changes from 112% at 2mp0 to -85% (negative sign due to
being in an unstable region) at 0.5mp0. To have the same power sharing behaviour, the
proposed IPS changes Sm from 104% at 0.8K0 to 80% at 1.6K0, thus demonstrating more
robustness in frequency regulation than the base controller.
To better evaluate effectiveness of the IPS on voltage regulation, κ is changed from 0.75 to
2.5, while np changes from 32 to 0.5 times of nominal value np0. Note that a small droop
gain is essential to improve transient response of generation units and share power among
them. This small droop gain reduces stability margin with growth of load, and increases
reactive power sharing error to nominal values. As under the frequency control, the base
model varies Sm from 125% in value of 32np0 to 106% for 0.5np0, whereas the IPS forces
Sm from 124% at 0.75κ0 to 113% at 2.5κ0.
Table 3.2: Dominant eigenvalue sensitivity
Frequency Voltage
Base ∂λ/∂mp : 4.6 ∂λ/∂np : 2.4
IPS ∂λ/∂k : 2.1 ∂λ/∂κ : 1.6
3.3.2 IPS Performance in Renewable Power Fluctuations
(Scenario 1)
Effectiveness of the IPS during renewable energy fluctuations is evaluated by comparing
the MG response to wind power variations in three different techniques:
• Base model: It is called the conventional droop controller. In the frequency controller,
it uses a linear relationship between frequency and active power. Same convention
is applied on voltage droop controller (i.e., linear relationship between voltage and
reactive power).
• VFC model: This technique uses a voltage-based frequency controller as discussed in
Subsection 3.1.5. This controller is fully explained in [31].
• IPS model
The WT power fluctuates between 15% and 65% of 800 kVA [9]. Figure 3.13 shows the
MG frequency dynamics for three cases. First, considering frequency dynamics in Figure
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Figure 3.13: Frequency response for base, VFC, and IPS models in variation of WT power.
3.13, frequency deviation experienced under the IPS approach is quickly eliminated by
distributed controller gains. This approach causes frequency regulation to be maintained
throughout wind fluctuation with minimal transients. Note that IPS approach uses the
advantage of VFC as presented in Subsection 3.1.5; hence, frequency response of IPS model
is similar to that of the VFC model.
It is noted that the ESS has a significant effect in compensating for wind variation, and
that active power output of diesel-based SGs undergoes no significant changes. Figures
3.14 and 3.15 depict voltage profile of two buses in three approaches. Observe that voltage
variations in the base controller are preserved within operating voltage range of 0.98-1.02
p.u., different from those under the IPS and VFC approaches with ±0.05 p.u. voltage
error. It is noteworthy to mention that IPS utilizes the virtual impedances and distributed
variables (Ωi, ei) to enhance voltage profiles comparing to those of VFC model. To elab-
orate on impact of Q-V compromise factor on voltage regulation, a sensitivity analysis is
performed on β in Table 3.3. Increasing the feedback gain β results in increasingly voltage
regulation on bus #3, and decreases reactive power sharing of diesel-based SG #3.
The ESS connected to bus #6 operates in unity power factor under the voltage source
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Figure 3.14: Voltage profile of bus# 1 in cases of base, VFC, and IPS controllers in variation of
WT power.
control paradigm; the discharging and charging ramp-rate is 30 MW/Hz, which is an
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Figure 3.15: Voltage profile of bus# 3 in cases of base, VFC, and IPS controllers in variation of
WT power.
Table 3.3: Reactive power sharing and voltage regulation on bus #3
β = 0 β = 0.5 β = 1
Voltage (p.u.) 0.95 0.96 0.98
Reactive Power (kVAr) 430 417 395
approximately zero power-frequency droop. To better evaluate the IPS controller, a fre-
quency and voltage droop for the ESS is considered. Figure 3.16 demonstrates that the
diesel-based SGs make no contribution in the base approach, but have a significant com-
mitment to generate active power in the IPS controller. It can be seen that VFC utilizes
the diesel-based SGs less than IPS model due to lack of power sharing control.
Observe in Figure 3.17 that the ESS generates up to 800 kW of the active power and
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Figure 3.16: Active power output of diesel-based SG #3 due to wind power fluctuation.
40 kWh of total energy. When wind power continues fluctuating for an hour, sufficient
ESS is needed to respond to the MG requirement. However, ESS implementation can be
expensive, at normal prices, typically $5-12k per kWh [31]. Active power sharing is pre-
cisely shared among diesel-based SGs and battery throughout entire time-simulation. This
power sharing behaviour is identical in all other studies, and hence reactive power shar-
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ing plots are omitted due to space considerations. Note that ESS generates more power in
case of VFC comparing to IPS model because there is no control on accurate power sharing.
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Figure 3.17: Active power output of ESS due to wind power fluctuation.
Additionally, the small frequency droop gain forces the ESS to dispatch significantly
during the wind power fluctuations, whereas diesel-based SGs still have operating power
capabilities to be dispatched. Figure 3.18 and 3.19 show operating power capability of
diesel-based SG #3 and the ESS in three cases. In the VFC model, ESS reaches its rated
power in t =[18 33]s, and there is no available power for future dispatch.
From Figure 3.18, the diesel-based SG #3 in VFC approach has no contribution in active
 IPS 
Figure 3.18: Operating power capability of diesel-based SG in wind power fluctuation.
power sharing at t =40s, whereas the MG utilizes the ESS power significantly. Observe that
IPS is capable of enhancing active power contribution of diesel-based SG #3 from 22% to
30%, and decreasing it in ESS from 48% to 37%. The rest of power contribution belongs to
diesel-based SG #1. Without loss of generality, the IPS controller dispatches active power
among units to keep operating power capability for all generation units uniformly. Voltage
control performance of the base model is highly dependent on voltage droop gain (np).
Impact of np on the voltage is shown in Figure 3.20. As np decreases, voltage variations are
shifted up to reach the nominal value. In addition, it can be concluded that adaptive virtual
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 IPS
Figure 3.19: Operating power capability of ESS in wind power fluctuation.
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Figure 3.20: Voltage response of the system with different np in bus #3.
impedance improves voltage deviation of bus #6; thus, voltage regulation is maintained
throughout wind power changes with minimal transients. As virtual impedance gain (fsv)
increases, voltage variations are shifted up to reach the nominal value. This increment
of virtual impedance gain is effective on voltage regulation until reaching to a certain
threshold (fsv = 0.25). Any further increment in virtual impedance gain reduces the
impedance connected to AC link; hence, it can cause MG instability. Output voltages
on buses are regulated to their nominal values according to the integral-term in the IPS
scheme and the implementation of virtual impedance. However, reactive power sharing
has an error Qerr (= (Qi − Qi0)/Qi0) around 4.2% and -3.1% for diesel-based SGs #1
and #3, respectively. Table 3.4 lists power sharing among the ESS and diesel-based SGs
under inhomogeneous IPS controller gains. Control parameters except the IPS parameters,
are same as in Scenario 1. Note that these controller gains result in a varying transient
frequency response, whereas MG stability is unchanged. Due to reactive characteristics of
demand, load power changes from 462 kW to 443 kW. As illustrated in Table 3.4, increasing
the IPS controller gain for diesel-based SG #1 changes the active power of that DG from
68 kW to 101 kW, while the ESS decreases its power contribution from 244 kW to 198 kW.
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Figure 3.21: Effectiveness of adaptive virtual impedance implementation on output voltage.
Table 3.4: Impact of IPS controller gains on power sharing and frequency variation
IPS Gains Load (kW) Frequency (Hz) Power (kW)[PF]%
KD1, KD3, KESS ∆PL ∆f ∆PD1, ∆PD3, ∆PESS
1, 1, 1 462 0.00004 68, 150, 244 [14, 32, 54]%
1.01, 1, 0.99 458 0.00007 74, 149, 235 [16, 32, 52]%
1.02, 1, 0.98 456 0.00002 88, 147, 221 [19, 32, 49]%
1.03, 1, 0.97 452 0.0012 93, 146, 213 [21, 32, 47]%
1.1, 1, 0.9 443 0.002 101, 144, 198 [23, 33, 44]%
However, once ESS’s PF in active power sharing reaches 44% from 54%, the IPS controller
is not capable of regulating the MG frequency close to zero steady-state error.
The qualitative impacts of IPS controller gain on MG transient performance and steady-
state equilibrium are summarized in Table 3.5. The IPS controller offers several advantages
as well as accurate power sharing and frequency and voltage regulation. Two transient
coefficients of the IPS controller reduce settling time of frequency and voltage regulation
up to 20%. Observe that as these transient coefficients increase, the settling times reach
certain points that for further increase in them, the settling times are unchanged. Note
that voltage response of the MG with Q-V compromise factor is significantly improved
with a steady-state voltage of around 0.98 p.u., whereas the reactive power sharing is not
accurate.
3.3.3 IPS Performance in Disconnection of DGs (Scenario 2)
To better evaluate performance of the IPS during large disturbances, diesel-based SG
#1 is disconnected at t =1 s. Prior to this disconnection, the MG is assumed to be in
steady-state condition. For simplicity of analysis, instantaneous active power output of the
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Table 3.5: Performance analysis in changing IPS controller gains for SG #3
Gains From To Analytical effect upon change
K3 0.8K0 1.6K0 Increases active power sharing, Sm: 104%→ 80%
κ3 0.75κ0 2.5κ0 Increase reactive power sharing, Sm: 124%→ 113%
Kftr 0.5 1 Frequency regulation: tset: 2.45 s→ 2 s
Kvtr 0.5 1 Voltage regulation: tset: 2.1 s→ 1.85 s
β3 0.5 1 V3: 0.97 p.u.→ 0.98 p.u., Qerr: 1.8%→2.4%
* The arrow (→) denotes gain change from initial value to final value.
wind turbine is considered to be constant during the disconnection. Figure 3.22 depicts
frequency response for three different approaches, i.e., base, VFC, and IPS models. For
the base model, frequency drops below 59.7 Hz after disconnection of DG, which is beyond
the allowable frequency limit. Application of VFC improves steady-state frequency by
around 59.9 Hz, whereas frequency remains within acceptable limits; therefore the MG
does not need the load curtailment. The IPS controller restores frequency to nominal
value with a slightly higher settling time as compared with the base model. Figure 3.23
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Figure 3.22: Frequency response of MG during disconnection of diesel-based SG #1.
illustrates corresponding active power of diesel-based SG #3 after the disturbance at t =1
s. The fast-acting characteristics of ESS do not allow the diesel-based SG to operate during
disturbance in the base model; hence, ESS does not exceed the maximum rating power
800 kW and 2 kWh energy in exchange of loads. From Figure 3.24, it is observed that
diesel-based SG #3 in VFC model has no significant change since ESS compensates for
the disconnection of SG #1. The IPS controller releases operating power capability of
ESS only 3 seconds after a disturbance; thus this controller forces diesel-based SG #3 to
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generate about 440 kW more than that of VFC model. Figure 3.23 presents reactive power
generated by diesel-based SG #3. Due to voltage drop on buses, reactive power generation
of diesel-based SG #3 is decreased to 200 kVAr in the base approach. However, the IPS
controller preserves voltage magnitudes within ± 0.05 p.u. voltage error.
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Figure 3.23: Active and reactive output power of diesel-based SG #3 in Scenario 2.
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Figure 3.24: Active output power of ESS in Scenario 2.
3.3.4 Plug and Play Functionality of IPS Controller (Scenario 3)
The plug and play functionality is tested by disconnecting diesel-based SG #1 at t =
20 s, and reconnecting at t = 40 s. A synchronization action is used in the downtime
to synchronize SG #1 with the remaining islanded MG before re-connection. Control
parameters are same as Scenario 1. Two frequency and voltage indexes are defined to
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Table 3.6: IPS performance under plug and play operation of SG #1
Base VFC IPS
Frequency (Hz) 59.79 59.98 59.99
Voltage (p.u) 0.99 0.97 0.98
ESS Utilization (kWh) - 4.19 3.12
evaluate the IPS performance during this process. Table 3.6 shows that the IPS controller
reduces frequency deviation, max{|∆ω(t)|}, during the plug and play functionality. In
addition, it is concluded that the impact of this process on voltage deviation on bus #1,
max{|∆V1(t)|}, is negligible for the base approach compared to the VFC and IPS models.
The ESS utilization is reported on Table 3.6. Observe that using IPS controller, the ESS
utilization decreases by 30%, and results in saving active energy of around 1.07 kWh for
each plug and play functionality. Without loss of generality, the IPS controller maintains
accurate power sharing as well as frequency and voltage regulation despite connection and
disconnection of SG #1.
3.4 Summary
In this chapter, an IPS approach is proposed for islanded MGs. Based on the realistic
analysis and the simulation results shown in this chapter, the IPS controller results in
frequency and voltage regulation, while sharing power proportionally to generation units’
operating power capabilities and their droop control values. The IPS controller gains
can be tuned to achieve either voltage regulation, reactive power sharing, or a compro-
mise between them. A mathematical model of small-perturbation stability is presented
along with a performance analysis. By properly tuning changes in IPS parameters, it is
demonstrated that the IPS controller provides zero steady-state errors in MG frequency,
unlike conventional control models. This controller reduces the dependency on ESSs by
distributing operating power capabilities of generation units over a wide time-horizon. Fur-
thermore, the IPS controller decreases the impact of large disturbances on the MG, such
as the disconnection of DGs and plug and play functionality. The IPS controller shows
robust frequency and voltage control performance under small perturbations with minimal
transients. A voltage based frequency controller for SG was also developed to maintain
generator stability while reducing the impact of voltage-dependent loads on SG voltage.
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Chapter 4
Dynamic Voltage and Frequency
Controller
For any changes in load or renewable generation, nLC LCs of dispatchable units are
responsible for regulating frequency and voltage at the primary level. Then, unit com-
mitment (UC), a working algorithm in MGCC, ensures a stable and optimal operation
at the secondary control level. The UC problems are mainly formulated to achieve cost
and ESS efficiency through frequency and voltage regulations. Generally, in conventional
UC, scheduling of generation units remains fixed for the duration between two dispatch
intervals; however, demand or renewable generation can continuously change. As shown in
Figure 4.1, stair-pattern scheduling of generation units creates large frequency and volt-
age excursions at the edge of each dispatch interval. Furthermore, fixed scheduling is not
efficient for either operation cost or ESS life-cycle, without addressing output renewable
power variability and demand perturbations [9, 10]. In theory, it is commonly assumed
that local frequency, voltage, and net demand during each dispatch interval are equal to
the corresponding steady-state conditions; thus, a timescale separation happens between
fast synchronization-enforcing primary and slower secondary controllers. In general, this
timescale separation affects the power sharing properties and dynamic regulation of the
MG frequency and voltage in the secondary control, specifically during rapid load and
renewable energy perturbations [11].
The mid-level controller deals with impairments due to timescale difference between the fast
synchronization-enforcing primary controller and slower secondary controller by optimiz-
ing IPS controller parameters. Figure 4.1 depicts the stair-pattern provision of mid-level
and secondary controllers with dispatch time intervals T and M indexed by t and m, re-
spectively. The uncovered actual net demand PmL (t) in the mid-level control stair-pattern
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Figure 4.1: (a) Stair-pattern provision of net demand profile. (b) Net demand coverage of mid-
level and secondary controllers.
is much less than that of the secondary controller, which demonstrates the importance
of mid-level control operation. Note that power dispatch provision generated by both
controllers follows a pattern which is not exactly stair-wise, because of smooth power fluc-
tuation between two time intervals. In each time interval M , the secondary controller
updates reference active and reactive power Pmi (t0)/Q
m
i (t0) by minimizing operating cost
and ESS life-cycle degradation. In conventional UC, these reference power levels shift up
or down the droop control curve at the primary level, resulting in new frequency and volt-
age droops. For a larger islanded MG with higher penetration of renewable units, more
changes in active and reactive reference power may result in system frequency and voltage
deviating from their acceptable ranges of operation. The mid-level controller divides each
dispatch horizon M into nT dispatch sub-intervals of duration T , and tunes droop control
parameters to optimize MG operation. Finally, the primary controller regulates frequency
and voltage by exchanging data on rated and operating active and reactive power levels
Pmi (t)/Q
m
i (t) among neighboring controllable units in each dispatch sub-interval [17].
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4.1 Mid-Level Frequency and Voltage Controller
As shown in Figure 4.1, net demand profile does not jump from PmL (t) to P
m+1
L (t)
at mth dispatch time interval, but gradually changes from PmL (t) until it reaches P
m+1
L (t)
over the time duration M . Observe that the net demand changes must be addressed by
real-time generation power based on realistic measurements at time sub-intervals of T .
Dynamic programming is a powerful tool in solving optimization problems, particularly for
complex non-linear MG operations. However, it is often computationally difficult to run
feed-forward and backward numerical processes to solve an optimization problem specifi-
cally in the case of multi-objective MG control [56]. To circumvent this problem, a family
of adaptive critic design is proposed by Werbos [80] as a new control technique that can
approximate the optimal control signals. Adaptive dual heuristic dynamic programming
(ADHDP) is developed to approximate the cost-to-go function, which consists of a model,
action, and two critic neural networks (NNs). The basis model of ADHDP is achieved from
[81], but design of ADHDP for multiple renewable resources in islanded MG has not yet re-
ported. As shown in Figure 4.2, a two-critic ADHDP architecture is proposed to keep MG
stability margin (ψm(t)) within an allowable range, and minimize operating cost and ESS
life-cycle degradation (Um(t)) with the measurements of available MG states (sm(t)), the
approximated system states (sˆm(t)), and action control variables (am(t)) at time t of du-
ration T . The action vector consists of four action variable sets: coefficients (kmi (t), κ
m
i (t))
of the diffusive averaging droop controller, virtual impedances (Zmv,i(t)), and VFCSG gains
(Kmδ,i(t)) [11] of the i
th generator. Seven MG states as network outputs, namely active
and reactive power of generation and load units (∆Pmi (t),∆Q
m
i (t),∆P
m
cl (t),∆Q
m
cl (t)), fre-
quency and voltage deviation (∆ωmi (t),∆V
m
i (t)), and SOC of storage (S
m
j (t)), are denoted
by
am(t) =
{
kmi (t), κ
m
i (t), Z
m
v,i(t), K
m
δ,i(t)
}
, (4.1a)
sm(t) =
{
∆ωmi (t),∆P
m
i (t),∆Q
m
i (t),∆P
m
cl (t),∆Q
m
cl (t),∆V
m
i (t), S
m
j (t)
}
,
∀i ∈ ΛG, j ∈ E , t ∈ {1, 2, .., nT},m ∈ {1, 2, .., nM}. (4.1b)
The mathematical representation of the ADHDP model, including action variables, the
MG actual and approximated states, errors of model (emMN(t)), action (e
m
AN(t)), and critic
(emCN(t)) networks, is presented in Figure 4.3. Description of inputs and outputs for AD-
HDP model is presented in Table 4.1. The detail of algorithm is described as dynamic
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Figure 4.2: General layout for the ADHDP with two critic networks.
voltage and frequency controller (DVFC) in following subsections.
4.1.1 Model Network Design
An islanded MG is subject to perturbations such as load variations, leading to different
operating conditions of generation units in current and future dispatch intervals. The model
network mimics MG behaviours subject to current state and control actions, and predicts
system’s future states for cost and ESS efficient generation scheduling. The prediction
engine can only be accurate if the difference emMN(t) between the one-step delay of model
network output (sˆm(t)) and MG output (sm(t)) is minimized. Therefore, the update rule
for model network’s parameters is achieved from minimizing of:
emMN(t) = |sˆm(t)− sm(t)|. (4.2)
The network model prepares for the next step of estimated states, sˆm(t+1), and derivatives
of the estimated state at (t + 1)th sub-interval with respect to action and actual state
variables at tth sub-interval, which is applied for training of critic networks. The model
network consists of three layers: 1) an input layer with action vector (am(t)) and state
vector (sm(t)), 2) a hidden layer with 20 neurons, and 3) an output vector with next step
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Figure 4.3: Detailed mathematical representation of the ADHDP: critic network, utility evaluator,
action network, and model network (Note that all variables xm(t) are represented in the format
of x(t) to improve readability).
of estimated states (sˆm(t+ 1)) which represents future system responses.
4.1.2 Feed-Forward Critic Network Process
The generation units react to changes in net demand according to the IPS approach, but
generation scheduling is not optimal when frequency and voltage controller parameters are
constant for each dispatch interval. The main idea in the critic model is an approximation of
objective functions, subject to control actions, and current and estimated states. Optimal
strategy of the critic network is to minimize:
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Table 4.1: Description of inputs and outputs for ADHDP
Network Input Output
Action
∂U(t)/∂a(t):
utility function to action vector
λˆ(t+ 1):
estimated derivative of cost-to-go function
∂sˆm(t)/∂am(t):
estimated state to action vector
a(t): action vector
∂a(t)/∂s(t): action to state vector
Model
a(t): action vector
s(t): state vector
sˆ(t+ 1): estimated state vector
∂sˆ(t+ 1)/∂a(t):
estimated state to action vector
∂sˆ(t+ 1)/∂s(t):
estimated state to state vector
Critic
sˆ(t+ 1): estimated state vector
∂a(t)/∂s(t): action to state vector
∂sˆ(t+ 1)/∂a(t):
estimated state to action vector
∂sˆ(t+ 1)/∂s(t):
estimated state to state vector
∂U(t)/∂a(t):
utility function to action vector
λˆ(t+ 1):
estimated derivative of cost-to-go function
Utility
a(t): action vector
s(t): state vector
∂U(t)/∂a(t):
utility function to action vector
∂U(t)/∂s(t):
utility function to state vector
• Multi-objective operational cost-to-go function, Ju[am(t), sm(t)], including operating
cost of generation units, ESS life-time degradation, and MG frequency and voltage;
• MG stability margin cost-to-go function, Js[am(t), sm(t)],
subject to technical constraints. To keep MG stability within a desirable margin, stability
critic network performs within an inner control loop of the operational critic network. The
stability evaluator checks the DVFC stability index (SI) representing stability margin loss
and improvement due to any change in effective parameters or loading operating point.
Let ψ0 and ψ
m(t) denote the stability margins for a base and load condition when the jth
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controller is changed, at tth sub-interval of mth dispatch time, respectively. We have
ψm(t) = arg max
λ
R
(
λ[am(t), sm(t)]
)
, (4.3a)
SI =
ψm(t)
ψ0
× 100 %. (4.3b)
Note that the real value of dominant eigenvalue is negative; hence, maximization of (5.33)
forces dominant eigenvalue to the left-side of root locus coordination. The operational
critic network loop, which acts more slowly than stability control loop, reduces impact of
uncertainties on frequency and voltage control by minimizing the ESS life-cycle degradation
and operating cost of generation units. The output power of generation units changes
voltage V mb (t) of the b
th bus and frequency ωm(t) of MG. Frequency and voltage utility
functions are given by
∆Vm(t) =
∑
b∈B
‖∆V mb (t)‖2, (4.4a)
∆Fm(t) = ‖∆ωm(t)‖2. (4.4b)
Operating cost of the MG is achieved from a quadratic cost function. In the mid-level
controller, change in operation cost of ith unit is calculated based on change in output
power (∆Pmi (t)) around operating power (P
m
i (t)); hence, quadratic cost utility function,
∆Cm(t), is given by:
∆Cm(t) =
∑
i∈ΛG
(
ai(∆P
m
i (t) + P
m
i (t))
2 + bi(∆P
m
i (t) + P
m
i (t)) + ci + C
s
i y
m
i (t) + C
d
i z
m
i (t)
− ai(Pmi (t))2 − biPmi (t)− ci
)
=
∑
i∈ΛG
(
(bi + 2aiP
m
i (t))∆P
m
i (t) + ai(∆P
m
i (t))
2 + Csi y
m
i (t) + C
d
i z
m
i (t)
)
, (4.5)
where ai ($/kWs
2) and bi ($/kWs) are economic coefficients for the i
th SG generator,
Csi /C
d
i and y
m
i (t)/z
m
i (t) denote start-up/shut-down costs and corresponding binary vari-
ables. In conventional UC, fast-acting generation units need to respond to frequency change
within a small time interval, which degrades the ESS life-cycle [82]. However, an ESS life-
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cycle utility function, ∆Em(t), keeps the amount of discharge depth between the minimum
and maximum levels for SOC of the jth ESS (Sj, Sj) by controlling S
m
j (t), as follows [80]:
∆Em(t) =
∑
j∈E
(
exp
(
Smj (t)
2
Sj
2 − 1
)
+ exp
(
Sj
2
Smj (t)
2 − 1
))
. (4.6)
Life-cycle of batteries depends on the value of discharge depth. Minimizing (4.6) increases
the level of discharge depth by maintaining SOC between minimum and maximum levels. A
weighted-sum method delineates a compromise energy dispatch among solutions achieved
from utility functions. This method adjusts the importance of each utility function using
scaling weight (wx ∈ [0, 1],∀x ∈ {V ,F , C, E}), where a higher scaling weight for a specific
utility function represents a higher priority. The overall utility function is given by
Um(t) = wV∆Vm(t) + wF∆Fm(t) + wC∆Cm(t) + wE∆Em(t). (4.7)
Optimal control problem is to generate power dispatch of generation units in tth sub-
interval by minimizing the cost-to-go operational function, Ju, in the Bellman’s equation
of dynamic programming in a step-by-step way [81]. It also keeps MG stability margin
within the desired range by maximizing cost-to-go stability function, Js. These functions
are given by
Ju(t) =
nT∑
k=0
γkUm(t+ k), (4.8a)
Js(t) =
nT∑
k=0
γkψm(t+ k), (4.8b)
where γ ∈ (0, 1] is the discount factor in dynamic programming. The technical constraints
include the following:
1) Power balance: Different from conventional UC, the generation power and demand
should be equal at each dispatch time, retrieved from (3.5);
2) DG units: These are certain constraints associated with DGs, such as an acceptable
active and reactive power, and start-up and shut-down binary variables. For simplicity,
we assume that the ramp-up power is equal to the ramp-down power (i.e., Rui = R
d
i ), and
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have
umi (t)xi ≤ xmi (t) + ∆xmi (t) ≤ umi (t)xi, ∀x ∈ {P,Q} (4.9a)
ymi (t) ≥ umi (t)− umi (t− 1), (4.9b)
zmi (t) ≥ umi (t− 1)− umi (t), (4.9c)
|∆Pmi (t)| ≤ Rui T, ∀i ∈ ΛG, t ∈ {1, 2, .., nT} (4.9d)
where umi (t) is a binary variable used to determine on/off status of DG;
3) Battery charge/discharge: The jth ESS operates in three different modes, i.e., charging
(umc,j(t) = 1, u
m
d,j(t) = 0), discharging (u
m
c,j(t) = 0, u
m
d,j(t) = 1), and idle status (u
m
c,j(t) =
umd,j(t) = 0). The following set of constraints models SOC behaviours:
Smj (t) = S
m
j (t− 1) + ∆Pmj (t) ·
ηc,j · umc,j(t)−
umd,j(t)
ηd,j
Cj
.T, (4.10a)
Sj ≤ Smj (t) ≤ Sj, (4.10b)
umc,j(t) + u
m
d,j(t) ≤ 1, ∀j ∈ E , t ∈ {1, 2, .., nT} (4.10c)
where ηc,j and ηd,j represent the efficiency of charging and discharging, and Cj is the ESS
capacity.
The DVFC critic network is trained online to approximate the derivatives of estimated cost-
to-go function, Jˆu[am(t), sˆm(t)], with respect to the estimated state variable, sˆm(t+ 1), of
the model network called λˆm(t + 1), and to minimize the critic network error EmCN(t) =
‖emCN(t)‖2. Utility evaluator prepares derivatives of utility, U(t), with respect to action
and state variable. These inputs are used for calculating the critic network error. Here,
emCN(t) is given by
emCN(t) =
d
(
Ju(t)− γ · Jˆu(t)− Um(t)
)
dsm(t)
= λm(t)− {∂Um(t)
∂sm(t)
+
∂Um(t)
∂am(t)
· ∂a
m(t)
∂sm(t)
+ γ · λˆm(t+ 1)[∂sˆ
m(t+ 1)
∂sm(t)
+
∂sˆm(t+ 1)
∂am(t)
· ∂a
m(t)
∂sm(t)
]
}
. (4.11)
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Table 4.2: Typical convergence time for NNs
Training Cycle Model Action Critic
Time (s) 10 µ 150-250 <200 ∼600
The same convection is applied to the stability critic network. The critic network consists
of three layers: 1) an input layer with next step vector of states (sm(t)), 2) a hidden
layer with 20 neurons, and 3) an output vector with next step of estimated derivatives of
cost-to-go function (λˆm(t+ 1)) which trains action network.
4.1.3 Action Network Design
The action network determines optimum values for action variables (i.e., kmi (t), κ
m
i (t),
Zmv,i(t), K
m
δ,i(t)) by minimizing cost-to-go functions in critic networks. This network is
trained online to approximate the optimal control law by minimizing the action network
error (i.e., EmAN(t) = ‖emAN(t)‖2), given by
emAN(t) =
∂Ju(t)
∂am(t)
=
∂Um(t)
∂am(t)
+ γλˆm(t+ 1)
∂sˆm(t+ 1)
∂am(t)
, (4.12)
where partial derivatives are obtained from the model network, critic network, and utility
evaluator as shown in Figure 4.3 [56]. Note that computational time of critic network
training is much higher than that for the action and model network, but has less power
to change the action variables from their desired values. The action network consists of
three layers: 1) an input layer with estimated derivatives of cost-to-go function (λˆm(t)), 2)
a hidden layer with 20 neurons, and 3) an output vector with action variables (am(t)).
4.1.4 Design and Initialization of DVFC
Pre-training of three networks accelerates convergence of learning process. Thus, the
model network, which approximates MG behaviour over a wide-operation range, is trained
by the error of state variables. Table 4.2 lists the typical convergence time for each NN,
performed by Intel(R) Core(TM) i7-8650 1.90GHz (4 processors). Note that computational
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time for simulation greatly depends on hardware’s capability. Pre-training for the critic
network is done with results obtained from a mixed integer non-linear programming method
in GAMS [83], is solved using an MINLP solver in the case of different generation and
load perturbations. Pre-training should be performed for each test case using the cost-
to-go function configuration. Online adaptation is performed sequentially for the model,
action, and critic networks; when one network is being trained, the other networks are
fixed (no weight updates). The feed-forward and backward training of action and critic
networks continues until the critic and action errors converge to a specific range, such as
[−10−3, 10−3].
Once the ADHDP controller is initialized, it is plugged into the secondary controller and
works according to the following procedure:
1. The action network receives the measured MG states, sm(t), and uses it to generate
the action vector, am(t), for real MG and model network;
2. The model network uses the action vector, am(t), and state vector, sm(t), to generate
next step of estimated state vector, sˆm(t+ 1);
3. The critic network uses the action, am(t), and estimated state vectors, sˆm(t), to
estimate cost-to-go functions Ju(t) and Js(t);
4. The model network updates its weights according to (4.2) until the stop criterion is
satisfied;
5. The critic network updates its weights according to (4.3a)-(4.11) until the stop cri-
terion is satisfied;
6. The action network updates its weights according to (4.12) until the stop criterion is
satisfied;
7. Above steps (1)-(6) are repeated in each training cycle until the end of the simulation.
4.2 Numerical Results
The proposed mid-level controller is tested on a modified CIGRE benchmark of medium-
voltage network in MATLAB/SIMULINK. The diagram of the test system is shown in Fig-
ure 4.4. This European medium-voltage benchmark features total installed capacity of 3.6
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Figure 4.4: MG test case based on modified CIGRE benchmark [31].
MVA, and includes two diesel-based SGs connected to buses #1 and #3, one WT in buses
#11, and two ESSs in buses #4 and #6. Different from test case in Figure 3.11, we add
another ESS to bus #4 and change the capacity of generators to better analyze of optimal
operation of MG. This assumption makes it easier to highlight the optimal performance of
DVFC comparing to conventional UC. Generally, the conventional UC for islanded MGs
is formulated as mixed integer non-linear programming problem as presented in [84]. The
total load in the system is 2 MVA. We assume that load model consists of 100% constant
power loads, i.e., kp = kq = 0. This assumption removes the dependency of power and
voltage in load side. Therefore, it reduces the complexity of ADHDP algorithm due to
simplicity in power flow equations. Subsequently, this assumption improves training time
for three neural networks. Feeders are connected together via 14 coupled pi sections. A
detailed description of the test system and parameters is provided in [9]. The ESSs in
buses #4 and #6 have a maximum power rating of 300 kW and energy rating of 6000
kWh, and are connected through bidirectional voltage source controllers. The acceptable
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Table 4.3: Rating power and cost parameters for diesel-based SG [9]
Coefficients D1 D2 D3
ai($/kWh
2) 0.00025 0.00015 0.0005
bi($/kWh) 0.2876 0.2571 0.3476
P i/P i(kW ) 800/60 600/50 800/80
stidg/sdi($) 15 7.35 10
Rupi (kW/s) 200 150 150
0 20 40 60 80 100 120
100
200
300
Po
w
er
 (k
W
)
Time (s)
Figure 4.5: The measured wind turbine generation in bus #4 [9].
minimum SOC of ESS is 600 kWh. WT installed in bus #1 is a three blade HW43 with
rated power of 600 kW and SG model type. The rated wind speed of the WT is 14.5 m/s
[79]. The nominal rating, operating cost coefficients, start-up/down cost, and ramp rate
are given in [9].
The SGs connected to buses #1 and #3 are in charge of voltage regulation using the
proposed VFCSG; hence, diesel-based SGs and ESSs correspond to a master control of
reactive power sharing, while WT acts as the slave control supplying and consuming re-
active power. WT generation in a time duration of 120 s is shown in Figure 4.5 [9]. For
initial values of VFCSG, we test different values for time-constants τ1 and τ2; the best
performance is obtained at 0.015 s and 0.75 s, respectively. The wind power fluctuates
between 15% and 35% of 800 kVA as depicted in Figure 4.5. Typical value for discount
factor is set at 0.75. Mid-level time interval is assumed 0.5 s. The pre-training for the
mentioned networks is done on 15000 scenarios. The communication network topology
is fully-connected for both frequency and voltage control. Therefore, the communication
weight between LC i and j is chosen as aij = 1 and bij = 1 in Wf and Wv, respectively.
4.2.1 Dominant Eigenvalue Traces versus System Parameters
We examine impact of DVFC inputs on MG small-perturbation stability by monitoring
the dominant eigenvalues. We increase controller gains independently around their nominal
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Figure 4.6: Eigenvalue traces of the MG control system for different values of ADHDP controller
and VFCSG gains. Gains increase in the direction of arrows.
values at specific intervals. These critical eigenvalue trajectories are represented in Figure
4.6 with respect to changes in K,κ,Kδ,mp, np. Eigenvalues for power sharing controller
and VFCSG gains correspond to the low-frequency critical mode of MG, and are extremely
sensitive to changes in these parameters. Therefore, eigenvalues on the real axis are highly
associated with frequency dynamics of the ESSs and VFCSG behaviour of SG, whereas
complex conjugate eigenvalues correspond to voltage dynamics. In the DVFC scheme, SI
changes from 104% in the case of 0.8Ki0 to 80% in the case of 1.6Ki0, demonstrating better
robustness performance than that of conventional droop controllers. Figure 4.6 indicates
that, by increasing Kδ, MG damping metric increases until it reaches a certain point where
any further increment of Kδ deteriorates overall MG damping. Observe that Kδ = 1.5
results in the best stability margin and MG damping; thus, we choose this value as the
VFCSG gain for the time-domain simulation studies. We evaluate the time delay margin
for each controller to keep MG stable. The time delays margin for the mid-level and
secondary controllers are 0.5 s and 4.2 s, respectively, whereas MG operates in a stable
region. Note that this analysis is performed to determine the operational constraints of
K,κ,Kδ,mp, np in the proposed DVFC.
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Figure 4.7: (a) Frequency and (b) voltage responses due to the wind power fluctuation in Scenario
2.
4.2.2 DVFC for Frequency and Voltage Regulation (Scenarios
1,2)
In Scenario 1, the corresponding weight ωF for frequency regulation is tested from 0 to 1
in order to evaluate effectiveness of the cost-to-go function as a pure frequency response. To
emphasize the impact of DVFC on frequency regulation, we consider weights of other utility
functions, wx, x ∈ {V , C, E} equal to zero. Therefore, simulation results compare only
impact of non-optimal DVFC (wF = 0) and optimal DVFC with two weights (wF = 0.5
and wF = 1) on frequency regulation. Figure 4.7 depicts frequency response under different
scenarios. Observe that wF = 1 yields less frequency deviation from the nominal value,
different from the non-optimal DVFC. In Scenario 2 with 0 ≤ wV ≤ 1, same analysis is
performed on voltage regulation to minimize voltage bus deviation from its nominal value.
Similarly, we analyze the DVFC impact on voltage regulation by setting weights for other
utility functions, wx, x ∈ {F , C, E} to zero. Figure 4.7 represents that voltage deviation is
kept within the acceptable operating range of [0.95, 1.05] p.u. (V llbase=208 V). This shows
a better performance compared to non-optimal solution in which voltage profile reaches
values of less than 0.95 p.u. in presence of wind fluctuations. Finally, observe that DVFC
is capable of providing smooth frequency and voltage regulation, as wind power increases
up to 35%. Because of having two ESSs and less wind power fluctuations in this test case,
the frequency profile in base approach is deviated between 59.9 and 60 HZ which is much
less than that in Figure 3.13 (between 59.5 and 60 Hz). Similar analysis is performed on
voltage profile in comparison of two mentioned figures.
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 Optimal DVFC (wE=0.5)   Optimal DVFC (wE=1)
Figure 4.8: (a) Active power (b) SOC of battery in presence of wind fluctuation in Scenario 3.
4.2.3 DVFC versus Battery Penetration (Scenario 3)
Two ESSs are connected to buses #4 and #6, and are being charged and discharged
according to power and supply imbalance in MG. It has a regulation capacity of 30 MW/Hz
[31], which is a high-frequency droop controller as compared to diesel-based SGs. Note that
we highlight effect of DVFC on ESS’s life-cycle degradation by considering other utility
weights, wx, x ∈ {F ,V , C} to be zero. To achieve a longer ESS life-cycle and to improve
the ESS active and reactive power sharing, we use a droop control model based on Figure
3.4. We assume that the ESSs are initially fully charged (approximately 94%), and that
minimum SOC for the ESSs is set at 10%. We also assume that the required capacity of
the ESSs over a time interval of 120 s is 20 kWh, and wind power fluctuation in Figure
4.5 occurs periodically for 30 times in one hour; thus, the ESSs should be large enough to
store 600 kWh. As can be observed in Figure 4.8, the DVFC results in less discharging
power than the conventional model, and keeps the SOC of ESSs within a desired range.
This causes an improved ESS life-cycle in a long time-horizon. It is assumed that charging
and discharging modes of ESSs periodically follow a pattern of Figure 4.8 more than 30
times per hour. According to [82], life-cycle of Li-ion batteries increases up to twice by
changing the ESS’s depth of discharge level; thus, life-cycle of the ESS for non-optimal
DVFC wE=0: 2000, optimal DVFC with wE=0.5: 3500, and optimal DVFC with wE=1:
4200 are achieved.
4.2.4 Minimum Operating Cost with DVFC (Scenario 4)
This scenario is conducted to evaluate the DVFC performance in a more-efficient dis-
patch solution in the CIGRE test system. In this scenario, only weight of operating cost
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Figure 4.9: Dispatch of diesel-based SG #3 in Scenario 4.
Table 4.4: Energy of diesel generators D1,2,3 (MWh) and operating cost for 24hr in Scenario 4
Algorithms D1 D2 D3 ∆C ($)
Non-optimal DVFC 17.57 15.34 19.20 5,310.9
Optimal DVFC (wC = 0.5) 17.22 20.11 15.05 5,060.9
Optimal DVFC (wC = 1) 17.15 22.09 13.39 4,991.3
function is non-zero. This assumption makes it easier to specifically demonstrate impact
of DVFC on operating cost of MG. Therefore, only diesel-based SGs are considered as
dispatchable generators. Similar to scenarios 1-3, performance of DVFC is compared with
that of non-optimal solution (wC = 0) for a duration of 120 s. Figure 4.9 shows the diesel-
based generation power of unit #3. The higher weight for the cost utility function results
in less power generation in diesel-based generators as cost-driven units. To validate the
effects of operating cost and energy generated by diesel units, we run the simulation for a
period of 24 hours with dispatch intervals of 4.2 s. The performance of proposed DVFC is
compared with results obtained from a mixed integer nonlinear programming method in
GAMS, referred to as conventional UC. The conventional UC used in this simulation result
is fully presented in [84]. Note that the conventional UC is only applied on the secondary
controller. Observe in Table 4.4 that operating cost of DVFC is less than that of the con-
ventional UC, indicating that the conventional UC overestimates the required energy for
expensive diesel-based SGs during the sub-interval. The DVFC reduces operating cost by
6.01%, leading to saving of $319.6 per day more than the conventional UC.
4.2.5 Optimum Performance of DVFC (Scenario 5)
In this scenario, optimum performance of DVFC is achieved by choosing proper weight
for each utility function. We define performance indices (PIs) for frequency and voltage,
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Table 4.5: Optimal DVFC versus conventional UC for 24 hr of operation in Scenario 5
Methods PIf PIv ∆E(kWh) ∆C($)
UC(CDF) 8.40 8.34 1,585.8 4,991.3
UC(EDF) 9.22 7.93 1,281.9 5,219.6
UC(CDF+EDF) 8.72 8.44 1,436.1 5,202.6
Proposed DVFC 4.42 6.11 1,431.3 5,126.4
given by
PIf =
nm∑
m=1
nT∑
t=1
|ωm(t)− ω0|
ω0
, (4.13a)
PIv =
nm∑
m=1
nT∑
t=1
∑
b∈B |V mi (t)− V0|
V0
. (4.13b)
To validate superiority of the proposed DVFC comparing to the conventional UC, PIs for
frequency and voltage, energy generated by ESSs, and operating cost of MG are evaluated.
The conventional UC is evaluated by using MINLP with the CPLEX solver for 24 hours of
operation. We solve the multi-objective function by using a fuzzy weighted sum algorithm
as presented in [85]. The optimal solutions for each normalized utility function are achieved
separately, and then are ranked based on a fuzzy Pareto-front selection. The optimum
weights for all normalized utility functions are wF = 0.12, wV = 0.15, wE = 0.28, and
wC = 0.45 (with
∑
i∈{F ,V,E,C}wi = 1). Table 4.5 summarizes the differences between DVFC
and conventional UC based on four different indices. Conventional UC optimizes different
objective functions in each iteration with two objective functions, i.e., cost-driven function
(CDF), and energy-driven function (EDF) for ESSs. For evaluation of DVFC performance
in 24 hours, four different models of CDF, EDF, both CDF and EDF without frequency
and voltage regulation, and the proposed DVFC are compared in Table 4.5. The proposed
DVFC improves frequency and voltage PIs by the amount of %40-50 and %60-65 of those
in conventional UCs, respectively. The minimum ∆E , leading to less battery life-cycle
degradation, is achieved in the case of individual EDF model (∆E=1,281.9 kWh), and
same convention is applied for the UC with individual CDF consideration (∆C=$4,991.3).
Although, the DVFC demonstrates inefficiency in operation cost and ESS life-cycle with
respect to individual CDF and EDF models, it compromises optimization of operating cost
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Figure 4.10: (a) Coverage of net demand profile. (b) Total uncovered net demand profile for both
conventional UC and the proposed DVFC.
and ESS life-cycle degradation, while keeping frequency and voltage with only minimum
deviation from their desired values. Furthermore, DVFC demonstrates better performance
in coverage of net demand profile than conventional UC as shown in Figure 4.10. The DVFC
reduces uncovered net demand profile to less than 50% of that when using conventional
UC (i.e., uncovered energy is reduced to 4.7 kWh from 9.31 kWh).
4.3 Summary
In this chapter, a dynamic voltage and frequency controller is proposed for optimizing
operating cost of dispatchable units and ESS life-time in an islanded MG. Numerical re-
sults show that the DVFC regulates frequency and voltage of MG as a mid-level controller.
This mid-level controller covers time intervals between those of primary and secondary con-
trollers and avoids the stair-pattern generation scheduling in conventional UCs. The DVFC
takes advantage of dynamic programming and reinforcement learning to approximate MG
operating cost, life-cycle of ESSs, and frequency and voltage regulations. Three NNs are
incorporated in DVFC to find the optimal dispatches for generation units. Additionally,
the controller does not require a mathematical model of MG to calculate the utility func-
tions such as frequency and voltage regulation. Through several scenarios in a CIGRE
test system, it is shown that the DVFC reduces frequency and voltage deviations from
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their desired values, and minimizes operating cost of generation units. Its optimal control
policy extends the life-cycle of ESSs up to twofold. With proper training and parameter
configuration of DVFC, islanded MGs can be controlled intelligently to be self-adaptive,
stable, and operating cost-efficient.
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Chapter 5
Time Delay in Frequency and Voltage
Controller
The MGCC ensures stable and optimal operation at the secondary control level. The
mid-level controller for the MGCC, proposed in Chapter 4, optimizes droop controller pa-
rameters to cover timescale difference between the fast synchronization-enforcing primary
controller and slower secondary controller. As mentioned in Chapter 1, communication
delay causes LCs to use outdated power dispatches at the secondary control level. Conse-
quently, this outdated reference power deviates frequency and voltage from their nominal
values in the primary control level.
As shown in Figure 5.1, packet transmission from one LC to another over one communi-
cation link (i, j) takes τmij for the transmission time and queuing delay. This delay is used
in the primary level between LCs, but operates according to mid-level control approach.
The ith dispatchable unit generates power after τ ci , a delay existing in frequency and volt-
age control loops. Finally, operating power information is sent to the MGCC to optimize
operation cost and ESS life-cycle, which is received after τ si at the i
th dispatchable unit.
With these delays, LC and MGCC feedback information takes a longer time to arrive the
controllers.
Simultaneous use of m and t, in the secondary and mid-level controllers, makes the for-
mulation representation complex. To focus on delay impact on the mid-level controller, we
simplify notation of the mid-level control variables Xm(t) → X(t) and secondary control
parameters Xm0 → X0.
As an example, Figure 5.2 depicts two generation units with different droop curves that
are in charge of meeting the load change requirement. As discussed in Chapter 4, the main
objective of mid-level controller is to regulate frequency and voltage to their nominal set
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Figure 5.1: A schematic illustration of MG hierarchical control system with delays in communi-
cation networks (τm, τ s) and control systems τ c.
points by increasing their active and reactive power, such that
lim
t→∞
|ωi(t)− ωn| = 0, (5.1a)
lim
t→∞
|Vdi(t)− Vdn| = 0, i ∈ ΛG. (5.1b)
In the case of negligible time delay, generation units increase their active power ∆PDG1
and ∆PDG2 , and steady-state frequency is restored to ωn by a shifting process. However,
DG2, which receives power information from the mid-level controller with delay τ
m, causes
frequency to drop to ω(t+ τm) after τm seconds. Although the steady-state frequency for
both cases is the same, time delay in DVFC causes significant deviations in frequency and
active power sharing among generation units. Time-varying characteristic makes the issue
more critical; hence, a time-varying ADHDP model is necessary to handle the time-varying
delay at the mid-level control level.
5.1 Small-Perturbation Stability
Performance of the DVFC is analyzed considering time delays in the communica-
tion network, while the load or renewable energy power changes continuously. A small-
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Figure 5.2: Frequency restoration in (a) negligible time delay (b) effective time delay τm in the
mid-level controller before and after shifting process (SP).
perturbation analysis is carried out using eigenvalue studies around a specific operating
point of the islanded MG. This approach provides the delay margin which is the maxi-
mum allowable time delay needed to guarantee MG stability. As indicated in Chapter 3,
low-frequency dominant eigenvalue is largely sensitive to power sharing controller gains.
Therefore, eigenvalue study yields system overall damping. We present the small-signal
analysis in two cases of a) constant time delay b) time-varying delay.
5.1.1 Stability Analysis in Constant Time Delay
Consider time delay τm in LC-to-LC communication channels. Here, we study constant
time delay τm in the mid-level controller. In particular, we focus on linear time-invariant
(LTI) systems described by a state-space representation
x˙(t) = A
(MG)
0 x(t) + A
(MG)
d x(t− τm) +B(MG)D(t)
y(t) = C(MG)x(t),
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Figure 5.3: Input-output representation of an islanded MG under constant time delay.
x(t) =
 ∆x(G)(t)∆iLn,DQ(t)
∆iLd,DQ(t)
 , (5.2)
where matrices A
(MG)
0 and A
(MG)
d are derived based on decomposing the MG matrix into
matrices non-sensitive and sensitive to time delay. Figure 5.3 recapitulates the effect of
constant time delay in representation of control diagram, where X(s) = L{x(t)}. The main
purpose of presenting this input-output block diagram is to consider the stability problem
of MG under time delay. The constant delay is represented by ∆τ (s) = e
−τms because of
Laplacian transformation of a delayed function. Communication delays in different network
links are assumed to be independent of each other and equal. Additionally, B(MG) is
achieved from the load model presented in Appendix A. This matrix is calculated according
to the connection of load change d(t) to network model. Note that MG frequency and
voltage of each bus are output of state-space model, and C(MG) connects state variable
matrix x(t) to output matrix y(t).
Remark 6.1 Laplacian transformation of a delayed function f(t − τ) is represented by∫∞
0
f(t−τ)e−stdt = e−τs ∫∞
τ
f(t−τ)e−stdt = e−τsF (s), where F (s) is the Laplace transform
of f(t).
The characteristic equation of delayed descriptor system is
det(λτI0 −∆(λτ , τm)) = 0, (5.3a)
∆(λτ , τ
m) = AMG0 + A
(MG)
d e
−λτm , (5.3b)
where λτ is the eigenvalue of MG system control with consideration of constant time delays,
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and I0 denotes an identity matrix. With no time delay, A
(MG) is equal to AMG0 + A
(MG)
d
[58].
Theorem 6.1 [86] The LTI system (5.3a) is stable if and only if
(i) A
(MG)
0 is stable,
(ii) A
(MG)
0 + A
(MG)
d is stable, and
(iii) ρ
(
(jωI − A(MG)0 )−1A(MG)d
)
< 1, ∀ω > 0
where ρ(.) denotes the spectral radius of a matrix. Spectral radius of a matrix is the domi-
nant eigenvalue of this matrix.
Remark 6.2 The state-space model of an islanded MG is asymptotically stable if all gen-
eralized roots of its characteristics (5.3a) are in the open left-side plane.
Remark 6.3 A delay margin denoted by τλm means that the delayed descriptor system
(5.3a) is stable for τm < τλm, and unstable for τ
m > τλm.
Denote two conjugate eigenvalues on the imaginary axis of root-locus by λτ = ±jω. The
characteristic equation is satisfied:
±jω = eig(A(MG)0 + A(MG)d e−jωτ
m
)
= eig(A
(MG)
0 + A
(MG)
d e
−jη), (5.4)
where eig(.) denotes the eigenvalues of a matrix. Note that e−jη is a periodic function of
η with period of 2pi; hence the characteristic equation is periodic with the period of 2pi.
With η changing within one period [0, 2pi], if there exist eigenvalues on the imaginary axis
±jωm at ηm, the corresponding time delay margin τλm can be obtained by τλm = ηm/ωm
[59].
Remark 6.4 The critical eigenvalue is achieved from the dominant conjugate eigenvalue,
denoted by λc = αc ± jβc, where critical damping of the system is ξc = −αc√
α2c + β
2
c
.
5.1.2 Stability Analysis in Time-Varying Delay
Presence of time-varying delays in MG frequency control loop may degrade its per-
formance and cause instability in small sub-intervals. Different from those islanded MGs
with constant-time delays, stability analysis for systems with time-varying delays proves
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far more difficult. Necessary and sufficient conditions are hardly computable; indeed the
time-varying delay results merely fall into a restatement.
Here, we develop stability conditions for a general LTI control system in the form of (5.2).
Therefore, we re-write space-state equations in (5.2) for time-varying delay τm(t) in the
mid-level controller, given by
x˙(t) = A
(MG)
0 x(t) + A
(MG)
d x(t− τm(t)). (5.5)
Standard form of state-space equations with delays in each state variable (x(t − τm(t)))
is efficient when the control system is small-scale. However, in a complex system control,
state-space equations are modeled through a process of ”pulling out delays”, similar to
”pulling out uncertainties” [87], and do not contain any delays in a feed-forward subsystem.
The stability problem of time-delay control systems, in general, is formidable from the
numerical computation point of view; thus, we can consider an appropriate approximation.
Such an approximation is reasonable as long as τm(t) is sufficiently small [86].
This stability problem with a time-varying delay is transformed to the standard form of
scaled small gain (SSG) problem through one-term or two-term approximation of x(t −
τm(t)) [12]. In the robust control paradigm, the SSG theorem presents sufficient conditions
for robustly asymptotic stability of approximation methods. The approximation analysis
for time-varying delays is based on the lower τm and upper τm bounds of time-varying delay
τm(t), which changes with sub-interval index t. In the one-term approximation method,
x(t − τm(t)) is approximated by x(t − τmd ), where τmd is equal to (τm + τm)/2 [88]. The
one-term approximation suffers from inaccuracy because of substitution of delay averaging
for all sub-intervals.
In a two-term approximation, we model time-varying delay τm(t) using its lower bound
and upper bound, which is limited by the time delay margin. The time-varying term can
be written with a new transform variable u(t), given by
x(t− τm(t)) = 1
2
(
x(t− τm) + x(t− τm))+ ∆τm
2
u(t),
∆τm = τm − τm, τm ≤ τm ≤ τm. (5.6)
In (5.6), approximation error is derived from averaging descriptor of x(t) from τm to τm
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(See Appendix B)
u(t) =
1
2∆τm
∫ τm
τm
kψz(t− ψ)dψ
= gu(z(t)), ∀τm(t) ∈ [τm, τm] (5.7)
where
kψ =
{
1 ψ ≤ t− τm(t)
−1 ψ > t− τm(t). (5.8)
Hence, (5.5) can be written as two transform systems Sz and Su, given by
(Sz) :
x˙(t) = A
(MG)
0 x(t) + A
(MG)
d
(1
2
[x(t− τm) + x(t− τm)] + ∆τ
m
2
u(t)
)
z(t) = x˙(t)
(5.9a)
(Su) : u(t) = gu(z(t)), (5.9b)
where z(t) is the second transform variable. The operator, gu(.), maps system domain (Sz)
with variable z(t) to (Su) with index of u(t), which is denoted by z(t)
gu→ u(t). The reverse
mapping is denoted by u(t)
gz→ z(t). Hence, transformations of two systems are given by
(Su) : u(t) = gu(z(t)), (5.10a)
(Sz) : z(t) = gz(u(t)). (5.10b)
Operator gu(.) is an integral operator with a time-varying signed function (kψ), which is
transformed to Laplacian operator Gu(s). In time interval ti, variable kψ is calculated from
(5.8), then new transformed variable u(ti) is achieved from (5.7). The frequency-domain
operator, Gu(s), is modeled as multiplicative uncertainty parameter[87] in an input-output
(IO) approach shown in Figure 5.4. Multiplicative perturbation is defined as an uncer-
tainty which is multiplied to the MG transfer function in the IO approach. In addition,
∆aτ (s) is defined as 0.5
(
e−τ
ms + e−τ
ms
)
. In the robust control paradigm, the SSG theorem
presents sufficient conditions for robustly asymptotic stability of interconnected systems
Sz and Su.
Theorem 6.2 [89] With consideration of (5.10a), assuming that Sz is an LTI stable sys-
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Figure 5.4: Two-term approximation method of time-varying delay in IO diagram.
tem, the closed-loop system formed by Sz and Su is asymptotically stable if there exists
matrix H such that ‖H ◦ gu ◦H‖∞ ≤ 1 holds .
To satisfy the SSG condition ‖H ◦ gu ◦H‖∞ ≤ 1, it is necessary to find a general invertible
matrix H, such that |HGu(jω)H| is smaller than 1 for all frequencies ω. If operator gu
satisfies the SSG condition, the state-space model (5.9a) is stable. Note that the SSG con-
dition is sufficient but not necessary for closed-loop stability [87]. Finally, interconnection
of two transform systems can be re-written as
(Sz) :
x˙(t) = A
(MG)
0 x(t) + A
(MG)
d
(1
2
[x(t− τm) + x(t− τm)] + ∆τ
m
2
H−1uˆ(t)
)
zˆ(t) = Hy˙(t)
(5.11a)
(Su) : uˆ(t) = Hgu(H
−1zˆ(t)), (5.11b)
where uˆ(t) = Hu(t) and zˆ(t) = Hz(t) are new variables of two defined sub-systems. This
general invertible matrix, H, is achieved in a trial-error way to make sure that the SSG
condition is satisfied.
5.2 Large-Perturbation Stability
In this section, we extend the class of Lyapunov-Krasvoskii approach to complete the
stability analysis. In comparison with the small-signal model for mid-level power control in
Section 5.1, Lyapunov-based stability analysis covers a larger domain of validity and takes
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into account the non-linear model of MG [69]. To adjust the DVFC proposed in Chapter
2 to Lyapunov-Krasvoskii stability analysis, we make some assumptions.
First of all, we use an approximation analysis in time-varying delay model which needs the
time delay margin τλm obtained from the small-signal model. Therefore, small-perturbation
stability is necessary to validate domain of allowable delay in islanded MG operation.
Secondly, since the dynamic characteristics of the current and voltage controllers are much
faster than those of the power controller, only performance of power controller is considered
in the following analysis [62]. Prior to discussing large-signal analysis for MG control
system, we start with Lyapunov-Krasvoskii theorem.
Theorem 6.3 [86] Control system is asymptotically stable if and only if there exists a
Lyapunov-Krasvoskii function, V (t), that satisfies
V (t) ≥ , (5.12)
and Lyapunov-Krasvoskii derivative condition is given by
V˙ (t) ≤ −, (5.13)
for some  > 0.
Consider a Lyapunov-Krasovskii function that controls frequency stability in MG, given
by
V (t) =
∑
i∈ΛG
[
(δωi(t))
2 +
∑
k∈ΛG
aik
∫ t
t−τm
(
δωk(ψ)
)2
dψ
]
. (5.14)
Note that the existence of such an energy function, which satisfies Lyapunov-Krasovskii
functional conditions and derivative condition, is indeed a necessary and sufficient condition
for asymptotic stability of the MG.
Proposition 6.1 Observe that V˙ (t) ≤ 0 if and only if,
(2ki + 1)(δωi(t))
2 +
∑
k∈ΛG
aik
(
δωi(t)− δωk(t− τm)
)2
≥
∑
k∈ΛG
aik(δωk(t))
2, ∀{i, k} ∈ ΛG. (5.15)
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To derive (5.15), the DVFC discussed in Chapter 4 for the frequency control is formulated
as
ωi(t) = ωn −mpi(Pi − Pi,0) + kiΩi(t), (5.16a)
Ω˙i(t) =
(
ωn − ωi(t)
)− ∑
k∈ΛG
aik
(
Ωi(t)− Ωk(t− τm)
)
. (5.16b)
The output frequency of each generation unit synchronizes to reference frequency ωn. Tak-
ing the derivatives of (5.16a) yields
ω˙i(t) = kiΩ˙i(t). (5.17)
This condition is valid in each sub-interval t when the reference power, which is updated
by the secondary controller, is constant during these sub-intervals. We define an error
function to evaluate the stability by Lyapunov-Krasovskii method [62], given by
δωi(t) = ωi(t)− ωn, (5.18a)
˙δωi(t) = ω˙i(t). (5.18b)
Combining (5.18b) with (5.17) and (5.16b) yields
˙δωi(t) = ω˙i(t)
= −kiδωi(t)−
∑
k∈ΛG
aikki
(
Ωi(t)− Ωk(t− τm)
)
. (5.19)
Observe from (5.14) that V (t) ≥ 0, and V (t) = 0 if and only if δωi(t) = 0 for all {i, k} ∈ ΛG,
and then we have ωi(t) = ωn. Consider that ∆Pi = 0 during time delay in the mid-level
control, given as
ωi(t)− ωk(t− τm) = ki
(
Ωi(t)− Ωk(t− τm)
)
= δωi(t)− δωk(t− τm). (5.20)
Generally, Lyapunov-Kravoskii method requires many simplifying assumptions. Hence,
∆Pi 6= 0 is a challenging and nontrivial issue which adds another level of complexity to the
right-side of equation. This assumption needs further study. The time derivative of V (t)
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in (5.14) is
V˙ (t) =
∑
i∈ΛG
[
2δωi(t) ˙δωi(t) +
∑
k∈ΛG
aik
(
(δωk(t))
2 − (δωk(t− τm))2
)]
=
∑
i∈ΛG
[
− 2ki(δωi(t))2 − 2
∑
k∈ΛG
aik
(
δωi(t)− δωk(t− τm)
)
δωi(t)
+
∑
k∈ΛG
aik
(
(δωk(t))
2 − (δωk(t− τm))2
)]
. (5.21)
It is obvious that V˙ (t) =
∑
i∈ΛG
[
− 2ki(δωi(t))2
]
when aik = 0, and in a connected
communication network, we have
V˙ (t) =
∑
i∈ΛG
[
− (2ki + 1)(δωi(t))2 −
∑
k∈ΛG
aik
(
(δωi(t))
2 − 2δωi(t)δωk(t− τm)
+ (δωk(t− τm))2 − (δωk(t))2
)]
=
∑
i∈ΛG
[
− (2ki + 1)(δωi(t))2 −
∑
k∈ΛG
aik
(
δωi(t)− δωk(t− τm)
)2
+
∑
k∈ΛG
aik(δωk(t))
2
]
. (5.22)
5.2.1 Lyapunov Sufficient Condition in Constant Time Delay
It is possible to write the Lyapunov-Krasvoskii functional condition and its correspond-
ing derivative condition in the form of linear matrix inequalities (LMIs).
Proposition 6.2 MG with constant time delay described by (5.15) is asymptotically stable
if there exists an n2 × n2 matrix W , where W is positive semi-definite, and satisfies
AWAT1n2×1 ≥ 0,
A = diag(Ah(t)), W = diag(Wh(t)), h ∈ ΛG,
Ah(t) = [δω1(t), δω2(t), ..., δωn(t)],Wh(t) = [w
h
ij(t)],
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whij(t) =

2ki +
∑
k∈ΛG aik, i = j = h
τmki(1 + τ
mki)aih, i = j 6= h
−ahj(1 + τmkj), i = h 6= j
−aih(1 + τmki), i 6= j = h
0, i 6= j 6= h
, (5.23)
where 1n2×1 is an n2 × 1 matrix where every element is equal to one; A is an n2 × n2
frequency deviation matrix with Ah(t) ∈ Rn.
Remark 6.5 [90] An n2 × n2 symmetric real matrix Wh(t) is said to be positive semi-
definite or non-negative definite if Ah(t)Wh(t)Ah(t)
T ≥ 0 for all Ah(t) ∈ Rn2. Formally,
Wh(t) positive semi-definite ⇐⇒ Ah(t)Wh(t)Ah(t)T ≥ 0 for all Ah(t) ∈ Rn2 . (5.24)
Note that W is a diagonal matrix with arrays of Wh(t) for h ∈ ΛG; hence W is positive
semi-definite. Based on characteristics of positive semi-definite matrices, W is positive
semi-definite if and only if all of its eigenvalues are non-negative.
To derive (5.23), according to (5.22), sufficient conditions of V˙ (t) ≤ 0 is achieved by
(2ki + 1)(δωi(t))
2 +
∑
k∈ΛG
aik
(
δωi(t)− δωk(t− τm)
)2
≥
∑
k∈ΛG
aik(δωk(t))
2, ∀{i, k} ∈ ΛG. (5.25)
Taking Laplacian transform of δωi(t)− δωk(t− τm) yields
δωi(s)− δωk(s)e−τms ≈ δωi(s)− δωk(s)(1− τms), (5.26a)
L−1{δωi(s)− δωk(s)(1− τms)} = δωi(t)− δωk(t) + τmδω˙k(t). (5.26b)
Using (5.19) results in
δωi(t)− δωk(t) + τmδω˙k(t) = δωi(t)− (1 + τmkk)δωk(t)
−
∑
j∈ΛG
akj
(
Ωk(t)− Ωj(t− τm)
)
. (5.27)
At the end of each sub-interval t, averaging distributed terms Ωk(t)−Ωj(t− τm) = 0 and
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then the sufficient condition, is given by
(2ki + 1)(δωi(t))
2 +
∑
k∈ΛG
aik
(
δωi(t)− (1 + τmkk)δωi(t)
)2
≥
∑
k∈ΛG
aik(δωk(t))
2, ∀{i, k} ∈ ΛG. (5.28)
The inequality (5.28) satisfies Lyapunov-Krasvoskii condition V˙ (t) < 0 for the ith unit,
which is extended to all units in an LMI format observed in Proposition 6.2. Since both
Lyapunov-Krasvoskii functional condition and its derivative condition are satisfied, the
MG control system is asymptotically stable.
5.2.2 Lyapunov Sufficient Condition with Time-Varying Delay
A stability criterion is developed based on implicit model transformation. This model
transformation uses the two-term approximation approach presented in Theorem 6.2. As is
well known, it is usually impossible to describe Lyapunov-Krasvoskii functional conditions
with parasitic variables that are time-varying. Here, we derive the necessary and sufficient
conditions in the form of LMIs.
Proposition 6.3 MG with time-varying delay described by (5.15) is asymptotically stable
if there exists an n2 × n2 matrix W , where W is positive semi-definite, and satisfies(
AW1A
T + AW2U + UU
T
)
1n2×1 ≥ 0,
U = diag(uh(t)), uh(t) =
1√
2
[u1(t), u2(t), ..., un(t)],
W1 = diag(W1,h(t)),W1,h(t) = [w
h
1,ij(t)],
W2 = diag(W2,h(t)),W2,h(t) = [w
h
2,ij(t)],
A = diag(Ah(t)), Ah(t) = [δω1(t), δω2(t), ..., δωn(t)],
wh2,ij(t) =

∑
k∈ΛG aik, i = j = h
−aih, i = j 6= h
0, o.w
, (5.29)
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wh1,ij(t) =

2ki +
∑
k∈ΛG aik, i = j = h
τmki(1 + τ
mki)aih, i = j 6= h
−ahj(1 + τmkj), i = h 6= j
−aih(1 + τmki), i 6= j = h
0, i 6= j 6= h
.
In the aforementioned formulation of the small-signal model, two critical issues closely
related to reduction of conservatism are how to pull out the time-varying delay, and to
what degree of precision the uncertain delay τm(t) can be estimated. The small-signal
model uses a two-term equation to approximately capture the impact of time-varying
delay, given by
δωi(t− τm(t)) = 1
2
[δωi(t− τm) + δωi(t− τm)] + ∆τ
m
2
ui(t). (5.30)
This approximation is derived from two-term approximation method in (5.6), where τm(t)
is bounded by τm and τm. As mentioned in (5.7), approximation error is given by
ui(t) =
1
∆τm
∫ τm
τm
kψδω˙i(t− ψ)dψ. (5.31)
With a reasonable assumption, τm = 0, according to (5.22), sufficient condition to have
V˙ (t) ≤ 0 is achieved by
(2ki + 1)(δωi(t))
2 +
∑
k∈ΛG
aik
(
δωi(t)− (1 + 1
2
τmkkδωk(t))− 1
2
ui(t)
)2
≥
∑
k∈ΛG
aik(δωk(t))
2, ∀{i, k} ∈ ΛG. (5.32)
This inequality satisfies Lyapunov-Krasvoskii condition for the ith unit. To extend it to all
units, we need an LMI format proposed in Proposition 6.3. The LMI format of (5.32) is
summarized into (5.29).
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5.3 Time Delay-based DVFC
The preceding analysis provides an LMI form of necessary and sufficient conditions to
achieve MG stability. Although these conditions determine whether an MG operation is
stable or not, they cannot guarantee MG stability in a time horizon. We propose a delay-
based DVFC to minimize the impact of delay in communication networks on the islanded
MG’s transient performance as load and renewable energy resources change.
It is necessary to explain why we present two solutions when large-signal analysis covers
the small-signal one. As discussed in Chapter 1, small-signal analysis is only valid around
operating point by linearizing the model of MG components. Although it does not show
how far MG stability margin is from an unstable region, it simplifies the analysis by
calculating a time delay margin, as a valuable index. Additionally, large-perturbation
analysis depends on energy function definition and corresponded assumptions which cannot
extend to different types of controller (e.g., frequency or voltage controller), while small-
signal analysis proposed in Section 5.1 models each individual component in the islanded
MG, which is suitable for a variety of control designs. Therefore, Sections 5.1 and 5.2
derive LMI formats of MG stability for either small or large signal perturbation models.
In the following subsections, two delay-based DVFC solutions are developed for a) small
and b) large-signal analysis.
5.3.1 DVFC with Small-Signal Critic Network
As discussed in Chapter 4, an ADHDP model is essentially a juxtaposition of dynamic
programming. Note that the dynamic programming approach calculates action variables
(ki(t), κi(t), Zv,i(t), Kδ,i(t)) via optimal Bellman function. Adaptive critic concept utilizes
an approximation of the optimal cost-to-go function to accomplish mid-level control de-
sign. The operational critic network, Ju[a(t), s(t)], minimizes MG frequency and voltage,
operating cost, and ESS life-time degradation.
This optimal behaviour of DVFC is only valid when a control system maintains MG stabil-
ity with a desirable margin. The time delay existing in the communication network causes
frequency oscillation in the system control; hence, it degrades the transient performance of
MG control. A deviation out of the delay margin can force the system control to unstable
region. Therefore, an inner loop of operational critic networks in Figure 4.2 is designed
to maintain MG stability in a desirable margin, while maintaining frequency and voltage
regulation. The stability evaluator monitors stability margin index, which is achieved by
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any change in action and status variables. Denoting the stability margin by ψ(t) at tth
sub-interval time, we have
ψ(t) = arg max
λ
R
(
λ[a(t), s(t)]
)
, (5.33)
where λ is the dominant eigenvalue from (5.4) for the constant time delay and (5.11a) for
time-varying delay models. The stability critic network, Js[a(t), s(t)], maximizes stability
margin in a fast control loop comparing to the operational critic network. The cost-to-go
functions are given by
Ju(t) =
nT∑
k=0
γkU(t+ k), (5.34a)
Js(t) =
nT∑
k=0
γkψ(t+ k), (5.34b)
U(t) = wV∆V(t) + wF∆F(t) + wC∆C(t) + wE∆E(t), (5.34c)
where utility function of voltage (∆V(t)), frequency (∆F(t)), MG operating cost (∆C(t)),
and ESS lifetime degradation (∆E(t)) are defined in (5.4)-(5.6) with technical constraints
in (5.4)-(5.9).
5.3.2 DVFC under Large-Signal Stability Constraints
As discussed in Subsection 5.3.1, time delay results in frequency oscillation in system
control. Frequency oscillation under large perturbations is more severe than that of small
disturbance. Therefore, the delay-based DVFC is aimed to damp this oscillation and
maintain the stable MG control. Figure 4.2 depicts the stability critic network in subject
to large perturbations. Different from the small-signal critic network, ADHDP diagram
does not have inner loop because the energy function is defined in operational cost-to-go
function, Ju[a(t), s(t)], as frequency utility function. The delay constraints for constant
time delay in (5.23) and time-varying delay in (5.29) are added to other constraints (5.9)-
(5.14).
Cost-to-go and utility functions are defined similar to (5.34a); however frequency utility
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Figure 5.5: Diagram of the ADHDP subject to large perturbations.
function is formulated according to Lyapunov-Krasvoskii function, given by
∆F(t) =
∑
i∈ΛG
[
(δωi(t))
2 +
∑
k∈ΛG
aik
∫ t
t−τm
(
δωk(ψ)
)2
dψ
]
. (5.35)
This delay-based DVFC has new functionality compared to the DVFC in Chapter 4:
• The stability LMI formats of (5.23) and (5.29) for operational critic network train the
action network to reject action variables which leads to MG instability. These con-
straints are added to the cost-to-go function as a penalty function. If these constraints
are not satisfied, the total cost-to-go function has a high value; hence, derivative of
the cost-to-go function to action network is not minimized in action error. This be-
havior causes the action network to reject corresponded action variables in a control
loop;
• The proposed utility function uses integral of MG frequency over time delay hori-
zon; hence, delay-based DVFC mitigates MG oscillation caused by time delay in
communication network.
Although action, critic, and model networks perform to minimize the cost-to-go function,
same as the DVFC discussed in Chapter 4, a delay constraint checks validity of action
variable in each iteration. Action variables which do not meet the LMI conditions in
(5.23) and (5.29) are not dispatched. Consideration of energy function in LMI formats
of (5.23) and (5.29) adds complexity to control design; however, it is essential to collect
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Figure 5.6: MG test case based on modified CIGRE benchmark [31].
frequency behavours during time delay. According to Table 4.2, time response of the
ADHDP algorithm is around 10 µs, while training time for each neural network varies
from 100 s to 600 s, depending to size of control system.
5.4 Numerical Results
The effectiveness of delay-based DVFC is evaluated in an islanded MG implemented in
MATLAB/SimPowerSystems. A diagram of the test system is shown in Figure 5.6. This
European medium-voltage benchmark features a total installed capacity of 2.4 MVA and
includes four batteries in buses #1, #3, #4, and #6. There are 13 critical loads. Feeders
are connected together via 14 coupled pi sections. A detailed description of the test system
and parameters is provided in Appendix C [9, 91]. Maximum power rating of each ESS
is 600 kW. These batteries store rated energy of up to 12000 kWh, and are connected to
a network through bidirectional voltage source controllers. Acceptable minimum SOC of
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each ESS is 1200 kWh.
ESSs share active and reactive power via a fully connected communication network. There-
fore, communication weight between LC i and j is chosen as aij = 1 and bij = 1. Nominal
voltage Vn and frequency ωn are set as 1 p.u. and 377 rad/s, respectively. This section is
organized into four studies, beginning with a dominant eigenvalue analysis of controller in
small perturbation, and examining controller performance under small and large pertur-
bations, in two cases of constant and time-varying delays.
The fully-connected communication topology is illustrated in Figure 5.7 with frequency
adjacency matrix Wf . Similarly, voltage adjacency matrix Wv uses a fully-connected com-
munication network. As depicted in Figure 5.6, we exclude diesel-generator SGs because
Figure 5.7: Schematic of communication structure of the MG consisting of four inverter-based
units.
of delay in their system control; hence, inverter-based test cases are considered. Generally,
inverter-based DGs have small inertia, and their frequency and voltage responses are fast.
Their time response is in the range of 180 µs which is negligible. Therefore, this assump-
tion is useful to highlight impact of communication delays on control system performance.
Note that considering delays in both control system of SGs and communication network is
out of scope of this thesis. Typically, the primary control time is smaller than 4 s, and the
secondary control time is more than 4 s up to several minutes. Thus, these DGs can act
fast after receiving mid-level set-points from the MGCC.
5.4.1 Constant Delay-based DVFC under Small Perturbation
We study performance of the DVFC controller under various time delays and controller
tunings. As in Chapter 4, active and reactive power are accurately shared among ESSs via
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Figure 5.8: Eigenvalue traces of power and voltage controller with different communication delays.
(a) Frequency and (b) voltage gains of DVFC increase in the direction of arrows.
changing two control gains i.e., K and κ. Increasing these gains results in more contribution
to power sharing but may cause MG instability. Four inverter-based units have same
DVFC frequency and voltage control parameters with K = 1 and κ = 1.2, and Q-V gain,
β = 0.75, for balancing reactive power sharing and voltage regulation. Figure 5.8 (a) shows
four streams of eigenvalues for the power controller, where arrows indicate the direction
of increasing frequency gains. Dominant eigenvalues in the power controller move slightly
towards unstable region as time delay τm increases from 0 to 40 ms. Additionally, an
increment in time delay causes the low-frequency oscillation because of increasing conjugate
part of the dominant eigenvalue. It leads to less damping parameter, ξc, as presented in
Remark 6.4. Figure 5.8 (a) depicts that increasing frequency gains improves MG stability
and low-frequency oscillation.
Figure 5.8 (b) illustrates that increasing the voltage gains enhances MG stability; but
dominant eigenvalues in the voltage controller are less sensitive to time delay than that in
the power controller. Note that a change in the voltage gain has an impact on the reactive
power sharing among generation units, which may cause inaccurate power sharing. Time
delay increases the conjugate part of the dominant eigenvalue, which causes the under-
damped voltage response. Table 5.1 shows the overall damping achieved from the dominant
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Table 5.1: Dominant eigenvalue damping around nominal operation
Controller τm = 10ms τm = 20ms τm = 30ms τm = 40ms
Power 0.51 0.39 0.28 0.11
Voltage 0.71 0.67 0.58 0.49
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Figure 5.9: Eigenvalue streams in different constant (a) frequency and (b) voltage DVFC gains.
The communication time delay increases from τm=0 to τm=40 ms in the direction of arrows.
eigenvalue of power and voltage controller. Observe that dominant eigenvalue damping
around nominal operation in the power controller is more critical than that of the voltage
controller. The increasing time delay up to τm=40 ms reduces the dominant eigenvalue
damping to 22 % of that in time delay τm=10 ms.
Figure 5.9 (a) shows that the increment of frequency gains from K=1 to K=1.4 reduces the
eigenvalue sensitivity to time delay changes. According to (5.4), the time delay margin is
around 69 ms in the case of K=1. Increasing the frequency gains to K=1.2 and K=1.4 allow
the system control to be stable subject to time delays of up to 78 and 81 ms, respectively.
Although increment of frequency gain brings the mentioned advantages, it leads to less
MG instability as depicted in Figure 5.8.
Figure 5.8 presents dominant eigenvalue traces in subject to different time delays, and
Figure 5.9 illustrates these traces according to different frequency and voltage gains. Figure
5.9 (b) shows that increasing voltage gains enhance robustness of dominant eigenvalues
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subject to time delays (from τm=0 to τm=40 ms). Although time delay does not have
an impact on voltage instability of the proposed system control, increasing voltage gains
causes reducing conjugate part of a dominant eigenvalue; hence, low-frequency oscillation
generated by time delay is improved.
Time-domain simulation is carried out to show the DVFC performance for T = 2 s. A
50 kW-load at bus #4 is detached at t=0.15 s. First considering a frequency transient
response in Figure 5.10, frequency deviation experienced time delay in the primary control
level is evaluated in three cases, a) base (conventional droop controller), b) DVFC, c)
delay-based DVFC. Time delay is set at τm=20 ms. It is noteworthy that communication
delay in this chapter is applied on the mid-level controller which uses distributed variables
(Ωi(t), ei(t)). Therefore, comparison of DVFC with conventional UC is not suitable to
show delay impact on system performance. As mentioned in Section 4.1, the proposed
DVFC is obtained from IPS model discussed in Chapter 3. IPS model is the similar
to non-optimal DVFC with all utility function weights equal to zero (i.e., wx = 0, x ∈
{F ,V , C, E}). Therefore, it is expected that these control techniques demonstrate similar
performances in presence of communication delay. Simulation results in Chapter 4 proved
that optimal performance of DVFC mitigates frequency and voltage deviation in load
change or renewable energy intermittency. However, it does not affect on frequency and
voltage oscillation less than mid-level time interval (i.e., 0.5 s). As mentioned in Section
5.1, a new constraint for delay control is added to stability critic network. Thus, this
chapter evaluates delay impact on frequency, voltage, and power sharing in case of DVFC
with and without control delay. Figure 5.10 depicts that the DVFC eliminates frequency
deviation while the base approach cannot restore frequency to the nominal value. Observe
that there is no frequency oscillation in the base approach because conventional droop
controller does not use the distributed variables (Ωi(t)). Time delay increases frequency
oscillation resulting from load disconnection at bus #4. Figure 5.10 shows that delay-based
DVFC improves the dominant eigenvalue damping from 0.39 to 0.52. It is noteworthy to
mention that, when time delay increases to τ=30 ms and τ=40 ms, frequency oscillation
magnitude increases.
Figure 5.11 illustrates comparison of the DVFC with and without delay control design for
DG1. The base approach is not analyzed because there is no significant oscillation due to
time delay effect. The delay-based DVFC consumes 43% energy less than that of DVFC
as depicted in Figure 5.11 in the duration of 2 s.
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Figure 5.10: MG frequency response in case of the base and DVFC approach with and without
delay control subject a load disconnection at bus #4.
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Figure 5.11: Delay impact on active power of DG1 in a 50 kW-load disconnection at bus #4.
5.4.2 Time-Varying Delay-based DVFC under Small Perturba-
tion
The proposed small-signal DVFC evaluates MG stability for constant time delays. This
analysis is a starting point to show a direction for dealing with time delays in the mid-level
control of MGs. Practically, time-variance is a characteristic of communication delays. We
evaluate the DVFC performance for a time-varying delay in three cases as follows:
• Case 1: τm1 (t) = 0.02 + 0.02sin(10t), τm = 0, τm = 40ms.
• Case 2: τm2 (t) = 0.04 + 0.02sin(10t), τm = 20ms, τm = 60ms.
• Case 3: τm3 (t) = 0.04 + 0.03sin(10t), τm = 10ms, τm = 70ms.
Constant matrix in (6.11b), H, is achieved from trial and error (e.g., h11 = 0.015, h22 =
0.017). This matrix satisfies the SSG condition under small perturbations up to 250 kVA.
Figure 5.12 illustrates dominant eigenvalue of the DVFC with and without delay control.
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Figure 5.12: Dominant eigenvalues in the DVFC with and without delay control under time-
varying delays of three cases.
Increased magnitude of time delay, in Cases 1 and 2, leads to more frequency oscillation
and, in severe Case 3, can result in MG instability. Table 5.2 reveals the deterioration of
DVFC performance in damping of time-varying delay impact on MG frequency. Comparing
Cases 2 and 3 shows that dominant eigenvalues move towards the right-side of root locus
coordination as magnitude of time-varying delay increases from 0.02 to 0.03. Delay-based
controller stabilizes the frequency controller in case 3 even though frequency oscillation is
not desirable (delay-based controller: damping value, ξc=0.03).
It is essential to consider time-varying delay in the DVFC control design. As a result,
Table 5.2: Dominant eigenvalue damping around nominal operation under time-varying delay
Controller Case 1 Case 2 Case 3
DVFC 0.22 0.11 -
Delay-based DVFC 0.34 0.20 0.03
MG frequency maintains stable even in the case of large time delay (τ3(t)). In addition,
damping parameter, ξc, is improved from 0.22 to 0.34 in case 1 and from 0.11 to 0.2 in case
2. Time-domain analysis is exactly similar to the one presented for constant delay.
To analyze how the delay-based DVFC reduces frequency and voltage deviation, we defined
frequency performance index PIf = (
∫ 2
0
|ω(t) − ω0|dt)/ω0 and voltage performance index
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Table 5.3: Frequency and voltage performance of the delay-based DVFC in time-varying delays
PIf PIv
Case 1 Case 2 Case 3 Case 1 Case 2 Case 3
DVFC 0.00030 0.00042 0.0112 0.009 0.012 0.13
delay-based DVFC 0.00018 0.00028 0.0035 0.006 0.010 0.10
PIv =
∑
i∈{1,3,4,6}(
∫ 2
0
|Vi(t) − Vi0|dt)/Vi0 to compare the DVFC with and without delay.
ω0(t) and Vi0(t) are frequency and voltage time-domain profile when DVFC performs in a
similar but zero-delay case. Table 5.5 shows performance improvement of the delay-based
DVFC to other controller. Nevertheless, as communication delay increases, the frequency
index, PIf , obtained from the delay-based DVFC becomes considerably lower than that
achieved from the DVFC. A similar observation applies the voltage performance index in
Table 5.3.
5.4.3 Constant Delay-based DVFC under Large Perturbation
Although designed gain values of DVFC in small-signal model maintains MG stability,
it is valid only around operating points. A large perturbation such as connection of 900-
kVA with power factor 0.9 load at t=0.4 s is added to total load in the modified CIGRE
test case in Figure 5.6.
We consider three cases of the base approach, DVFC with and without delay control.
Figures 5.13 and 5.14 show frequency and output voltage response of MG in presence of
this large disturbance. During t=0.4-3.5 s, frequency is restored to the nominal value under
action of the DVFC. Steady-state frequency in the DVFC performance is 377 rad/s, while
the base approach regulates steady-state frequency at 376.23 rad/s. After connection of
loads, both frequency ωi(t) and output voltage Vdi(t) move towards different values less than
their nominal values. Output voltage of generation units converges to different constants
ranging from 0.95 to 1 p.u., while output frequency of each DG converges to the same
value. This is because the frequency is a global phenomenon in MG, but output voltage
is local. However, this CIGRE test system is small which leads the voltage of each bus
converging to a same value. Voltage profile of four buses in the base approach remains
on 0.94 p.u. which is under the allowable range according to IEEE 1547 [3]. Figure 5.15
depicts that output voltage at four buses is restored to the nominal value after 2 s.
Figure 5.16 shows that output active and reactive power of four DGs. During t=0.4-4 s,
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Figure 5.13: MG frequency response before, during, and after a 900-kVA load connection (no
delay).
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Figure 5.14: Output voltage of generation buses in the base approach in a 900 kVA-load connec-
tion.
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Figure 5.15: Performance of the DVFC in voltage control in the presence of a 900 kVA-load
connection.
increased output active and reactive power of total DGs should be equal to added load to
ensure demand and supply balance. The base approach shares active and reactive power
no matter how much DG4,6 are close to their rated power. Two DGs connected to buses #4
and #6 generate 145 kW and two other DGs produce 110 kW, which are less than active
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Table 5.4: Participation factor of DGs in active and reactive power sharing (no delay) at t=4 s
Active Power (%) Reactive Power (%)
DG1,3 DG4,6 Uncovered Demand DG1,3 DG4,6 Uncovered Demand
Base 28.28 37.28 34.44 21.59 33.71 44.77
DVFC 56.81 43.19 0 50.38 49.62 0
power of the increased load. This inadequacy of active power is a reason for frequency
deviation of the base approach in Figure 5.16. Figure 5.17 illustrates output active and
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Figure 5.16: Active and reactive power sharing among DGs in the base approach (no delay) in
large perturbation.
reactive power using the DVFC with no delay effect. Comparing with the base approach,
it is observed that the increased active power for two DGs on buses #1 and #3, which have
enough capacity different from two other DGs, are around 221 kW, while DGs at buses
#4 and #6 generate 168 kW. Table 5.4 shows participation factor of DG1,3 increases from
28% in the base approach to 56% in the DVFC, because these DGs have more operating
power capabilities comparing to DG4,6. Similar convention is applied to reactive power
sharing among these DGs. Figure 5.18 illustrates impact of communication delays on MG
frequency. The constant communication delay, τm=10 ms, causes low oscillation around
ideal frequency response shown in Figure 5.13. From Figure 5.18, we can observe that the
delay-based DVFC damps oscillation of frequency response. This analysis can be applied
to voltage, active and reactive time-domain simulation in Figures 5.19 and 5.20. The
delay-based DVFC damps voltage, active and reactive power profiles similar to those in
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Figure 5.17: Active and reactive power sharing among DGs in the DVFC (no delay).
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Figure 5.18: Frequency response of the DVFC with and without delay control in τ=10 ms subject
to large disturbance at t=0.4 s.
Figures 5.15 and 5.17, respectively. As observed in these figures, MG frequency is more
sensitive to communication delay than voltage, active and reactive power of DGs. As a
result, we continue the time delay analysis on only frequency in different cases. As time
delay increases up to 30 ms in Figure 5.21, MG frequency response has more ripples than
that obtained in time delay of 10 ms. To evaluate activation of LMI-form presented in
(5.23), we increase time delay to 75 ms which is more than a normal time delay margin
(69 ms). From results shown in Figure 5.22, it can be concluded that the DVFC cannot
be used because of frequency instability at τm=75 ms, while the delay-based DVFC can
regulate frequency even with a delay more than t=40 ms. The delay-based DVFC remains
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Figure 5.19: The voltage profile at bus #1 for the DVFC without delay control in τm=10 ms.
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Figure 5.20: Performance of the DVFC without delay control in active and reactive power sharing
among four DGs in τm=10 ms.
stable with communication delay less than 94 ms, achieved from a trial and error analysis.
Table 5.5 shows superiority of the delay-based DVFC to other controllers. Nevertheless,
as communication delay increases, frequency performance index, PIf , obtained from the
delay-based DVFC becomes considerably lower than that achieved from the DVFC. This
delay-based controller reduces frequency deviation index to around 30% of that of the
DVFC. Although a large time delay, τm=75 ms, causes frequency instability, the frequency
performance index is 0.014 in time horizon of 4 s. A similar convention is applied to the
voltage performance index as depicted in Table 5.5. Table 5.6 lists the typical convergence
times for each NN, performed by Intel(R) Core(TM) i7-8650 1.90GHz (4 processors). This
table depicts that the proposed DVFC with delay control increases computation time for
training of action and critic networks due to rejection or acceptance of action variables.
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Figure 5.21: Frequency response of the DVFC with and without delay control in τm=30 ms.
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Figure 5.22: Frequency response of the DVFC with and without delay control in τm=75 ms.
Table 5.5: Frequency and voltage performance of the delay-based DVFC under different time
delays
PIf PIv
τm = 10ms τm = 30ms τm = 75ms τm = 10ms τm = 30ms τm = 75ms
DVFC 0.0018 0.0038 0.014 0.04 0.06 0.12
Proposed DVFC 0.0005 0.0013 0.005 0.01 0.05 0.07
Besides, time response of ADHDP controller for both approaches are equal.
108
Table 5.6: Typical convergence time for NNs in DVFC with and without delay control
Training Cycle Model Action Critic
DVFC 10 µs 175 s 225 s 650 s
Proposed DVFC 10 µs 180 s 270 s 833 s
5.4.4 Time-Varying Delay-based DVFC under Large Perturba-
tion
In this study, extensive simulations have been carried out to evaluate impact of com-
munication delays on the MG transient performance. Performance of delay-based DVFC
under large perturbations is evaluated in two time-varying delays:
• Case 1: τm1 (t) = 0.02 + 0.02sin(10t), τm = 0, τm = 40ms.
• Case 2: τm2 (t) = 0.035 + 0.035sin(10t), τm = 0, τm = 70ms.
The time-domain simulation in this study shows very similar oscillating behaviour to those
with constant time delays discussed in the previous subsection. As a result, we analyze
convergence of diffusive variables for frequency (Ωi(t)) and voltage (ei(t)) under various
time-varying delays.
We assume that only DG1 has access to reference values of the diffusive variable (Ω1(t))
as a virtual leader. Other DGs need to communicate with their neighbours and converge
to a single diffusive value (Ωi(t) = Ωj(t),∀i 6= j).
Figure 5.23 compares convergence of frequency diffusive control variable for four DGs in
the DVFC with and without delay control. As seen in this figure, control performance in
the delay-based DVFC is better than that obtained from the DVFC. From this perspective,
the same analysis is performed on the voltage control variable for four DGs. As observed
in Figure 5.24, voltage control variables in the delay-based DVFC show less oscillating
behaviour than that obtained from the DVFC, when the delay fluctuates between 0 and
40 ms. With comparison of Figures 5.23 and 5.24, it is concluded that time delay has
less impact on voltage profile than frequency response. Since upper bound values of time-
varying delays affect frequency control performance, we are interested in simulating the
delay-based DVFC with a larger time-varying delay. Therefore, we continue to increase
the magnitude of delay in Case 1 to two times its value. As depicted in Figure 5.25,
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Figure 5.23: Transient response of frequency diffusive variable (Ωi(t)) under small time-varying
delay (Case1) for DVFC with and without delay control.
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Figure 5.24: Transient response of voltage diffusive variable (ei(t)) under small time-varying delay
(Case1) for DVFC with and without delay control.
increasing time-varying delay ruins MG stability. The delay-based DVFC activates LMI
format presented in (5.29) to avoid frequency instability, subject to a large time delay. It
can be concluded that the delay-based DVFC is robust to large time-varying delay, while the
DVFC with no delay control is vulnerable to large variant delays. In addition, comparing
Figures 5.23 and 5.25 shows that large time-varying delay can postpone convergence of
the frequency control variable. Table 5.7 shows effectiveness of the delay-based DVFC in
the frequency and voltage performance indices. As a result, the delay-based DVFC can
effectively characterize the actual time-varying delay under large perturbations.
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Figure 5.25: Transient response of frequency diffusive variable (Ωi(t)) under large time-varying
delay (Case2) for DVFC with and without delay control.
Table 5.7: Frequency and voltage performance of the delay-based DVFC under different time
delays
PIf PIv
Case 1 Case 2 Case 1 Case 2
DVFC 0.0068 0.015 0.07 0.16
delay-based DVFC 0.0032 0.006 0.04 0.10
5.5 Summary
This chapter presents how the communication time delays affect the mid-level frequency
and voltage control of an islanded MG proposed in Chapter 4. Practically, constant and
time-varying communication delays caused generation units to use outdated dispatch infor-
mation for power sharing. Two models of constant and time-varying delay-based DVFC are
proposed to determine time delay margin in the mid-level controller where time delay be-
low this margin guarantees MG stability. Based on a comprehensive analysis of the DVFC
gains, frequency and voltage controllers can be stable even in case of large time delays. Re-
sults from CIGRE MG show better damp frequency oscillations with delay-based DVFC.
To counteract delay impact on frequency and voltage of MG subject to large perturbations,
two LMI-forms of constant and time-varying delays are applied on the mid-level control
design. As communication delay increases, large-signal model of DVFC changes feasible
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gain set of the delay-based DVFC. Numerical results demonstrate a better frequency and
voltage regulation of the delay-based DVFC in both constant and time-varying delays com-
pared to the DVFC without delay control. It is concluded that the delay-based DVFC is
less sensitive to the communication delay than that of the DVFC presented in Chapter 4.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
This Ph.D research investigates problems in frequency and voltage control of islanded
MGs. From the primary control perspective, an intelligent power sharing mechanism is
proposed to maintain the frequency and voltage within acceptable ranges. It shares power
among generation units not only based on their droop values but also their operating
power capabilities. From the secondary control perspective, a hybrid mid-level controller
is presented that communicates with a distributed primary controller to share the output
power of generation units. It also determines the optimal output power of units between
two dispatch intervals for the secondary controller while maintaining frequency and voltage
stability. This mid-level controller covers time intervals between those of primary and sec-
ondary controllers, and avoids the stair-pattern generation scheduling in conventional UCs.
It reduces operating cost of MG and life-cycle degradation of fast-acting generation units.
To consider a realistic test case, a comprehensive investigation of communication delay
impacts is performed on frequency and voltage response of islanded MGs. Constant and
time-varying delays are considered in control design of the proposed mid-level controller.
Finally, a delay-based controller is designed to mitigate frequency oscillation of MGs in
presence of either small or large perturbations.
In Chapter 1, a literature survey on islanded MGs and challenges in the frequency and volt-
age control is presented. Control of islanded MGs is categorized in aspect of a) function-
ality, b) technique and c) architecture. A review of MG architectures, control techniques,
stability models, and control levels is presented in this chapter. Frequency and voltage
control challenges are mainly categorized as a) primary frequency and voltage control, b)
optimal operation and secondary control, and c) impact of time delay on both primary and
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secondary controls. In addition, frequency and voltage control issues existing in primary
and secondary control levels with and without communication delay are described.
In Chapter 2, modelling of an islanded MG with main components is discussed. Three
main components are considered: 1) inverter-based generation unit, 2) SG, and 3) voltage-
dependent load. Frequency and voltage control diagrams of inverter-based units and SGs
with corresponding equations are presented. In the case of inverter-based unit, a virtual
impedance is added to the voltage control diagram to regulate output voltage.
In Chapter 3, an intelligent power sharing (IPS) controller is proposed for islanded MGs.
Based on realistic analysis and simulation results, the IPS controller provides desirable
frequency and voltage regulation, while sharing power proportional to generation units’
operating power capabilities and their droop control values. The IPS controller gains can
be tuned to achieve either voltage regulation, reactive power sharing, or a compromise
between them. A mathematical model of small-perturbation stability is presented along
with performance analysis. By properly tuning the changes in IPS parameters, it is demon-
strated that the IPS provides zero steady-state errors in MG frequency and voltage, unlike
conventional control models. This controller reduces dependency on ESSs by distributing
operating power capabilities of generation units over a wide time-horizon.
In Chapter 4, a dynamic voltage and frequency controller is proposed for optimizing the
operating cost of dispatchable units and ESS life-time in an islanded MG. Numerical results
show that the DVFC can regulate frequency and voltage of MG as a mid-level controller.
This mid-level controller covers the time intervals between those of primary and secondary
controllers and avoids stair-pattern generation scheduling in conventional UCs. Through
studying several scenarios on a CIGRE test system, it is shown that the DVFC reduces
frequency and voltage deviations from their desired values, and minimizes operating cost
of generation units. Its optimal control policy extends the life-cycle of ESSs up to twofold.
With proper training and parameter configuration of the DVFC, islanded MGs can be
controlled intelligently to be self-adaptive, stable, and cost-efficient.
In Chapter 5, impacts of communication time delays on mid-level frequency and voltage
control, proposed in Chapter 4, are discussed. Two models of constant and time-varying
delay-based DVFC are proposed to determine time delay margin in the mid-level controller
where time delay below this margin guarantees MG stability. By conducting a comprehen-
sive analysis of DVFC gains, it is concluded that the MG frequency and voltage controllers
remain stable even under large time delays. Numerical results illustrate that better fre-
quency and voltage regulation under both constant and time-varying delay scenarios is
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achieved compared to the DVFC without delay control.
6.2 Contributions
The main contributions of this thesis are listed as follows:
• An IPS approach is developed that allows for dispatching active and reactive power
among generation units based on their droop control gains and operating power ca-
pabilities. It improves frequency and voltage regulation and enhances life-cycle of
fast-acting generation units. In addition, it offers a dynamic compromise between
voltage regulation and accurate reactive power sharing among generation units and
the controlled impact of coupling between active and reactive power on voltage reg-
ulation.
• A small-perturbation stability model is analyzed to determine required conditions for
the proposed controller gains. The analysis leads to robust controller performance
under rapid load and renewable energy variations while maintaining MG frequency
and voltage stability.
• A hybrid mid-level controller is developed that communicates with the proposed
primary controller to share output power of generation units. It also determines
optimal output power of units between two dispatch intervals for the secondary con-
troller while maintaining frequency and voltage stability. This voltage and frequency
controller is tested on the CIGRE test system to evaluate its economic operation and
ESS life-cycle efficiency compared to conventional UC.
• The impact of constant and time-varying delay is evaluated on the proposed controller
in presence of small and large perturbations. Two mathematical models are developed
for small and large-signal analysis of islanded MGs.
• A delay-based controller is developed to mitigate frequency oscillation of the islanded
MG in subject to small and large disturbances when delays are either constant or
time-varying. The proposed controller reduces delay impacts by increasing time delay
margin and MG frequency oscillation resulted from the delay.
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6.3 Future Research Topics
Future research topics can be carried out to address the following drawbacks:
• The proposed IPS is tested on only balanced test systems while it should be analyzed
under the unbalanced conditions. One phase-disconnection of line or load may cause
MG instability which needs to be investigated.
• The cost-to-go function, presented in Chapter 4, uses constant weights for each utility
function as a simple weighted sum method. In theory, it is not a multi-objective
optimization algorithm. It can be equipped with proper multi-objective algorithms
such as genetic or particle swarm optimization techniques.
• The randomness of delay is another characteristic of communication delay. There
is probability of having delay in communication links, which should be considered
in a robust control design. For this purpose, some studies have proposed different
algorithms to handle this issue [92]. Therefore, it is an open area to consider a
randomly time-varying delay in a control design formulation and to deeply analyze
its impact on controller performance.
• Constant and time-varying delays are considered to be equal for all communication
links. Practically, the length and technology types of communication networks be-
tween the LC-to-LC affect the corresponding delay. Hence, a comprehensive analysis
is necessary for studying the impact of unequal constant and time-varying delays
in communication network. Note that, apart from time delays, both the topology
structure and adjacency weights of the selected communication networks also affect
MG stability.
• The proposed delay-based controller can be extended to a voltage energy function in
large signal analysis. When applying Lyapunov-Krasvoskii formulation to the DVFC
with communication delays, it is necessary to analyze voltage stability of a large-scale
MG subject to large perturbations.
• SGs have an intrinsic time delay in their system control, which can be added to
communication delay. Studies should be carried out to develop a robust controller
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considering both system control delay and communication latency. Moreover, analy-
sis of communication delay for secondary controller can improve the model presented
in this study.
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Appendix A
Small-Signal Stability Analysis
In order to provide a better understanding of small-signal model, we consider following space-
state model
∆x˙ = A(g)∆x+B(g)∆ux
∆y = C(g)∆x+ C(g)y ∆uy, g ∈ {p, v, c, lcl, INV, SG,Ld, Ln} (A.1)
where [∆ux] and [∆uy] are input vectors, [∆y] is output vector, and [∆x] is state vector of
components in power, voltage, and current controllers, LCL filter, and inverter, load, and line
sub-modules. The complete formulation of small-signal model of each component in the MG is
presented as follow:
A.1 Individual Voltage Source Inverter
A voltage source inverter is commonly used to interface units to a MG network. The power
processing section of a three-leg voltage source inverter consists of power/voltage/current con-
trollers, LCL filter, coupling inductance, and output on common reference coordinate. To de-
scribe state-space model of inverter, we define following d and q axis components of voltages and
currents:
xs,dq = [xs,d xs,q]
T , x ∈ {v, i}, s ∈ {o, l}. (A.2)
To connect an inverter to MG, output variables xs,dq need to be converted to the common reference
coordinate (DQ). Axis set (DQ) is common reference frame rotating at frequency ωcom, while
(dqi) and (dqj) are reference frame of the i
th and jth inverters at ωi and ωj , respectively [58].
The following equation represents transformation from dq−coordinate to DQ axis for signals of
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xs and angle of inverter δ.
xs,DQ = Tdqxs,dq + Tδδ,
Tdq =
[
cos(δi) −sin(δi)
sin(δi) cos(δi)
]
,
Tδ =
[−xs,dsin(δi)− xs,qcos(δi)
xs,dcos(δi)− xs,qsin(δi)
]
. (A.3)
Similarly, the reverse transformation is given by
xs,dq = T
−1
dq xs,DQ + Tδ−1δ,
T−1dq =
[
cos(δi) sin(δi)
−sin(δi) cos(δi)
]
,
Tδ−1 =
[−xs,Dsin(δi) + xs,Qcos(δi)
−xs,Dcos(δi)− xs,Qsin(δi)
]
. (A.4)
A.1.1 Power Controller
Instantaneous active and reactive power components p and q are calculated from output
voltage and current (vo,dq and io,dq) of inverter by
p = vo,dio,d + vo,qio,q, (A.5a)
q = vo,dio,q − vo,qio,d. (A.5b)
Instantaneous power components are passed through low-pass filters with a cut-off frequency ωc
to obtain their corresponding active and reactive powers P and Q (illustrated in the Laplace
form):
P =
ωc
s+ ωc
p, (A.6a)
Q =
ωc
s+ ωc
q. (A.6b)
Active and reactive power sharing among inverters are obtained from the IPS scheme. System
frequency ω is achieved from droop gain mp and diffusive term Ω, and corresponding angle is
calculated from an integral over frequency. In the IPS model, the diffusive term for all inverters
must converge to the same value via connected LCs. For this purpose, the diffusive term value
for all inverters is assumed to be equal (Ω = Ωi = Ωj). Furthermore, angle of inverter voltage, θ,
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changes in the response to active power flow with gain of droop value mp,
ω = ω0 −mp(P − Pe(θ)) + kΩ, (A.7a)
Ω˙ = −(ω − ω0), (A.7b)
θ˙ = ω, (A.7c)
θ = ω0 −
∫
mpPdt. (A.7d)
To share reactive power, Q, among multiple distributed generators, voltage magnitude v∗o,d is
maintained via voltage droop nq and a diffusive term e as (A.8a)
v∗o,d = V0,d − nq(Q−Qe(θ)) + κe, (A.8a)
e˙ = −β(V0,d − vo,d), (A.8b)
Sv =
∫
(V0,d − vo,d))dt. (A.8c)
where Sv is a slack variable to represent an integral over voltage magnitude. As discussed before,
to establish the complete model on a common reference frame, the reference of each inverter is
considered as the common frame. We define a difference between an individual inverter reference
frame and the common reference frame, ∆θcom, by
∆θcom =
∫
(∆ω −∆ωcom)dt. (A.9)
Based on (A.7a and A.8a), rhe power controller model for an inverter is written as
∆θ˙
∆P˙
∆Q˙
∆S˙v
 = A(p)

∆θ
∆P
∆Q
∆Sv
+B(p)
∆il,dq∆vo,dq
∆io,dq
+B(p)ωcom∆ωcom
[
∆ω
∆v∗o,dq
]
=
[
C
(p)
δ
C
(p)
PQ
]
∆θ
∆P
∆Q
∆Sv
 , (A.10)
A(p) =

k −mp 0 0
0 −ωc 0 0
0 0 −ωc 0
0 0 0 0
 , (A.11a)
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B(p) =

0 0 0 0 0 0
0 0 ωcIo,d −ωcIo,q ωcVo,d ωcVo,q
0 0 ωcIo,q −ωcIo,d ωcVo,q ωcVo,d
0 0 1 0 0 0
 , (A.11b)
C
(p)
δ =
[
0 −mp 0 0
]
, (A.11c)
C
(p)
PQ =
[
0 0 −nq −κβ
0 0 0 0
]
, (A.11d)
B(p)ωcom =
[−1 0 0 0]T . (A.11e)
A.1.2 Voltage Controller
Output voltage of inverter is achieved from output of a PI controller which controls the current
magnitude il,dq (as current flowing the coupling inductance)
dφd
dt
= v∗o,d − vo,d, (A.12a)
dφq
dt
= v∗o,q − vo,q. (A.12b)
Algebraic equations for the voltage controller are defined as
i∗l,d = Fio,d − ωCfvo,q +Kpv(v∗o,d − vo,d) +Kivφd, (A.13a)
i∗l,q = Fio,q + ωCfvo,d +Kpv(v
∗
o,q − vo,q) +Kivφq. (A.13b)
Reference and feedback inputs are injected to the voltage controller to calculate reference variable
of current controller:
∆ ˙φdq = [0]∆φdq +B
(v)
vo,dq
∆v∗o,dq +B
(v)
∆il,dq∆vo,dq
∆io,dq
 , (A.14a)
∆i∗l,dq = C
(v)
φ ∆φdq + C
(v)
vo,dq
∆v∗o,dq + C
(v)
∆il,dq∆vo,dq
∆io,dq
 , (A.14b)
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where all matrices in voltage controller are defined as follow
B(v)vo,dq =
[
1 0
0 1
]
, (A.15a)
B(v) =
[
0 0 −1 0 0 0
0 0 0 −1 0 0
]
, (A.15b)
C
(v)
φ =
[
Kiv 0
0 Kiv
]
, (A.15c)
C(v)vo,dq =
[
Kpv 0
0 Kpv
]
, (A.15d)
C(v) =
[
0 0 −Kpv −ωCf F 0
0 0 ωCf −Kpv 0 F
]
. (A.15e)
A.1.3 Current Controller
In order to calculate the reference voltage of inverter, we define state variables γdq as follow
dγd
dt
= i∗l,d − il,d, (A.16a)
dγq
dt
= i∗l,q − il,q. (A.16b)
Virtual impedance, rv + jωLv, is added to the current controller to regulate output voltage.
Algebraic equation for the current controller is defined as follow
v∗i,d = −rvil,d + ωLvil,q − ωLf il,q +Kpc(i∗l,d − il,d) +Kicγd, (A.17a)
v∗i,q = −rvil,q − ωLvil,d + ωLf il,d +Kpc(i∗l,q − vo,q) +Kicγq. (A.17b)
Small-signal state-space form of current controller is given by
˙∆γdq = [0]∆γdq +B
(c)
il,dq
∆i∗l,dq +B
(c)
∆il,dq∆vo,dq
∆io,dq
 , (A.18a)
∆v∗i,dq = C
(c)
γ ∆γdq + C
(c)
il,dq
∆i∗l,dq + C
(c)
∆il,dq∆vo,dq
∆io,dq
 , (A.18b)
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where all matrices in the current controller are defined as follow
B
(c)
il,dq
=
[
1 0
0 1
]
, (A.19a)
B(c) =
[−1 0 0 0 0 0
0 −1 0 0 0 0
]
, (A.19b)
C(c)γ =
[
Kic 0
0 Kic
]
, (A.19c)
C
(c)
il,dq
=
[
Kpc 0
0 Kpc
]
, (A.19d)
C(c) =
[−rv −Kpc ω(Lv − Lf ) 0 0 0 0
ω(Lf − Lv) −rv −Kpc 0 0 0 0
]
. (A.19e)
A.1.4 Output LCL Filter and Coupling Inductance
Small-signal model of LCL filter and coupling inductance is represented by
dil,d
dt
=
−rf
Lf
il,d + ωil,q +
1
Lf
(vi,d − vo,d),
dil,q
dt
=
−rf
Lf
il,q − ωil,d + 1
Lf
(vi,q − vo,q),
dvo,d
dt
= ωvo,q +
1
Cf
(il,d − il,d),
dvo,q
dt
= −ωvo,d + 1
Cf
(il,q − il,q),
dio,d
dt
=
−rc
Lc
io,d + ωio,q +
1
Lc
(vo,d − vb,d),
dio,q
dt
=
−rc
Lc
io,q − ωio,d + 1
Lc
(vo,q − vb,q). (A.20)
The following equations represent the state-space form of LC filter and coupling inductance.∆i˙l,dq∆v˙o,dq
∆i˙o,dq
 = A(lcl)
∆il,dq∆vo,dq
∆io,dq
+B(lcl)vi,dq∆vi,dq +B(lcl)vb,dq∆vb,dq +B(lcl)ω ∆ω, (A.21a)
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A(lcl) =

−rf
Lf
−ω − 1
Lf
0 0 0
−ω −rf
Lf
0 − 1
Lf
0 0
1
Cf
0 0 ω − 1
Cf
0
0
1
Cf
−ω 0 0 − 1
Cf
0 0
1
Lc
0
−rLc
Lc
ω
0 0 0
1
Lc
−ω −rLc
Lc

, (A.21b)
B(lcl)vi,dq = B
(lcl)
vb,dq
=

1
Lf
0 0 0 0 0
0
1
Lf
0 0 0 0

T
, (A.21c)
B(lcl)ω =
[
Il,q −Il,d Vo,q −Vo,d Io,q −Il,d
]T
. (A.21d)
A complete small-signal model of an inverter can be achieved by combining state-space models
of power controller, voltage and current controllers, and output LCL filter. There are totally 14
states, and 3 inputs, two outputs in each inverter model (except inverter which its renference is
common reference frame) [58]:
∆x˙(invi) = A(invi)∆x(invi) +B(invi)∆v
(invi)
b,DQ +B
(invi)
ωcom ∆ωcom[
∆ω(invi)
∆i
(invi)
o,DQ
]
=
[
C
(invi)
ω
C
(invi)
io,DQ
]
∆x(invi), (A.22)
and state variables and matrices are defined as follow
∆x(invi) = [∆θ(invi), ∆P (invi), ∆Q(invi), ∆S(invi)v , ∆φ
(invi)
dq ,
∆γ
(invi)
dq , ∆i
(invi)
l,dq , ∆v
(invi)
o,dq , ∆i
(invi)
o,dq ], (A.23a)
A(invi) =
[
A
(invi)
(1) A
(invi)
(2) A
(invi)
(3) A
(invi)
(4)
]
, (A.23b)
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A
(invi)
(1) =

A(p),(invi)
B
(v),(invi)
vo,dq
C
(p),(invi)
PQ
B
(c),(invi)
il,dq
C
(v),(invi)
vo,dq C
(p),(invi)
PQ
B
(lcl),(invi)
vi,dq C
(c),(invi)
il,dq
C
(v),(invi)
vo,dq C
(p),(invi)
PQ
+B
(lcl),(invi)
vb,dq
[
Tδ−1 0 0
]
+B
(lcl),(invi)
ωcom C
(p),(invi)
δ

, (A.23c)
A
(invi)
(2) =

0
0
B
(c),(invi)
il,dq
C
(v),(invi)
φ
B
(lcl),(invi)
vi,dq C
(c),(invi)
il,dq
C
(v),(invi)
φ

, (A.23c)
A
(invi)
(3) =

0
0
0
B
(lcl),(invi)
vi,dq C
(c),(invi)
γ
 , (A.23d)
A
(invi)
(4) =

B(p),(invi)
B(v),(invi)
B
(c),(invi)
il,dq
C(v),(invi) +B(c),(invi),
A(lcl),(invi) +B
(lcl),(invi)
vi,dq (C
(c),(invi)
il,dq
C(v),(invi) + C(c),(invi))

, (A.23e)
B(invi) =

0
0
0
B
(lcl),(invi)
vb,dq [T
−1
dq ]
 , (A.23f)
B(invi)ωcom =

B
(p),(invi)
ωcom
0
0
0
 , (A.23g)
C(invi)ω =

[
C
(p),(invi)
δ 0 0 0
]
, i = 1[
0 0 0 0
]
, i 6= 1
, (A.23h)
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C
(invi)
io,DQ
=
[
Tδ 0 0 Tdq
]
. (A.23k)
A.2 Combined Model of Voltage Source Inverters
In an islanded MG, there can be several inverter connected together via AC link called power
common coupling. The combined small-signal model of all inverters is obtained by
∆x˙(INV ) = A(INV )∆x(INV ) +B(INV )∆vb,DQ
∆io,DQ = C
(INV )∆x(INV ),
∆x(INV ) =
[
∆x(inv1), ∆x(inv2), ...,∆x(invnG )
]
, (A.24)
where the matrices are defined as follow
A(INV ) =

A(inv1) +B
(inv1)
ωcom C
(inv1)
ω 0 ... 0
0 A(inv2) ... 0
. . . .
0 0 .... A(invnG )
 , (A.25a)
B(INV ) =

B(inv1) 0 ... 0
0 B(inv2) ... 0
. . . .
0 0 ... B(invnG )
 , (A.25b)
C(INV ) =

C(inv1) 0 ... 0
0 C(inv2) ... 0
. . . .
0 0 ... C(invnG )
 , (A.25c)
∆vb,DQ =
[
∆v
(inv1)
b,DQ , ∆v
(inv2)
b,DQ , ...,∆v
(invnG )
b,DQ
]
. (A.25d)
A.3 Synchronous Generator
The typical DG which uses SG as interface are diesel generator, combined heat and power,
and microturbine. The stator of SG is connected to MG directly. SG model is composed of stator
and rotor windings, exciter, governor, turbine, and AVR. In particular, this formulation is useful
for linearized or small-displacement formulation for operating point stability issues by neglecting
stator electric transients. The electrical characteristics of the rotor have often been approximated
by three lumped parameter circuits, one field winding and two damper windings (See Figure 7.3-1
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in [78]). The q- and d-axis transient reactances are defined as
X ′q = Xq +
Xm,qX
′
k1r,q
X ′k1r,q +Xm,q
, (A.26a)
X ′d = Xd +
Xm,dX
′
f,d
X ′f,d +Xm,d
. (A.26b)
The q- and d-axis sub-transient reactances are achieved from (7.4-8) in [78]. It is noteworthy to
say that the simplify model of SG is described as follow
∆x˙(SG) = A(SG)∆x(SG) +B(SG)∆vb,DQ
∆io,DQ = C
(SG)∆x(SG),
∆x(SG) =
[
∆x(sg1), ∆x(sg2), ...,∆x(sgnSG )
]
, (A.27)
where the matrices are defined as follow
A(SG) =

A(sg1) 0 ... 0
0 A(sg2) ... 0
. . . .
0 0 .... A(sgnSG )
 , (A.28a)
B(SG) =

B(sg1) 0 ... 0
0 B(sg2) ... 0
. . . .
0 0 ... B(sgnSG )
 , (A.28b)
C(SG) =

C(sg1) 0 ... 0
0 C(sg2) ... 0
. . . .
0 0 ... C(sgnSG )
 , (A.28c)
∆vb,DQ =
[
∆v
(sg1)
b,DQ, ∆v
(sg2)
b,DQ, ...,∆v
(sgnSG )
b,DQ
]
, (A.28d)
∆x˙(sgi) = A(sgi)∆x(sgi) +B(sgi)
[
∆v
(sgi)
b,DQ
∆u
]
+B(sgi)ωcom∆ωcom[
∆ω(sgi)
∆i
(sgi)
o,DQ
]
=
[
C
(sgi)
ω
C
(sgi)
io,DQ
]
∆x(sgi), (A.28e)
∆x(sgi) = [∆θ(sgi), ∆P (sgi), ∆P (sgi)v , ∆P
(sgi)
m , ∆v
(sgi)
o,dq , ∆i
sgi)
o,dq,
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∆i
(sgi)
k1r,q, ∆i
(sgi)
k2r,q, ∆i
(sgi)
f,d , ∆i
(sgi)
kr,d ]. (A.28f)
These matrices are achieved as follows:
E =
1
ω

−Xd 0 0 0 Xm,d Xm,d
0 −Xq −Xm,q Xm,q 0 0
0 −Xm,q X ′k1r,q Xm,q 0 0
0 −Xm,q Xm,q X ′k2r,q 0 0
−X
2
m,d
r′f,d
0 0 0
Xm,dX
′
f,d
r′f,d
X2m,d
r′f,d
−Xm,d 0 0 0 Xm,d X ′kr,d

, (A.29a)
F = −

−rs −Xq −Xm,q −Xm,q 0 0
Xd −rs 0 0 Xm,d Xm,d
0 0 r′k1r,q 0 0 0
0 0 0 r′k2r,q 0 0
0 0 0 0 Xm,d 0
0 0 0 0 0 r′kr,d

, (A.29b)
Y =

K − mp
2Hs
0
mp
2Hs
0 0 0 0 0 0
0 ωc 0 0 ωcVo,d ωcVo,q 0 0 0 0
0
1
Tg
− 1
Tg
0 0 0 0 0 0 0
0 0
1
Tt
− 1
Tt
0 0 0 0 0 0
 , (A.29c)
W =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 ωcIo,d −ωcIo,q 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
 , (A.29d)
A(sgi) =
[
Y
0 [E]−1F
]
, B(sgi) =
[
W
0 [E]−1
]
, (A.29e)
C(sgi)ω =

[
0 −mp 0 ... 0
]
, i = 1[
0 0 0 0 ....
]
, i 6= 1
, (A.29f)
C
(sgi)
io,DQ
=
[
Tδ 0 0 Tdq
]
, (A.29g)
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B(sgi)ωcom =

−1
0
0
0
 . (A.29h)
A.4 MG Network
Consider nG generator connected together via nLn line to provide nLd loads. The state
equation of line current of ith line connected to bus j and k is
diLn(j,k),D
dt
=
−rLn(j,k)
LLn(j,k)
iLn(j,k),D + ωiLn(j,k),Q +
1
LLn(j,k)
(v
(invj)
b,D − v(invk)b,D ), (A.30a)
diLn(j,k),Q
dt
=
−rLn(j,k)
LLn(j,k)
iLn(j,k),Q − ωiLn(j,k),D +
1
LLn(j,k)
(v
(invj)
b,Q − v(invk)b,Q ). (A.30b)
Therefore, the small-signal model of ith line is given by
∆i˙Lni,DQ = A
(Lni)∆iLni,DQ +B
(Lni)
vb,DQ
[
vjb,DQ
vkb,DQ
]
+B(Lni)ω ∆ω. (A.31)
In order to design connected MG network matrices, we arrange them based on i = {1, 2, ..., nLn}
which
A(Lni) =

−rLni
LLni
ω
−ω −rLni
LLni
 , (A.32a)
B(Lni)ω =
[
ILni,Q
−ILni,D
]
, (A.32b)
B(Lni)vb,DQ =
...
1
LLni
0 ...
−1
LLni
0 ...
... 0
1
LLni
... 0
−1
LLni
...
 . (A.32c)
137
Small-signal model of MG network for all lines is represented by
∆i˙Ln,DQ = A
(Ln)∆iLn,DQ +B
(Ln)
vb,DQ
∆vb,DQ +B
(Ln)
ω ∆ω, (A.33a)
A(Ln) =

A(Ln1) 0 ... 0
0 A(Ln2) ... 0
. . . .
0 0 0 A(linenline )
 , (A.33b)
B(Ln)vb,DQ =
[
B
(Ln1)
vb,DQ B
(Ln2)
vb,DQ ... B
(LnnLn )
vb,DQ
]T
, (A.33c)
B(Ln)ω =
[
B
(Ln1)
ω B
(Ln2)
ω ... B
(Lnnline )
ω
]T
. (A.33d)
A.5 Load Model
The Islanded MG is connected to different types of loads, i.e., passive and active loads. Passive
loads are classified to resistive load (R-type), impedance load (RL-type), and constant power load
(PQ-type) [76]. The active loads are only defined as inverter interfaced load. Complete small-
signal model of loads is obtained by
diLdi,D
dt
=
−rLdi
LLdi
iLdi,D + ωiLdi,Q +
1
LLdi
v
(invi)
b,D , (A.34a)
diLdi,Q
dt
=
−rLdi
LLdi
iLdi,Q − ωiLdi,D +
1
LLdi
v
(invi)
b,Q . (A.34b)
Small-signal model of loads is represented by
∆i˙Ld,DQ = A
(Ld)∆iLd,DQ +B
(Ld)
vb,DQ
∆vb,DQ +B
(Ld)
ω ∆ω, (A.35a)
A(Ld) =

A(Ld1) 0 ... 0
0 A(Ld2) ... 0
. . . .
0 0 0 A(LdnLd )
 , (A.35b)
B(Ld)vb,DQ =
[
B
(Ld1)
vb,DQ , B
(Ld2)
vb,DQ , ..., B
(LdnLd )
vb,DQ
]T
, (A.35c)
B(Ld)ω =
[
B
(Ld1)
ω , B
(Ld2)
ω , ..., B
(LdnLd )
ω
]T
, (A.35d)
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A(Ldi) =

−rLdi
LLdi
ω
−ω −rLdi
LLdi
 , (A.35e)
B(Ldi)ω =
[
ILdi,Q
−ILdi,D
]
, (A.35f)
B(Ldi)vb,DQ =
...
1
LLdi
0 ...
−1
LLdi
0 ...
... 0
1
LLdi
... 0
−1
LLdi
...
 . (A.35g)
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Appendix B
Derivation of (5.7)
The approximation error is derived from averaging the descriptor of x(t) from τm to τm
u(t) =
1
2∆τm
∫ τm
τm
kψz(t− ψ)dψ (B.1)
= gu(z(t)), ∀τm(t) ∈ [τm, τm]
where
kψ =
{
1 ψ ≤ t− τm(t)
−1 ψ > t− τm(t) . (B.2)
To obtain the above equation, the approximation error is given by
u(t) =
1
∆τm
[
x(t− τm(t))− 1
2
(
x(t− τm) + x(t− τm))]
=
1
2∆τm
[(
x(t− τm(t))− x(t− τm))+ (x(t− τm(t))− x(t− τm))]
=
1
2∆τm
[ ∫ −τm(t)
−τm
x˙(t+ ψ)dψ +
∫ −τm(t)
−τm
x˙(t+ ψ)dψ
]
=
1
2∆τm
[− ∫ −τm
−τm(t)
x˙(t+ ψ)dψ +
∫ −τm(t)
−τm
x˙(t+ ψ)dψ
]
=
1
2∆τm
[ ∫ τm
τm(t)
x˙(t− ψ)dψ −
∫ τm(t)
τm
x˙(t− ψ)dψ]
=
1
2∆τm
∫ τm
τm
kψx˙(t− ψ)dψ = 1
2∆τm
∫ τm
τm
kψz(t− ψ)dψ. (B.3)
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Appendix C
System Parameters
Table C.1: Line parameters in the CIGRE test case [6]
Bus from Bus to r(Ω/km) X(Ω/km) B(µS/km) l(km)
1 2 0.173 0.423 3.83 2.8
2 3 0.173 0.423 3.83 4.4
3 4 0.173 0.423 3.83 0.61
4 5 0.173 0.423 3.83 0.56
4 6 0.173 0.423 3.83 1.54
6 7 0.173 0.423 3.83 0.24
7 9 0.173 0.423 3.83 1.67
8 9 0.173 0.423 3.83 0.32
9 10 0.173 0.423 3.83 0.77
8 12 0.173 0.423 3.83 2
11 12 0.173 0.423 3.83 2
12 13 0.173 0.423 3.83 0.2
13 5 0.173 0.423 3.83 1.5
3 8 0.173 0.423 3.83 1.3
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Table C.2: Loads parameters in CIGRE test case [6]
Bus Active Power (kW ) Power Factor
1 68 0.9
2 170 0.95
3 85 0.9
4 136 0.9
5 68 0.95
6 51 0.95
7 68 0.95
8 153 0.9
9 119 0.95
10 170 0.9
11 187 0.95
12 82 0.9
13 62 0.95
Table C.3: System parameters and DGs characteristics in CIGRE test case in Chapter 6 [91]
Parameter Value
DG1,3
Cf 50 µF
Lf 1.35mH
mp 4× 10−5 rad/W.s
mˆp 1.5× 10−3 rad/W
np 4× 10−5 V.s/VAr
nˆp 15× 10−6 V.s/VAr
DG4,6
Cf 50 µF
Lf 1.5mH
mp 8× 10−5 rad/W.s
mˆp 3× 10−3 rad/W
np 8× 10−5 V.s/VAr
nˆp 75× 10−6 V.s/VAr
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Table C.4: System parameters and DGs characteristics in CIGRE test case in Chapter 4 and 5
[76, 31]
Description Parameter Value
Electrical Setup
Nominal frequency ω0/2pi 60Hz
Nominal voltage V0 208Vl−l
Inverter-based Generator Parameters
Filter capacitance Cf 50µF
Filter inductance Lf 1.35mH
Switching frequency fsw 8 kHz
Frequency droop gain mp 8× 10−3 rad/W.s
Voltage droop gain np 8× 10−3 V.s/VAr
Proportional gain of voltage controller Kpv 0.05
Integral gain of voltage controller Kiv 390
Proportional gain of current controller Kpi 10.5
Integral gain of current controller Kii 16000
Synchronous Generator Parameters
Frequency droop gain mp1,mp2 ,mp3 4× 10−2, 4× 10−2, 2× 10−2
Voltage droop gain np1, np2 , np3 8× 10−2, 8× 10−2, 6× 10−2
Engine rotor inertia Hs 3.117 s
Reactance of stator Xd,Xq 1.014, 0.77 p.u.
Governor and turbine time constant Tg, Tt 0.141, 0.141s
Amplifier/exciter/field/sensor time constants TA, TE , TG, TS 1, 0.8, 1, 1s
Amplifier/exciter/field/sensor gains KA, KE , KG, KS 1.1, 1, 0.03, 1
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