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Dans ce travail, une étude de certaines méthodes multiéchelles basées sur la théorie des
espaces de Chebyshev est présentée. Notre approche consiste à décrire une méthode pour
le choix optimal de l’espace de Chebyshev adapté à l’approximation une classe de fonc-
tions donnée. Une application spécifique a été présentée, en détails, dans le cadre de la
méthode de quadrature généralisée. Les résultats théoriques et les expérimentations numé-
riques prouvent l’efficacité de notre approche. Enfin, nous présentons une application pour
la résolution numérique des équations différentielles ordinaires.
Mots clés : Méthodes multiéchelles, Analyse multirésolution, Splines, Espaces de Cheby-
shev, Quadrature généralisée.
Abstract
In this work, a study of some multiscale methods based on the theory of Chebyshev
spaces is presented. We describe a method for the optimal choice of the Chebyshev space
suitable to approximate a given class of functions. A specific application has been presented,
in detail, within the framework of the generalized quadrature method. Theoretical results
and numerical experiments prove the effectiveness of our approach. Finally, we present an
application for the numerical resolution of ordinary differential equations.
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Les méthodes multi-échelles sont des outils très importants pour résoudre de nom-
breux problèmes dans des domaines variés. Nous citons, à titre d’exemple, la compression
d’images, le débruitage, le calcul scientifique et la résolution numérique des EDP.
C’est pour cela, la théorie d’approximation regroupe de nombreuses techniques et algo-
rithmes développés durant ces dernières décennies pour approcher des fonctions d’une ma-
nière efficace, rapide et stable. Dans ce contexte, les splines polynomiales, les éléments finis,
la théorie des d’ondelettes sont des outils modernes pour l’approximation multi-échelles.
Le point commun entre ces méthodes c’est d’obtenir une estimation d’erreur acceptable en
fonction de l’échelle qui permet d’assurer une bonne approximation et une convergence ra-
pide. Pour des fonctions suffisamment régulières, la vitesse de convergence est contrôlée par
l’ordre de la méthode qui est la dimension de l’espace polynomial pour lequel l’opérateur
d’approximation est stable.
Dans ce travail, nous étudions des généralisations de ces méthodes multi-échelles pour
quelques problèmes de calcul scientifique.
Notre approche consiste à remplacer les espaces de polynômes par un noyau d’un polynôme
différentiel linéaire, ou plus précisément, un espace de Chebyshev. Ces espaces possèdent
des caractéristiques similaires à celles des espaces des polynômes. Pour cette raison, ils sont
à l’origine de généralisation de plusieurs problèmes d’approximation, design géométrique
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et calcul numérique des intégrales (voir [39], [28], et [2].
Dans ce travail nous proposons des méthodes adaptatives pour l’approximation des fonc-
tions. Nous explorons les estimations de l’erreur, et par suite, nous déterminons le meilleur
espace de Chebyshev en minimisant un critère lié à cette erreur. Une étude détaillée est
donnée dans le cas des méthodes de quadratures généralisées et le calcul numérique des
intégrales. Une autre application est présentée pour la résolution de certains EDO avec des
expérimentation numériques qui montrent l’efficacité de notre approche.
Le Manuscrit est organisé comme suit :
Dans le premier chapitre, nous allons exposer les principaux définitions et propriétés
concernant les espaces de Chebyshev et les espaces invariants par translation. Ensuite, nous
donnons un rappel sur les splines de Chebychev et leurs propriétés. Nous achevons le cha-
pitre par quelques définitions et résultats concernant l’analyse multirésolution et les onde-
lettes non stationnaires.
Le deuxième chapitre concerne l’objectif essentiel de notre travail, nous commençons
tout d’abord par la présentation de l’approximation linéaire et non linéaire basée sur les
splines de Chebyshev et les ondelettes non stationnaires ainsi que l’analyse de l’erreur dans
les deux cas. Ensuite nous proposons un critère pour sélectionner la meilleure approxima-
tion : dans le sens que l’erreur soit minimale en norme L2. En effet, nous démontrons un
résultat d’existence et d’unicité de certains paramètres qui nous permettent de choisir l’es-
pace de Chebyshev pour lequel l’approximation est optimale.
Dans le troisième chapitre, on se penche sur l’application du résultat précédent dans le
cas du calcul numérique des intégrales. Nous commençons par présenter des généralités sur
les méthodes de quadratures numériques et leur limitation, ensuite les méthodes de qua-
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dratures généralisées basées sur les espaces de Chebyshev. Grâce au résultat du deuxième
chapitre, nous proposons un critère de sélection de la méthode quadrature adaptée pour
une certaine classe de fonctions. Les expérimentations numériques illustrent l’efficacité de
cette méthode.
Le dernier chapitre, concerne une application pour la résolution numérique des équa-
tions différentielles. Nous présentons de nombreux expérimentations numériques qui dé-
montrent l’efficacité de notre méthode. Bien que ces résultats sont préliminaires, elles ouvrent
de nombreuses perspectives de recherches dans cette direction.
Chapitre 1
Espaces et splines de Chebyshev
Les espaces de Chebyshev sont des espaces de fonctions possédant des caractéristiques
similaires à celles des espaces des polynômes. Pour cette raison, ils sont très intéressants
pour généraliser quelques problèmes d’approximation. Pour des raisons pratiques, on uti-
lise les espaces de Chebyshev invariant par translations dans nombreuses applications. En
effet, ces espaces nous offrent des paramètres flexibles à choisir d’une manière adaptée au
problème étudié. A titre d’exemple, le design géométrique où ces paramètres ont une in-
fluence sur la forme des courbes et surfaces.
De plus l’invariance par translation offre une "simplicité" de calcul et des algorithmes ra-
pides dans l’approximation multi-échelles par des fonctions splines et pour la construction
et l’utilisation des bases d’ondelettes non stationnaires.
Dans tout ce qui suit, on notera un espace de Chebyshev par C-espace qui revient à la no-
tation en anglais (C-space : Chebyshev Spaces) et un espace de Chebyshev généralisé par
EC (EC-space : extended Chebyshev spaces). Dans ce chapitre nous allons exposer les prin-
cipales définitions et propriétés concernant les espaces de Chebyshev. En particulier, les
espaces de Chebyshev invariant par translation qui sont le noyau d’un opérateur différen-
tiel à coefficients constant. Ensuite, nous collecterons les différentes propriétés des splines
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de Chebyshev et nous achevons par l’exposition de quelques résultats concernant l’analyse
multi-résolution.
1.1 Espaces et systèmes de Chebyshev
Définition 1 (Espace de Chebyshev C-espace). Soit I = [a,b] ⊂R un intervalle, un sous espace
Gn ⊂ Cn(I) est dit espace de Chebyshev si et seulement si ; pour tous réels distincts t1, ...tn ∈ I et
tous réels α1,α2, ...,αn, il existe une unique fonction H qui vérifie :
H(ti) = αi , 1 ≤ i ≤ n. (1.1)
Définition 2 (Espace de Chebyshev généralisé : EC). Soit I = [a,b] ⊂ R un intervalle, un sous
espace Gn ⊂ I est dit espace de Chebyshev généralisé si et seulement si ; pour tout r ≥ 1, pour tout
entiers positifs µ1,µ2, ...,µr , dont la somme vaut n, et pour tous points α1, ...,αr ∈ I deux à deux
distincts, il existe une unique fonction H ∈ Gn de classe Cn qui vérifie :
H j(ti) = αi,j , 1 ≤ i ≤ r, 0 ≤ j ≤ µi − 1.
En faite, dans cet espace, chaque fonction est déterminée de manière unique en sachant
n informations obtenues des valeurs de cette fonctions ou bien de ses dérivées en un certain
nombre de points pris dans l’intervalle. Plus précisément :
1) Gn est un espace de Chebyshev sur I si et seulement si tout problème d’interpolations
de Lagrange à (n+ 1) données possède une solution unique dans Gn.
2) Gn est un espace de Chebyshev généralisé sur I si et seulement si tout problème d’in-
terpolations de Hermite à (n+ 1) données possède une solution unique dans Gn.
Définition 3 (Système de Chebyshev). Soit h1, ...hn, n ∈N∗ des fonctions dans ∈ C∞(I) où I est
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un intervalle I ⊂R d’intérieur non vide, et soit la suite de points t1 < .... < tn in I . Introduisons la
notation :
M =
 t1, ..., tnh1, ... hn
 = (hi(tj)) ,i,j=1...n .
Cette matrice s’appelle matrice de collocation (de la littérature anglo-saxonne collocation matrix).
et posons
W (M) = det
 t1, ..., tnh1, ..., hn
 .
Le système (h1,h1, ...,hn) est dit système de Chebyshev et on le note (C-system), si nous avons, pour
tout suite t1 < .... < tn dans I ,
W (M) , 0.
Donc un sous espace D de C∞(I) est un espace de Chebyshev sur I si toute base (h1, ...hn)
de D est un système de Chebyshev.
Exemples
1) L’espace des polynômes Pn de degré inférieur ou égale à n est un espace de Chebyshev
sur R.
2) L’espace engendré par la base (1, t, t2, ..., tn−2,cos(t),sin(t)) est un espace de Chebychev
appelé espace trigonométrique sur tout intervalle de type [a,a+ l] avec ` < π, a ∈R.
3) L’espace engendré par la base (1, t, t2, ..., tn−2,cosh(t),sinh(t)) est un espace de Cheby-
chev appelé espace hyperbolique sur R.
Espaces invariant par translation :
Soit E un sous espace non vide de C∞(R).
Définition 4 (Espace invariant par translation). L’espace E est dit invariant par translation si
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pour toute fonction u ∈ E et pour tout réel a ∈R la fonction v définie par :
∀x ∈R : v(x+ a) = u(x)
est aussi dans E.
Un des résultats importants concernant les espaces invariant par translation est le sui-
vant :
Proposition 1. Soit E un espace invariant par translation et supposons qu’il existe un intervalle
I , ∅ tel que E|I la restriction de E sur I soit un EC espace de dimension n. Alors il existe un
opérateur différentiel L d’ordre n à coefficients constants tel que :
ker(L) = E .
Pour la démonstration nous renvoyons à [39].






où ak ∈R et Dk est l’opérateur de dérivation d’ordre k.












Il est alors convenable de noter L par Lλ.
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Le résultat suivant montre que sous certaines conditions, le noyau d’un opérateur différen-
tiel est bien un EC-espace :
Théorème 1. (K. Melkemi [39] Soit Lλ un opérateur différentiel linéaire à coefficients constants





où λ1, ....,λn ∈C, D est l’opérateur de dérivation et I est l’identité.
Notons E = kerLλ, alors :
1. Si λ1, ....,λn ∈R, alors E est un ECC espace sur R.





avec a ∈R et Jn est l’ensemble des indices j pour lesquels λj <R.
Rappelons que la fonction de Green d’un opérateur différentiel Lλ est définie par :
Lλgλ = δ,
où δ est la distribution de de Dirac.
La fonction de Green associée à l’opérateur D −λkI est
gλk (x) = e
λkxχ[0,+∞[(x).
Pour m ∈N∗ ; λ = (λ1,λ2, ...,λm) ∈Rm et m ≥ 2, la fonction de Green peut être calculée par la
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eλktg(λ1,λ2,...,λk−1)(x − t)dt si x ∈ [0,+∞[
0 sinon
(1.4)
qui s’exprime en utilisant l’opérateur de convolution "∗" comme suit
g(λ1,λ2,...,λk) = gλk ∗ g(λ1,λ2,...,λk−1).





où x+ = max {x,0}.
Le théorème suivant généralise la formule de Taylor [46]
Théorème 2 (Formule de Taylor généralisée). Pour une fonction f dans Cn [a,b] on a :
∀x ∈ [a,b] : f (x) = f (a) +
n−1∑
k=1
Lkf (a)gk(x − a) +
∫ x
a
Lλnf (t)gλ(x − t)dt, (1.5)
où
L0λ = I, Lk =
k∏
s=1
(D −λsI); pour k = 1, · · · ,n− 1.
et gk est la fonction de Green associée à l’opérateur Lk.
Notons que sur l’intervalle [a,b], il existe une constante C > 0 tel que
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1.2 Splines de Chebyshev
Dans cette section, nous présentons les propriétés des splines de Chebyshev généralisant
les splines polynomiales classiques. On se limite ici au cas des espaces de Chebyshev inva-
riants par translations.
Soit a = t0 ≤ t1 · · · ≤ tn ≤ tn+1 = b une subdivision de l’intervalle [a,b], rappelons d’abord
qu’une spline polynômiale est un élément de Pn|[ti ,ti+1] et que le principe d’approximation
d’une fonction f sur [a,b] par une famille de splines est de la remplacer par la spline la plus
proche sur chaque morceau [ti , ti+1] avec conditions de continuité et dérivabilité (smouth-
ness conditions).
Suivant le même principe, on va construire les splines de Chebychev :
Reprenons l’opérateur différentiel Lλ avec λ1, ....,λm ∈ R, définit dans le paragraphe précé-
dent et notons :
Bλ = kerLλ.
D’après le théorème (1), Bλ est un EC sur R.
Nous nous intéressons ici aux splines uniformes, c’est à dire ti+1 − ti = h. Sans perte de
généralités, nous considérons ti = i.
Définition 5 (Splines de Chebychev). On appelle espace de splines de Chebychev associé à l’opé-
rateur Lλ le sous espace fonctionnel de Cn−2 définie par
S(λ,h) =
{
f ∈ Cm−2(R)∩L2(R) : f|[hk,h(k+1)[ ∈ B|[hk,h(k+1)[, ∀k ∈Z
}
. (1.7)
Les éléments de l’espace S(λ,h) s’appellent les splines d’ordre m associées à l’opérateur Lλ.
On note Sλ = S(λ,1). Nous étudions les propriétés de Sλ. Celles de l’espace S(λ,h) s’ob-
tiennent par un simple changement d’échelle. Considérons l’exemple le plus simple : m = 1
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et λ ∈R.




, donc la B-spline d’ordre 1 associée à
l’opérateur Lλ = (D − Iλ) est la fonction
B1λ(x) = e
λxχ[0,1[(x); ∀x ∈R. (1.8)
De la définition de l’espace Sλ, on peut écrire :
∀S ∈ Sλ S(x) = akeλx, ∀x ∈ [k,k + 1[ , k ∈Z.
Puisque Sλ est invariant par translation, on a :





λ(x − k), ∀x ∈R, (1.9)
où ck = akeλk, pour tout k ∈Z.
La B-spline peut s’exprimer par la fonction de Green associée à Lλ comme suit
B1λ(x) = gλ − e
λgλ(x − 1), x ∈R. (1.10)






où pour toute fonction réelle f
∆1αf (x) = f (x)− eαf (x − 1)
est appelé opérateur aux différences généralisé d’ordre m associé à λ.
L’opérateur aux différences classique correspond au cas λ1 = · · · = λn = 0. Dans ce cas
1.2 Splines de Chebyshev 12
nous savons que toute différence d’ordre m d’un polynôme de degré q < m est nulle, le
résultat suivante généralise cette propriété.
Proposition 2. Soient m ∈N∗ et (λ1, ...,λm) ∈Rm, alors on a :
∆mλ u = 0; ∀u ∈ Bλ. (1.12)
La définition de l’opérateur aux différences permet de généraliser la formule (1.10) comme
suit :




est un élément de l’espace Smλ associé a l’espace kerLλ.
Le théorème suivant résume les propriétés des B-splines de Chebyshev :
Théorème 3. Soient m ∈N∗ et (λ1, · · · ,λm) ∈Rm, alors on a :
1) Toute B-spline d’ordre m ; m ∈N∗ a pour support l’intervalle [0,m] et elle y est positive.




∗ · · · ∗B1λm , (1.14)




eλmtBm−1(λ1,··· ,λm−1)(x − t)dt. (1.15)
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3) Si les λi sont deux à deux distincts alors, pour tout k = 1, · · · ,m, on a :
∑
j∈Z




4) En cas de multiplicité, c’est à dire λ = (`[µ1], · · · , `[µr ]), avec µ1 +µ2 + · · ·+µr =m, alors pour
tout k = 1, · · · , r et p = 0, · · · ,µr − 1, on a :
∑
j∈Z




Pour la démonstration de ces dernière proposions, nous renvoyons à [39].
Pour simplifier les notations et quand il n’est pas sujet de confusion, on note Bλ = B
m
λ .çç
Une conséquence de (1.15) est le calcul de la B-spline par la relation de récurrence sui-
vante :  Bλ1(x) = e
λ1xχ[0,1](x),
Bλ(x) = Bλm ∗B(λ1,λ2,...,λm−1)(x).











k=1λkxkf (x1 + x2 + · · ·+ xm)dx1. · · ·dxm. (1.18)
Démonstration. Pour m = 1, puisque on B1(x) = eλ1xχ[0,1[(x), la formule est évidente. Suppo-
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k=1λkxkf (x1 + x2 + · · ·+ xm)dx1 · · ·dxm.





f (t)L∗λg(t)dt f ,g ∈ L
2(R),





(D +λkI) = (−1)mL−λ.
Alors B∗λ, la B-spline associée à l’opérateur L
∗
λ est la B-spline adjointe de la B-spline Bλ et
elle vérifie :
B∗λ = B−λ,
donc si λ = −λ, alors Bλ est symétrique :
Bλ(x) = Bλ(m− x), m ∈Z.
1.2 Splines de Chebyshev 15
Cette formule indique que la courbe de Bλ est symétrique par rapport à l’axe x =
m
2 . La
propriété essentielle de de la fonction Bλ est annoncé dans le théorème suivant [39] :
Théorème 4. Il existe une fonction Bλ ∈ Sλ ; appelée la B-spline de Chebyshev telle que la famille
{Bλ(x − k) : k ∈Z}




ckBλ(x − k). (1.19)
Notons que la convergence de la somme est ponctuelle.
Dans l’espace L2(R), on a une convergence en norme L2 si la suite {ck}k∈Z ∈ `2(Z). En effet,
on peut montrer que la famille {Bλ(x − k)}k∈Z est une base de Riesz [19].
Rappelons la définition de la base de Riesz :
Définition 8. Soit H un espace hilbertien et {g(x − k)}k∈Z une famille est une base de Riesz si et
















On remarque que si A = B alors la famille {g(x − k)}k∈Z, est orthogonale et la cas ortho-
normée correspond à A = B = 1.
On note que si V est le sous espace vectoriel fermé de L2(R) engendré par la famille, on
peut montrer l’existence d’une fonction φ ∈ V telle que {φ(x − k)}k∈Z est une base orthonor-
mée de V .
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|̂g(ξ + 2kπ)|2 ≤ B2, p.p. ξ ∈R.



















est orthogonale avec ses translatées entières et par conséquent la famille {φ(x − k)}k∈Z est
une base orthogonale de V .
Pour plus de détails, nous renvoyons le lecteur à [24] et [34].
Exemples de splines. Dans le cas m = 2, on a
1) La spline polynomiale est définie par
B(0,0)(x) =
 x si x ∈ [0,1],(2− x) si x ∈ [1,2] (1.21)
2) Dans le cas où λ1 = −λ2 = iω, on a :
kerLλ = span {cos(ωx),sin(ωx)} ,
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si x ∈ [0,1],
sinω(2− x)
ω
si x ∈ [1,2]
(1.22)
Donc toute fonction f de l’espace
Sλ =
{








3) Si λ = λ1 = −λ2 ∈R alors
kerLλ = span {coshλx,sinhλx} ,





si x ∈ [0,1],
sinhλ(2− x)
λ
si x ∈ [1,2]
(1.23)
1.3 Multirésolution et ondelettes non stationnaires
Dans cette section, nous présentons les notions et les propriétés d’analyse multirésolu-
tion et des bases d’ondelettes non stationnaires.
Définition 9. Soient (Vj)j∈Z une suite de sous espaces vectoriels fermés de L2(R) tels que :
1) Vj ⊂ Vj+1, ∀j ∈Z, ∪j∈ZVj = L2(R).
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2) f (x) ∈ Vj ⇔ f (2x) ∈ Vj+1,∀x ∈R, j ∈Z.




jx − k), k ∈Z
}
est une base de Riesz de Vj .
La suite (Vj)j∈Z est appelée analyse multirésolution non stationnaire.
Remarque 1. Dans le cas classique des analyses multirésoltion la condition (3) est remplacée par
la conditions suivante
il existe ϕ ∈ V0 ; telle que la famille
{ϕ(x − k), k ∈Z}
est une base de Riesz de V0. Donc la condition (2) permet de déduire que
{
ϕj,k = 2
j/2ϕ(2jx − k), k ∈Z
}
est une base de Riesz de Vj . Ce cas est appelé analyse multirésolution stationnaire.
Les exemples d’une analyse multirésolution stationnaire sont les splines polynômiales. Des onde-
lettes stationnaires plus générales ont été construites par I. Daubechies [16].
L’exemple le plus connu et le plus important des analyses multirésolutions non station-




La condition (2) de la définition de l’analyse multirésolution au dessus est vérifiée et la
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Nous avons alors les résultats suivants :
Théorème 5. Il existe une fonction φj ∈ Vj telle que la famille
{
φj,k , k ∈Z
}
est une base ortho-
normée de Vj .























permet de conclure que
|Hj(ξ)|2 + |Hj(ξ +π)|2 = 1.
Cas des spline de Chebyshev





1.3 Multirésolution et ondelettes non stationnaires 20






1 z = 0
On peut montrer également que
B̂λ(ξ) =Hλ/2(ξ/2)B̂λ/2(ξ/2),









Si l’on note Vj+1 = Vj ⊕Wj , où Wj est le complément orthogonal de Vj dans Vj+1, on a Si l’on










jx − k), k ∈Z
}
.
est une baseWj et par conséquent, la famille
{
ψj,k(x) = 2j/2ψj(2jx − k), k ∈Z
}
est aussi une base
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pour tout u ∈ E = kerLλ. Il s’agit d’une généralisation de la propriété des moments nuls de
l’ondelette stationnaire.
Remarque 2. φj est une spline de Chebyshev dans Vj mais son support est R et elle est à décrois-
sance rapide. ψj est également une spline de Chebyshev dans Vj+1 et son support est R.
Une autre approche de construction des ondelettes (non orthogonale) appelée pré-ondelette
a été introduite par C de Boor [19] où les ondelettes préservent un support compact.
La construction de classe d’ondelettes orthonormées basées sur les espaces de Chebyshev a
été décrite dans [9] et [51].
Chapitre 2
Approximations multi-échelles
On se donne un espace de Hilbert H séparable et on considère B = {gk}k∈N une base
orthonormée de H .




〈f ,gk〉gk . (2.1)
La projection orthogonale de f sur un espace Vn, n ∈N, engendré par {gk}0≤k≤n nous donne





Il est clair qu’il s’agit d’une approximation linéaire dont l’erreur est donnée par :




Comme ‖f ‖2 =
∑+∞
k=0 |〈f ,gk〉|2 < +∞, alors on a limn−→+∞En(f ) = 0.
L’exemple le plus classique est l’approximation par des séries de Fourier.
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Cependant dans ce cas l’erreur dépend de la régularité uniforme de f . Une amélioration
est garantie si l’on choisit le sous-espace Vn de manière adaptative en fonction de f , c’est le
principe de l’approximation non linéaire.






où σ : N −→N est une bijection (permutation) vérifiant :
∀k ∈N : |〈f ,gσk〉| ≥ |〈f ,gσk+1〉|.
Il s’en suit que Pnf est la meilleure approximation non linéaire de f .
En effet, Pnf est la somme de n vecteurs en ne considérant que les n plus grand coefficients.
Dans ce cas la formule de l’erreur est donnée par :





Le résultat suivant donne une estimation plus précise de En.
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Démonstration. On a






























on aboutit au résultat.
En applications, on souhaite souvent minimiser l’erreur d’approximation avec un nombre
relativement petits de "n" (compression d’images,réduction du temps de calcul, etc).
Dans le cas où n est petit le rôle de la constante C peut devenir non négligeable.
A titre d’exemple, dans le cas d’approximation par des bases (splines polynômiales et bases
d’ondelettes, etc) cette constante dépend souvent de la quantité ‖f (m)‖ qui peut devenir très
grande pour une certaine classe de fonctions.
Ce phénomène est examiné au troisième chapitre : le cas d’approximation en quadrature.
2.1 Approximation par ondelettes de Chebychev
Dans cette section nous nous intéressons à l’approximation par une spline de Chebychev
uniforme et invariante par translation.
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de telle sorte que :
1) Qh est local : c’est à dire les coefficients Ck(f ) dépend essentiellement des valeurs de f
au voisinage du support de Bλ.
2) Qh est exact sur Bλ, c’est à dire, pour tout u ∈ Bλ, on a :
Qhu = u; u ∈ Bλ.
Cette égalité exprime la reproduction de l’espace de Chebyshev.
Ce type d’opérateurs s’appelle en littérature le quasi-interpolant spline.
Un exemple d’un tel opérateur d’approximation a été présenté dans [39] dans un espace de
Sobolev où Qhf est la meilleure approximation de f par une spline de Chebyshev par rap-
port à une norme pondérée de Sobolev. Dans l’espace L2(R) l’opérateur Qh peut se calculer
comme étant la projection sur S(λ,h)( [46] page 393).
Si f est de classe Cm sur [a,b], grâce à la formule de Taylor (1.5) on écrit




Rmλ (f ) =
∫ x
a
Lλmf (t)gλ(x − t)dt,
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donc, on a
f −Qhf = uf +Rmλ (f )−Qhuf −QhR
m
λ (f ).
Comme Qhuf = uf , alors on a :
‖f −Qhf ‖ =
∥∥∥∥∥(I −Qh)(∫ x
a
Lλnf (t)gλ(x − t)dt)
∥∥∥∥∥ .
De (1.6), nous déduisons l’existence d’une constante Cp tel que
‖f −Qhf ‖p ≤ Cp‖Lλf ‖phm, (2.5)
ceci pour toute f ∈Wm,p [a,b]. Pour plus de détails à ce propos, nous renvoyons à [34].
Donnons ici des exemples sur des quasi-interpolants dans le cas des spline d’ordre 2 et 3.
Exemples. Reprenons les exemples présentés dans le premier chapitre :





si x ∈ [0,1],
sinω(2− x)
ω
si x ∈ [1,2].
(2.6)
Puisque N2(k) = δ0,k
sinω
ω






f (k)N (x − k).





si x ∈ [0,1],
sinhλ(2− x)
λ
si x ∈ [1,2].
(2.7)
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On a N (k) = δ0,k
sinh(ω)
ω







f (k)Bω(x − k).
3) Considérons la spline d’ordre 4 associée à l’espace de Chebyshev
E = span {1,x,cosωx,sinωx} .
Pour simplifier les calculs et les notations, prenons :
N (x) = Bλ(x+ 2), et Nk(x) =N (x − k), k ∈Z.
Comme la B-spline Bλ est symétrique par rapport à l’axe x = 2, alors la fonction N est
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Pour u ∈ E,






On peut vérifier queQu = u si u ∈ E. Pour simplifier les calculs, on peut définir un opé-

















On peut montrer que l’opérateur Q∗ est un quasi interpolant local vérifiant Q∗u = u
pour tout u ∈ E.
Bien que les opérateursQ etQ∗ donnent une bonne approximation et une estimation qui as-
sure la convergence de Qhf et Q∗hf vers f , ils n’expriment pas une meilleure approximation
dans le sens qu’il ne minimisent pas une norme hilbertienne
min
s∈Sh
‖s − f ‖.
Cette meilleure approximation dans L2 est difficile à calculer puisque la famille {Bλ(x − k), k ∈Z}
n’est pas orthogonale.
Cependant, dans [39], on a montré qu’on peut trouver un espace de Sobolev pondéré dans
lequel la famille {Bλ(x − k), k ∈Z} est orthogonale. Par conséquent, le projecteur orthogo-
nal Ph donne l’estimation suivante [39] :
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Théorème 8. Notons Hm∞(R) l’espace des fonctions bornées ainsi que leurs dérivées successives
jusqu’à l’ordre m. Alors, pour toute fonction f dans Hm∞(R) ∩Hm−1(R) et k ∈ {1, · · · ,m− 1}, il
existe une constante C qui dépend seulement de m, k et λ telle que
‖Dk(Pλ,hf − f )‖∞ ≤ Chm−k‖DmF‖∞.
2.2 Approximation optimale et espaces de Chebyshev
Dans cette section nous proposons une méthode pour le choix d’un bon espace de Che-
byshev pour une meilleure approximation.
Le critère proposé est de choisir l’opérateur Lλ qui minimise la norme ‖Lλf ‖L2 pour une
fonction f à approximer.













où r + 2d = n.
Le théorème suivant donne l’existence et l’unicité d’un opérateur du type ci-dessus minimi-
sant la norme ‖Lωf ‖L2 .
Théorème 9. Soit f ∈ Cm[a,b], m ∈N, alors il existe un opérateur Lω∗ unique vérifiant :
‖Lω∗f ‖L2 = min
ω∈Rd+
‖Lωf ‖L2 . (2.11)
D’après la propriété d’isométrie de la transformée de Fourier on peut écrire :
‖L̂ωf ‖L2 = ‖Lωf ‖L2 ,










Alors la valeur optimale de ω peut être calculer explicitement en minimisant la norme dans

















où p : R→R est une fonction positive vérifiant
∫ +∞
−∞
p(t)tkdt < +∞; k = 1, · · · ,n.
La solution du problème (2.11) est une conséquence du théorème suivant :
Théorème 10. Sous les conditions énoncées au dessus, il existe un unique point x∗ ∈ Rd tel que
x∗1 < x
∗




Comme la fonction est symétrique, c’est à dire
F(x1, · · · ,xn) = F(xσ (1), · · · ,xσ (n))
pour toute permutation dans {1, · · · ,n}, on se limite à chercher la solution du problème sur
l’ensemble :
Dn = {x ∈Rn/x1 ≤ x2 ≤ ..... ≤ xn} .
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La démonstration de ce théorème est une conséquence des deux lemmes suivants :
Lemme 1. Si x ∈Dn est une solution de (2.13) ; alors nous avons
x1 < x2 < .... < xn.
Démonstration. Soit x∗ ∈Rn solution de (2.13). Nous allons montrer que :
x∗i , x
∗
j , ∀i , j i, j = 1,n.
Une condition nécessaire pour que x∗ soit un minimum est
∇F(x∗) = 0,
c’est à dire :
∂F
∂xi











2p(t)dt = 0. (2.15)













2p(t)dt i = 1, · · · ,n (2.16)










































 1(x∗i − t) − 1(x∗j − t)
 .
Donc, si x∗i , x
∗






































et de (2.13), nous déduisons que aij = 0 si i , j ; dans ce cas, la matrice ∇2F(x∗) est diagonale







2p(t)dt > 0, ∀i = 1, · · · ,n. (2.19)
Supposons maintenant qu’il existe, au moins, un i et j tels que i , j et x∗i = x
∗
j . Les relations
(2.16) et (2.17) nous indique que la matrice Hessienne ∇2F(x∗) contient en moins un bloc du
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type :  2 44 2
 .
Sans perte de généralités, on suppose que i = 1 et j = 1 et que x∗1 = x
∗
2, alors le Hessien
∇2F(x∗) s’écrit 
2 4 ∗ ∗





∗ ∗ ∗ ∗

.
Si l’on prend le vecteur y = (1,−1,0, · · · ,0)T ∈Rn, alors on a :
yT∇2F(x∗)y = −4 < 0.
On déduit alors que ∇2F(x∗) n’est pas définie positive et par voie conséquence, x∗ n’est pas
un minimum.
Lemme 2. Si x ∈Dn est solution de (2.13), alors il est unique.
Démonstration. Supposons qu’il existe deux minimums x∗ et y∗ dans Dn et définissons le
sous ensemble de Dn appelé segment par :
[x∗, y∗] = {x ∈Dn : x = tx∗ + (1− t)y∗, 0 ≤ t ≤ 1}
qui est un ensemble convexe. Remarquons que F est dérivable sur Dn, donc en appliquant
le théorème des accroissements finis sur le segment [x∗, y∗] nous obtenons :
∃c∗ ∈ [x∗, y∗] : ∇F(c∗) = 0.
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Mais d’après le lemme précédent z∗ sera aussi un minimum de F. En ré-appliquant le même
processus sur les deux segments [x∗, c∗] et [c∗, y∗], et ainsi de suite, nous déduisons que F
admis une infinité de minimums sur D ce qui est absurde.
Chapitre 3
Sélection de la meilleure quadrature
La quadrature de Gauss est une méthode importante pour le calcul numérique des inté-
grales dans plusieurs champs de calculs scientifiques et elle est connue par son efficacité.
Quelques généralisations pour cette méthode ont été construites pour plusieurs classes
de fonctions. On cite, à titre d’exemple, le travail de [41] pour les fonctions à ondes sphé-
rique et le travail de [6] pour les fonctions exponentielles.
L’objectif de ce chapitre est d’introduire une généralisation de quadrature adaptée pour les
fonctions avec des oscillations importante en utilisant en particulier les fonctions trigono-
métriques.
Dans un premier temps, on donne un rappel sur les méthodes classiques et on montre
leur insuffisances pour certaines classes de fonctions en utilisant quelques exemples de fonc-
tions oscillantes et dans un second temps, on présente une généralisation de la formule de
quadrature : l’idée principale est de changer l’espace d’approximation (de polynômes or-
thogonaux) par les espaces de Chebychev. Une étude détaillée avec des expérimentations
numétiques a été présenté pour les espaces de Chebyshev de dimension 4. Il est souvent le
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cas le plus utilisé en pratique.
3.1 Rappel sur la quadrature de Gauss classique
Soit f une fonction continue sur un intervalle [a,b] avec a,b ∈R a < b





où w : [a,b] → R+ : est une fonction positive appelée fonction poids qui intervient pour
assurer l’intégrabilité de f , sans perte de généralité, on va considérer dans tout ce qui suit
w(x) = 1.
Choisissons d’abord une subdivision de l’intervalle [a,b] :
a = a0 < a1 < ... < a` = b.
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Dans ce cas, les formules approchées sont appelées méthodes élémentaires. Une formule de






• λi,j , {i = 1,2, ...,n} : sont les coefficients de la quadrature.
• xi,j , {i = 1,2, ...,n} : sont des points réels qui s’appellent les nœuds qui sont distincts et
uniques.





La question classique qui se pose est : comment peut-on déterminer les poids λi,j et les
nœuds xi,j pour que la méthode soit de l’ordre le plus élevé possible ?
Le théorème suivant montre comment obtenir la formule d’ordre maximale qu’on appelle
formule gaussienne :
Théorème 11. [45] L’unique formule à n points d’ordre maximale est la formule par interpolation
construite en prenant pour nœuds les zéros du n-ème polynôme orthogonal par rapport au poidsw.
Par convention, le n-ème polynômes orthogonal est de degré n, ce qui sous-entend qu’on commence
à les numéroter à partir de 0.
La formule ainsi déterminée est exactement d’ordre 2n− 1, elle est dite formule gaussien.
Rappelons qu’une suite de polynômes {pi}i∈N est une suite de polynômes orthogonaux si
et seulement si :
1. Le degré de pi est i.
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2. 〈pi ,pj〉L2 = 0 si i , j.
Estimation de l’erreur : Notons l’erreur de quadrature par
En(f ) = |I(f )− Tn(f )|. (3.3)
L’ordre d’exactitude de la formule de quadrature de Gauss est le degré le plus élevé de la
famille des polynômes annulant E, donc elle est exacte pour tous les polynômes de degré
inférieur ou égal à 2n− 1 avec n point pris sur le domaine d’intégration.
Alors les poids et les nœuds sont choisis dans le but d’obtenir des degrés d’exactitude les
plus grands possibles.
Proposition 4. [La relation entre l’erreur et l’ordre de dérivée]
Soit f une fonction continue sur un intervalle [a,b], alors l’erreur de quadrature est estimée comme
suit :




Dans les différents type de la quadrature de Gauss le domaine de l’intégration est l’in-
tervalle [−1,1].
Si on veut approximer l’intégrale d’une fonction sur un intervalle [a,b] quelconque , il est
recommandé d’utiliser un changement de variables pour revenir à l’intervalle [−1,1]. Soit
f ∈ C0[a,b],on définie la fonction ϕ(t) comme suit :
ϕ : [a,b] −→ R
t −→ ϕ(t) = αt + β,
(3.5)
alors , on a :





, et dx = αdt.
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Donc :

































3.2 Limitation de la méthode classique
Dans cette section, on va montrer par des contres exemples les inconvénients et les li-
mites de la méthode quadrature classique. Considérons l’exemple suivant :
Exemple 1. Considérons [a,b] = [−1,+1] et n = 2. nous avons la formule de quadrature :
T2(f ) = λ1f (x1) +λ2f (x2). (3.8)
Calculons les paramètres λ1,λ2,x1 et x2. Comme la méthode est exacte pour tout polynôme de
degré n ≤ 3 ; (car dans ce cas l’ordre de la méthode est 4) ; on l’applique successivement pour les
polynômes
p1(x) = 1, p2(x) = x, p3(x) = x
2 et p4(x) = x
3.
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On obtient alors le système suivant :
λ1 +λ2 = 2,



















La question qui se pose est : Pour quelle classe de fonctions cette méthode est efficace?
Compte tenue de la formule d’erreur (3.4), une réponse évidente est : Pour toute fonction
f ∈ C4 [a,b]
Mais si l’on choisi [a,b] = [−1,1] et f (x) = cos(αx), α ∈R∗ ; d’après la formule d’erreur (3.4),
En(f ) dépendra de la valeur |α|n+1. Il est claire que plus la valeur de α est grande l’erreur est
considérable. Le tableau suivant résume quelques testes pour bien montrer ce phénomène :
f (x) I(f ) T2(f ) E2(f )
x4/12 0.0333333 0.018518 0.0148153
ex 2.350402 1.219928 1.13047
cos((πx)/20 0.0349065 1.99999 1.9650835
cos(πx) 0 1.998999 1.998999
cos(6πx) 0 1.964030 1.964030
cos(10πx) 0 1.900619 1.900619
cos(6πx) + cos(10πx) 0 3.864649 3.864649
Remarquons que les résultats sont très mauvais quand il s’agit des fonctions trigonomé-
triques à haute fréquence.
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Pour la même méthode, si nous considérons le polynôme suivant
p(x) = (2x2 − 1)(3x2 − 1)(4x2 − 1)(3x − 1)(3x2 − 1), (3.9)
nous trouverons que E2(p) = 3.7333 qui est une erreur considérable. Donc même pour la
famille des polynômes, la méthode devient insuffisante : ceci est due à l’oscillation du po-
lynôme sur l’intervalle considéré d’une part et d’autre part car ses racines sont très proches
des nœuds de la méthode.
En effet, si les racines de la fonction à traiter coïncident avec les nœuds de la méthode, on
aura
T (f ) = 0, et E(f ) = |I(f )|.
Dans ce cas la méthode du point milieu où
∫ 1
−1
f (x)dx ' 2f (0)
qui est d’ordre 1, donne une erreur inférieure à l’erreur de la méthode précédente.
3.3 Quadrature généralisée
Nous présentons une généralisation de la méthode de quadrature de Gauss par n points
de telle sorte que la formule soit exacte pour les éléments d’un espace de Chebyshev de
dimension m = 2n. La méthode est alors d’ordre m. Le cas classique exposé dans la section
précédente correspond au cas d’un espace de polynôme de degré m− 1 = 2n− 1.
Définition 10. Soit
Φ = {ϕ1, · · · ,ϕm}, m ∈N,
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une famille libre de fonctions intégrables sur [a,b]. On dit que la formule de quadrature à n points
(3.2) est Gaussienne par rapport au système Φ si et seulement si la formule est exacte pour toutes
les fonctions de cette famille. Dans ce cas m est appelé d’ordre de la méthode.
Le résultat principale qui concerne la quadrature généralisée est le théorème suivant
[28] :
Théorème 12 (Karlin-Studdent). Supposons que les fonctions (ϕ1, · · · ,ϕm) forment un système
de Chebyshev sur l’intervalle [a,b]. Alors il existe m uniques points α1, · · · ,αm tel que la quadra-
ture (3.2) est Gaussienne par rapport aux fonctions (ϕ1, · · · ,ϕm). On outre, tout les poids de la
quadrature sont positifs.
Remarque 3. Dans la quadrature de Gauss classique on a
Φ =
{
1,x, · · · ,x2n−1
}
.
On peut considérer m points {x1, · · · ,xn} à choisir et m = 2n. Nous considérons le cas des
espaces de Chebyshev invariants par translation, les fonctions {ϕk}i=1,··· ,m forment une base
du noyau de l’opérateur différentiel à coefficients réels et constants défini par (2.10).





Donc les nœuds {x1, · · · ,xn} et les poids {α1, · · · ,αn} seront déterminer pour obtenir :
Tn,ω(ϕi) = I(ϕi); i = 1, · · · ,m, (3.11)
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ϕi(xk)αk , i = 1, · · · ,m.
3.3.1 Analyse de l’erreur
Soit f ∈ Cm([a,b]), l’erreur de cette quadrature appliquée à f est donnée par la formule :
E(f ,ω) = |I(f )− Tn,ω(f )|.











gω(x − t)dx −
n∑
i=1
αigω(xi − t) (3.13)
est le noyau de Peano associé à la méthode.
Démonstration. D’après la formule de Taylor généralisée (1.5), nous avons :
∀x ∈ [a,b] : f (x) =Qf (x) +
∫ x
a
Lωf (t)gω(x − t)dt, (3.14)





Lωf (t)gω(x − t)dt.
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Donc :
I(f ) = I(Qf ) + I(Rf ) (3.15)
et
T(n,ω)(f ) = T(n,ω)(Qf ) + T(n,ω)(Rf ). (3.16)
Comme I(Qf ) = T(n,ω)(Qf ), alors on a

























Lωf (t)gω(xi − t)dt.
(3.17)
De la définition de la fonction de Green (1.4), on a :
∫ x
a
Lωf (t)gω(x − t)dt =
∫ b
a
Lωf (t)gω(x − t)dt.





























Donc la formule (3.17) se simplifie comme suit :
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Remarque 4. 1) Le noyau de Peano de la quadrature n’est que l’erreur de la méthode appliquée
à la fonction de Green ; c’est à dire :
Kω(t) = Eω [gω(· − t)] .
















(x − t)+dx − 2f (0).





2 si t ≥ 0,
1
2(1 + t)
2 si t ≤ 0.
(3.20)




f ′′(ξ); ξ ∈ [a,b] .
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2) Il est connue que la méthode composite est utilisée pour appliquer sur chaque sous intervalle
la quadrature appropriée. Pour cette méthode que nous avons proposé, la méthode composite





3.3.2 Applications et exemples




















ξ4(ξ2 − x)2|f̂ (ξ)|2dξ.
Il s’ensuit que : F′(x) = 2x
∫ +∞
−∞ ξ























La méthode sera construite sous la condition quelle soit exacte pour les éléments de l’espace
suivant :
kerLω∗ = span {1,x,cos(ω∗x),sin(ω∗x)} . (3.21)
3.3 Quadrature généralisée 47
Soit a ≥ 0 et I = [−a,a]; a > 0 ; les nœuds x1,x2 et les coefficients α1,α2 vérifient :











), x2 = −x1 et α1 = α2 = 1. (3.23)
Remarque 5. On peut vérifier que si ω tend vers 0 la méthode coïncide avec la quadrature de
















Remarque 6. La base (3.21) peut être orthonormalisée par le procédé de Gramm-Schmit comme
suit :
• φ1(x) = 1.
• φ2(x) = x.
• φ3(x) = cosωx − sinaωaω












De plus, on peut vérifier que les nœuds x1 et x2 de la formule (3.23) sont les racines de la fonction
φ3(x).




sont les racines du troisième
polynôme de Legendre.
Analyse de l’erreur et noyau de Peano
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gω(x − t)dx − (gω(α − t) + gω(−α − t)) ,
et d’après les propriétés de la fonction de Green, on a
∫ 1
−1





















Pour le deuxième terme, on a
gω(α − t) + gω(−α − t) =
(α − t)+
ω2





− sin(ω(−α − t)+)
ω3
.
On distingue alors trois cas :







si − 1 ≤ t ≤ −α,
(α − t)
ω2
− sin(ω(α − t))
ω3
si −α ≤ t ≤ α,
0 si α ≤ t ≤ 1,1
(3.24)

























si α ≤ t ≤ 1.
(3.25)
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Les tableaux suivants regroupent les résultats de quelques testes pour comparer la mé-
thode classique et la méthode proposée ainsi que le ω optimal minimisant l’erreur d’ap-
proximation.
Table 3.1 – Comparaison des méthodes pour quelques fonctions non trigonométriques.
f (x) ω∗ E(f ,ω∗) E(f ,0)
cos(x) 1 0 0.0071
cos(10x) 3.65 0.0049 1.8546
cos(10πx) 1.98 6.8968e− 04 1.5147
cos(πx/5) 0.5 4.1848e− 04 0.0011
cos(πx/10) 0.1 0 7.4045e− 07
cos(x2) 0.01 0.0809 0.0809
cos(x) + cos(2x) 1.83 2.4163e− 04 0.1080
cos(x2) + cos(πx) 2.784 8.6286e− 05 0.4004
cos(6πx) + cos(10x) 4.84 2.1212e− 04 3.864649
sin2(x) + cos(x) 2.79 1.4074e− 04 00433
sin((x+ 5)/π) 0.32 1.4760e− 07 7.5723e− 05
x sin((x+ 5)/π) 0.45 3.4097e− 08 1.9711e− 05
x sin(x2 + 1) 4.14 2.1925e− 06 0.0863
sin2(x) 2 4.0716e− 16 0.0925
x sin(x) 1.43 9.7037e− 05 0.463
Dans le tableau Table 3.1, les résultats numériques affirment que notre méthode géné-
ralisée est plus efficace que la quadrature classique pour une classe de fonctions trigonomé-
triques et de fonctions à variations rapides.
On remarque que pour l’exemple f (x) = sin2, l’erreur est presque nulle pour ω = 2, en effet
sin2x = 12(1−cos(2x)) qui est une fonction qui appartienne à l’espace Eω pour ω = 2. L’erreur
affichée est en fait l’erreur de la machine pour le calcul des formules trigonométriques.
Pour des fonctions lisses (sans oscillations rapides), la valeur optimale de ω∗ est proche de
zéro et les deux méthodes donnent les mêmes résultats Table3.2.
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f (x) ω∗ E(f ,ω) En(f )
x4/16 0.001 0.111 0.111
x2/(x+ 5) 0.001 0.015 0.015
x2e−(x+5) 0.001 6.8968e− 04 6.8968e− 04
log(x+ 2) 0.001 0.0034 0.0034
Table 3.2 – Comparaison des méthodes pour quelques fonctions non trigonométriques.
En effet, dans le cas ω = 0, l’espace de Chebyshev correspond à l’espace polynomial clas-
sique.
Par contre pour le polynôme p que nous avons défini dans (3.9), l’erreur minimale de cette
méthode est Eω(p) = 1.7334 qui est obtenu pour ω ' 1800.
Dans ce cas, on a E0(p) > Eω(p), mais on ne peut pas trouver une valeur de ω qui nous donne
un bon résultat. Ceci est dû au fait que la méthode converge vers la méthode du point mi-
lieu quand ω tend vers l’infini. En effet, on remarque que les courbes suivantes de l’erreur
ω −→ E(f ,ω) possèdent une limite asymptotique à la courbe de l’erreur de la méthode du
point milieux c’est-à-dire associée à l’espace des polynômes de degré 1.
Contrairement au résultat obtenus dans le tableau Table3.2, les deux fonctions f (x) =
1
1+x2 et g(x) = e
−2x2 font une exception (voir Figure.3 et Figure.4 dans la page suivante) car
on a :
E0(f ) = 0.0451;Eω(f ) = 1.4788e − 04 pour ω = 2.7,
et
E0(g) = 0.1416;Eω(g) = 1.7342e − 04 pour ω = 3.02
Nous n’avons pas pour l’instant une explication théorique pour ces deux cas qui ne seront
pas probablement les seuls.
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Les Figures :
Nous présentons ici quelques courbes d’erreur ω → E(ω,f ) pour quelques exemples utili-
sant la méthode de quadrature généralisée.
(a) la courbe d’erreur E(f ,ω) pour f (x) = x4 (b) la courbe d’erreur E(f ,ω) pour f (x) = ex
(a) la courbe d’erreur E(f ,ω) pour f (x) = e−2x
2 (b) la courbe d’erreur E(f ,ω) pour g(x) = 11+x2
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(a) la courbe d’erreur E(f ,ω) pour f (x) = cosx (b) la courbe d’erreur E(f ,ω) pour f (x) = cosx2
(a) la courbe d’erreur E(f ,ω) pour f (x) = sin2 x
(b) la courbe d’erreur E(f ,ω) pour f (x) = cosx+
sin2 x
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(a) la courbe d’erreur E(f ,ω) pour f (x) =
cosxcos10x
(b) la courbe d’erreur E(f ,ω) pour f (x) =
cos(πx/10)
(a) la courbe d’erreur E(f ,ω) pour f (x) =
cosx2 + cosπx
(b) la courbe d’erreur E(f ,ω) pour f (x) =
sin2 x+ cosx
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(a) la courbe d’erreur E(f ,ω) pour f (x) =
sin((x+ 5)/π)
(b) la courbe d’erreur E(f ,ω) pour f (x) =
x sin((x+ 5)/π)
(a) la courbe d’erreur E(f ,ω) pour f (x) =
sin(x2 + 1)
(b) la courbe d’erreur E(f ,ω) pour f (x) = (2x2−
1)(3x2 − 1)(4x2 − 1)(3x − 1)(3x2 − 1)
Chapitre 4
Approximation des solutions des EDO
la méthode des différences finies (FDM) est une des méthodes les plus universelles et les
plus efficaces pour la résolution des équations différentielles ordinaires ou partielles. Pour
surmonter les difficultés de calculs rencontrées lors de l’application de cette méthode, de
nouvelles généralisations sont apparues et évoluées dont la plus importante est la méthode
des différence finies généralisée (GFDM) qui s’appelle aussi méthode des différences finies
sans maillage introduite par Jensen [27]. Le principe de ces généralisations est de considérer
un maillage arbitraire : les nœuds sont choisit d’une façon irrégulière adaptée à la nature du
problème. Dans ce chapitre, nous adoptons une autre approche en généralisant l’opérateur
aux différences par l’introduction d’un (ou de plusieurs) paramètres.
En effet, la dérivée seconde est approximer par un schéma dépendent d’un paramètre dans
le but de la meilleure approximation de la solution.
Nous effectuons une application des résultats obtenus pour résoudre numériquement cer-
taines EDO.
Il s’agit de calculer des approximations multi-échelles des solutions exactes.
Nous focalisons notre étude sur des algorithmes de calcul simples à mettre en œuvre tout
en assurant leur stabilité.
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4.1 Nouvelle approche pour les EDO
Dans le souci de simplifier la présentation, nous considérons l’équation différentielle
Lu = f (4.1)
où L est un opérateur différentiel à coefficients constants et f est une fonction donnée inté-
grable.
Si l’on note g la fonction de Green associée à l’opérateur L, alors la solution de l’équation
exacte est donnée par la formule suivante
u(x) = v(x) + g ∗ f (x), (4.2)
où v ∈ kerL est une fonction qui est souvent déterminer d’une manière unique par les condi-
tions initiales. Notons que la fonction g est la solution homogène car Lg = δ.
On remarque que l’intégrale ∫ x
0
g(x − t)f (t)dt
peut être calculer numériquement d’une manière efficace par la méthode décrite au chapitre
3. Il suffit alors, de déterminer les racines du polynôme caractéristique de L et sélectionner
une méthode de quadrature adaptée à f et L.
Il s’agit de choisir un vecteur λ = (λ1, · · · ,λn) minimisant la norme
‖Lλ(g ∗ f )‖L2
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Soit (λ̃1, λ̃2, · · · , λ̃r) les racines du polynôme caractéristique de L, on peut alors écrire




si on prend n ≥ r, on écrit
Lλ = Lλ̃ ◦Lω
on obtient alors
‖Lλ(g ∗ f )‖2L2 = ‖Lωf ‖
2
L2
on peut alors décrire une méthode de quadrature optimale, au sens des résultats du chapitre
3, pour la résolution de l’équation de type 4.1.
Nous décrivons ici une méthode plus simple à mettre en œuvre pour la résolution numé-
rique de ce type d’équations en utilisant des différences divisées généralisées et adaptatives.
4.1.1 Différences finies classiques
Rappelons le schéma des différences finis centrés classique
y”(xi) =
y(xi−1)− 2y(xi) + y(xi+1)
h2
, (4.3)
pour approcher la dérivée seconde d’une fonction
Théorème 13. Pour tout fonction u ∈ C4([a,b]), pour tout x0 ∈ [a,b], ∃C > 0 tel que ∀ 0 < h <
1, on a :
| u′′(x0)−
u(x0 − h)− 2u(x0) +u(x0 + h)
h2
|≤ Ch2 (4.4)
La constante C dépend de u et x0, mais pas de h, on remarque que l’erreur est divisée par
4 chaque fois que h est divisée par 2.
Or que pour certaines fonctions, la valeur l’efficacité de cette approximation (voir chapitre
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3).
En effet, l’approximation ( 4.4) est adaptée aux fonctions "proches" des polynômes. Nous
proposons ici une généralisation de cette approximation en se basant sur les résultats pré-
cédents.
4.1.2 Méthode des différences finies modifiée
Nous proposons ici d’approcher l’opérateur Lλ par l’opérateur aux différences ∆λ définie





cette approximation est naturelle puisque
ker∆nλ = kerLλ.




et l’opérateur aux différences associé est
∆(λ1,λ2)(f ) = f (x)− e
λ1 + eλ2f (x − 1) + e(λ1+λ2)f (x − 2).
Un simple calcul des racines du polynôme caractéristique, nous donne
λ1 = −λ2 = iω,
4.1 Nouvelle approche pour les EDO 59
alors l’expression de ∆(λ1,λ2) devient :
∆(λ1,λ2)(f ) = f (x)− 2cos(ωh)f (x − h) + f (x − 2h).
L’équation différentielle Lu = f s’écrit :
y”(t) +ω2y(t) = f (t) pour t ∈ [a,b] et ω ∈R∗+. (4.5)
Remarque 7. Si l’on pose D2ω =D
2 +ω2I , et des propriétés de ∆ω définie au premier chapitre, on




Donc, si on multiplie l’équation (4.5), par N2 dans Sh on a
∫ b
a
D2ωy(t)N2(t − k)dt =
∫ b
a
f (t)N2(t − k)dt
encore des propriétés de ∆ on a
∫ b
a
y(t)D2ωN2(t − k)dt =
∫ b
a
f (t)N2(t − k)dt
et de l’égalité (4.6) au dessus , on peut écrire
∫ b
a
y(t)∆2ωδ(t − k)dt =
∫ b
a
f (t)N2(t − k)dt




f (t)N (t − k)dt
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On va chercher une solution approchée pour résoudre (4.5) numériquement en utilisant
le schéma des différences finies basée sur l’opérateur aux différences défini au dessus, donc
y” sera approchée comme suit
y”(xi) =
y(xi−1)− 2cos(αh)y(xi) + y(xi+1)
h2
, 0 ≤ α ≤ω (4.7)
Remarque 8. 1) On remarque que si α = 0, le schéma (4.7), correspond exactement au schéma
des différences finies classique.
2) Si on veut appliquer cette idée pour une équation contenu un terme de la dérivée y′, nous
proposons l’approximation par
y′ = ∆βy,
où β est un paramètre à déterminer pour obtenir la meilleure approximation.
Tab 1 : L’erreur quadratique moyenne pour la méthode classique
la fonction
ω 0 x − 1 e−3x x2e−3x
3 0.0133 0.0146 0.0127 0.0133
5 0.2112 0.2277 0.2007 0.2110
8 54.970 55.571 54.379 54.9832
10 0.0344 0.0347 0.0340 0.0344
EQM1 13 0.0395 0.0377 0.0390 0.0395
15 0.0503 0.0505 0.0501 0.0503
18 0.0519 0.0521 0.0517 0.0519
20 2.0639 2.0684 2.0594 2.040
23 1.001 1.0036 0.9997 1.0015
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4.2 Exemples et Applications
Considérons toujours le même problème que nous avons traité par la méthode classique : y” +ω
2y = f (x)........(I) pour ω ∈R+
y(a) = σ y(b) = µ





(yi−1 + (ω2h2 − 2cos(αh))yi + yi+1) = f (xi) i = 1, ...,n
y0 = σ yn+1 = µ
— pour i = 1 ⇒ (ω
2h2−2cos(αh))y1+y2
h2
= f1 − σh2 ,


















(ω2h2 − 2cos(αh)) 1 0 · · · 0
1 (ω2h2 − 2cos(αh)) 1 · · · 0
0 1 (ω2h2 − 2cos(αh)) · · · 0
...
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Remarque 9. Rappelons d’abord les différents types des conditions aux limites qu’on va considé-
rer.
Définition 11. (Les condition aux limites)
Une condition aux limites est une contrainte sur les valeurs que prennent les solutions des équa-
tions aux dérivées ordinaires (EDO) et des équations aux dérivées partielles (EDP) sur une fron-
tière.
Généralement si Ω est un domaine borné dans R2 , on distingue trois types des conditions aux
limites :
1/ Condition de Dirichlet
u(x,y) = g(x,y) (x,y) ∈ ∂Ω,
où la fonction u est connue sur la frontière de Ω
2/ Condition de Neumann
∂u
∂n (x,y) = g(x,y) (x,y) ∈ ∂Ω,
où ∂u∂n la dérivée normale de u est connue sur la frontière de Ω
3/ Condition de Robin (de Newton "dite aussi mixte")
A∂u∂n (x,y) +Bu(x,y) = g(x,y) (x,y) ∈ ∂Ω,
où ∂u∂n est la dérivée normale et A,B sont des constantes tel que : A
2 +B2 , 0
1/ Dans le même problème si on remplace la condition Dirichlet par la condition Neumann
on trouve :




(ω2h2 − 2cos(αh) + 1) 1 .... 0





0 0 · · · 0





























(ω2h2 − 2cos(αh)) 1 .... 0





0 0 · · · 0
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Définition 12. L’erreur quadratique moyenne
Elle est parfois appelée aussi « risque quadratique ».





| y(ti)− yi |2
Où y(ti) est la solution analytique évaluée en t = ti et yi la solution approximative en t = ti
obtenue par une méthode numérique.
Nous avons réalisé quelques testes dans les cas suivants :
1) f (x) = 0
2) f (x) = x − 1
3) f (x) = e−3x
4) f (x) = x2e−3x
Les tableaux suivants résument et comparent entre les erreur ; notons E l’erreur quadra-
tique moyenne de la méthode de différences finies modifiée, donc le cas α = 0 c’est l’erreur
quadratique moyenne de la méthode différences finies classique.
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Cas homogène condition mixte (n = 20 ω = 5 , α = [0.5,ω] le pas α = 0.5)
α 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
E 0.1441 0.1043 0.0308 0.0440 0.0869 0.1160 0.1363 0.1522 0.1677 0.1886
Cas f (x) = x − 1 condition mixte (n = 20 ω = 5 , α = [0.5,ω] le pas α = 0.5)
α 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
E 0.1606 0.1153 0.0320 0.0528 0.1017 0.1347 0.1575 0.1748 0.1907 0.2111
Cas f (x) = e−3x condition mixte (n = 20 ω = 5 , α = [0.5,ω] le pas α = 0.5)
α 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
E 0.1336 0.0972 0.0298 0.0390 0.0780 0.1048 0.1237 0.1388 0.1539 0.1758
Cas f (x) = x2e−3x condition mixte (n = 20 ω = 5 , α = [0.5,ω] le pas α = 0.5)
α 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
E 0.1439 0.1042 0.0308 0.0438 0.0866 0.1156 0.1359 0.1518 0.1672 0.1882
Cas f (x) = x − 1 condition Dirichlet (n = 20 ω = 5 , α = [0,ω])
α 0 1 1.5 2 2.5 3 3.5 4 4.5
E 0.0570 0.0563 0.0586 0.0703 0.1061 0.2174 0.8199 1.2978 0.5333
Cas f (x) = x − 1 condition Neumann (n = 20 ω = 5 , α = [0,ω])
α 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
E 0.0070 0.0059 0.0035 0.0043 0.0096 0.0164 0.0254 0.0429 0.1308 0.1874
Cas f (x) = 0 condition de Neumann (n = 20 ω = 3 , α = [0,ω])
α 0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7
E 0.0109 0.0049 0.0091 0.0133 0.0221 0.0367 0.0519 0.0677 0.0849 0.1069
Cas f (x) = (x2)e−3x condition de Neumann (n = 20 ω = 8 , α = [0,ω])
α 0 0.8 1.6 2.4 3.2 4 4.8 5.6 6.4 7.2
E 54.983 54 3.2858 0.1815 0.7955 1.0329 1.1439 1.2042 1.2406 1.2482
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Les Figures
Cas homogène f (x) = 0, ω = 5, conditions de Dirichlet
(a) alpha=4.5 (b) alpha=2.5
(a) alpha=0 (b) alpha=1
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Cas homogène f (x) = 0, ω = 5, conditions de Neumann
(a) alpha=3 (b) alpha=1
(a) alpha=0 (b) alpha=0.3
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Cas f (x) = x − 1, ω = 5, conditions mixtes
(a) alpha=0 (b) alpha=2
(a) alpha=0.5 (b) alpha=1
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Cas f (x) = x − 1, ω = 5, conditions de Neumann
(a) alpha=4 (b) alpha=2.5
(a) alpha=1.5 (b) alpha=1
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Cas f (x) = e−3x, ω = 5, conditions de Neumann
(a) alpha=0 (b) alpha=1.6
(a) alpha=3.2 (b) alpha=2.4
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Cas f (x) = e−3x, ω = 5, conditions mixtes
(a) alpha=3 (b) alpha=2
(a) alpha=0.6 (b) alpha=1
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Cas f (x) = sinx, ω = 5, conditions mixtes
(a) alpha=3.5 (b) alpha=1.2
(a) alpha=0 (b) alpha=0.8
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4.2.1 Discussions des résultats
Les différentes expérimentations numériques montrent qu’il existe toujours un optimal
α minimisant l’erreur entre la solution exacte et la solution approchée. Mais pour des va-
leurs très grandes, la méthode donne de mauvais résultats qui est naturel puisque cela cor-
respond à réduire l’ordre d’approximation.
Ce même phénomène a été rencontré et analysé dans le chapitre 3 en cas de quadrature
numérique.
Les résultats obtenus sont encourageants et ouvrent des perspectives plus vaste de recherches
sur la faisabilité technique et analyse numérique de l’approche. En particulier les questions
suivantes s’imposent
1) Comment concilier la minimisation de l’erreur entre f et l’opérateur L ?
2) L’adaptativité avec un ordre d’approximation raisonnable.
3) Généraliser cette approche au cas d’opérateur non linéaire ou à coefficients variables.
4) Généraliser cette approche pour les EDP.
Conclusion
Dans ce travail, nous avons proposé une méthode pour améliorer l’approximation des
fonctions basée sur la sélection du meilleur espace de Chebyshev qui minimise la norme de
l’erreur d’approximation dans L2.
Comme application de ce résultat, nous avons construit une généralisation de la quadrature
de Gauss basée sur les espaces de Chebyshev.
L’idée est de choisir les poids et les nœuds de sorte que la méthode soit exacte pour les élé-
ments d’un certain système de Chebyshev : c’est le même principe que dans le cas polyno-
mial. Nous avons considéré un exemple d’espace de Chebyshev dépendant d’un ensemble
de paramètres. Ces paramètres sont déterminés d’une manière adaptative et optimale en
minimisant un critère lié à l’erreur d’approximation. Nous avons illustré l’efficacité de cette
approche par des exemples numériques et expérimentations.
Une autre application évidente et directe pour cette généralisation est de l’appliquer pour
les EDO. Nous avons présenté une généralisation de la méthode des différences finies en
perturbant le coefficient du schéma de discrétisation de la dérivée seconde. Nous avons ap-
pliqué ce nouveau schéma pour des équations différentielles ordinaires. Les testes effectués
pour les différents cas de conditions initiales ont montré l’efficacité de ce nouveau schéma
proposé.
Ce travail ouvre plusieurs perspectives de recherches et application en théorie d’approxi-
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mation, analyse numérique et la résolution numériques des EDP.
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