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Integral equation method for 3D modeling of electromagnetic fields in 
complex structures with inhomogeneous background conductivity
M ic h a e l  S .  Z h d a n o v 1, S e o n g  K o n  L e e 2, a n d  K e n  Y o s h io k a 1
ABSTRACT
Wc present a new formulation of the integral equation (IE) 
method for three-dimensional (3D) electromagnetic (EM) 
modeling in complex structures with inhomogeneous back­
ground conductivity (IBC). This method overcomes the stan­
dard limitation of the conventional IE method related to the 
use of a horizontally layered background only. The new 3D 
IE EM modeling method still employs the Green’s functions 
for a horizontally layered 1D model. However, the new meth­
od allows us to use an inhomogeneous background with the 
IE method. We also introduce an approach for accuracy con­
trol of the IBC IE method. This new approach provides us 
with the ability to improve the accuracy of computations by 
applying the IBC technique iteratively. This approach seems 
to be extremely useful in computing EM data for multiple 
geologic models with some common geoelectrical features, 
like terrain, bathymetry, or other known structures. It may 
find wide application in an inverse problem solution, where 
we have to keep some known geologic structures unchanged 
during the iterative inversion. The method was carefully test­
ed for modeling the EM field for complex structures with a 
known variable background conductivity. The effectiveness 
of this approach is illustrated by modeling marine controlled- 
source electromagnetic (MCSEM) data in the area of Gemini 
Prospect, Gulf of Mexico.
INTRODUCTION
The integral equation (IE) method is an important tool in three-di­
mensional (3D) electromagnetic (EM) modeling for geophysical ap­
plications. It was introduced originally in a pioneer paper by Dmit­
riev (1969), which was published in Russian and long remained un­
known to Western geophysicists (as well as was the work of 
Tabarovsky, 1975). Almost 30 years ago, practically simultaneous­
ly, Raiche (1974), Weidelt (1975), and Hohmann (1975) published 
their famous papers on the IE method. Many more researchers have 
contributed to the improvement and development of this method in 
recent years (e.g., Wannamaker, 1991; Dmitriev and Nesmeyanova, 
1992; Xiong, 1992; Xiong and Kirsch, 1992; Singer and Fainberg, 
1997; Avdeev et al., 2002; Hursan and Zhdanov, 2002; Zhdanov, 
2002; Singer et al., 2003; Abubakarand van der Berg, 2004; Avdeev, 
2005; Yoshioka and Zhdanov, 2005).
In the framework of the IE method, the conductivity distribution 
is divided into two parts: (1) the background conductivity crb, which 
is used for the Green’s functions calculation, and (2) the anomalous 
conductivity Art„ within the domain of integration D. It was empha­
sized in the original paper by Dmitriev (1969) that the main limita­
tion of the IE method is that the background conductivity model 
must have a simple structure to allow for an efficient Green’s func­
tion calculation. The most widely used background models in EM 
exploration are those formed by horizontally homogeneous layers. 
The theory of the Green’s functions for layered one-dimensional 
(1D) models is very well developed and lays the foundation for effi­
cient numerical algorithms. Any deviation from this 1D background 
model must be treated as an anomalous conductivity.
In some practical applications, however, it is difficult to describe a 
model using horizontally layered background conductivity. As a re­
sult, the domain of integration may become too large, which increas­
es significantly the size of the modeling domain and of the required 
computer memory and computational time for IE modeling. We will 
be able to overcome these computational difficulties if the IE method 
will allow us to use variable background conductivity. This will also 
be helpful in modeling EM data for multiple geologic models with 
some common geoelectrical features, like known topographic or 
bathymetric inhomogeneities (in the case of marine EM) or salt 
dome structures. The conventional approach would require us to run 
the full 3D IE method for all domains with the anomalous conductiv-
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ity every time we change the parameters within one domain only. 
This situation occurs, for example, when we have known informa­
tion about the existence of specific geologic structures that should he 
considered in modeling and/or inversion (Zhdanov and Wilson, 
2004).
In the present paper, we extend the formulation of the IE method 
to the more general case of models with an inhomogeneous back­
ground conductivity (IBC). Our method is based on the separation of 
the effects related to excess electric current j 4*'1, induced in the inho­
mogeneous background domain, from those effects related to the 
anomalous electric current j 4ir“ in the location of the anomalous con­
ductivity, respectively. As a result, we arrive at a system of integral 
equations that uses the same simple Green’s functions for the layered 
model as in the original IE formulation. However, the new equations 
take into account the effect of the variable background conductivity 
distribution. We also consider an approach to the accuracy control of 
the IBC IE method. This approach provides us with the ability to im­
prove the accuracy of computations by applying the IBC technique 
iteratively.
The developed method and numerical code are tested on typical 
geoelectrical models with the variable background. We also investi­
gate the effectiveness of this approach for modeling marine con- 
trolled-source electromagnetic (MCSEM) data in areas with signifi­
cant bathymetric inhomogeneities. The accurate simulation of the 
EM field caused by bathymetric inhomogeneities is a challenging 
numerical problem because it requires a huge number of discretiza­
tion cells to represent the bathymetric structures properly. The natu­
ral choice for solving this problem would be a finite-difference (FD) 
and/or finite-element (FE) method. However, the FD and FE meth­
ods require the discretization of the entire modeling domain, where­
as the IE method needs a smaller grid covering the anomalous do­
main only. As a result, using the same number of discretization cells, 
the IE method allows a more detailed representation of the complex 
geology than the FD and/or FE methods. (Note, however, that the 
matrix of the system of IE equations is full, whereas the matrix of the 
FD equations is sparse.) Moreover, in the framework of the IBC ap­
proach to the construction of the IE method, one can precompute the 
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Figure 1. A sketch of a 3D geoelectric model with horizontally lay­
ered (normal) conductivity cr„, inhomogeneous background conduc­
tivity a/, = a,, + A ct* within a domain Aj and anomalous conductivi­
ty Acr„ within a domain A- The EM field in this model is a sum of the 
normal fields E" and H" generated by the given source(s) in the mod­
el with normal distribution of conductivity cr„, a variable back­
ground effect E4,r'' and H4,r'' produced by the inhomogeneous back­
ground conductivity A ct,, and the anomalous fields E4,r“ and H4,r“ 
related to the anomalous conductivity distribution, Acr„. Tx = 
transmitters; Rx = receiver.
modeling and/or inversion process. Taking into account that pre­
computing the bathymetry effect constitutes the most time-consum­
ing part of the forward EM modeling, this approach would allow us 
to increase the effectiveness of the computer simulation in the inter­
pretation of the MCSEM data significantly. We illustrate this ap­
proach by modeling MCSEM data in the area of Gemini Prospect, 
Gulf of Mexico.
IE METHOD IN A MODEL WITH IBC
We consider a 3D geoelectrical model with horizontally layered 
(normal) conductivity cr„, inhomogeneous background conductivity 
07, = cr„ + Act,, within a domain Dh, and anomalous conductivity 
Acr„ within a domain D„ (Figure 1). The model is excited by an EM 
field generated from an arbitrary source which is time-harmonic as 
The EM field in this model satisfies Maxwell’s equations:
<t„E + j = <t,,E + jAlT(’+ jA<7«+ je.V X  H
V X  E = /(tJ/Z||H.
where
• A(jj( _  f  A o ^ E , r  e  D a
[ 0 , r 4  D a
is the anomalous current within the local inhomogeneity D„ and
Act/jE, r e D b 





is the excess current within the inhomogeneous background domain
A ,
Equations 1-3 show that one can represent the EM field in this 
model as a sum of the normal fields E" and H" generated by the given 
source(s) in the model with normal distribution of conductivity cr„, a 
variable background effect E4,r'' and H4,r'' produced by the inhomo­
geneous background conductivity A ct* and the anomalous fields 
E4,r“ and H4,r“ related to the anomalous conductivity distribution 
Acr„:
E = E" + EAcri’ + EAcr“ H  = H" + H A<7* + H Ao«. (4)
The total EM field in this model can be written as
E = E + E-Ac,, H  = H 6+ H Ao-„ (5)
where the background EM field FA H 6 is a sum of the normal fields 
and those caused by the inhomogeneous background conductivity:
E = E" + E-Act,, H  = H" + H-Act,, (6)
Following the standard logic of the IE method (Zhdanov, 2002), 
we write the integral representations for the EM fields of the given 
current distribution.
jAff(r) = jAo'i’(r) + jAo«(r) = A<r6E(r) + AcrflE(r), 
within a medium of normal conductivity cr„:
E(r;) = E" + J  J  J  G/,:(r;]r) • A abE(r)du
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+ | I I G£(r,-|r) ■ A<raE(r)</y,
f l f
H(r.) = H« + G ^r Jr) ■ Acr;,E(r)f/u
return induction cffccts hy the anomalous currents j A"“. In other 
words, wc assume that the anomalous clcctric fields EA"“ ;ire much 
smaller than the background fields F/ inside the domain of integra­
tion Db in equations 8 and 9:
E^ ( r ) G'eH A a hE b) = G'eH Act^ E" + E '■)), (14)
G//(r.|r) ■ AcraE(r)f/u, (7)
where the first integral terms dcscribc the cxccss p;irt of the back­
ground fields generated by the cxccss currents in the inhomogeneous 
background domain Db:
I f f
E ^ r ,-)  = | | |  G ^rjr) ■ Acr;,E(r)iA> = G^CA^E), (8 )
HAo*(r;) =  J J J  G J r J r )  ■ Ao-/,E(r)du = G ^ A ^ E ).
(9)
The sccond terms dcscribc the anomalous fields generated by the 
anomalous domain Da:
EAlJ«(r.-) = E(r.) -  E"(r.) -  EA,J'-(r/)
G E(rj\r) ■ Ao-aE(r)dv = G ^ A ^ E ),
(10)
HAo'«(r/-) = H(r •) -  H"(r.) -  HAoMr.-)
J J J
G ^ r )  ■ Ao-aE(r)</i> = G ^ A ^ E ).
( ID
In equations 8-11, the symbols Gp‘'Dh and Gf f Dh denote the clcctric 
and magnetic Green's operators with a volume integration of D„ or 
Db, rcspcctivcly. Note that according to notation 6, equations 10 and 
11 can be rewritten in the form
EAlJ«(ri-) = E(ry) -  E"(^) -  EAoMr_,•) 
= G"«(Aa-a(E',+ Ea,j«)),




Using integral equations 12 and 13, one can calculate the EM field 
at any point r,- if the clcctric field is known within the inhomogcncity. 
Equation 12 bccomcs the integral equation for the clcctric field E( r) 
if r ; e Da.
The basic idea of a new IE formulation is that wc can take into ac­
count the EM field induccd in the anomalous domain by the cxccss 
currents in the background inhomogcncity but would ignore the
-  G^lAcr;,E ) = GJ?(Aoj,(E" + E '■)). (15)
Equations 14 and 15 show that finding the cxccss part of the back­
ground fields requires solving the conventional IE for the clcctric 
fields in media with inhomogeneous background conductivity distri­
bution (without the anomalous domain Da). Therefore, wc can calcu­
late the background fields using equations 6 and substitute it into 
equations 12 and 13. The last system of the equations can be solved 
using the standard IE approach as well,
Wc should note that the technique outlined above is very different 
from the conventional Bom approximation bccausc wc solve the 
corresponding integral equations 14 and 15 with rcspcct to the 
anomalous field. With the Bom approximation, one docs not solve 
any integral equation. Instead, the background field is just integrated 
over the domain with the anomalous conductivity (anomalous do­
main Da in our ease). In our approach, when wc solve the first inte­
gral equation for the background field, wc ignore the secondary field 
in the inhomogeneous background domain Db, owing to the return 
induction cffccts of the anomalous currents j A"“ induccd in the anom­
alous domain D„ only. The cffcct of this secondary field is assumed 
to be very small compared with the normal field and the secondary 
field induccd in the inhomogeneous background itself. Wc will dis­
cuss in the next scction a technique for the accuracy control of this 
condition.
Another important question is how the IBC should be selected. 
Wc rccommcnd that the regional gcoclcctrical structures should be 
included in the inhomogeneous background, whereas the local geo­
logic target (e.g., a petroleum reservoir) should be associated with 
the domain with the anomalous conductivity. At the same time, it is 
reasonable to includc in the IBC model some known gcologic struc­
tures, such as known topographic or bathymctric inhomogcncitics 
(in the ease of marine EM) or a salt dome, to rcducc the modeling do­
main to the area of investigation only.
ACCURACY CONTROL OF THE IBC IE METHOD
Wc have demonstrated above that the IBC IE method is based on 
an idea that wc can ignore a secondary field induccd by the currents 
in the anomalous domain D„ when wc solve the integral equation 14 
for the background field E'1 in the domain Db. The assumption is that 
this returned induction field is very small compared to the normal 
field and with an anomalous part of the background field induccd in 
the background conductivity. The obvious condition where this ap­
proximation can be employed is that the cffcct of the induccd field 
Acr(,( EA'r“)) in inhomogeneous background from the anomalous 
body is much smaller than the cffcct of the background field itself in­
side the domain of integration Db:
E G^(Aa-<>(E'’ + EA ct, )) -  e "|!/3 /|!e" e? « 1,
(16)
where I , denotes the A-norm calculated over domain/X:
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Ii£1i = J J J |Efc(r)|2rfu.
Wc can also evaluate the possible errors of ignoring the return re­
sponse of the currents induced in the inhomogeneous background on 
the field in the anomalous domain Da:
|jEa -  Gg0(A(ja(Ea + Ea<7',(u)) -  E'ii^/ljE0!^  = e\,  (17) 
where 
E ^ 'V ,-)  = G ^ A ct^ E^- EAo>>)), r,- e Da
and
Ea = E"+ EAo>>.
A simple observation based on formulas 16 and 17 is that the accu­
racy of the IBC IE method should depend on the electrical distance 
between a domain with the IBC and an anomalous domain rx = r/X, 
where r is a geometric distance and A is a corresponding wavelength 
in the layered background. The larger this distance is, the smaller is 
the return effect of the currents induced in the anomalous domain on 
the IBC domain and vice versa. However, our modeling study shows 
that even in the case of the anomalous domain attached to the IBC 
domain, wc still have a reasonable accuracy of the IBC IE method 
(see Model 3 below). In addition, wc should note that the accuracy of 
the IBC IE method should also depend on the shape and relative as­
pect of the domains Da and Db.
Condition 16 makes it possible to evaluate the accuracy of the IBC 
IE method in a general case compared with the conventional IE 
method. Indeed, one can apply the IE method for the computations 
of the background field F/ and the anomalous field EAtr“ using two 
separate integral equations, 12 and 14. After that, wc can evaluate the 
possible error in the background field computations ef and in the 
anomalous field calculations e" using the proposed tcchniquc.
The remarkable fact is that the above condition not only provides 
us with the ability to control the accuracy of our computations but it 
also shows us how to improve the accuracy by applying the IBC 
tcchniquc iteratively. Indeed, if wc find that the error ef is too large, 
wc can solve the rigorous integral equation 8 for the background 
clcctric field, considering the anomalous field EAtr“ computed in the 
previous step:
E V ,) = GEh(Acrb(Eb + EAo>>)) + E'Hr,-), r,- e D b. (18)
Wc denote by F/l2) a solution of equation 18. Now wc can use this up­
dated background field F/l2) in integral equation 12 for the anoma­
lous field:
EA‘J°(r/) = G£”(A<ja(EW2,+ EAij°)), r,- e Da. (19)
A solution of the last equation gives us a sccond iteration of the 
anomalous clcctric field EA,7“U).
Wc can chcck the accuracy of the sccond round of the IBC IE 
method for domains Da and Db using the following estimates, re­
spectively:
liEa(2> -  G£”(Acra(Ea(2> + E ^ 21) -  E,,)||Bo/||Ea(2,|lDo = e\, 
l!EM2> -  Gf'-tAo^E* 21 + e Ao>>(2>) -  E'Oli^/liEW’lj^ = e\,
(20)
where
Ea(2) = E" + E^7”1-21
and
EA^ (2,(r.) = GEt'(A(jb(EM2)+ EAo>>(2>)), 
r; e D„.
The iterative proccss dcscribcd above is continued until wc reach 
the required accuracy of the background field calculations in both D„ 
and Db. Wc should note in conclusion that this iterative proccss al­
ways converges bccausc wc use the contraction integral equation 
(CIE) method of Hursan and Zhdanov (2002) as a main algorithm 
for the solution of the corresponding EM field integral equations 14 
and 12.
SYNTHETIC MODEL EXAMPLES
The CIE method was implemented in the INTEM3D codc, devel­
oped by the Consortium for Elcctromagnctic Modeling and Inver­
sion (CEMI) (Hursan and Zhdanov, 2002). A new version of the IE 
codc, IBCEM3D (inhomogeneous background conductivity 3D EM 
modeling) has been developed based on the original INTEM3D 
codc (Zhdanov and Lee, 2005). This codc includes the following 
modifications of the original INTEM3D codc:
1) Includes an additional stage in the IBCEM3D codc of comput­
ing the corresponding Green’s tensors from the cclls of the do­
main £>() to the receivers and to the cclls of the domain £>?;
2) Prccomputcs the background clcctric field in the rcccivcrs and 
in the cclls of the modeling grid within the domain Da of the 
anomalous conductivity for a model with variable background. 
Computations arc done using the model which contains only 
background inhomogcncitics cr,, = cr„ + Act,, and no anoma­
lous conductivity Acr„ = 0;
3) Substitutes the normal clcctric field E" with a new background 
field F/ prccomputcd on the previous stage and solves the inte­
gral equation 12.
Note that the new codc, IBCEM3D, can be used for modeling the 
EM field generated by different sources in complcx 3D gcoclcctrical 
structures. The sources used in the program arc the same as in 
INTEM3D:
• plane wave propagating vertically toward the earth (magnctotcl- 
luric)
• current bipolcs along the x-, and .--directions
• horizontal rectangular loop
• horizontal circular loop
• moving horizontal loops
• magnetic dipoles oriented in the x-, v-, and z-directions.
The new algorithm and the computer codc have been verified on a 
set of test models with inhomogeneous background conductivity.
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Model 1: Validity of the inhomogeneous 
background algorithm
We have applied the inhomogeneous background conductivity al­
gorithm (IBCEM3D) to a simple numerical model to analyze its 
overall efficiency in comparison with conventional IE modeling. 
The results of conventional IE modeling are obtained by INTEM3D 
(Hursan and Zhdanov, 2002). Figure 2 shows a sketch of Model 1 se­
lected for this modeling experiment. Two conductive cubic bodies, 
Aand B, are embedded in a homogeneous half-space. The resistivity 
of the bodies is 10 ohm-m and that of the homogenous background 
is 100 ohm-m. The cubic bodies have a side of 400 m. They are lo­
cated at a depth of 200 m below the surface at a distance of 400 m, 
one from another, as shown in Figure 2. This ex­
ample provides a very simple but useful test of the 
new method because it represents an extreme sit­
uation where there is no apparent difference be­
tween the inhomogeneous background, repre­
sented by one body, and the anomalous domain, 
represented by another body. One would suspect 
that ignoring a return effect from one body to an­
other body of a similar size would produce a sig­
nificant error. However, this example shows that 
the method developed in our paper works surpris­
ingly well in this extreme situation.
We have computed the EM responses for this 
model in 441 receivers located at every 100 m in 
the.v-andy-directionofa21 X21 grid using both 
the original INTEM3D algorithm and the new 
IBCEM3D code. We have noted above that the 
new code can be used for modeling the EM field 
generated by different sources. In our numerical 
test, we have simulated the EM field generated 
by a vertically propagated plane EM wave [mag- 
netotelluric (MT) data simulation]. The plane 
waves in two H- and A’-polarizations are used as 
the sources with the number of frequencies, equal 
to 21, equally logarithmically spaced from 0.01 to 
1000 Hz. We use the biconjugate gradient sta­
bilized (BICGSTAB) subroutine (Hursan and 
Zhdanov, 2002) to solve the system of linear IE equations, and the 
desired misfit level of the matrix solution is 10~5 in both modeling 
experiments. In the inhomogeneous background algorithm, the in­
homogeneous background is formed by the homogeneous earth and 
body B. The conventional INTEM3D code uses just the homoge­
neous half-space as a background.
Figures 3 and 4 show the real and imaginary components of the 
sum of electric fields and EfT- and magnetic fields//41'- and 
for//-polarization, computed using two different codes. The profile 
is along the .v-axis at y = 0. The solid lines represent the results ob­
tained by the conventional IE method (INTEM3D), whereas the cir­
cles represent those computed using a new inhomogeneous back­
ground algorithm (IBCEM3D). One can see that both results agree 
well with each other for the entire frequency range used in this 
analysis.
First of all, we have analyzed the accuracy of our forward model­
ing using formulas 16 and 17. One can see from Table 1 that, even for 
this extreme case where we have two identical bodies, Aand B, the 
relative errors ef of ignoring the secondary field generated in domain 
Db (body B) by the anomalous currents induced in domain Da (body
A) do not exceed 16% for//-polarization and 9% for i ’-polarization, 
respectively. At the same time, the relative errors e‘{ of ignoring the 
return response of these additional currents within domain Db (body
B) on the field in domain Da (body A) do not exceed 1% for 
//-polarization and 0.4% fori’-polarization, respectively. The errors 
are larger for //-polarization than for i ’-polarization, which can be 
explained by the fact that, in the case of //-polarization, there is 
slightly stronger galvanic coupling between two bodies than in the 
case of i ’-polarization.
To compare the responses in detail. Figures 5 and 6 present the dif­
ferences (errors) between the results obtained by the two algorithms. 
Note that the errors presented in Table 1 provide an integrated accu­
racy evaluation for entire modeling domains, Da and Db, respective­
Figure 2. A sketch of Model 1 used to test the validity of an inhomogeneous background 
algorithm. Two cubic conductors of the same size and conductivity are embedded in a 
homogeneous background, (a) 3D view, (b) plan view, and (c) vertical cross section of 
Model 1.
Figure 3. Plots of the real and imaginary parts of the sum of electric 
fields EfT>' and EfT- along the .v-directed profile at y = 0. The solid 
lines represent the results obtained by the conventional IE method 
(INTEM3D); the circles show the data computed using a new inho­
mogeneous background algorithm (IBCEM3D).
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ly. whereas the errors shown in Figures 5 and 6 represent the local er­
rors in the observation points. At the same time, in full accord with 
Table 1. these errors slightly increase above body B. but they are al­
most equal to zero above body A. This is because our method takes 
into account the EM field induced in the anomalous domain (body A) 
by the excess currents in the background inhomogeneity (body B). 
but it ignores the return induction effect on body B of the anomalous 
currents in body A. The maximum normalized errors, however, are 
less than 3% in Ex and 5% in II, for //-polarization within the entire 
frequency range considered in this example. This is actually a very 
good property of the developed method. Indeed, we propose to use 
this method for modeling and/or inversion of the EM data in geo­
electrical structures with known and fixed IBC but with a changing 
(or unknown in inversion) anomalous conductivity. In this situation, 
it is more important to have an accurate calculation of the data in the 
area of the anomalous conductivity distributions than over the 
known background.
Finally, we have computed the EM field for this model using Born 
approximation for comparison (Figures 7 and 8 ). The results show
0 200 400 600 800 1000 1200 1400 1600 1800 2000 
^-coordinate (m)
0 200 400 600 800 1000 1200 1400 1600 1800 2000
.^-coordinate (m)
Figure 4. Plots of the real and imaginary parts of the sum of magnetic 
fields / / f 'h and / / f '« along the .v-directed profile at y = 0 calculated 
for Model 1. The solid lines represent the results obtained by 
INTEM3D; the circles show the data computed by IBCEM3D.
Table I. Accuracy of IBC IE method for Model I. The value 
f'i denotes the relative errors of ignoring the secondary field 
generated in domain Dh by the anomalous currents induced 
in domain D„; f'[ denotes the relative errors of ignoring the 
return response of these additional currents within domain
l)h on the field in domain />„. The abbreviation pol. is 
polarization.
Frequency
Hz et //-pol. e'{ -t'-pol. ef//-pol. ef£-pol.
0.01 0.156 0.089 0.012 0.004
0.1 0.156 0.089 0.011 0.004
1 0.156 0.089 0.011 0.004
10 0.148 0.094 0.010 0.004
100 0.084 0.106 0.003 0.005
1000 0.006 0.025 0.0003 0.0004
the huge errors (several hundred percent) produced by the Born ap­
proximation. whereas the method introduced in our paper generates 
a very accurate result. This example demonstrates once again that 
there is a principal difference between the IBC method and the con­
ventional Born approximation. In the case of the Born approxima­
tion. one does not solve any integral equation. The background field 
is just integrated over the domain with the anomalous conductivity. 
Contrary to the Born approximation, in the framework of the IBC 
method, we ignore the return effect in the inhomogeneous back­
ground from the anomalous domain only, while solving a corre­
sponding integral equation for the anomalous field in the anomalous 
domain. As a result, we obtain very accurate values of the anomalous 
EM field.
Figure 5. Model 1. Plots of the differences (errors) between the re­
sults obtained by two algorithms. INTEM3D and IBCEM3D. for the 
real and imaginary parts of the sum of electric fields Ef 'h and Ef-'« 
along an .v-directed profile at v = 0 .
0 200 400 600 800 1000 1200 1400 1600 1800 2000 
x- coordinate (m)
Figure 6 . Model 1. Plots of the differences (errors) between the re­
sults obtained by two algorithms. INTEM3D and IBCEM3D. for the 
real and imaginary parts of magnetic fields / /fa n d  //f,r" along an 
.v-directed profile at v = 0 .
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We have compared the computational time required by both algo­
rithms for this model in a Matlab 7.0 environment running on a PC 
equipped with Intel Pentium 4 3.6-GHz CPU with 2 GB RAM. The 
modeling domain was divided by a rectangular grid with a cell size 
equal to 50 X  50 X 50 m. Note that for INTEM3D code, we have to 
discretize a relatively large domain containing both bodies, A and B. 
The number of cells in this domain is 1536. Of course, one can use 
several integration domains in the framework of the conventional IE 
method [for example, SYSEM code can handle several integration 
domains (Xiong, 1992; Xiong and Kirsch, 1992)]. However, in the 
multidomain case, it is not possible to use an efficient fast Fourier 
transform (FFT) technique for fast matrix-vector multiplication. 
This is an important problem because without using the FFT, the 
computer memory requirements and the computational time in­
creases dramatically. For example, SYSEM code would require 
many hours of computation for a model with just a few thousands 
cells, whereas INTEM3D code can handle up to 100,000 cells, typi­
cally within an hour, because INTEM3D code uses FFT, which re­
quires just one integration domain. In the case of the inhomogeneous 
background method (IBCEM3D), we discretize separately the inho­
mogeneous part of the background (body B) and the anomalous do­
main (body A) and still use the FFT for each of these domains sepa­
rately. For example, for Model 1, IBCEM3D uses 1024 cells because 
eac h body, A an d B, contains 512 cells.
INTEM3D requires 862 s to compute the EM response for the 
model shown in Figure 2, whereas the IBC algorithm, IBCEM3D, 
does the same job in 1547 s. It takes more time to complete modeling 
with the new code because it involves two solutions of the linear sys­
tem of IE: for body A and for body B. However, if we consider a ho­
mogeneous half-space and body B as inhomogeneous background 
and precompute and store the values of the variable background ef­
fect within body A, we can save significant computational time re­
quired for another modeling with the modified anomalous conduc­
tivity in body A. Furthermore, we could save computing time by 
using the stored fields when only the conductivity distribution with­
in the anomalous domain is changed (body A) without a change of 
the domain geometry. For example, the computing time of the
IBCEM3D algorithm becomes equal to 468 s at the second run of 
the code for the modified anomalous conductivity. Moreover, in real 
complex structures, the discretization grid covering the background 
inhomogeneities will be of an order larger than the grid covering the 
anomalous domain only. In this case, the conventional IE method 
will have to solve the system of linear equations on a large grid, 
whereas the new code, after precomputing the IBC field, will work 
only with the system of equation on a small grid. As a result, the com­
putational time will reduce dramatically. An example of this time re­
duction for a typical geoelectrical model will be shown in the next 
section.
Model 2: Application to modeling the EM response of 
a sea-bottom petroleum reservoir in the presence 
of a salt dome structure
There is growing interest in the application of marine EM surveys 
for petroleum exploration. Zhdanov et al. (2004) investigated a typi­
cal model of an offshore sea-bottom petroleum reservoir in the pres­
ence of a salt dome structure. The IE modeling algorithm with IBC 
can be very useful in this modeling, especially when we have known 
information about the existence of a specific geologic structure, 
such as a salt dome. The model of a petroleum reservoir in the pres­
ence of a salt dome is one of the typical models in which the IBC 
modeling algorithm can be applied successfully. Figure 9 shows a 
sketch of this model (Model 2), which is similar to the one of 
Zhdanov et al.,2004.
The depth of the sea bottom is 500 m from the surface, and the 
seawater resistivity is equal to 0.3 ohm-m. The sea-bottom reservoir 
is approximated by a resistive rectangular body located 500 m be­
low the sea bottom with a thickness of 100 m. The resistivity of the 
reservoir is 100 ohm-m, and the size of the reservoir is 5000 X  5000 
X  100 m\ There is also a rectangular salt dome structure located 
close to the reservoir at a depth of 200 m below the sea bottom mea­
suring 3000 X  3000 X  5000 m\ The resistivity of the salt dome is
Figure 7. Plots of the real and imaginary parts of the sum of electric 
fields Ef'1' and Efr" along the .v-directed profile at v = 0. The solid 
lines represent the results obtained by the conventional IE method 
(INTEM3D): the circles show the data computed using Bom ap­
proximation.
Figure 8 . Plots of the real and imaginary parts of the sum of magnetic 
fields Hf'h and Hf'" along the .v-directed profile at v = 0 calculated 
for Model 1. The solid lines represent the results obtained by 
INTEM3D: the circles show the data computed by Born approxima­
tion.
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30 ohm-m. The model is excited by a vertically propagated plane 
EM wave with eight frequencies: 0.0003, 0.001, 0.003, 0.01, 0.03, 
0.1,0.3, and 1 Hz.
We have applied both algorithms, the conventional IE method and 
the new code, to generate an EM field for this model in 572 receivers 
located every 500 m on a 26 X  22 grid at the sea bottom. The anoma­
lous body is divided into rectangular cells with a square horizontal 
section, 500 X  500 m2, and with the vertical size increasing with the 
depth as follows: 100, 100, 100, 100, 100, 100, 100, 300, 1000, and 
3000 m. The total number of cells is 1980 in the conventional 
INTEM3D code, which requires the discretization of the entire 
domain containing both the reservoir and the salt dome. The
IBCEM3D requires the discretization of the salt dome domain and of 
the reservoir domain only. We use 360 cells to represent a salt dome 
and 100 cells for a reservoir.
Using the IBCEM3D code, however, we combine the ID model 
of the sea layer and the sea-bottom sediments and a salt dome struc­
ture in one inhomogeneous background. In this case, we only need 
360 cells for a salt dome and 100 cells for a reservoir, 460 cells total.
Figures 10 and 11 compare the Ex- and //,.-components computed 
using two different codes for the .v-directed profile at v = -1250 m. 
The solid lines represent the results obtained by the conventional IE 
method (INTEM3D); the circles represent those computed using a 
new inhomogeneous background algorithm (IBCEM3D). One can 
see that the two results almost match each other.
Table 2 presents the results of the accuracy 
analysis of the IBC method for this model based 
on formulas 16 and 17. Note that we evaluate the 
accuracy of the IBC IE method in comparison 
with the conventional IE method.
Figure 9. A sketch of Model 2 of an offshore sea-bottom petroleum reservoir in the pres­
ence of a salt dome structure, (a) 3D view, (b) apian view, and (c) vertical cross section of 
Model 2.
0.3% for //-polarization and 0.1% for E-polar­
ization, respectively.The errors are slightly larger 
for //-polarization than for E-polarization. The 
errors of the IBC method decrease with the fre­
quency because galvanic coupling between a salt 
dome and a reservoir, which is the strongest 
source of the IBC errors in this case, decreases 
with the frequency.
Computing time for this modeling was evalu­
ated in a Matlab 7.0 environment on the same PC 
equipped with Intel Pentium 4 3.6-GHz CPU and 
2-GB RAM as for Model 1. The conventional IE 
modeling method (INTEM3Dcode) required 828 
s for this model. The inhomogeneous background 
modeling algorithm (IBCEM3D), however, re­
quired 523 s. Assuming that the boundaries of the 
anomalous domain containing the reservoir are 
fixed but only the conductivity distribution var­
ies, we can perform another modeling within 7 s
Figure 10. Model 2. Plots of the real and imaginary parts of the sum 
of electric fields EfTl' and EfT« along the .v-directed profile at y 
= 1250 m. The solid lines represent the results obtained by 
INTEM3D; the circles show the data computed by IBCEM3D.
Figure 11. Model 2. Plots of the real and imaginary parts of the sum 
of magnetic fields HfTl' and along the .v-directed profile at y = 
-1250 m. The solid lines represent the results obtained by 
INTEM3D; the circles shows the data computed by IBCEM3D.
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Table 2. Accuracy of IBC IE method for Model 2.
Frequency
Hz e'l H-pol. e'l E-pol. e‘i //-pol. e‘i E-pol.
0.001 0.0021 0.0010 0.0034 0.0005
0.01 0.0018 0.0013 0.0030 0.0005
0.1 0.0011 0.0012 0.0016 0.0002
1 0.0004 0.0004 0.00001 0.00002
Figure 12. Asketeh of Model 3 of an offshore sea-bottom petroleum reservoir attached to 
a salt dome structure, (a) 3D view, (b) plan view, and (c) vertical cross section of Model 3.
in this example. This is a very effective and powerful result, which 
may be especially useful in inversion analysis, which requires nu­
merous forward modelings.
Model 3: A sea-bottom petroleum reservoir 
attached to a salt dome structure
To investigate more carefully the practical limitations of the IBC 
IE method, we consider Model 3. which is similar to Model 2 (Figure 
9). but the petroleum reservoir is now attached to the salt dome as 
shown in Figure 12. We should note, however, that the simulated 
attachment may not represent real (physical) attachment, just be­
cause discretization tends to disconnect the bod­
ies even if they are meant to be connected. How­
ever. this is a typical limitation for any numerical 
modeling.
The model is excited by a vertically propagated 
plane EM wave with eight frequencies: 0.0003. 
0.001. 0.003. 0.01. 0.03. 0.1. 0.3. and 1 Hz. We 
have used the same discretization for Model 3 as 
for Model 2 and applied both algorithms, the con­
ventional IE method and the new IBC IE method, 
to generate an EM field for this model.
Figures 13 and 14 show the comparisons of 
the Ev- and //,. components, computed using two 
different codes for the .v-directed profile at y = 
-1250 m. The solid lines represent the results 
obtained by the INTEM3D code; the circles rep­
resent those computed using the new inhomoge­
neous background IBCEM3D algorithm. Once 
again, we can see that the two results are very 
close to each other. However, the results of the ac­
curacy analysis, presented in Table 3. show that 
the relative errors increase for Model 3 in com­
parison with Model 2 (Table 2). As we can see 
from Table 3. the relative errors of the IBC IE so­
lution for //-polarization do not exceed 10% 
within a salt dome domain (e'l). and 14% within a
Figure 13. Model 3. Plots of the real and imaginary parts of the sum 
of electric fields EfTl' and EfT“ along the .v-directed profile at 
v = 1250 m. The solid lines represent the results obtained by 
INTEM3D; the circles show the data computed by IBCEM3D.
Figure 14. Model 3. Plots of the real and imaginary parts of the sum 
of magnetic fields HfTl' and HfTl' along the .v-directed profile at 
v = -1250 m. The solid lines represent the results obtained by 
INTEM3D; the circles shows the data computed by IBCEM3D.
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Table 3. Accuracy of IBC IE method for Model 3.
Frequency
Hz e f //-pol. ef £-pol. ef //-pol. e f £-pol.
0.001 0.107 0.010 0.142 0.020
0.01 0.095 0.009 0.141 0.016
0.1 0.068 0.006 0.147 0.011
1 0.040 0.006 0.152 0.009
Figure 15. Location of Gemini Prospect, Gulf of Mexico. Topogra­
phy and bathymetry from Smith and Sandwell, 1997.
Figure 16. Bathymetry and the MTsite locations at Genimi Prospect (after Key, 2003).
reservoir domain (ef), respectively. The corresponding relative er­
rors of the IBC IE solution for £-polarization are smaller. They do 
not exceed 1% within a salt dome domain, and 2% within a reservoir 
domain, respectively. The errors are significantly larger for 
//-polarization than for£-polarization because the galvanic interac­
tion between the salt dome and an attached reservoir are stronger for 
//-polarization than for£-polarization. Note again that the accuracy 
of the IBC IE method is evaluated in comparison with the conven­
tional IE method.
Computing time for this modeling was evaluated on the same PC, 
as that for Model 2. The INTEM3D code required 653 s for this 
model. The IBCEM3Dcode, however, required 523 s. However, ad­
ditional modeling for updated anomalous conductivity distribution 
within the reservoir domain only requires just an extra 7 s per model.
APPLICATION OF THE IBC IE METHOD 
TO STUDY THE BATHYMETRY EFFECTS IN 
MCSEM DATA: GEMINI PROSPECT MODEL
In this section, we present an application of the IBC IE method for 
modeling the bathymetry effects in the MCSEM data. We consider a 
practical case of modeling the MCSEM data in the Gemini Prospect 
area, located about 200 km southeast of New Orleans in the deep 
water northern Gulf of Mexico (Figure 15). The Gemini salt body 
lies 1.5 kin beneath the sea floor in 1 km water depth and has a high 
electrical resistivity compared with the surrounding sediments, 
making it a suitable target for electrical methods. The subsalt gas de­
posit at Gemini is located at a depth of about 4 km on the southeast­
ern edge of the Gemini structure (Ogilive and Purnell, 1996). The 
Scripps Institution of Oceanography conducted several sea-bottom 
MT surveys in Gemini Prospect in 1997, 1998, 
2001, and 2003 at 42 MT sites (Figure 16). A de­
tailed analysis of the Gemini MT data, using 2D 
Occam’s inversion, was presented by Key (2003) 
and Key etal. (2006).
Zhdanov et al. (2004) and Wan et al. (2006) 
conducted a 3D inversion of the MT data collect­
ed at Gemini Prospect and produced a 3D geo­
electrical model of a salt dome structure in this 
area. Figure 17 shows a typical vertical section of 
the geoelectrical model obtained by 3D inver­
sion. The depth of the sea bottom is about 1 kin 
from the surface, and the seawater resistivity is 
0.3 ohm-m. We have included in this geoelectri­
cal model the detailed bathymetry data provided 
by the Scripps Institution of Oceanography (Fig­
ure 16).
The EM field in this model is generated by a 
horizontal electric dipole (HED) transmitter with 
alengthoflOO tn and located at(.v,v) = (0,0) km 
at a depth of 50 m above the sea bottom. The 
transmitter generates the EM field with a trans­
mitting current of 1 A at 0.25 Hz. Note that, in 
practice, the transmitting current may be equal to 
100 A or even to 1 KA. However, the observed 
data are usually normalized by the current in the 
transmitter. An array of seafloor electric receivers 
is located 5 m above the sea bottom along a line
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with the coordinates (.v = { - 2 ,10} km, y = 0 ) with a spacing of 
0.5 km (Figure 18).
We have computed the electric field in this model using three dif­
ferent techniques: the IBC IE method, the iterative IBC method, and 
the conventional IE method. Note that in the previous section, we ex­
amined the IBC IE method using the IBCEM3D modeling code 
(Zhdanov and Lee, 2005), which was an extension of the original 
INTEM3D code (Hursan and Zhdanov, 2002). In the current section, 
we use another software developed using the IBC IE method, which 
is based on an extension of the parallel integral equation PIE3D soft­
ware of Yoshioka and Zhdanov (2005). Modeling the bathymetry ef­
fects requires using large discretization grids, and PIE3D software is 
more suitable for solving large numerical problems than is the origi-
Figure 17. A typical vertical section of the geoelectrical model ob­
tained by 3D inversion of marine MT data in the Gemini Prospect 
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Figure 18. A bathymetry map for the Gemini Prospect area. Adashed 
yellow rectangular line outlines the modeling domain of the salt 
dome geoelectrical structure. A bold red horizontal line shows the 
position of the MCSEM profile. A horizontal electric bipole oriented 
in the .v-direction is located at a point with horizontal coordinates .v 
= 0 m, and y = 0 m at a depth 50 m above the sea bottom.
nal INTEM3D code. The computations were conducted in 64-bit 
Linux environment with two AMD Opteron 246 (2.0-GHz) CPUs 
with 4 GB RAM.
First of all, we applied the IBC method. Following the main prin- 
cipales of the IBC IE method, the modeling area was represented by 
two modeling domains, Da and Db, outlined by the black dashed 
lines in Figure 17. Modeling domain Db covers the area with conduc­
tivity variations associated with the bathymetry of the sea bottom, 
whereas modeling domain Da corresponds to the location of the salt 
dome structure obtained by 3D inversion of the MT data. We used 
99,645 (65X73X21) cells with each cell size 250X250X25 m- 
for a discretization of the bathymetry structure. The domain Da of the 
salt dome area was discretized in 22,344 (49 X 57 X 8) cells with the 
same horizontal size, 250 m X 250 m, and with a variable vertical 
size, starting with 350 m and progressively increasing with depth up 
to 1000 m.
The second round of computations was fulfilled using the iterative 
IBC. Figure 19 presents the convergence plot for iterative IBC mod­
eling. One can see that it takes just three iterations to reach a relative 
error below excess 1 X 10~s in the salt dome domain and in the 
bathymetry domain. We can see from the same plots that the relative 
errors of the original IBC solution (the first iteration of the iterative 
method) are about 0.01%. Naturally, these small errors within the 
modeling domain transform into even smaller errors in the comput­
ed data in the receivers. Indeed, one cannot notice any difference be­
tween the two modeling results in the amplitude-versus-offset 
(AVO) plot of the observed inline electric field data shown in Figure 
20. For comparison, we present in the same figure the results of the 
numerical modeling produced by a standard IE forward modeling 
software, PIE3D.
Figure 21 a shows the AVO plots of the total inline electric field, 
normalized by the amplitude of the background field (which in­
cludes a bathymetry effect in this case), computed using all three dif­
ferent numerical techniques. The normalized differences between 
the IBC and iterative IBC results and a conventional IE solution are 
shown in Figure 21 b. One can see that the errors of the IBC solution
Figure 19. Gemini Prospect model. The convergence plot for itera­
tive IBC modeling. The solid line with circles shows the relative er­
rors versus iteration number for the inhomogeneous background 
(bathymetry) domain; the dashed line with asterisks presents the 
same curve for the anomalous (saltdome) modeling domain.
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do not exceed 3%. whereas the errors of the iterative method are 
practically the same as the accuracy of the conventional IE solution 
(0.002%). This result demonstrates that the developed technique 
produces an extremely accurate result even in the complex case of 
the inhomogeneous background formed by the bathymetric effects 
associated with the conductivity contrast between the saltwater and 
the sea-bottom sediments.
Computing time for this modeling was evaluated in 64-bit Linux 
environment with two AMD Opteron 246 (2.0-GHz) CPUs with 
4 GB RAM. The conventional IE modeling by PIE3D code required 
462 s for this model. The IBC algorithm required 337 s. Additional 
modeling for updated anomalous conductivity distribution within
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Figure 20. AVO plots of the observed inline electric field data for the 
Gemini Prospect model obtained using the IBC IE method, the itera­
tive IBC method (crosses), and the conventional IE method (solid 
line).
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Figure 21. Synthetic MCSEM data computed for the Gemini Pros­
pect geoelectrical model, (a) The AVO plots of the total inline elec­
tric field normalized by the amplitude of the background field along 
an MCSEM profile. The pluses show the results obtained by the IBC 
method, the crosses present the same data computed by the iterative 
IBC approach, and the solid line presents the result obtained by a 
conventional IE method, (b) Normalized differences between the 
IBC and a conventional IE solution (solid line) and between the iter­
ative IBC and a conventional IE solution results (dashed line).
the salt dome domain only requires just an extra 92 s per model. The 
iterative IBC algorithm is not optimized yet. It took 836 s for this 
model, which is still very fast.
CONCLUSIONS
The results of this paper clearly demonstrate that the IE method 
can be formulated not only for models with a horizontally layered 
background but also for those with a variable background conduc­
tivity. However, this new formulation can still use the same layered- 
earth Green's function as the conventional IE method. This fact 
opens the possibility of incorporating an inhomogeneous back­
ground. such as a known geologic structure or the terrain and 
bathymetry effects, in IE-based forward modeling.
The accuracy of the IBC IE method depends on the electrical dis­
tance between a domain with the IBC and an anomalous domain. 
The larger this distance, the smaller the return effect of the currents 
induced in the anomalous domain on the IBC domain and vice versa. 
However, our modeling study shows that even in the case of the 
anomalous domain (e.g.. petroleum reservoir) attached to the IBC 
domain (e.g.. a salt dome structure), we still have good accuracy 
with the IBC IE method.
To provide a quantitative evaluation of the accuracy of the IBC IE 
technique, we have developed a method of accuracy control based 
on evaluation of errors related to ignoring the return response of the 
currents induced in the inhomogeneous background on the field in 
the anomalous domain. In addition, we have presented an iterative 
version of the IBC IE technique that actually provides a rigorous so­
lution of the forward modeling problem.
We have applied a new IBC IE method for modeling the MCSEM 
data in the areas with significant bathymetric inhomogeneities. The 
main difficulties of modeling EM fields for complex sea-bottom 
structures in the presence of rough bathymetry are because we need 
to use a large number of discretization cells to adequately present the 
complex relief of the seafloor structure. Application of the IBC EM 
method allows us to separate this computational problem into at least 
two problems with relatively smaller sizes.
Another advantage of the IBC IE method that is even more impor­
tant in practical applications is related to the fact that interpretation 
of the field data usually requires multiple solutions of the forward 
problem with different parameters of the target (in our examples, a 
salt dome structure or a sea-bottom hydrocarbon reservoir). The tra­
ditional IE method would require repeating these massive computa­
tions. including hundreds of thousands of cells covering the bathym­
etry. every time we change the model of the target, which is extreme­
ly expensive. At the same time, using the IBC approach, we can pre­
compute the bathymetry effect only once and then repeat the 
computations on a smaller grid covering the anomalous domain 
only. The last factors may prove to be critical in the effective use of 
the IE method in fast EM inversion over complex geoelectrical 
structures.
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