Growing experimental evidence shows that both homeostatic and Hebbian synaptic plasti-17 city can be expressed presynaptically as well as postsynaptically. In this review, we start by 18 discussing this evidence and methods used to determine expression loci. Next, we discuss func-19 tional consequences of this diversity in pre-and postsynaptic expression of both homeostatic 20 and Hebbian synaptic plasticity. In particular, we explore the functional consequences of a bio-21 logically tuned model of pre-and postsynaptically expressed spike-timing-dependent plasticity 22 complemented with postsynaptic homeostatic control. The pre-and postsynaptic expression in 23 this model predicts 1) more reliable receptive fields and sensory perception, 2) rapid recovery of 24 forgotten information (memory savings) and 3) reduced response latencies, compared to a model 25 with postsynaptic expression only. Finally we discuss open questions that will require a consid-26 erable research effort to better elucidate how the specific locus of expression of homeostatic and 27 Hebbian plasticity alters synaptic and network computations.
Introduction
here it is important to measure synaptic changes globally across a majority of inputs to a cell, but 136 this method has also been used to explore Hebbian plasticity [75, 70] . An increase in miniPSC 137 frequency in the absence of a change in miniPSC amplitude is typically interpreted as indicating 138 higher release probability or an increase in the number of synaptic contacts, while an increased 139 miniPSC amplitude is most often thought to reflect an increase in postsynaptic responsiveness 140 due to more efficacious postsynaptic receptors. Alternative interpretations of spontaneous release 141 experiments are, however, also possible, for example in the case of AMPA-fication of silent synapses, 142 which leads to an apparent change in release probability even though unsilencing is a postsynaptic 143 process [75] . 144 In the scenario where individual synapses are monitored, it is possible to employ methods that 145 rely on the response variability. One such method is non-stationary noise analysis [76] , which has 146 been used to determine the effect of homeostasis on inhibitory connections [77] , although this method 147 can be unreliable for dendritic synapses [78] . In the related coefficient of variation (CV) analysis, 148 the peak synaptic response is modelled as a binomial process. The process has as parameters the 149 release probability P r, and the response to each vesicle, the quantal amplitude q. These parameters 150 are assumed identical across the N release sites, and indeed such coordination has been found [65] . 151 The CV -which is experimentally quantified as the response standard deviation over the mean 152 -is independent of q, namely CV = q 1 P r P rN , and therefore an increase in the mean without an 153 increase in CV can be interpreted as a postsynaptic increase of q [79] . Conversely, if plasticity is 154 presynaptically expressed, then a change in CV is expected, since the CV is a measure of noise and 155 since the chief source of noise in neurotransmission is the presynaptic stochasticity of vesicle release. 156 The CV analysis method does, however, come with several caveats. In In our model, we assume that the number of release sites N is fixed and that it does not change on that boutons tend to grow more often than spines after an auditory fear conditioning task. After learning, the memory is overwritten with the red stimulus. However, when switching back to the initial blue stimulus, the relearning is more rapid than at first exposure. Middle: Presynaptic LTP and LTD can rapidly completely reverse each other. Bottom: LTP has a postsynaptic component that does not reverse quickly, which means a postsynaptic trace is left behind after overwriting with novel information. This hidden trace enables rapid relearning of previously learnt, but overwritten, information. c) Left: Schematic of a firing-rate model with feedforward and feedback connections as described in [22] . In this network, recurrent synapses are short-term depressing. Changing release probability P r affects the short-term dynamics, while changing the postsynaptic amplitude q only scales the postsynaptic response. Right: Comparison of changes in the response to a 100ms step stimulus in the recurrent network model when the recurrent synapses are subject to changes in either P r or q. Increases in the release probability shorten the latency more than increases in the postsynaptic amplitude. Panels a and b were reproduced from [16] .
probability under STDP also has consequences for recurrent networks. Excitation-dominated re-264 current networks connected through strong short-term depressing synapses can have long response 265 latencies, that are governed by the synaptic dynamics. We used the model presented in [22] to 266 examine the effect of different expression loci in a recurrent network. Fig. 2c illustrates the re-267 sponse of a firing-rate model when the release probability P r is increased, versus a case in which 268 the quantal amplitude q is increased. The pre-and postsynaptic modifications were set such that 269 the peak responses were identical. In both cases the response latency was shortened, but when as it increases the chance that one or some of the synapses correctly adapts to the task at hand.
283
This diversity argument also occurs on the evolutionary level [103], namely, a population can be 284 functionally similar but diverse in mechanism, allowing for better adaptation of the population as 285 a whole to novel circumstances. Yet, the publication of yet another pathway often makes one want 286 to exclaim "Who ordered that?", as Rabi did when the sub-atomic muon particle was discovered.
287
Second, the multiple expression sites provide flexibility to local circuits, so that, via synapse- next target for the STDP model. Experimentally, it would be of interest to apply protocols [see e.g.
347 87] that can accurately probe the short-term plasticity parameters before and after STDP induction.
348
Long-term synaptic plasticity and homeostatic plasticity have been fruitful modelling topics that . 358 Our discussion has been restricted to the plasticity of excitatory synapses. Inhibitory neurons, 359 in all their diversity [135, 136, 137] , bring yet another level of complexity as differential short-term 360 dynamics of excitatory and inhibitory synapses yields considerably richer dynamics [138, 139, 87, 62] . 361 We suspect that only a small fraction of the richness and variety of the experimentally observed 362 plasticity phenomena are understood and currently only a few computational models include them.
363
A continued dialogue between theory and experiment should hopefully advance our understanding. 
