In this paper we introduce a binomial ideal derived from a binary linear code. We present some applications of a Gröbner basis of this ideal with respect to a total degree ordering. In the first application we give a decoding method for the code. In the second one, by associating the code with the set of cycles in a graph, we can solve the problem of finding all codewords of minimal length (minimal cycles in a graph), and show how to find a minimal cycle basis. Finally we discuss some results on the computation of the Gröbner basis.
are known to be easier to compute. In our particular application the Gröbner basis has additional properties that allow us to formulate an "FGLM-like" algorithm, especially adapted to our setting (FGLM stands for J.C. Faugère, P. Gianni, D. Lazard, and T. Mora [11] ). We show how the Gröbner basis of the code can be used for decoding and solve several problems related to graphs associated with the code.
In the paper we use the term code to refer only to binary linear code even though some of our results (cf. Sects. 2, 3) can be extended to the non-binary case (see also [3, 4] ). The purpose of the paper is twofold:
1. First, we describe the structure of the ideal I (C) associated to a binary code.
The ideal I (C) was introduced in [4] . In that case we presented an algorithm for computing the Gröbner basis of I (C), which results an application of an FGLM algorithm for a monoid algebra [6] (the algebra associated with the code, see [3] ). The reduced Gröbner basis associated to this ideal allows us a complete decoding algorithm that has some resemblances with those gradient-like decoding algorithms in [2] based on computing the set of minimal weight words in the code C.
In complete (maximum-likelihood) decoding of (binary) linear codes the correctable errors are exactly the coset leaders, and when there is more than one vector of minimum weight in a coset, any one of them can be selected as the coset leader. It is known [22] that if the lexicographically smallest minimum-weight vectors are chosen as the coset leaders then the set of correctable errors (coset leaders) has a monotone structure. In [14, 22] the authors study some important consequences of this property. Our reduced Gröbner basis turns out to be associated to a set of coset leaders and several combinatorial properties of the words of the code (or associated cycles in a graph) are derived in the paper. 2. Next, we discuss a different alternative for the computation of the Gröbner basis of I (C) with respect to a total degree compatible ordering (cf. Sect. 5) by means of a polynomial generating set (see Sect. 3). In particular, we mention -as a new alternative -a linear algebra (over F 2 ) algorithm that has several important advantages due to the fact that the ideal is zero-dimensional. This algorithm is based on the computation of the syzygy module of the ideal I (C).
Binary linear codes and monoids

Binary linear codes
Let F 2 be the finite field with 2 elements and F n 2 be the F 2 -vector space of dimension n. We will call the vectors in F n 2 words. A linear code C of dimension k and length n is the image of a injective linear mapping L : F k 2 → F n 2 , where k ≤ n, i.e. C = L(F k 2 ). The elements in C are called codewords. There exists an n × (n − k) matrix H , called a parity check matrix, such that c · H = 0 if and only if c ∈ C. On the other hand, there exists a k × n generator matrix G such that G · H = 0. Normally, we consider check matrices to have linearly independent columns and generator matrices linearly independent rows. However, in some situations it is useful to regard as a check matrix any matrix whose left nullspace is the code, and as generator matrix any matrix whose row space is the code. The Hamming weight of a word y is the number of non-zero entries and we will denote it by weight(y). The Hamming distance between two words c 1 , c 2 is d(c 1 , c 2 ) = weight(c 1 − c 2 ) and the minimum distance d of a code is the minimum weight among all the non-zero codewords. The error correcting capability of a code is t = d−1 2 , where [·] is the greatest integer function. Let B(C, t) = {y ∈ F n 2 | ∃c ∈ C s.t. d(c, y) ≤ t}, it is well-known that the equation e · H = y · H has a unique solution e with weight(e) ≤ t for y ∈ B(C, t). The vector c = y − e is the codeword corresponding to y (the nearest codeword) and the vector e is called the error vector.
The monoid associated with a binary code
Let [X ] be the free commutative monoid generated by the n variables X = {x 1 , . . . , x n }. We have the following map from X to the canonical basis u (i) of F n 2 :
Let a = (a i ) n i=1 be an element of N n , where N is the set of non-negative integers. We will denote by x a the monomial n i=1 x a i i ∈ [X ]. The map ψ can be extended to a morphism from [X ] onto F n 2 , where
x a i i = (a 1 mod 2, . . . , a n mod 2) .
When no confusion arises we will use x i to refer the indeterminate in the monoid or the associated vector u (i) in the canonical basis of F n 2 . A code C defines an equivalence relation R C in F n 2 given by
If we define ξ(x a ) = ψ(x a )H , where x a ∈ [X ], the above congruence can be translated to [X ] by the morphism ψ as
The morphism ξ represents the transition of the syndromes from F n 2 to [X ]. Thus, ξ(x a ) is the syndrome of x a , which is the syndrome of ψ(x a ). The connection between the two structures can be understood from the following setting
Definition 1 (standard monomial) The monomial x a = n i=1 x a i i is said to be standard if a i < 2, for every i ∈ {1, . . . , n}. Given y ∈ F n 2 we say that x a is the standard representation of y if ψ(x a ) = y and x a is standard.
Binary codes and the set of cycles in a graph
Let G = (V, E) be an undirected connected graph without loops or multiple edges, where V is the set of vertices and E the set of edges. An edge is denoted by an unordered pair of vertices (x, y). A cycle is a connected subgraph such that any vertex degree is even. Therefore, a cycle can be written as either a set of edges {(x 1 , x 2 ), (x 2 , x 3 ), . . .} or as a closed path (x 1 , x 2 , x 3 , . . . , x 1 ). The length of a cycle is the number of edges it contains.
The sum of two cycles is defined as the symmetric set difference C + C = (C ∪ C ) \ (C ∩ C ). With this sum the set of cycles forms an F 2 -vector space which is a subspace of F m 2 , where m = |E| (the number of edges). Therefore, the set C of cycles in a graph can be considered as a binary code of length m. A basis of this vector space is called a cycle basis, and its dimension is well-known to be the Betti number dim(C) = m − |V | + 1 (see, for example, [16, 19, 21] ). We define the length of a basis as the total length of the cycles in it.
The ideal associated with a code
In this section we define a particular ideal associated with a code following the idea in [4] . Other ideals associated with soft-decision maximum likelihood decoding can be found in [15] , and these in turn are related to ideals arising in integer programming using Gröbner bases [9] .
Consider the polynomial ring K [X ], where K is an arbitrary field. Let < be a fixed, total degree compatible term order with x 1 < x 2 · · · < x n on [X ]. As usual, T ( f ) denotes the maximal term of a polynomial f with respect to the order < and Td ( f ) the total degree of the maximal term T ( f ) of f . The set of maximal terms of the set F ⊆ K [X ] is denoted T {F} and T (F) denotes the semigroup ideal generated by T {F}. Finally, F is the polynomial ideal generated by F. Definition 2 Let C be a code and R C the equivalence relation defined in Eq. (3). The ideal I (C) associated with C is
That is, the binomial ideal generated by the differences of those elements in [X ] related by ≡ C .
Let {w 1 , . . . , w k } be the row vectors of a generator matrix for a code (more generally any matrix whose rows span the code C), i.e. a basis (spanning set) of the code as subspace of F n 2 . Let
be the ideal generated by the set of binomials
. We will prove that since the vectors in the set {w 1 , . . . , w k } generate C we have I = I (C). For this we will need the following result.
Proposition 1 Let C be a binary code generated by {w 1 , . . . , w k } and let u, v ∈ [X ]. Then the following statements are equivalent:
Proof The equivalence of (1), (2) and (3) is obvious from the connection between words and vectors given in Sect. 2.2 and the definition of the ideal I (C).
By Eqs. (5) and (6) there exist t 1 , t 2 ∈ [X ] such that the previous equations in vectors of F n 2 can be translated to [X ] as
Proof It is clear that I ⊂ I (C), since all the binomials in the generating set of I belong to I (C). To prove I (C) ⊂ I it is enough to prove that any binomial u − v of I (C) belongs to I . By Proposition 1.4., there exist t 1 , t 2 ∈ [X ] such that uvt 2
). As a consequence,
and therefore, uvt 2 1 − 1 also belongs to I . On the other hand,
Error-correcting reduced Gröbner basis
Let G T be the reduced Gröbner basis of the ideal I (C) with respect to <. Note that G T can be computed by Buchberger's algorithm starting with the initial set
However, there are some computational advantages in this case. Since the binomials generating the ideal are of the form
, there is no coefficient growth because the coefficient is always 1 for the maximal term of any binomial and −1 for the other term. Also the maximal length of a word appearing in the computation is n (the binomials x 2 i − 1 prevent the length being greater than n). Thus the two principal disadvantages (see [10, 17] ) of Gröbner basis computations in general are not valid for this case. In addition, total degree compatible term orders are among the most efficient for the computation of Gröbner bases. Also the following proposition holds.
Proposition 2
If I is a binomial ideal in K [X ] then the following statements are satisfied:
1. the elements of a Gröbner basis of I are also binomials 2. the canonical form of a monomial is also a monomial.
See [20] for a proof.
Although the usual reduction (Buchberger's reduction) could be carried out with the same result, we introduce a special reduction in order to have a more efficient process.
Definition 3 (One step reduction) Reduction in one step (−→) using G T is defined as follows. For any x a ∈ [X ]:
1. reduce x a to its standard form x a using the relations x 2 i −→ 1, for all x i ∈ X .
reduce x a with respect to G T by the usual Gröbner basis reduction.
This reduction process is well defined, note that we only accelerate the reductions of all the exponents greater than 1 with the Step 1. Thus, it will end after a finite number of one step reductions with a unique irreducible element corresponding to the starting element.
Taking into account Proposition 2 the canonical form of a monomial (word) is again a monomial (word) since I (C) is a binomial ideal and thus G T consists only of binomials. Moreover, given an element x a ∈ [X ], if we denote by Can(x a , G T ) the canonical form of x a with respect to G T (i.e. the reduction of x a ) we have the following result.
Theorem 2 (Canonical forms of the vectors in B(C, t)) Let C be a code and let G T be its associated reduced Gröbner basis with respect to <. If x a ∈ [X ] satisfies the condition weight(ψ(Can(x a , G T ))) ≤ t then ψ(Can(x a , G T )) is the error vector corresponding to ψ(x a ), that is
is the closest codeword to ψ(x a ). On the other hand, if weight(ψ(Can(x a , G T ))) > t then ψ(x a ) contains more than t errors.
Proof The uniqueness of the canonical form is guaranteed by its definition, and thus we only need to prove that the standard representation of the error vector associated with x a satisfies the condition to be the canonical form of x a .
Let ψ(x a ) ∈ B(C, t) and let us denote by e the error vector corresponding to ψ(x a ). Then eH = ψ(x a )H and weight(e) ≤ t. The total degree of x e (the standard representation of e) coincides with weight(e). Accordingly, Td (x e ) ≤ t. It is clear that there cannot be another element x b such that Td (x b ) ≤ t and ξ(x b ) = ψ(x a )H , since this would mean that there are two solutions for the linear system with weight at most t, and this is not possible because ψ(x a ) ∈ B(C, t). Therefore, it is clear that x e is the minimal element with respect to < having the same syndrome as ψ(x a ).
On the other hand, if ψ(Can(x a , G T ) has weight greater than t then the previous argument means that the minimum weight representative of the equivance class in R C containing ψ(x a ) has weight greater than t, i.e. ψ(x a ) contains more than t errors.
Theorem 2 above is a consequence of Theorem 8 in [4] , which gives a more general result for general linear codes since for non-binary codes we need the general Gröbner representation of a code [5] instead of reduced Gröbner bases. For an account on the theory of Gröbner representations see [18, Section 29.3] . We will see later that the error-correcting capability t of the code can be computed from G T (see Proposition 3).
Remark 1
As mentioned previously, if the lexicographically smallest minimumweight vectors are chosen as the coset leaders, then the set of correctable errors (coset leaders) has a monotone structure (see [22] ). Thus the elements of the reduced Gröbner basis correspond to the minimal elements in this structure. From this matrix we obtain a set of generating polynomials for I (C) as in Eq. (8) as follows:
A Gröbner basis of I (C) with respect to the degrevlex is
The decoding process consists of obtaining the errors as a common reduction process modulo the Gröbner basis G T . Suppose the word w = x 1 x 2 x 3 x 4 x 5 is received. The canonical form of w modulo G T is x 3 , since x 3 has weight 1 and the code is 1-error correcting (see Theorem 2), then the corresponding codeword is x 1 x 2 x 4 x 5 or (1, 1, 0, 1, 1, 0).
Further applications
We will show that the Gröbner basis G T for a code C can be used to solve some other problems in coding theory and graph theory. Let c g be the codeword associated to the binomial g = x a − x b ∈ I (C), so that c g = ψ(x a ) + ψ(x b ), and let x c be the standard representation of c. Theorem 3 (Reduction of a codeword) Let c be a codeword and define d := weight(c). Then there exists g 1 ∈ G T and a monomial x w that:
Proof Let x c 1 and x c 2 be two monomials such that x c = x c 1 x c 2 with weight(c 1 ) = t and x c 2 < x c 1 . It is clear that
i.e. they differ in a codeword. Therefore x c 1 ∈ T (G T ) and there must be an element g 1 ∈ G T whose leading term divides x c 1 . Let g 1 = x a − x b ∈ G T be such element, where x b = Can(x a , G T ) < x a and x c 1 = x a x r for some x r ∈ [X ]. Then Td (g 1 ) = Td (x a ) ≤ t and hence g 1 satisfies condition (1.). In order to prove part (2.), consider the reduction
By the properties of the reduction x w < x c , and then Td (x w ) ≤ Td (x c ) = d . Thus, weight(ψ(x w )) ≤ d . Note that Td (x a ) ≤ Td (x c 1 ). There are two possible cases:
-If Td(x a ) = Td (x c 1 ) (i.e. a = c 1 ) then, x c 2 − x b ∈ I (C) and the fact that x b is a canonical form implies Td (
also, by the construction of x c 1 and x c 2 , that weight(c 2 ) = t or weight(c 2 ) = t −1. Therefore we also have Td (x b ) ≤ Td (x c 2 ).
and
Remark 2 Note that the reduction of a codeword c by c g 1 , g 1 ∈ G T , is associated with the one step reduction of x c by g 1 . That is, x c reduces to x w if and only if c reduces to c x w .
As a consequence of (1.) in the previous theorem, given G T , the reduced Gröbner basis associated with a code, we have the following result.
Proposition 3 (Error correcting capability)
Moreover, in order to find the element in the basis that minimizes the expression above it is not necessary to compute the whole Gröbner basis G T (see Theorem 2 in [4] or Remark 8.1 in Sect. 5).
The following propositions provide important properties of the set T {G T } of leading terms of the Gröbner basis. Proof It is clear that if t = 1 (which would imply that the code C has 0 error-correcting capability) the result is true. We may assume that t ≥ 2.
Obviously Td (g) ≥ t , otherwise weight(c g ) < d . Suppose that Td (g) > t + 1. Let T (g) = x i x w , and Can(T (g), G T ) = x v , where x i is any variable belonging to the support of T (g). Observe that Td (x w ) ≥ t + 1 and Td (x v ) ≤ t − 2. As a consequence, x w > x i x v and thus x w ∈ T (G T \ {g}) (note that x w − x i x v ∈ I (C)) which cannot happen because G T is a reduced Gröbner basis (the basis cannot contain any other maximal terms dividing Td (g)). This completes the proof.
Proposition 5 (Codewords of minimal weight)
Let c ∈ C be a codeword of minimal weight d.
1. If d is odd then there exists g ∈ G T such that c = c g and Td (g) = t + 1.
If d is even then
(a) either there exists g ∈ G T such that c = c g and Td (g) = t + 1 (b) or there exist binomials g 1 , g 2 ∈ G T such that
Proof Consider the binomial f = x c 1 
1. If d is odd then, by Theorem 2, x c 2 is a canonical form (weight(x c 2 ) = t) and
Can(x c 1 , G T ) = x c 2 . Thus, by Theorem 3, there exists g 1 ∈ G that satisfies the conditions of the theorem. In this case, part (1.) implies that Td (g 1 ) = t + 1. (By Proposition 4 there are no maximal terms of degree less than t + 1, apart from the monomials with support size 1). Consequently, T (g 1 ) = x c 1 and therefore, f = g 1 , thus we can take g = f . 2. If d is even then weight(x c 2 ) = t + 1 and it is not necessarily a canonical form. If it is a canonical form then we are in the same case as before, that is, there exists g 1 ∈ G T such that c = c g 1 and Td (g 1 ) = t + 1. If x c 2 is not a canonical form then there exists g 1 , g 2 ∈ G T , such that Td (g 1 ) = Td (g 2 ) = t + 1, T (g 1 ) = x c 1 , T (g 2 ) = x c 2 , and Can(g 1 , G T ) = Can(g 2 , G T ) = x v (note that x c 1 and x c 2 have the same canonical form because ξ(x c 1 ) = ξ(x c 2 )). It is easy to check that these two binomials satisfy c = c g 1 + c g 2 (c = ψ(x c 1 ) + ψ(x c 2 ) = c g 1 + c g 2 because the term ψ(x v ) appears twice and therefore vanishes).
Using the connection between cycles in graph and binary codes (see Sect. 2.3), the previous theorem enables us to obtain all the minimal cycles of a graph according to their lengths. We will use G T to compute a minimal cycle basis (see [16] ), that is, a basis of the set of cycles, considered as vector space, which has minimal length. First, we have the following result, whose proof is a straightforward application of Theorem 3.
Proposition 6 (Decomposition of a codeword) Any codeword c ∈ C (or cycle in the corresponding graph) can be decomposed as a sum of the form c
Proof By Theorem 3 part (2.), c ∈ C can be reduced in one step while the weights of c g 1 and c x w remain less than or equal to weight(c). It is sufficient to carry this out finitely many times because the reduction process must arrive at the canonical form 1 (the empty word) after finitely many steps (c emptyword = (0, . . . , 0)).
A minimal cycle basis can be obtained as a certain subset G of G T . The computation of G T guarantees steps similar to those in Horton's Algorithm for computing a minimal cycle basis (see [21] ). A greedy algorithm can be used to extract a cycle basis from the set {c g | g ∈ G T } \ {(0, . . . , 0) }, which turns out to be a minimal cycle basis. This is made explicit in the following theorem.
Theorem 4 (Finding a minimal cycle basis) Given the set C = {c g | g ∈ G T } \ {(0, . . . , 0)}, where the elements of C are ordered so that c g 1 ≺ c g 2 when one of the following conditions holds:
2. Td (g 1 ) = Td (g 2 ) and weight(c g 1 ) < weight(c g 2 ).
3. Td (g 1 ) = Td (g 2 ), weight(c g 1 ) = weight(c g 2 ), and g 1 < g 2 .
Then the cycle basis obtained by applying a greedy algorithm with respect to ≺ to C is a minimal cycle basis. Remark 3 When G T is computed it is close to being ordered according to ≺. The only changes necessary are to reorder elements of the same maximal term degree, by considering first the weights of the corresponding codewords.
Proof There are two things to show in order to prove the result.
1. The set C contains a minimal cycle basis. 2. The ordering ≺ used to order the set C is weight compatible with the goal of obtaining a basis of minimal length.
If these conditions hold then it is clear that a minimal cycle basis will be obtained by applying a greedy algorithm to extract a basis from C . Since the set C is a generating set of C, it does contain a basis.
Proof of (1) Let B = {c 1 , . . . , c l } be a minimal cycle basis. By applying Proposition 6 we can decompose any c i as
Let C(B) = {c g i j | i = 1, . . . , l; j = 1, . . . , n i }. Is clear that C(B) is a generating set of C. Moreover, the basis B obtained by applying a greedy algorithm to C(B) has length at most the length of B. Thus, B is a minimal cycle basis. Note that C(B) ⊆ C .
Proof of (2) Let g 1 , g 2 ∈ G T satisfying d 1 = weight(c g 1 ) < weight(c g 2 ) = d 2 . Let t 1 = [(d 1 − 1)/2] + 1 and t 2 = [(d − 1)/2] + 1, so that t 1 ≤ t 2 . The only conflict between ≺ and the weights occurs when Td (g 1 ) > Td (g 2 ) and this is possible only if Td (g 1 ) > t 1 (due to Proposition 4 and the inequality t 1 ≤ t 2 ). By Proposition 6 we can find a set {c f i | i = 1, . . . , l} such that 1 and Td ( f i ) ≤ t 1 , for all i = 1, . . . , l. This means that, in this case, c g 1 is already a linear combination of elements in C that occur earlier according to ≺. When Td (g 1 ) ≤ Td (g 2 ) (and d 1 < d 2 ) we have c g 1 ≺ c g 2 . This completes the proof.
Example 2 Given a graph (V, U ) with five vertices V = {1, 2, 3, 4, 5} and six edges U = {(1, 2), (1, 4), (1, 5), (2, 3) , (3, 4) , (4, 5)}, the corresponding vector space is F 6 2 (the length of codewords is the number of edges). It is easy to form a parity check matrix H (whose columns are not, in general, linearly independent). Then c ∈ F 6 2 is a cycle if and only if cH = 0. The parity check matrix is constructed such that each row of H corresponds to the representation of one of the edges, and then there are exactly two ones in the positions corresponding to the vertices of the edge. The advantage of this construction is that we guarantee a parity check matrix for the code starting from the definition of the graph (in general the columns are not linearly independent but from the initial check matrix we could obtain a check matrix with linearly independent columns). In the example, the matrix is as follows From this matrix one can compute a generator matrix G, although for this example it is easy to see that there are just three cycles which are those of Example 1. Thus, the matrix G of that example is a generator matrix and we have already computed the Gröbner basis G T for this [6, 2, 3] code. = (1, 0, 1, 1, 1, 1 ) (i.e. the cycle) corresponding to the monomial x c = x 1 x 3 x 4 x 5 x 6 , d = 5, and t = 3. Then it is clear that
Application of Theorem 3 Let us consider the codeword c
∈ G T and c = c g , which means that c is reduced to (0, . . . , 0) in one step by c g . Note that Td (g) = 3. Application of Proposition 5 In this case the minimum distance is d = 3 (see Example 1 and the associated Gröbner basis). All codewords (cycles) of minimal weight (minimal length) can be obtained as certain c g where g ∈ G T . In this case there is just one, namely, x 2 x 3 x 6 (c = (0, 1, 1, 0, 0, 1) ). Application of Proposition 6 Let g 1 = x 3 x 6 − x 2 , g 2 = x 2 x 4 − x 1 x 5 , we have that g 1 , g 2 ∈ G T , c = c g 1 +c g 2 , and all the conditions for weight(·) and Td (·) are satisfied.
Finding a minimal cycle basis
We observe that 1, 1, 0, 0, 1), (1, 1, 0, 1, 1, 0), (1, 0, 1, 1, 1, 1 
where ≺ has been used to reorder the binomials at the same level according to Td (). Applying a greedy algorithm to C we first choose c 1 = (0, 1, 1, 0, 0, 1) , the next two binomials correspond also to c 1 , and then the second linearly independent vector, corresponding to g = x 2 x 4 − x 1 x 5 , is c 2 = (1, 1, 0, 1, 1, 0 ). Since the dimension of the vector space is 2, we already have a basis which is a minimal cycle basis by Theorem 4.
Computation of the Gröbner basis
In [3, 4] we gave an algorithm that computes the reduced Gröbner basis from the code by linear algebraic techniques starting from a generator matrix. Complexity analysis was studied in [4] for this case.
With the setting introduced in Sect. 3 we could apply other algorithms for computing that Gröbner basis starting from a polynomial generating set (efficient implementations of Buchberger's Algorithm, specific algorithm for binomial or toric ideals, etc.). We have also mentioned in Sect. 3 some additional advantages of the Gröbner basis for the ideal associated with a code. In this section we describe another linear algebraic procedure that allows us to compute the Gröbner basis associated with a code. The background to this technique can be found in [12, 13] .
Given and thus points to an element f in the ideal I generated by F. The main idea is that the set 0, 1, 0, . . . , 0) . . .
is a basis of the syzygy module M and moreover it is a Gröbner basis with respect to a position over term (POT) ordering < w induced from an ordering < in K [X ] and the weight vector w = (1, T < ( f 1 ), . . . , T < ( f r )). Also, the leading term of f i is u (i+1) with respect the ordering < w where u ( j) denotes the unit vector of length r + 1 with a one in the jth position (see [1] for an introduction to Gröbner bases of modules). Now we use the FGLM idea [11] and run through the terms of K [X ] r +1 in the order determined by < and u (i) < u ( j) if i < j, using a term over position (TOP) ordering. At each step the canonical form of the term with respect to the original basis is 0 apart from the first component so the determination of the linear relations takes place in that component. This provides a convenient representation for the canonical form with respect to the initial Gröbner basis as a K -vector space, and any linear relation obtained as a consequence of reduction of the first component in K [X ] will give a corresponding relation for the elements of the module.
Continuing the computation we find 1 x y x 2 x y y 2 x 3 x 2 y xy 2 y 3 x 4 x 3 y introduce
Thus (x 2 + x + 1, 1, 0) is a syzygy and x 2 + x + 1 is the second basis element in I relative to deglex. We can omit all multiples of x 2 (1, 0, 0). Then, no more syzygies with first component different from zero will be obtained and it follows that {y + x, x 2 + x + 1} is the required Gröbner basis.
Note that the above procedure is completely general and can be used for any base field. Although the general construction uses only straightforward linear algebra it has a major drawback in that to determine that a polynomial f belongs to the ideal (in which case f will be an element of the Gröbner basis), one must compute the minimal representation f = h i f i where the f i are the initial generators. It is known that the degrees of the cofactors h i can be doubly exponential in n, the number of variables. This is usually called the Nullstellensatz problem [7] . However, the particular properties of our setting allow us to use this algorithm for computing the Gröbner basis associated to a binary code for the following reasons.
Remark 5
1. There is no growth of the coefficients (see Sect. 3.1). 2. The presence of the binomial x 2 i − 1, and the rest of the initial generators with terms in standard form, means that the terms of the cofactor corresponding to any polynomial in the ideal (with terms in standard form) are also in standard form. 3. The maximal length of an element w ∈ [X ] in standard form is n. Thus, in our case, the maximal degree of the cofactors h i can grow only as large as the number of variables (n).
Remark 6
Note that since the terms are added in the ordering used for computing the Gröbner basis associated to the code then the first syzygy we find so that it corresponds to a binomial g whose maximal term is in standard form, satisfies t = Td (g) − 1 (see Remark 3).
Example 4 Consider as a "toy example" the binary code C with generator matrix G = 1 0 1 0 1 1 .
Remark 7
In recording the computations we need only to keep the first components on the left and pointers to those places with a 1 in the rest of the table. This gives the following adapted FGLM basis conversion algorithm.
Adapted FGLM algorithm
The algorithm computes a Gröbner basis for the syzygy module, but we are interested only in the first component which is the Gröbner basis G T for I (C). For theoretical reasons we will denote by G(M) the set which is constructed by the algorithm, which on termination is a Gröbner basis for the module, but we will just compute the first component G of this set. In the algorithm we use two main structures. One is List, which has the form (v 1 , v 2 ), where v 1 represents the first component of the corresponding vector in the module, and v 2 is the representative element in K [X ] (in our case an element of [X ]-see (1) of Remark 5). If w = (v 1 , v 2 ) ∈ List then we write w [1] = v 1 and w [2] = v 2 . The second structure is the list N that stores the first components of the elements of List that are canonical forms. The third structure is the list V whose r th element v r is the representative element in K [X ] of the r th element of N (the second component of the pairs in List).
Subroutines of the algorithm:
-InsertNexts(w, List) inserts the products wx (for x ∈ X ) in List and sorts it by increasing order with respect to <, with account being taken first of the first component, and, in case these are equal, then by comparison of the second components. The reader should note that InsertNexts could count the number of times that an element w is inserted in List, so w [1] ∈ N < (I ) ∪ T < {G} if and only if this coincides with the number of variables in the support of w [1] (if not, this would means that w [1] ∈ T < (I ) \ T < {G}, see [11] ). This criterion can be used to determine the boolean value of the test condition in Step 4 of the Algorithm 1 -NextTerm(List) removes the first element from List and returns it.
-Member(v, [v 1 , . . . , v r ]) returns j if v = v j or false otherwise.
Algorithm 1
Input F = {x w 1 − 1, x w 2 − 1, . . . , x w r − 1} the set of binomials associated with a generating set of a binary code < T a total degree compatible ordering Output The reduced Gröbner basis G T of the ideal F ∪ x 2 i − 1 | i = 1, . . . , n w.r.t. < T 6. j := Member(v , [v 1 , . . . , v r ])]; 7.
If j = false then G := G ∪ {w[1] − x w j }; 8.
else r := r + 1; 9.
v r := v ; 10.
w r := w [1] , N := N ∪ {x w r }; 11.
List := InsertNexts(w r , List);
Return[G]
Remark 8
1. Note that this algorithm for computing the Gröbner basis G T associated to the code C is especially well suited to our setting since all the elements in the basis (respectively codewords and cycles) appear in an increasing term ordering (respectively increasing ordering on the weight or the length) during the computation. Moreover, the computation can be stopped when a desired weight of the codewords (respectively length of the cycles) is obtained which is useful for finding many combinatorial properties of the code (respectively the graph) such as minimal distance ( see Proposition 3), or for finding minimal codewords (see Proposition 5). 2. As in the case of the algorithm presented in [3, 4] , this alternative FGLM-like techniques depends first on the number of irreducible elements in [X ] (which in this case is the number 2 n−k of syndromes ), and second the number n of variables. Thus, the complexity formula is O(n 2 2 n−k ).
