We study twenty years of monthly production data for 11 manufacturing industries in 19 countries. Using the fact that in some countries production virtually shuts down for one summer month, together with the differences in the timing of aggregate cyclical fluctuations, we are able to learn about the cost structure of different industries. Our primary finding is that during a boom year summer shut-downs are shorter. Rather than increasing production further during the rest of the year, producers reallocate activity from high output months to low output months.
Introduction
While most economists are aware that production patterns around the world are tremendously seasonal, the differences in the degree of seasonality across coun-S. G. Cecchetti, A. K. Kashyap / European Economic Reoiew 40 (1996) tries has attracted very little attention. ' Fig. 1 plots seasonally unadjusted industrial production in manufacturing for the U.S., Germany, Sweden and Italy. Even though our later estimates will show that over 75% of the variability of the growth of U.S. production can be explained by seasonal swings, the figure reveals that the seasonality in the U.S. pales in comparison to that in countries like Italy and Sweden, where production virtually shuts down for one month during the summer.
The same sort of comparison can be done using indicators of the business cycle across countries. Fig. 2 plots a detrended and seasonally adjusted version of the same series. While one can see clear similarities in these business cycle measures, there are also important differences. For instance, at the beginning of this decade, as the U.S. was slipping into a recession, German production, presumably because of a burst of activity associated with unification, was booming.
Together the pictures imply that at times one country's economy is booming, while another's is slumping and more importantly, there are long spells every year where some countries have huge amounts of capital that are lying idle. Our goal in this paper is to exploit this variation to learn about the cost structure of different countries and industries.
The intuition underlying our analysis is simple. Consider a country like France, where every August production typically grinds to a halt. If capacity constraints are important, then during a boom year it will be efficient to shorten the August holiday rather than trying to increase produce further during the rest of the year. Thus, by looking at whether the seasonal cycle in production changes over the course of the business cycle, we can make inferences about firms' cost curves.
To formalize this intuition we develop a two-period model of the production scheduling problem facing a firm. The model shows how changes in seasonal production patterns over the course of the business cycle are related to the shape of firms cost curves. The main point of the model is to demonstrate that seasonal and cyclical interactions will not occur when firms' marginal cost of producing is a linear function of output.
Intuition for why the linearity of marginal cost rules out connections between seasonal cycles and business cycles is straightforward:
If the attractiveness of producing in a high season relative to a low season does not change during a business cycle expansion, then seasonal production plans will not depend on the stage of the business cycle. Loosely speaking, if marginal costs are a linear function of output, then a boom does not change the relative cost of producing in different seasons. With non-linear costs, cyclical expansions do change the relative costs of producing across seasons.
' Notable exceptions are and . See also Miron (I 990) and Ghysels ( I99 I ). This logic contrasts sharply with the reasoning in most of the literature that looks at seasonal adjustment. There, the central question is whether business cycles and seasonal cycles can be mechanically decomposed. This has led to a detailed exploration of the deficiencies in the X-l 1 seasonal adjustment procedure -see, for example, the survey in U.S. Department of Commerce (1978) . But, these criticisms are typically made on statistical grounds and do not involve the use of a model to show that optimization on the part of firms leads to a necessary connection between business cycles and seasonal cycles. ' Aside from Cecchetti et al. (1995) , who conduct a similar exercise using U.S. data, the only other paper similar to ours is . ' Beaulieu et al. measure the extent to which the size of business cycles and seasonal cycles are related across countries, and find that countries with large seasonal cycles also have large non-seasonal fluctuations. They also provide an example showing how the presence of capacity constraints can connect seasonal cycles and business cycles. We view their work and ours as complementary, with the primary difference being that we provide both a more complete model that can be used to catalog our results and a new set of facts about the changing nature of the seasonal cycle over the course of the business cycle.
To preview the results, we find that seasonal fluctuations in all 19 countries we study are quite large, but are often not highly correlated with each other. Our estimates of country specific measures of the business cycle are also not highly correlated. For 8 of the 11 two-digit manufacturing industries in our sample, there are important interactions between the size of the seasonal cycle and the state of the business cycle. In each of these cases, the seasonality in production shrinks considerably during a boom, suggesting that capacity constraints are important. However, there are also seasonal/cyclical interactions that are common to all industries in a given country, and these country effects are typically much larger than the pure industry effects.
The organization of the paper is as follows. We begin with a brief discussion of the model. Then, in Section 3, we document a number of facts about the commonality of business cycles and seasonal cycles across countries and industries. In Section 4, we interpret the results along the lines suggested by the model. Using panel data on the degree of interaction between seasonal cycles and business cycles, we recover estimates of the importance of industry-level and country-level fixed-effects in the interaction. Section 5 reports our conclusions.
Modeling seasonal and cyclical interactions

A simple model
The model we propose is a simple multi-country generalization of Cecchetti et al.'s (199.5) model of the interaction between business cycles and seasonal z Christiano and Todd (1995) provide a counter-example by describing a fully specitied model for which this decomposition does not cause problems. But since their model excludes costs of adjusting short-run capacity it eliminates the channel that we emphasize. Hansen and Sargent (I 993) also provide some example economies where no interaction occurs. We discuss their results in the next section. ' Stockman (1988) looks at differences in seasonality across industries and countries and finds significant common patterns in both. However, he does not look at interactions between seasonal cyclea and business cycles.
cycles. 4 Both models rely on two key assumptions that make interactions possible. First, we require that any cyclical influence on demand and/or cost persists across seasons, i.e., that the business cycle be longer than the seasonal cycle. Without this condition, news about the strength of the business cycle will not lead firms to reorganize their seasonal pattern of production. Second, we assume that commitment is a sufficiently important feature of firms' production scheduling decisions that seasonal capacity cannot easily be added and subtracted. Absent some element of commitment, cyclical swings could be accommodated purely by adjusting capacity, leaving no scope for seasonal and cyclical interactions. 5 Together, these two assumptions mean that firms will occasionally find themselves with too little or too much capacity given the current state of the business cycle, so that it may be advantageous to alter the recurring seasonal changes in production in response to the state of the business cycle.
To keep things manageable, we make a number of simplifying assumptions. First, we assume that there are two seasons (denoted by S) in each year and that during the year the state of the business cycle (measured by A) is fixed. Furthermore, firms' capacity is fixed during the year. Within this context we examine the cost minimization problem that firms producing in industry i and located in country j will face. Assuming that all firms are identical within a given industry, the problem can be written as subject to Z,,j,I = Zi,j,,_, + Q,,j,, -Xi,j,, (with Zi,j,O and I,,j,2 given), where I denotes inventories, Q denotes production, X denotes sales, C describes the cost function and h describes the cost of holding inventories -to reduce notational clutter, we suppress the i and j subscripts on C and h. To allow for the possibility that the technology gives firms an incentive to bunch production, we permit the marginal cost curve to become steeper or flatter as output expands: C,, > 0, but C,,, can be positive or negative. We also make standard assumptions about the storage cost function, so that we require h' 2 0 for I> 0, h' < 0, for I < 0 and h(0) = 0. If inventories are negative this means that the firms have run out of goods and had to backlog orders, which we assume is costly. 4 The motivation for this approach is given in Rotemberg and Woodford (1993) . 5 As Braun and Evans (1994) emphasize, the propagation of seasonal shifts to longer horizons crucially depends on the nature of the adjustment costs of capital. Thus we conjecture that the theoretical examples by Christiano and Todd (1995) which suggest that seasonal cycles and business cycles do not interact are driven by the fact that there are no adjustment costs for capital in the cases they study. Hansen and Sargent (1993) examine some theoretical examples that include adjustment costs, but we suspect that there is not enough persistence in their shocks to generate spillovers.
By allowing for backlogging, we can, without loss of generality, normalize the two seasons, call them 1 and 2, so that season 2 is the high output season: Q,,l,2 > Q,,,, -we ignore discounting across the two periods. Similarly, we define Aj to be a positive measure of the business cycle so that dQ,.,.,/dA, > 0. Our previous assumption about the persistence of the business cycle implies that we can examine adjacent periods setting A,,, = hi,,+, = A,.
Given this setup, the usual optimality condition for inventory holding requires that producing now and storing the output is no cheaper than delaying the production for one period. Formally, this first-order condition can be written as c&C,., +I, ..,. 1; ~,~A,)-CQ(X,.,.2-~I.,,1;~2'A,~+~'(~,.,.I)=0~
It will be convenient to work with the continuous time approximation to this expression. Taking the limit as the seasons become arbitrarily close together and suppressing some notation we obtain C,,Q, + C,, = h'( 1).
To deduce the connection between changes in the seasonal production patterns over the course of the business cycle and the curvature of the cost function, we need to totally differentiate this equation with respect to A. Doing so implies that
The result tells us that the seasonality in production depends on the stage of the business cycle if either the marginal cost of producing is a non-linear function of output or the cost of storing goods is a non-linear function of the amount being stored. The intuition for this result is straightforward. If the third derivative of the cost function is non-zero, then as output expands the marginal cost curve becomes either steeper or flatter and the attractiveness of producing in the high season relative to the low season changes, so that production will be reallocated between the seasons. Alternatively, if h" is non-zero (and presumably positive), then additional storage is increasingly costly, and again it becomes efficient to reorganize the timing of production, possibly paying additional production costs rather than building up too high a level of inventories.
Identificution and interpretation
Given these two possible explanations for a seasonal and cyclical interaction, identifying its source requires either some additional information or further assumptions. ' One solution to the identification problem is to assume that the cost ' We have chosen to resolve the identification problem without trying to directly estimate the cost function because of the many problems in doing so -see Burnside et al. (199.5 ) and the associated comments for a recent summary of the relevant issues.
of holding inventories is a linear function of the level of inventories -i.e., h" = 0. ' Evidence regarding trade credit financing provides one justification for this assumption. If interest costs are the primary component of the holding costs, then setting h" = 0 amounts to assuming that the interest rate charged on a loan used to finance inventories is constant (regardless of the loan size). This is consistent with the finding of Petersen and Rajan (1994) that there is little variation in the terms under which trade credit is extended. They show that if a firm can borrow using trade credit, then the financing costs rarely depend on that firm's characteristics -instead the costs for different firms in an industry are fairly uniform. Thus, one might conclude that interest cost is an approximately linear function of the size of inventories being financed. ' Beyond this, some indirect empirical evidence on the shape of the holding cost function is available from Cecchetti et al. (1995) . They find that for 14 of 20 two-digit industries in the United States, seasonal inventory patterns do not change over the course of the business cycle. Thus, their estimates suggest that IA is zero.
Together these considerations imply that, as a benchmark, it is plausible to eliminate the inventory holding cost term from Eq. (4). If this is done, any changes in the pattern of seasonality over the course of the business cycle must come solely from the curvature of the marginal cost function. More specifically, this identifying assumption tells us that if the seasonal cycle shrinks over the course of the business cycle, then the marginal cost curve must be getting steeper as output expands -C,,, or CBV,, or CaBs or CYsh > 0. Conversely, if the seasonal cycle is becoming larger during a boom, firms must be bunching their production into the normally high output seasons during a boom. This sort of behavior makes sense if the marginal cost curve is flattening out as output expands. Thus, we can determine the importance of capacity constraints by looking at whether, and if so how, the seasonal cycle changes over the course of the business cycle.
The panel data set we use allows us to do more than just measure Q,, in each of the industries in each country. We can take the panel of estimates and regress them on a set of country and industry dummy variables to determine the size of the country and industry fixed-effects.
Given our identifying assumption, this regression will tell us what fraction of the curvature of the cost function comes from country specific factors and what part comes from aspects of the industry's technology that is constant across countries. For example, the coefficient on Finland in the fixed-effects regression measures the extent to which all Finnish 7 Assuming !-I" = 0, restricts the cost function. For instance, if we insist that production occurs in all seasons, then it is not possible to satisfy the second-order conditions if Co, < 0, i.e. if there are increasing returns to scale. See Cecchetti et al. (1995) for an extended discussion of these issues.
a The trade credit results may be one reason why attempts to link inventory decisions to real interest rates have been so disappointing (Blinder and Maccini, 1991). industries exhibit a common change in the degree of seasonality in a boom. Any shrinkage or expansions reflects country-specific differences such as preferences regarding intertemporal labor supply patterns.
Similarly, the coefficients on the industry variables in the regression will measure the extent to which industry cost functions have a similarity in their curvature. Thus, the coefficient for the metal products industry shows how much the change in the seasonality is due to swings in efficiency that are shared by all metal products manufacturers.
In this case, any shrinkage or expansion would reflect the basic technological features of the common, industry-wide production process.
The preceding discussion appears to ignore any role that demand variation might play in connecting seasonal cycles and business cycles. In fact, demand considerations are being captured through the inventory holding term in Eq. (4). To see why, notice that a demand-based explanation for the interactions would depend on the marginal revenue from selling goods in different seasons varying with the state of the business cycle. If these fluctuations in marginal revenue were present, then the return to holding goods in inventory would also vary, leading firms to adjust their seasonal pattern of inventory accumulation differently over the course of the business cycle. Thus, there is a deep connection between demand-based explanation for seasonal and cyclical interactions and inventory movements.
Linear holding costs turns out to be the knife-edge case which rules out demand based explanations. The intuition for why this is so begins with the recognition that if holding costs are linear then there is a constant marginal cost of moving a unit that is ready to be sold from one period to another. Then, even if marginal revenue of selling in the high season relative to the low season were to vary with the state of the business cycle, firms would keep adjusting inventories to force this marginal revenue gap to come back to the constant cost they pay for storing finished goods. Demand fluctuations can only lead to seasonal and cyclical interactions if the holding cost function is non-linear.
The fact that holding costs may be non-linear gives rise to the possibility that demand variation is contributing to seasonal and cyclical interactions. The panel dimension of our data permits us to make an alternative set of identifying assumptions that include a role for demand factors. It seems plausible to assume that the curvature of the cost function within an industry is the same across countries. This, together with the symmetric assumption that within-country variation across industries comes from primarily from differences in demand. means that we can use the results from the fixed-effects regressions to recover estimates of the importance of both demand and cost considerations. More precisely, under these identifying assumptions, shifts in demand can be responsible for changes in seasonality over the course of the business cycle that are shared by all industries within a country. Furthermore, cross-country comparisons of the same industry yield information on production costs.
Using these restrictions, the coefficient on Finland in our fixed-effects regression provides an estimate of the importance of Finnish demand shifts in altering the seasonality of production. Conversely, the coefficient for the metal products industry tells us how much of the change in seasonality for this industry is driven by the technological characteristics of the industry. This reasoning suggests comparing the magnitude of the industry and country coefficients to get a sense of the relative importance of demand and cost shifts.
Of course, the two approaches to identification have some similarities. Under either set of assumptions, the coefficients on the industry variables provide information about the importance of industry cost conditions. The country coefficients can be interpreted as measuring either local demand or cost conditions. Thus, loosely speaking, cross-country differences in the size of the summer slowdown are either imputed to differences in the willingness to supply labor or differences in the seasonal demand for manufactured goods. That this sort of ambiguity is present is not very surprising. 9
Basic facts about international cycles
The production data that we analyze comes from the Organization of Economic Cooperation and Development (OECD) 'Indicators of Industrial Activity'. We study 11 industries from 19 of the OECD countries. The rules we use to verify the integrity of the series are described in the appendix. Most series are available starting in 1975 and going through 1994.
Studying the interaction of the business cycle and the seasonal cycle, requires construction of a business cycle indicator. We follow the suggestion of Baxter and King (19951, who recommend a band-pass filtering procedure that can be used to mechanically construct the business cycle component of any time series. The Baxter-King procedure, as we have implemented it, removes all fluctuations in a series that are shorter than 18 months or longer than eight years. lo The logarithm of total manufacturing output in each country was filtered to construct our 9 Another more appealing alternative identification scheme can be implemented using additional information. Cecchetti et al. (1995) show how inventory data can be used to gauge the importance of demand effects in causing seasonal and cyclical interactions. Unfortunately, comparable inventory data are not available for the vast majority of the industries and countries that we study.
lo To avoid losing the 1974/75 recession, we collected an additional three years worth of aggregate industrial production data, so that the cyclical indicators are available from the beginning of 1974 onward. business cycle proxies. Given this convention, production can be decomposed into its seasonal, cyclical and other components:
where yi,, is the log of industrial production in country j at time t, L,,, is the cyclical component of production at that time for that country (calculated using the band-pass filter), .S,,, is the seasonal component of production and x,,, is the remaining random component of production. (For the data pertaining to the OECD as a whole we drop the j subscript.)
Before looking into the subtleties of how the seasonal cycle and business cycle might interact. we report some basic facts about the seasonal and business cycles. As we note below, a number of stylized facts about the size and correlations among seasonal cycles and business cycles have been previously chronicled. However, because these observations have been made across a series of papers, using a range of statistical techniques, and been based on a variety of data sets, we believe that it is important to begin by documenting the basic facts using our data and filtering techniques. Table 1 provides summary measures on the differences in seasonality across countries. The first column, which reports the standard deviation of the first-difference of the logarithm of industrial production in each of the countries, reinforces the conclusion from Fig. 1 that there is a tremendous difference in the total variability of production across countries. For instance, the standard deviation of 0.358 for Italy implies that a 95% confidence interval would allow for a 70% swing in monthly production! The next column reports the R2 from regressing the first difference of (the log of) industrial production on a set of 12 seasonal dummies. As have emphasized, upwards of 70% of the output fluctuations in every OECD country are seasonal. " Nevertheless, there are striking differences in the degree of deterministic seasonality across countries. Together the first two columns of Table 1 suggest that the U.S. has relatively small amounts of both overall and seasonal volatility. Conversely, many of the European countries (e.g. Italy or Sweden) have fluctuations that are not only four or five times bigger than the U.S., but also are almost wholly accounted for by seasonal shifts.
This contrast leads us to wonder: to what extent are the seasonal fluctuations across countries common? Comparison of the coefficients on the seasonal dummy variables in the previously mentioned regression for the entire OECD to the coefficients for each country allows us to answer this question. The correlation between the pairs of the twelve coefficients are shown in column 3 of the tablei.e. the correlation of the estimated values of S, and Sj,,. The monthly comparison may be misleading since, as Beaulieu and Miron emphasize, the dominant pattern for most countries includes a large summer slowdown that occurs in either July or August. This concern is addressed by also studying quarterly data. Column 4 of the table shows that the quarterly patterns in with the aggregate OECD pattern.
Nevertheless, the correlations for Japan and the U.S. also demonstrate that even " Beaulieu and Miron do a similar calculation (comparing the standard deviation of their seasonal coefficient estimates and residuals) for monthly retail sales in 20 OECD countries and real GDP in 14 countries. The seasonality in sales and production across countries is fairly similar, however, their estimates of the seasonality in GDP do not line up as closely with their estimates of the seasonality in production. For instance, Japan is estimated to have the second most seasonal variation in GDP even though Japanese production shows relatively little seasonal variation. Nevertheless, the general proposition that seasonality is the dominant source of variation in the data is strongly confirmed by their work. Mean absolute value of industry effects = 0.050 Mean absolute value of country effects = 0.102 a Results from weighted-least-squares regression of the standard deviation of production growth in the 209 industry/country combinations on industry and country dummy variables, weighted by the inverse of the share of industry i, in country j, relative to total OECD production. The coefficients of the industry and country effects are each constrained to sum to zero individually. Hypothesis test results are based on standard errors that are robust to heteroskedasticity in quarterly data there are important differences in the precise seasonal patterns across countries. For instance, with the quarterly data all pairwise comparisons between the sets of seasonal coefficients for the U.K., U.S., Germany and Japan Baxter and King's (1995) band-pass-filtering algorithm to the logarithm of not-seasonally-adjusted total manufacturing production indices obtained from the OECD. The filter removes all fluctuation of frequency lower than eight years and higher than 18 months. indicate significant differences. Thus, we conclude that the seasonal production patterns are substantially dissimilar. Stockman (1988) has noted that both industry and country patterns of seasonality can be important. To put our country-level results in perspective, we regressed the standard deviation of the first difference of (the log of) output (in each industry and each country) on a set of industry and country dummy variables. I2 By constraining the coefficients on the country and industry dummies to sum to zero, these effects automatically net out, and the size of the effects can be gauged by comparing the magnitude of the coefficients. Table 2 shows that the largest estimated effects are attributable to swings that are common to all industries within a country, rather than to differences across countries within any given industry. For instance, the most volatile industry-level production pattern is in the transportation equipment industry. Yet, the reduction in volatility that is common to all industries in Japan or the US is almost 50% bigger than the added variability associated with production in the transportation equipment industry. A summary measure of the relative importance of the country and industry effects is the mean absolute value of the estimated country and industry coefficients. We were surprised to learn that the country effects are roughly twice the size of the industry effects. Tables I and 2 lead us to draw three main conclusions. First, as is well known. a tremendous amount of volatility in production is accounted for by seasonal shifts. Second. the seasonal shifts that take place are not always highly correlated across countries. Third, the country-level differences in seasonality are larger than the industry-level patterns in seasonality. Collectively, these findings suggest that the extent of unused capacity varies significantly across countries.
Our last set of descriptive statistics, reported in Table 3 . provide information about the Baxter-King business cycle proxies. ?I,,,. The first column shows the standard deviation of v,,,. This measure of volatility suggests that cyclical fluctuations in Japan and the U.S. are roughly twice the size of fluctuations in several of the smaller OECD economies, including Norway, Greece and the Netherlands -Backus and Kehoe (I 992) confirm that large differences of this sort are present in longer times-series. The next five columns of the table report the cross-correlations of our business cycle proxies with the cyclical component 01 total OECD production. Like Stockman (1988) , we find that the contemporaneous correlations, especially for the largest countries, tend to he quite high. However. the correlations at different lags vary noticeably, so that loosely speaking, the US business cycle tends to lead the aggregate OECD cycle, while the German cycle lags it. Among the smaller countries, e.g. Norway or Denmark. the correlations are even more scattered. Overall, these results imply that there is considerable variation in the timing and magnitude of business cycles across countries.
Evidence on the interaction between business cycles and seasonal cycles
Meusuring the interaction
To determine how the excess capacity available during the summer months is used over the course of the business cycle, we need to construct an estimate of the interaction between the business cycle and the seasonal cycle. In order to estimate QSA? we begin by recognizing that the first-order condition from the firms' cost minimization problem implies that output is implicitly defined as a function of the
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Since we will define S as a dummy variable indicating the month of the year, S = S2, and we can, without loss of generality, set Qss to zero. Strictly speaking, Eq. (8) describes the dynamics for the level of production. However, to maintain comparability with previous work, we will do the empirical work using the logarithm of production. Thus, we blur the distinction between levels and logs and study the logarithmic (rather than arithmetic) difference between Q -Q.
Allowing for the possibility that In Q contains both a deterministic time trend and a random non-stationary component, leads us to consider
where qr is the log of production, s, , is a dummy variable that is equal to 1 in season i, A, is a measure of the busi'ness cycle and E, is the random element of In Q,. Since we include a dummy variable for each month, we omit both a constant and a term for the level of A in (9). These terms can be inferred from the average values of the a,'s and pi's respectively. To handle the potential nonstationarity of E, we estimate a differenced version of Eq. (9). To facilitate this, it is convenient to renormalize the seasonal dummies so that seasons are all defined relative to the average (i.e. let S;,, = si,, -.Y,~ ,, for i = I to 11, andS,2,, = C',*si,,). Therefore, the transformed version of (9) which we estimate is Aq,= Cu + ~p;(Si~-S;,-I) + ~Ci(~,Si,-~,~,S,,_,) i= I i= I + pAA, + 6AA; + AZ,,
where pi and 4; are deviations from average seasonal effects, & = (Y + E,( de,), AZ, = de, -E,(Ae,) and E,(Ac,) is the drift in E,. The natural measure of whether seasonal cycle and business cycle are related is the quantity
V(A)=f(/3i++,A)2.
(1') i= 1 This is the variance of the estimated seasonal effects. Computing an estimate of V for different levels of A allows us to quantify the impact of cyclical movements on where Ah and A' are values of A that obtain near a business cycle peaks and troughs respectively.
Thus, a finding that [w is less than 1 indicates that the estimated seasonal cycle is trimmed during a business cycle boom relative to a business cycle bust. Table 4 reports our estimated values of R when Ah is set equal to the mean of the top 15% of the values for the business cycle proxy (i.e. the 85-100 percentile of A) and A' is set equal to the mean of the bottom 15% of the values of the business cycles proxy. Since we have data on 19 countries, and 11 industries, the table reports 209 estimated values of R. The mean estimated value of R is 0.92, and roughly two-thirds of the point estimates of the country-industry pairs (137/209) are less than one implying that seasonal cycles are trimmed during a boom.
Estimation results
The estimated R's which are significantly different from I at the 5% level of significance are shown in bold. " Among the 38 statistically significant estimates, 35 suggest that [w's are significantly below 1 and 5 are significantly larger than 1. Using the 10% level of significance as the critical value implies that 15 more estimates are different from 1. These estimates are shown in italics in the table and using this standard, 43 of 209 total entries are significantly less than 1.0. Thus, there is weak evidence in favor of the view that some of the excess capacity in the summer is used to avoid additional production bunching in the high output seasons during business cycle booms.
So far, we have ignored the fact that the R's have common industry and country components.
This suggests that we can improve the precision of our inferences by pooling the data. We, therefore, consider the following regression: [w,,~ = a,l, + b,Ii + e,.i ( '3) where Ii is an indicator variable which is equal to 1 for industry i and 0 otherwise, and Z, is an indicator variable which is equal to 1 for country j and 0 otherwise and ej,J is the unexplained portion of IF!.
I3 Standard error estimates are based on Newey and West (1987) covariance-matrix estimates with 24 lags. Table 4 on industry and country fixed effects, without a constant. weighted by the ratio of the estimated variance of i?,, (computed using Newey-West with 24 lags) to the share of industry i. in country j. relative to total OECD production. The country-specific fixed effects are constrained to sum to zero. The 'Grand Mean', as well as the standard deviation of the country and industry effects are calculated from a weight-least-squares regression where both the industry-and the country-specific fixed effects are constrained to sum to zero. Hypothesis test results are based on standard errors that are robust 10 heterokedasticity.
Since we can estimate the variance of R,,, at the same time that we obtain its point estimate, we can improve the precision of our estimated industry and country effects by using a weighted least squares estimation procedure. The results we report are calculated after normalizing each observation by its production share of total OECD output and assuming the variance of e,,, is proportional to the estimated variance of the lR ;,, -although it turns out that the qualitative results are not terribly sensitive to the weighting scheme. For instance, the unweighed regression estimates have the same properties that we emphasize below, albeit with larger standard errors.
Finally, because the regression does not include a constant, the estimated a,'~ provide a measure of the size of the shrinkage of the seasonal cycle in each industry, and because we restrict the coefficients on country dummies to sum to zero, the estimated bj's measure the extent to which the seasonal that is common to all industries in a country moves during a boom.
The results from estimating (13) are shown in Table 5 . We draw four main conclusions from the estimates. First, by pooling the data we have recovered much more precise estimates of the industry and country effects. Second, we find that, except for the textiles industry and to a lesser extent the transportation equipment and chemicals industries, the seasonal cycle in production is significantly less volatile during a business cycle boom than during a business cycle contractioni.e. the estimated ai's are almost always significantly less than 1. Third, we find that there are significant cyclical/seasonal interactions that are common to all industries in a given country for about a third of the countries -i.e., 6 out of 19 estimated bj's are significantly different from zero at the 5% level of significance. Finally, the standard deviation of the country estimates is about 70% larger than the standard deviation of the estimated industry effects. I4 Thus, in relative terms, the estimated interactions that are common to countries are larger than the interactions that are common to industry.
Economic significance
To this point, we have avoided any discussion of the economic significance of the interactions. To draw any conclusions about the importance of the estimated changes in seasonality that occur over the course of the business cycle, one must develop a metric for deciding how to normalize the changes. In most countries, the seasonal shifts are dominated by a summer slowdown. This leads us to approxi-I4 These same basic patterns also show up when the regression is done separately for G7 countries and non-G7 countries, although the country effects are only 15 to 40% larger than the industry effects once the sample is stratified in this way. mate the seasonal pattern as arising purely from a one month shutdown/vacation. In other words, we adopt a simplification in which the seasonal pattern is assumed to have 11 equal months and one month with a large drop. The resulting seasonal regression coefficients are then proportional to a vector with 11 ones and one -11 -i.e., (1, 1, 1, 1, 1, 1, 1, -11, 1, 1, 1, 1) . When this is the case, the variance of the seasonal coefficients is totally dominated by the size of the drop and recovery that arise from the vacation. Thus, we can use alternative estimates of V(h) defined in (11) to infer the change in the size of the vacation that comes from the interaction between the business cycle and the seasonal cycle. For example, we can take a given industry in a given country, say the paper industry in France, and use Eq. (11) to construct an estimate of the variance of the seasonal coefficients in a boom. We can then compute the size of the vacation effect that is required to rationalize this variance estimate. The same calculation can be repeated to get an estimated size of the vacation in the French paper industry during an economy-wide recession. Comparing the two estimates provides an indication of the amount of production that is reallocated from high production months to low production months during a boom. Of course, we can do these calculations for all country-industry pairs. In addition, we can compute the average size of the vacation effect in each industry and country from the results in Table 5 . Table 6 shows how much the vacation seasonal changes for every industrycountry pair. Because the seasonal regression coefficients underlying the entries in the table come from Eq. (lo), the units in the table are in terms of the average production for a typical month. Thus, the average estimate for Norway of 0.11 implies that 11% of an average month's production is moved from high output months to the low output month as the economy goes from a business cycle trough to a peak.
Once again the average country-specific effects are much larger than the industry specific effects, although there is considerable heterogeneity in the size of the shifts. We read the evidence as saying that in most cases the shifts involve no more than a couple of days worth of production being reallocated, but in roughly 10% of the cases at least one fifth of a month's worth of output is shifted. Given the extrapolation that occurs using standard seasonal adjustment techniques, this sort of reallocation would cause significant changes in one's estimate of the strength of an expansion.
Clearly, these conclusions rest heavily on the assumption of a uniform production pattern and a single drop. However, one can show that this assumed seasonal pattern leads to an intermediate estimate regarding the size of the seasonal reallocation that takes place. The largest reallocation occurs when the seasonal pattern is a sequence of alternating expansions and contractions of equal size. Conversely, if the seasonal pattern were ten months of constant production and one high season with one off-setting low season one can show that we get a much smaller estimate of the reallocation. Thus, although our interpretation does depend on the specific assumption we have made we think that our assumed pattern is plausible and it is clear that the results are not biased towards demonstrating large effects.
RohustnesLs
All of our estimates thus far rely on the use of a country specific business cycle indicator. But our simple theory suggests that industry level capacity constraints (within a country) should be the cause of any interactions between seasonal cycles and business cycles. One possibility is to use a cyclical proxy constructed from OECD total output for each industry ->, instead of hJ. But constructing the cyclical proxy using only industry-specific information runs into the obvious problem that total OECD industry-wide output is necessarily correlated with industry output from each country. While we are comfortable assuming that our measures of A derived from total manufacturing output are plausibly exogenous at the industry level, we would not make the same claim for estimates of A constructed using only industry-wide information.
Nevertheless, we are able to check how our results might differ if some industry-level data were used in constructing the cyclical proxy by doing the following experiment.
We applied the Baxter-King band pass filter to total worldwide industry output to get a cyclical proxy for each industry (A,). We then used our country-specific measures of the business cycle as instruments for these industry specific measures and re-estimated Eq. (10). The results of the fixed effects regressions analogous to Table 5 are very similar. Production in all eleven industries show less seasonality during business cycle booms (and the shrinkages were significant at the 5% level in all but one case). The variation in the estimated country effects continues to be somewhat larger than the estimated industry effects ._ now by 20%. Thus, our key qualitative conclusions are robust to using some industry specific information in identifying the business cycle.
Interpretation
We now return to the question of what the results imply about the shape of firms' cost curves. If we maintain the assumption that the inventory holding cost function is linear, then the results from Table 5 imply that firms' marginal cost curves have statistically significant positive third derivatives for eight of our eleven industries. In this case, we can interpret the country coefficients as a measure of the degree to which the curvature arises from the synchronized cost movements within a country.
Because many of the country effects are brought on by the large summer slowdowns, this identification scheme is consistent with interpreting these shifts as movements in labor supply. Furthermore, the relative magnitude of the coefficient estimates suggests that these labor supply swings are more important than the typical industry specific factors that might give rise to capacity constraints.
Of course, there are other things besides preferences for vacations that could be responsible for the country effects. For instance, differences in weather patterns across countries might suggest that the sky-rocketing cost of air-conditioning a plant is responsible for the summer slowdowns in some regions. But, given the strong differences between adjacent countries (e.g. Luxembourg and Belgium) we are doubtful that the country-specific effects can be easily explained by differences in weather. Another possibility is that differences in labor contracts, union work rules and tax rates make intertemporal adjustments more or less costly.
This observation leads us to examine the correlation between cross-country patterns and various measures of taxation and labor market structure. Because of the difficulties in finding comparable data for so many countries, it is not possible to obtain precise estimates of many of the variables we might like to study. However, Summers et al. (1993) assembled data (which are described in their Data Appendix) for 14 of the countries in our sample -they do not report information for Greece, Ireland, Luxembourg, Portugal and Spain. Their study includes measures of corporatism (defined as "a mode of social organization in which functional groups rather than discrete individuals wield power and transact affairs" and measured by the Calmors-Drifill Index), union density, and the political power of workers (the Cameron Leftist Index). These variables can be viewed as crude indicators of the degree to which firms would have the political power to reorganize workers' schedules. Summers et al. also report data on marginal tax rates for labor income, equipment and structures. These are proxies for the costs of adjusting workers instead of capital. Table 7 reports the results of regressing the country fixed effects from Table 5 on each of the measures individually and then all at once. The first column shows that individually none of the proxies are significant predictors of whether the seasonal cycle grows or shrinks in a given country during a boom. For the only case where a result is borderline significant, we find that in countries with high marginal tax rates on capita1 equipment (and hence probably higher costs to add capacity) there is more smoothing of seasonals in a boom than a bust.
The second column of Table 7 shows that taking the heroic step of simultaneously include all six measures in a single regression gives a surprisingly plausible set of findings. The three political variables indicate than when a country is more corporatist, less unionized and less leftist, the se%masonality in production is more prone to be smoothed over the course of the business cycle. Similarly, if tax rates on labor income or structures (which are presumably complements to labor) arc low, or tax rates on capita1 equipment (which is presumably a substitute for labor) are high, then more smoothing is also predicted. While these results are quite favorable for the labor supply/vacation explanation for the interactions, given the small number of observations underlying the regressions this evidence should be viewed cautiously.
Real confirmation of the vacation hypothesis requires checking some of its additional predictions. For example, if the desire to coordinate vacations among multiple family members is important, then one could see if countries with smaller families have less synchronized slowdowns. We think that this kind of further exploration is important, but it is beyond the scope of our paper.
Our alternative identifying assumptions presume that the country-level seasonal-cyclical interactions arise from country-specific &YHNM/ factors. The results in Table 5 suggest that these taste shocks would have to be relatively large. There are several ways one could try to separate the cost and demand explanations t'o~ the country effects. For instance, demand-based explanations would imply that while production is low, there would be no tendency for consumption to shift towards the purchases of foreign goods. Alternatively, if country-specific coqt Factors are responsible, then one would expect to see some shifts towards the purchase of imported goods.
Similarly. if inventory data could be obtained, one could try to directly check whether the linear holding cost assumption for inventories is empirically supported. If the linearity is borne out in the data, we could reject the demand explanation. 'j We hope that in subsequent work these tests can be conducted.
Conclusions
Our empirical work gives a unified comparison of the seasonal cycles and business cycles across I9 OECD countries. We are able to confirm a number of previously documented patterns. In particular. we find that a tremendous amount " This is the strategy pursued in Cecchetti et al. (199.5) of volatility in production is accounted for by seasonal shifts, but that the seasonal shifts are not very highly correlated across countries. There are also considerable differences in the timing and magnitude of business cycles across countries. Lastly, the country-level differences in seasonality are larger than the industry-level patterns in seasonality. In addition to these basic observations, we go on to establish a number of new results describing how seasonal production patterns vary over the course of the business cycle, With the exception of textiles, and to a lesser extent transportation equipment and chemicals, the seasonal cycle in production is significantly less volatile during a business cycle boom than it is during a business cycle contraction. We also document that for one-third of the nineteen countries in our sample, there are significant cyclical/seasonal interactions common to all of industries within the country. In relative terms, the estimated interactions that are common to countries are larger than the interactions that are common to industries -this is in line with our finding that the overall variation in production differs more across countries than it does across industries. Finally, the reallocation of production from high output months to low output months that typically occurs in moving from a business cycle trough to peak is sometimes quite large.
We interpret this evidence using a model that shows how demand and cost conditions could lead to seasonal and cyclical interactions. Our preferred version of the model imputes all of the interactions to non-linearities in the marginal cost curve. In this case, the evidence can be read as suggesting that capacity constraints are empirically important.
We see several directions for further work. An important one is to try to distinguish among the many possible explanations for the large element of the seasonal and cyclical interactions that appear to be common to industries and countries. A second possibility is to carefully explore the implications of these findings for standard methods used for seasonal adjustment.
