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Abstract. An explicit formula to find symmetry recursion operators for partial differen-
tial equations (PDEs) is obtained from new results connecting variational integrating factors
and non-variational symmetries. The formula is special case of a general formula that pro-
duces a pre-symplectic operator from a non-gradient adjoint-symmetry. These formulas are
illustrated by several examples of linear PDEs and integrable nonlinear PDEs. Addition-
ally, a classification of quasilinear second-order PDEs admitting a multiplicative symmetry
recursion operator through the first formula is presented.
1. Introduction
Symmetry recursion operators have important role [1, 2] in the theory of linear PDEs and
nonlinear integrable PDEs. For linear PDEs, a symmetry recursion operator typically comes
from the Frechet derivative of a point symmetry expressed in characteristic (evolutionary)
form. In contrast, for integrable evolution PDEs, a symmetry recursion operator typically
comes from the ratio of two compatible Hamiltonian operators.
In the present paper, a main result will be to show that a symmetry recursion operator can
arise in a similar way for nonlinear integrable PDEs as it does for linear PDEs. Specifically,
a simple explicit formula for a symmetry recursion operator of an Euler-Lagrange PDE will
be presented. The formula involves the Frechet derivative of a non-variational symmetry
of the PDE, and thereby it gives a surprising and interesting new use for non-variational
symmetries.
This result is obtained from a more general result: an explicit formula for a generalized
pre-symplectic operator is derived from an adjoint-symmetry of a general PDE without
needing existence of any variational structure. Adjoint-symmetries [3, 4, 5] are the solutions
of the adjoint of the determining equation for symmetries, and they yield a multiplier for
a conservation law of the PDE when the product of an adjoint-symmetry and the PDE
is annihilated by the Euler-Lagrange operator [1, 2]. The formula to obtain a generalized
pre-symplectic operator utilizes adjoint-symmetries that are not multipliers.
In case of Euler-Lagrange PDEs, a generalized pre-symplectic operator is the same as
a symmetry recursion operator, and a non-multiplier adjoint-symmetry is the same as a
1sanco@brocku.ca, 2wangbao@lsec.cc.ac.cn.
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non-variational symmetry. For PDEs without any variational structure, a generalized pre-
symplectic operator [6] is a linear differential operator that maps symmetries into adjoint-
symmetries, analogously to the case of Hamiltonian evolution equations [2, 7] where a sym-
plectic operator is a linear differential operator that maps Hamiltonian symmetries into
adjoint-symmetries that are Hamiltonian gradients.
Our starting point for deriving the formula for a generalized pre-symplectic operator
comes from a new result that connects variational integrating factors to multiplicative pre-
symplectic operators. A variational integrating factor is a function whose product with a
PDE yields an Euler-Lagrange equation.
All of these new results will be illustrated through examples: (i) a linear wave equation
and the Korteweg-de Vries equation in potential form will be used to show how a symmetry
recursion operator can be derived from a higher symmetry for Euler-Lagrange PDEs; (ii)
adjoint-symmetries for a spatially-inhomogeneous Airy equation and a generalized Korteweg-
de Vries equation with p-power nonlinearity will be used to obtain symplectic operators in
the case of evolution PDEs; (iii) a 2D Boussinesq equation and a family of peakon equations
containing the Camassa-Holm equation and its modified version will be used to show how
generalized pre-symplectic operators arise from adjoint-symmetries for nonlinear PDEs that
neither have an evolution form nor an Euler-Lagrange form.
The rest of the paper is organized as follows.
In Section 2, some preliminaries that will be needed concerning symmetries, adjoint-
symmetries, multipliers, and variational integrating factors are summarized.
In Section 3, the new connection between variational integrating factors and multiplicative
pre-symplectic operators is derived for general PDEs. This connection is further illustrated
by giving a classification of quasilinear second-order PDEs that admit a variational integrat-
ing factor.
The main results are presented in Section 4. First, the explicit formula yielding a general-
ized pre-symplectic operator from a non-multiplier adjoint-symmetry is derived. A necessary
and sufficient condition for this formula to produce a conservation law multiplier from a
symmetry is also obtained. Next, these new results are specialized to evolution PDEs. The
formula is shown to have a particularly simple form given by the non-self-adjoint part of the
Frechet derivative of an adjoint-symmetry, and the condition for producing a conservation
law multiplier is shown to be given by a Lie derivative condition. Euler-Lagrange PDEs are
then considered. The formula is shown to yield a symmetry recursion operator. Here the
condition for producing a conservation law multiplier coincides with the condition that the
formula maps variational symmetries into variational symmetries.
In Section 5, the examples illustrating these results are presented.
Finally, some concluding remarks are made in Section 6.
Standard index conventions, which we will use hereafter, are summarized in the Appendix.
2. Preliminaries
Throughout, we consider scalar PDEs G = 0 of any order N ≥ 1, with n independent
variables x = (x1, . . . , xn) and a single dependent variable u. In the case of two independent
variables, the notation x1 = t, x2 = x will be used.
The space of formal solutions u(x) of G = 0 will be denoted E . Jet space is the coordinate
space J = (x, u, ∂xu, . . .). A differential function is a function on J given by f(x, u
(k)) =
2
f(x, u, ∂xu, . . . , ∂
k
xu) for some finite differential order k ≥ 0. For general background on
symmetries, adjoint-symmetries, and multipliers in this setting, see Ref. [1, 2, 5].
2.1. Symmetries. A symmetry in characteristic form is a vector field Xˆ = P∂u where P is
a differential function satisfying the determining equation
prXˆP (G)|E = G
′(P )|E = 0. (2.1)
Here pr denotes prolongation to an appropriate order, and a prime denotes the Frechet
derivative. Under a mild regularity condition [2, 5] on the differential function G, which
holds for all typical PDEs that arise in applied mathematics and physics, symmetries satisfy
G′(P ) = RP (G) (2.2)
holding off of E , where RP is a linear differential operator whose coefficients are non-singular
on E .
A point symmetry has a characteristic form P = η(x, u) − ξ(x, u)iuxi. This form arises
from the infinitesimal generator X = ξ(x, u)i∂xi+η(x, u)∂u of a one-parameter transformation
group on (x, u), which acts on functions u = f(x) via Xˆf(x) = P |u=f(x). This generator X
is related to the vector field XˆP by
prX = prXˆP + ξ
iDxi. (2.3)
If P = Pp is the characteristic function of a point symmetry, then prXp(G) = FG holds
for some differential function F , because the point symmetry acts as a generator of a trans-
formation group on (x, u) which prolongs to a point transformation in jet space (up to any
finite order). Note that the differential order of F cannot exceed the differential order of G.
Off of E , a point symmetry will have Rp = F − ξ
iDxi .
2.2. Adjoint-symmetries. An adjoint-symmetry of G = 0 is a differential function Q that
satisfies the adjoint of the determining equation (2.1) for symmetries:
G′∗(Q)|E = 0. (2.4)
Under the previously mentioned regularity condition on G, adjoint-symmetries satisfy
G′∗(Q) = RQ(G) (2.5)
holding off of E , where RQ is a linear differential operator whose coefficients are non-singular
on E .
In general, adjoint-symmetries do not have an obvious geometrical meaning, except in the
case of evolution PDEs where they can be viewed as 1-forms Qdu [5].
2.3. Euler-Lagrange operator and variational integrating factors. The Euler-
Lagrange operator Eu = δ/δu is the variational derivative with respect to u. It obeys
the product rule
Eu(fg) = f
′∗(g) + g′∗(f). (2.6)
A PDE G = 0 is an Euler-Lagrange equation G = Eu(L) with a Lagrangian given by a
differential function L iff the Frechet derivative of G is self-adjoint, G′ = G′∗. This operator
equation can be split into the set of Helmholtz conditions involving higher Euler-Lagrange
operators [2, 5].
Note that a Lagrangian is unique only up to a total divergence, L → L + DxiA
i, since
Eu(DxiA
i) ≡ 0 holds for any differential functions Ai.
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Lemma 2.1. Any Euler-Lagrange PDE G = Eu(L) = 0 that is quasilinear and second-order
possesses a Lagrangian L that is first-order.
Proof. A Lagrangian for any such PDE, G(x, u(2)) = Gij1 (x, u
(1))uij +G0(x, u
(1)) = 0, can be
constructed by the homotopy formula L =
∫ 1
0
uG(x, λu(2)) du, which yields
L = Lij1 (x, u
(1))uij + L0(x, u
(1))
where
Lij1 ukul + L
kl
1 uiuj −
1
2
(Lik1 ujul + L
jk
1 uiul + L
il
1 ujuk + L
jl
1 uiuk) = 0 (2.7)
due to G being quasilinear and second order. We can solve equation (2.7) by tensor algebra
methods as follows.
First we antisymmetrize over the indices j, k. This yields
Lij1 ukul − L
ik
1 ujul − L
lj
1 uiuk + L
kl
1 uiuj = 0, (2.8)
where we have used the symmetry Lij1 ukul = L
ji
1 ukul. From equation (2.8), we see that
Lij1 ukul − L
ik
1 ujul is symmetric in the indices i, l, and thus it must have a gradient form with
respect to ui and ul:
Lij1 ukul − L
ik
1 ujul =
1
2
(Lj2uiukul − L
k
2uiujul) (2.9)
for some function Lj2(x, u
(1)). The solution of equation (2.9) can be shown to be given by
Lij1 ukul =
1
2
(Li2ujukul + L
j
2uiukul)
up to a pure gradient term that can be absorbed into the rhs terms. Next we integrate with
respect to the variables uk and ul, yielding
Lij1 =
1
2
(Li2uj + L
j
2ui) + L
ijk
3 uk + L
ij
4
for some functions Lijk3 (x, u) and L
ij
4 (x, u) which are symmetric in their indices i, j.
Hence, we have
L = (Li2uj(x, u
(1)) + Lijk3 (x, u)uk + L
ij
4 (x, u))uij + L0(x, u
(1)). (2.10)
We can now use the gauge freedom of adding a total divergence DxiA
i(x, u(1)) to eliminate
all of the second-order terms in L. Put
Ai = −Li2 − (L
ijk
3 −
1
2
Ljki3 )ujuk − L
ij
4 uj,
whence we have
DxiA
i =− Li2ujuij − L
i
2uui − L
i
2xi − L
ijk
3 uijuk −
1
2
Lijk3 uuiujuk
− (Lijk3 xi −
1
2
Ljki3 xi)ujuk − L
ij
4 uij − L
ij
4 uuiuj − L
ij
4 xiuj.
This yields the equivalent Lagrangian
L˜ = L+DxiA
i = L0−L
i
2uui−L
i
2xi−
1
2
Lijk3 uuiujuk−(L
ijk
3 xi−
1
2
Ljki3 xi)ujuk−L
ij
4 uuiuj−L
ij
4 xiuj
which is first order. 
A variational integrating factor of G is a differential functionW 6≡ 0 such thatWG has the
form of an Euler-Lagrange equation: Eu(L) = WG, for some Lagrangian L. If W = const.,
it is called trivial.
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2.4. Multipliers and conservation laws. A local conservation law ofG = 0 is a continuity
equation
DxiΦ
i|E = 0 (2.11)
where Φi are differential functions called a conserved current. In the situation where one
independent variable is time t, the time and space components of the conserved current are
called the density and the fluxes, respectively.
If the conserved current has the form of a curl, Φi|E = DxjΘ
ij|E for some differential
functions Θij = −Θji which are components of a skew tensor, then the conservation law
(2.11) is said to be trivial because it contains no useful information about the solutions of
G = 0. Two conservation laws are considered to be equivalent if they differ by a trivial
conservation law.
Under the same regularity conditions on G already mentioned, a non-trivial conservation
law (2.11) can be expressed in the form
DxiΦ˜
i = QG (2.12)
holding off of E , where Φ˜i is equivalent to Φi, namely (Φ˜i − Φi)|E is a curl. Here Q is a
differential function called the multiplier of the conservation law.
The determining equation for multipliers is simply
Eu(QG) ≡ 0 (2.13)
which holds off of E . Using the product rule for the Euler-Lagrange operator, this determin-
ing equation splits into the adjoint-symmetry equation (2.4) for Q on E , plus a system of
Helmholtz-type equations for Q involving higher Euler operators [2, 5].
2.5. Variational symmetries. For an Euler-Lagrange PDE G = Eu(L) = 0, a symmetry
of the Lagrangian L is a vector field Xˆ = P∂u such that prXˆ(L) = L
′(P ) = DξiA
i for
some differential functions Ai. These symmetries are called variational. More succinctly,
variational symmetries are the solutions of the determining equation Eu(L
′(P )) = Eu(GP ) ≡
0.
Thus P will be the characteristic function of a variational symmetry iff P is a conservation
law multiplier. This is the statement of Noether’s theorem.
2.6. Generalized pre-symplectic operators and pre-Hamiltonian operators. In the
terminology of Ref. [6], a generalized pre-symplectic operator is a linear differential operator
that maps symmetries into adjoint-symmetries, and likewise a generalized pre-Hamiltonian
operator is a linear differential operator that maps adjoint-symmetries into symmetries. The
composition of these operators yields a recursion operator on (adjoint-) symmetries.
3. Results on Variational Integrating Factors
As a starting point, for a general PDE G = 0, a simple relationship between variational
integrating factors, symmetries, and adjoint-symmetries will be presented.
Proposition 3.1. If G = 0 admits a variational integrating factorW , then for any symmetry
Xˆ = P∂u (in characteristic form) of G = 0, there is an adjoint-symmetry Q = WP .
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Proof. WG is Euler-Lagrange iff
WG′ +GW ′ = G′∗W +W ′∗G. (3.1)
First, rearrange this operator equation into the form G′∗W = WG′ + GW ′ −W ′∗G. Next,
apply it to any symmetry characteristic function P : G′∗(WP ) = WG′(P ) + GW ′(P ) −
W ′∗(GP ). Hence, on E , we get
G′∗(WP )|E =WG
′(P )|E = 0 (3.2)
when P∂u is a symmetry. 
The mapping P → Q = WP can be iterated when G = 0 is Euler-Lagrange, since adjoint-
symmetries coincide with symmetries.
Proposition 3.2. If G = 0 is Euler-Lagrange and admits a variational integrating factor
W , then starting from any symmetry Xˆ = P∂u (in characteristic form) of G = 0, there is a
sequence of symmetries Xˆ(l) = W lP∂u, l = 0, 1, 2, . . .. Thus, W is a multiplicative recursion
operator for symmetries.
Proof. Proposition 3.1 shows that WP will be a symmetry of G = 0. Hence W is a multi-
plicative recursion operator for symmetries. 
W = 1 is a trivial example. More generally, W = const. is trivial as a recursion operator,
and so we will be interested to find examples in which W is not a constant.
To begin, we derive a necessary condition for existence of a non-trivial variational inte-
grating factor when G = 0 is Euler-Lagrange.
The determining equation for W is the operator equation (3.1), which reduces to
(G′W −WG′)|E = 0 (3.3)
when G is Euler-Lagrange. In this determining equation (3.3), the terms without derivatives
on W will cancel. So we have
G′W −WG′ =
∑
J
|K|<|J |≤N
(
J
K
)
(GuJ )(DJ/KW )DK (3.4)
where K is a free multi-index with 0 ≤ |K| ≤ N −1. Since this expression (3.4) must vanish
on E , we find that the highest-order terms DK yield(∑
i
(
K,i
i
)
(Gui,K)(DiW )
)
|E = 0, |K| = N − 1. (3.5)
This is a set of linear equations on {DiW}, i = 1, 2, . . . n, which is indexed by K =
{k1, . . . , kN−1}. Viewing DiW as the components of a column vector, we see that the coeffi-
cient matrix (
(
(
K,i
i
)
Gui,K)|E
)
(3.6)
defined by this set of linear equations (3.5) has rows indexed by {k1, . . . , kN−1} and columns
indexed by i. Its size is
(
n+N−2
n−1
)
× n.
Existence of a non-constant solution for W requires that the rank of the coefficient matrix
(3.6) is not maximal. This leads to the following necessary condition on G.
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Proposition 3.3. An Euler-Lagrange PDE G = Eu(L) = 0 admits a non-constant varia-
tional integrating factor only if
rank
(
(
(
i1i2...iN
i1
)
Gui1i2...iN )|E
)
≤ n− 1. (3.7)
The rank condition (3.7) constitutes an equation on the form of G. It can be expressed in
a simple, more explicit way in the case when G is second order.
For N = 2, the matrix (3.6) has size n× n, and hence the rank condition is equivalent to
the vanishing of the determinant
det
(
(δij + 1)Guiuj
)
E
= 0 (3.8)
where the coefficients in the matrix are equal to 2 on the diagonal and 1 on the off-diagonal.
Moreover, this determinant equation has even a nicer form when G is quasilinear. By
Lemma 2.1, the Lagrangian for G can be assumed to have the form L(x, u(1)), so that
G = Eu(L) = Lu − Lxiui − uiLuui − uijLujui . Then we have Guij = −Luiuj , which can be
used to express the determinant equation (3.8) entirely in terms of L:
det
(
Luiuj
)
= 0. (3.9)
Thus, we have established the following result.
Proposition 3.4. If a quasilinear second-order Euler-Lagrange PDE G = Eu(L) admits
a non-constant variational integrating factor, then the first-order Lagrangian satisfies the
Monge-Ampere equation (3.9).
For a general Euler-Lagrange PDE, we will now explain how, surprisingly, existence of
a non-variational point symmetry of G = Eu(L) = 0 leads to an explicit formula for a
variational integrating factor.
Proposition 3.5. Suppose an Euler-Lagrange equation G = 0 possesses a non-variational
point symmetry Xp = ξ(x, u)
i∂xi + η(x, u)∂u. Then G = 0 possesses a variational integrating
factor
W = fp + ηu + ξ
i
xi (3.10)
with fp defined by
prXp(G) = fpG. (3.11)
If this function (3.10) is non-constant, then it defines a non-trivial multiplicative recursion
operator for the symmetries of G = 0.
Proof. The characteristic form of Xp is
Xˆp = Pp∂u, Pp = η − ξ
iuxi. (3.12)
Hence
prXˆp(G) = (fp − ξ
iDxi)G = G
′(Pp). (3.13)
Now, consider the equation
Eu(prXˆp(L)) = Eu(PpG) = P
′
p
∗(G) +G′(Pp) (3.14)
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where
P ′p
∗(G) =(η − ξiuxi)
′∗(G)
=ηuG− uxiξ
i
uG+Dxi(ξ
iG)
=(ηu + ξ
i
xi)G+ ξ
iDxiG.
(3.15)
Substitution of (3.15) and (3.13) into equation (3.14) yields
P ′p
∗(G) +G′(Pp) = WG = Eu(prXˆp(L)). (3.16)
This shows, firstly, that WG is Euler-Lagrange, and secondly, that W is non-zero when
prXˆp(L) is not a total divergence. Hence, if the point symmetry Xˆp is non-variational, then
W is a variational integrating factor. 
We will now apply this result to some common geometrical examples of point symmetries.
Translation symmetry : X = ai∂xi , with a
i = const. being the components of a vector in
R
n. If G is invariant off E , namely XG = 0, then fp = 0 yields W = 0 which is trivial.
Scaling symmetry : X = νu∂u+µ(i)x
i∂xi, with ν and µ(i) being (constant) scaling weights.
If G has scaling weight ω, namely XG = ωG off E , then W = ω + ν +
∑
i µ(i) is a constant.
Projective symmetry : X = pΩ(x)u∂u + a
i|x|2g∂xi , Ω(x) = a
i(|x|2g)xi = 2a
igijx
j , |x|2g =
gjkx
jxk, with ai = const. being the components of a vector in Rn, and with gij = const.
being the components of metric on Rn. If G has projective weight q, namely XG = qΩG
off E , then W = (p + q + 1)Ω is a linear function of xi. This is a non-trivial variational
integrating factor whenever p+ q + 1 6= 0.
As we will show next, besides projective symmetries, there are many non-geometric ex-
amples.
3.1. Classification. We now state a general classification of non-trivial variational inte-
grating factors for quasilinear second-order Euler-Lagrange equations in two independent
variables (namely, N = n = 2).
Theorem 3.6. Suppose
G(u(2)) = A1(u
(1))utt + A2(u
(1))utx + A3(u
(1))uxx + A0(u
(1)) = 0 (3.17)
is an Euler-Lagrange PDE, which is quasilinear and translation invariant. If it admits a
variational integrating factor W (t, x, u(2)) that is not a constant, then it is equivalent (modulo
a point transformation) to one of the following PDEs:
(a) A1 =
f(u, v)v2
ut
, A2 = −2
f(u, v)v
ut
, A3 =
f(u, v)
ut
, A0 = 1,
v =
ux
ut
; f(u, v) arbitrary
(3.18)
(b) A1 =
fv(u, v)g(u)
2
v
, A2 = 2
fv(u, v)g(u)
v
, A3 =
fv(u, v)
v
,
A0 = fu(u, v) + fv(u, v)gu(u)ut,
v = g(u)ut + ux; g(u), f(u, v) arbitrary
(3.19)
8
(c) A1 =
fv(u, v)v
2
(gv(u, v)− ut)(ux + vut)
, A2 = 2
fv(u, v)v
(gv(u, v)− ut)(ux + vut)
,
A3 =
fv(u, v)
(gv(u, v)− ut)(ux + vut)
, A0 = fu(u, v) +
fv(u, v)gu(u, v)
gv(u, v)− ut
v = h(u, ut, ux), vut + ux = g(u, v); f(u, v), g(u, v) arbitrary
(3.20)
The corresponding variational integrating factors are given by
(a) W = F (u, x+ h1(u, v), t− h2(u, v))
h1(u, v) =
∫
f(u, v) dv + k1(u), h2(u, v) =
∫
vf(u, v) dv + k2(u),
(3.21)
(b, c) W = F (f(u, v), x− h1(u, f(u, v)), t− h2(u, f(u, v))),
h1(u, w) =
∫
1
f−1(u, w)
du+ k1(w), h2(u, w) =
∫
g(u)h1u(u, w) du+ k2(w),
f(u, f−1(u, w)) = w; k1(w), k2(w) arbitrary
(3.22)
where F is an arbitrary function of its arguments. Moreover, in each case, W = F is a
multiplicative recursion operator for symmetries of the corresponding PDE.
The proof will be given in the next subsection.
Remark 3.7.
1. Each PDE (a,b,c) possesses a sequence of contact symmetries Xˆ(l) = W lP∂u, l =
0, 1, 2, . . ., starting from the translation symmetry given by P = aut+ bux, where a, b
are arbitrary constants.
2. All of the quasilinear second-order PDEs (a, b, c) are of parabolic type, since their
coefficients satisfy the algebraic relation A2
2 − 4A1A3 = 0.
3. None of these PDEs can be mapped into the linear parabolic PDE utt = 0 by a
continuous contact transformation group.
To explain the third remark, consider an infinitesimal contact transformation
P (u, ut, ux)∂u in characteristic form. Its corresponding canonical form is given by τ∂t+ξ∂x+
η∂u with τ = −Put , ξ = −Pux , η = P −utτ−uxξ. We apply this infinitesimal transformation
to utt = 0 and impose the condition that the form of the resulting PDE is second-order quasi-
linear. This yields Putut = Puxux = Putux = 0, and hence P = f(u)ut + g(u)ux + h(u). Thus
the infinitesimal transformation has the form of a point transformation, with τ = −f(u),
ξ = −g(u), η = h(u), whereby the corresponding continuous transformation group obtained
by exponentiation of this infinitesimal generator will involve three arbitrary functions of one
variable. The PDEs (a, b, c) in the classification, however, involve the arbitrary function
f(u, v) of two variables. Therefore, in general, these PDEs cannot be mapped into utt = 0
by a continuous transformation group.
3.2. Proof of Classification. A necessary condition for existence of a variational integrat-
ing factor of a general second-order PDE is given by the determinant condition (3.8). When
the PDE has a quasilinear form (3.17), this determinant becomes
A2
2 − 4A1A3 = 0.
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The classification now proceeds by setting up the necessary and sufficient conditions
G′ = G′∗, (GW )′ = (GW )′∗, W 6= const. (3.23)
where we have
A1 =
A22
4A3
6= 0. (3.24)
We also will impose the condition
A2
2 + A3
2 + (A0ux)
2 6= 0 (3.25)
which ensures that the PDE (3.17) does not reduce to an ODE by having no dependence on
ux.
The conditions (3.23) can be expressed in terms of higher Euler operators E
(i)
u , E
(ij)
u [2, 5]:
Gu = Eu(G), Gut = −E
(t)
u (G), Gux = −E
(x)
u (G), (3.26a)
(GW )u = Eu(GW ), (GW )ut = −E
(t)
u (GW ), (GW )ux = −E
(x)
u (GW ), (3.26b)
and
Gutt = E
(t,t)
u (G), Gutx = E
(t,x)
u (G), Guxx = E
(x,x)
u (G), (3.27a)
(GW )utt = E
(t,t)
u (GW ), (GW )utx = E
(t,x)
u (GW ), (GW )uxx = E
(x,x)
u (GW ). (3.27b)
Equations (3.27) reduce to identities. The remaining equations (3.26) can be split with
respect to the jet variables utt, utx, uxx. This splitting, together with equation (3.24) and
condition (3.25), yields a nonlinear overdetermined system on the functions A2, A3, A0, and
W .
We solve this system by using two main steps. First, we use Maple ’rifsimp’ to do an
integrability analysis with case splitting. This yields two main cases that are separated by
whether utA2 + 2uxA3 is zero or non-zero. Next, in each case we integrate the resulting
system.
Case (1): utA2 + 2uxA3 = 0
In this case, the nonlinear overdetermined system consists of
A0ut = 0, A0ux = 0, utA2 + 2uxA3 = 0, utA3ut + uxA3ux + A3 = 0,
utWut + uxWux = 0, A3(uxWt − utWx) + utA0Wux = 0.
(3.28)
The solution of the linear PDEs for A0, A2, A3 is given by
A0 = g(u), A3 =
f(u, v)
ut
, A2 = −2
f(u, v)v
ut
(3.29)
where v = ux/ut, and where f(u, v), g(u) are arbitrary functions. From the resulting form
of the quasilinear PDE (3.17), we see that g(u) can be absorbed in f(u, v), and hence we
can take
g(u) = 1. (3.30)
Substituting expressions (3.29) and (3.30) into the remaining two equations in (3.28), we
obtain the solution for W . This yields case (a) in Theorem 3.6.
Case (2): utA2 + 2uxA3 6= 0
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In this case, the nonlinear overdetermined system consists of
2A3ut − A2ux = 0, 2A
2
3A2ut + A
2
2A3ux − 2A2A3A2ux = 0,
A2u(utA2 + 2uxA3)
2 − 2utA
2
2A0ux − 8uxA
2
3A0ut = 0,
A3u(utA2 + 2uxA3)
2 − 4A3((utA2 + uxA3)A0ux − utA3A0ut) = 0,
4A23A0utut − 4A2A
2
3A0utux + A
2
2A3A0uxux − 2(A2A0ux − 2A3A0ut)(A2A3ux − A3A2ux) = 0,
(3.31)
and
2A3Wut − A2Wux = 0, A2Wt + utA2Wu + 2uxA3Wu + 2A3Wx − 2A0Wux = 0. (3.32)
To begin, we can solve for A2 and A3 in the first two equations in (3.31) by introducing
A4 =
A2
2A3
, (3.33)
whereby these two equations become
A3ut − A4A3ux = 0, (3.34)
A4ut − A4A4ux = 0. (3.35)
Equation (3.35) is a first-order nonlinear PDE for A4. Its general solution is implicitly
determined by
Φ(u,A4, ux + utA4) = 0
where Φ is an arbitrary function. Next, the solution of equation (3.34) depends on whether
Φ has essential dependence on its third argument or not.
This leads to a case splitting. When Φ has no essential dependence on ux + utA4, then
A4 = g(u), (3.36)
and otherwise when Φ does have essential dependence on ux + utA4, then
utA4 + ux = g(u,A4), (3.37)
where, in both cases, g is an arbitrary function.
Case 2(b): In this subcase we can easily solve for A3 from the linear first-order PDE (3.34),
which gives
A3 = F (u, g(u)ut + ux) (3.38)
where F is an arbitrary function. Then, from relation (3.33), we obtain
A2 = 2g(u)F. (3.39)
To continue with this subcase, we now solve the remaining three equations in (3.31) for A0
through a change of variables
v = u, v1 = ut, v2 = g(u)ut + ux.
The result is
A0 = v1g
′fv2 + fv (3.40)
where f(v, v2) is defined by
fv2 = v2F (v, v2).
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Finally, substituting expressions (3.40), (3.39), (3.38), (3.36) into equations (3.32), we get
Wv1 = 0, v2fvWv2 − fv2(Wx + g(v)Wt + v2Wv) = 0.
We can solve this pair of linear first-order PDEs for W after another change of variables
w = v, w1 = v1, w2 = f.
The solution yields case (b) in Theorem 3.6.
Case 2(c): In this subcase the linear first-order PDE (3.34) for A3 yields
A3 =
F (u,A4)
gA4 − ut
(3.41)
where F is an arbitrary function. Then, from relation (3.33), we obtain
A2 = 2A4
F (u,A4)
gA4 − ut
. (3.42)
Continuing similarly to the previous subcase, we use a change of variables
v = u, v1 = A4, v2 = ux,
which allows solving the remaining three equation in (3.31) to obtain
A0 = fv −
gvfv1v1
v2 + v1gv1 − g
(3.43)
where f(v, v1) is defined by
fv1 = g(v, v1)F (v, v1).
Now, substituting expressions (3.43), (3.42), (3.41), (3.37) into equations (3.32), we have
Wv2 = 0, gfv1Wv + fv1Wx + v1fv1Wt − gfv1Wv1 = 0.
We can solve this pair of linear first-order PDEs for W through a further change of variables
w = v, w1 = f(v, v1), w2 = v2.
The solution yields case (c) in Theorem 3.6.
This completes the proof.
4. Generalizations and Main Results
The preceding results can be generalized in an interesting way to yield non-multiplicative
operators.
Theorem 4.1. Suppose G = 0 possesses an adjoint-symmetry Q that is not a multiplier,
namely
G′∗(Q) = RQ(G), Eu(QG) 6≡ 0
holds off of E , where RQ is non-zero linear differential operator whose coefficients are non-
singular on E . Then
S := R∗Q +Q
′ (4.1)
is a linear differential operator that maps symmetries to adjoint-symmetries. Moreover, when
an inverse S−1 exists, it maps adjoint-symmetries to symmetries.
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Proof. By the product rule for Eu, we have Eu(QG) = G
′∗(Q) + Q′∗(G) = S∗(G), which is
assumed to be non-trivial. Since S∗(G) is Euler-Lagrange, it is self-adjoint
(S∗(G))′ = (S∗(G))′∗. (4.2)
Consider this operator equation applied to an arbitrary differential function A. By writing
S∗ =
∑
J W
JDJ , we see that the lhs is given by
(S∗(G))′A =
∑
J
W JDJ(G
′(A)) + (W J)′(A)DJG. (4.3)
The rhs is the adjoint:
(S∗(G))′∗A =
∑
J
(−1)|J |G′∗(DJ(AW
J)) + (W J)′∗(ADJG). (4.4)
Hence, on E , we have(
(S∗(G))′A
)∣∣
E
=
∑
J
(
W JDJ(G
′(A))
)∣∣
E
= S∗(G′(A))|E
=
(
(S∗(G))′∗A
)∣∣
E
=
∑
J
(−1)|J |
(
G′∗(DJ(AW
J))
)∣∣
E
= G′∗(S(A))|E
(4.5)
using S =
∑
J(W
JDJ)
∗ =
∑
J(−1)
|J |DJW
J . Rearranging this equation (4.5), and putting
A = P , we get
G′∗(S(P ))|E = S
∗(G′(P ))|E = 0
when P is the characteristic function of a symmetry of G = 0. 
The formula (4.1) uses adjoint-symmetries Q which are lifted off of the solution space E of
G = 0. Recall, an adjoint-symmetry is trivial if it vanishes on E , and two adjoint-symmetries
that differ by a trivial adjoint-symmetry are said to be equivalent. Consider a trivial adjoint-
symmetry Q = D(G) of G = 0, where D =
∑
J C
JDJ is any linear differential operator. We
have
Q′ = D′(G) +DG′, RQ = G
′∗D,
with D′ =
∑
J(C
J)′DJ denoting the Frechet derivative. This yields an operator
S = D′(G) + (D +D∗)G′. (4.6)
Note that, on E , the first term D′(G) is trivially zero while the second term vanishes when
it is applied to any symmetry characteristic P , since G′(P )|E = 0.
Hence, we will regard any two operators (4.1) as being equivalent if they differ by a trivial
operator of the form (4.6).
It is now interesting to ask when an adjoint-symmetry produced by the operator (4.1) is
a multiplier for a conservation law.
Proposition 4.2. For a symmetry XˆP = P∂u of G = 0, the adjoint-symmetry S(P ) is a
multiplier yielding a conservation law of G = 0 if and only if
(prXˆPS
∗ + S∗RP + P
′∗S∗)G = 0 (4.7)
holds off of E .
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Proof. S(P ) is a multiplier if and if it satisfies
0 = Eu(S(P )G) = G
′∗(S(P )) + S(P )′∗(G) (4.8)
off of E . We proceed to simplify the rhs of (4.8) by writing S∗ =
∑
J W
JDJ .
First, from equations (4.2) to (4.4) in the proof of Theorem 4.1, we have
S∗(G′(P )) +
∑
J
(W J)′(P )DJG = G
′∗(S(P )) +
∑
J
(W J)′∗(PDJG),
which can be rewritten as
G′∗(S(P )) = S∗(G′(P )) + prXP (S
∗)(G)−
∑
J
(W J)′∗(PDJG). (4.9)
Next, we note
S(P )′ =
(∑
J
(−1)|J |DJ(W
JP )
)′
=
∑
J
(−1)|J |DJ(W
JP ′ + P (W J)′)
= SP ′ +
∑
J
(−1)|J |DJP (W
J)′,
and so
S(P )′∗ = P ′∗S∗ +
∑
J
(W J)′∗(P )DJ ,
which yields
S(P )′∗(G) = P ′∗(S∗(G)) +
∑
J
(W J)′∗(P )DJG. (4.10)
Plugging expressions (4.9) and (4.10) into the rhs of (4.8), we obtain
0 = S∗(G′(P )) + P ′∗S∗(G) + prXP (S
∗)(G).
Then plugging in G′(P ) = RP (G) yields (4.7). 
4.1. Evolution equations and pre-symplectic operators. To explore the content of
Proposition 4.2 and Theorem 4.1 further, it will be useful to consider the case when G = 0
is an evolution PDE:
G(x, u(N)) = ut − g(x, u
(N)) = 0 (4.11)
where t is the time variable and x here denotes the spatial variables.
Symmetries XˆP = P∂u of an evolution equation (4.11) are determined by
(DtP − g
′(P ))|E = 0. (4.12)
As is well-known, off of the solution space E , P obeys
g′(P )− P ′(g) = Pt, (4.13)
which implies
RP = P
′. (4.14)
Adjoint-symmetries Q of an evolution equation (4.11) are determined by
(DtQ+ g
′∗(Q))|E = 0, (4.15)
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which is the adjoint of the symmetry equation (4.12). Off of the solution space E , Q similarly
obeys
Q′(g) + g′∗(Q) = −Qt, (4.16)
which implies
RQ = −Q
′. (4.17)
It is well known that an adjoint-symmetry Q is a multiplier for a conservation law of ut = g
if and only if it satisfies
Q′ = Q′∗ (4.18)
off of E . This operator condition is equivalent to the Helmholtz conditions which correspond
to Q = Eu(H) being a variational derivative of some differential function H .
Note that, without loss of generality, we can eliminate t-derivatives of u from symmetries
and adjoint-symmetries by adding suitable trivial terms to P and Q.
We remark that adjoint-symmetries are sometimes called cosymmetries in the literature
on integrable systems. Strictly speaking, in that context, a cosymmetry is a multiplier and
thus has a gradient form Q = Eu(H) (which is often expressed by writing Eu = δ/δu).
Now, using expression (4.17) to get R∗Q = −Q
′∗, we obtain the following results on the
operator (4.1).
Theorem 4.3. Suppose ut = g possesses an adjoint-symmetry Q that is not a multiplier.
Then the linear differential operator (4.1), under which symmetries are mapped into adjoint-
symmetries, has the skew-symmetric form
S = Q′ −Q′∗ = −S∗. (4.19)
For a symmetry XˆP = P∂u, the adjoint-symmetry S(P ) is a multiplier, yielding a conserva-
tion law, if and only if
prXˆPS + SP
′ + P ′∗S = 0. (4.20)
Note that the operator S here is well-defined off of E , since the elimination of t-derivatives
of u in Q and P removes all gauge freedom in both S and S(P ).
Since S is skew-symmetric, it can be viewed as defining a pre-symplectic operator, namely,
a skew, linear operator that maps symmetries to adjoint-symmetries. Moreover, when an
inverse S−1 exists, it can be viewed as defining a pre-Hamiltonian operator [6], namely, a
skew, linear operator that maps adjoint-symmetries to symmetries.
Finally, we remark that the preceding results for evolution equations have an elegant
formulation using the geometrical Lie derivative operator Lt associated to the flow defined
by ut = g. In particular, as discussed in Ref. [5], symmetries and adjoint-symmetries are
respectively given by Lt(P∂u) = 0 and Lt(Qdu) = 0, where P∂u is a symmetry vector field
and Qdu = 0 is an adjoint-symmetry 1-form. The condition for S(P ) to be a multiplier is
then given by LPS = 0, where LP is the Lie derivative with respect to P∂u.
4.2. Euler-Lagrange equations and recursion operators. When a PDE G = 0 is an
Euler-Lagrange equation, namely G = Eu(L) for some Lagrangian L, adjoint-symmetries
coincide with symmetries. In this situation, the generalized pre-symplectic operator (4.1)
becomes a recursion operator for symmetries.
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Theorem 4.4. Suppose an Euler-Lagrange equation G = 0 possesses a symmetry Xˆ = P∂u
(in characteristic form) that is not variational, namely
G′(P ) = RP (P ), Eu(PG) 6≡ 0
holds off of E , where RP is non-zero linear differential operator whose coefficients are non-
singular on E . Then
S := R∗P + P
′ (4.21)
is a linear differential operator that maps symmetries to symmetries (namely, a recursion
operator).
It is natural to ask under what conditions does this symmetry recursion operator (4.21)
extend to a recursion operator on variational symmetries.
Proposition 4.5. If P∂u is a variational symmetry of the Euler-Lagrange equation G = 0,
then S(P )∂u is also a variational symmetry of G = 0 if and only if
[S∗, P ′∗]G = (prXPS
∗)G. (4.22)
Proof. When P is the characteristic of a variational symmetry, it satisfies 0 = Eu(PG) =
G′(P ) + P ′∗(G), which yields RP = −P
′∗. Hence the condition (4.7) becomes
(prXP (S
∗)− S∗P ′∗ + P ′∗S∗)G = 0.

Remark 4.6. Since variational symmetries of an Euler-Lagrange equation are equivalent to
conservation law multipliers by Noether’s theorem, the condition (4.22) is necessary for the
operator (4.21) to be a recursion operator on conservation law multipliers. The condition is
sufficient when it holds with P replaced by S(P ).
The formula (4.21) uses symmetries P which are lifted off of the solution space E of G = 0.
Recall, a symmetry is trivial if it vanishes on E , and two symmetries that differ by a trivial
symmetry are said to be equivalent. Consider a trivial symmetry P = D(G) of G = 0, where
D =
∑
J C
JDJ is any linear differential operator. Similarly to the situation for adjoint-
symmetries, the resulting recursion operator (4.21) has the form (4.6) which vanishes when
it is applied to any symmetry characteristic P and evaluated on E .
Hence, we will regard any two recursion operators (4.21) as being equivalent if they differ
by a trivial operator of the form (4.6).
To compare this recursion operator to the formula in Proposition 3.5, we consider the
situation when P is the characteristic function of a point symmetry.
Corollary 4.7. If P = η(x, u)−ξi(x, u)ui is the characteristic function of a non-variational
point symmetry of an Euler-Lagrange equation G = 0, then the corresponding symmetry
recursion operator (4.21) is S =W , where W is the variational integrating factor (3.10).
Proof. We have RP = fp − ξ
iDi from relation (3.11). Hence, R
∗
P = fp + ξ
i
uui + ξ
i
xi + ξ
iDi.
Since P ′ = (η − ξiui)
′ = ηu − uiξ
i
u − ξ
iDi, we get R
∗
P + P
′ = fp + ξ
i
xi + ηu = W after
cancellations. 
Consequently, finding genuine (non-multiplicative) recursion operators (4.21) requires go-
ing beyond point symmetries.
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We first consider contact symmetries. Recall that, in the present setting of a single depen-
dent variable, a contact symmetry is equivalent to a first-order symmetry in characteristic
form. In particular, Xˆ = P (x, u(1))∂u corresponds to X = ξ
i(x, u(1))∂xi + η(x, u
(1))∂u where
ξi = −Pui and η = P − uiPui.
Corollary 4.8. If P (x, u(1)) is the characteristic function of a non-variational contact sym-
metry of an Euler-Lagrange equation G = 0, with prXPG = fG, then the corresponding
symmetry recursion operator (4.21) is
S = f + Pu −DiPui (4.23)
which is a variational integrating factor.
Proof. First, note prXP (G) = fG holds for some differential function f , because the contact
symmetry acts as a generator of a point transformation on (x, u, ∂u) which prolongs to a
point transformation in jet space (of any finite order). Next, we have P ′ = η′ − (uiξ
i)′ =
ηu+ ηuiDi−ui(ξ
i
u+ ξ
i
uj
Dj)− ξ
iDi, and RP = f − ξ
iDi so thus R
∗
P = f +(Diξ
i)+ ξiDi where
Diξ
i = ξixi + uiξ
i
u + uijξ
i
uj
. Substitution of the expressions for ξi and η in terms of P then
leads to the result (4.23). 
Therefore, the formula (4.21) can yield a genuine recursion operator only when Xˆ = P∂u
is either a higher symmetry or a nonlocal symmetry of G = 0.
5. Examples
We will first give two examples to illustrate for Euler-Lagrange PDEs how Theorem 4.4
can be used to extract a symmetry recursion operator from a higher symmetry. In these
examples we also will illustrate the condition in Proposition 4.5 for this operator to be a
variational-symmetry recursion operator.
Next we will give two examples to illustrate how Theorem 4.3 yields a pre-symplectic
operator from an adjoint-symmetry for nonlinear evolution equations.
Finally, we will give two examples of Theorem 4.1 for obtaining a generalized pre-
symplectic operator from an adjoint-symmetry of a nonlinear PDE which is not of evolution
form or Euler-Lagrange form. The condition in Proposition 4.2 for this operator to map
symmetries into conservation law multipliers will also be illustrated.
5.1. Euler-Lagrange PDE examples.
Linear Wave Equation: The first example is the wave equation
utt = auxx + but + cu (5.1)
with constant coefficients a > 0, b, c. This equation becomes Euler-Lagrange after multipli-
cation by e−bt which is a variational integrating factor. In particular,
G = e−bt(utt − auxx − but − cu) = Eu(L) (5.2)
holds for L = 1
2
e−bt(−ut
2 + aux
2 − cu2).
The scaling symmetry X = u∂u of G = 0 is non-variational, and so is the time translation
symmetry when b 6= 0. Because this wave equation is linear and translation invariant, it
admits Dt and Dx as symmetry recursion operators. Applying even powers of these operators
to the scaling symmetry yields higher symmetries X(p,q) = upt qx∂u given by p+ q = 2, 4, . . .,
with p ≥ 0 and q ≥ 0 denoting the number of t and x derivatives, respectively. Each of these
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higher symmetries can be shown to be non-variational. For instance, in the case when p = 0
and q = 2, 4, . . ., it is easy to see that
Eu(uqxG) = 2e
−bt(u2t qx − au(q+2)x − but qx − cuqx) 6≡ 0.
A similar result holds in the general case. Similarly, X(p,q) can be shown to be variational
when p+ q is odd.
These higher symmetries of the linear wave equation have R(p,q) = P
′
(p,q) = D
p
tD
q
x, and
hence R∗(p,q) = R(p,q) holds for the non-variational symmetries since p + q is even. Thus,
the resulting symmetry recursion operators (4.21) coming from the non-variational symme-
tries are given by S(p,q) = 2D
p
tD
q
x which can be expressed as compositions of the primitive
operators
S(1,1) = 2DtDx, S(2,0) = 2D
2
t , S(0,2) = 2D
2
x. (5.3)
Note S∗(p,q) = S(p,q) since p+ q is even.
The necessary condition (4.22) for the operators (5.3) to extend to recursion operators on
variational symmetries can be straightforwardly checked to hold for X(p,q) with p + q being
odd. Specifically, each S commutes with P ′∗(p,q) = −P
′
(p,q) = −D
p
tD
q
x, while prX(p,q)S vanishes,
so that [S∗, P ′∗(p,q)] = prX(p,q)S
∗ = 0. Moreover, these properties are also sufficient to show
that each operator S is a recursion operator on the variational symmetries X(p,q) when p+ q
is odd.
Korteweg-de Vries Equation: The second example is the KdV equation
ut + uux + uxxx = 0 (5.4)
which is an integrable nonlinear PDE having a symmetry recursion operator [8, 2]
R = D2x +
1
3
u+ 1
3
DxuD
−1
x . (5.5)
This PDE becomes an Euler-Lagrange equation through u = vx, where v is a potential
yielding
G = vtx + vxvxx + vxxxx = Ev(L) (5.6)
for L = −1
2
vtvx −
1
6
vx
3 + 1
2
vxx
2. The KdV recursion operator is transformed into a corre-
sponding recursion operator for G = 0:
R˜ = D−1x RDx = D
2
x +
1
3
vx +
1
3
D−1x vxDx. (5.7)
This operator satisfies R˜∗ = R˜, which corresponds to G′∗ = G′. It can be applied to any
symmetry that is inherited from the underlying evolution equation vt +
1
2
vx
2 + vxxx = 0.
The scaling symmetry X = 3t∂t + x∂x − v∂v is non-variational. A higher scaling-type
symmetry can be obtained by applying the recursion operator (5.7) to the characteristic
function
P = −(v + xvx + 3tvt) (5.8)
of the scaling symmetry. This yields
P1 := R˜(P ) = t(3vxxxxx+5vxvxxx+
5
2
v2xx+
5
6
v3x)−x(vxxx+
1
2
v2x)−3vxx−
1
3
vvx−
1
2
D−1x (v
2
x), (5.9)
giving a higher symmetry Xˆ1 = P1∂v of the KdV equation in potential form
vtx + vxvxx + vxxxx = 0. (5.10)
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Then we have, by direct computation,
RP1 = 3tD
5
x + (5tvx − x)D
3
x + (10tvxx − 4)D
2
x + (10tvxxx +
5
2
tv2x − xvx −
1
3
v)Dx
+ 5tvxxxx + 5tvxvxx − xvxx −
8
3
vx −
1
3
vxxD
−1
x
(5.11)
and
R∗P1 = −3tD
5
x−(5tvx−x)D
3
x−(5tvxx+1)D
2
x−(5tvxxx+
5
2
tv2x−xvx−
1
3
v)Dx−vx−
1
3
D−1x (vxDx)
(5.12)
as well as
P ′1 = 3tD
5
x+(5tvx−x)D
3
x+(5tvxx−3)D
2
x+(5tvxxx+
5
2
tv2x−xvx−
1
3
v)Dx−
1
3
vx−D
−1
x (vxDx).
(5.13)
The resulting symmetry recursion operator (4.21) is given by
S = −4R˜. (5.14)
The variational point symmetries of the KdV equation in potential form (5.10) are well
known to consist of time translation, space translation, and a Galilean boost, given by the
characteristic functions −vt, −vx, x − tvx, as well as shifts whose characteristic function
is f(t) for an arbitrary function. When R˜ is applied to the boost symmetry, it yields the
scaling symmetry. (Note R˜ cannot be applied to the shifts.)
The well-known hierarchy of variational higher symmetries in potential form is obtained
from powers of R˜ applied to the space translation symmetry:
P(k) = R˜
k(−vx), k = 0, 1, 2, . . . (5.15)
where P(0) = −vx is the characteristic of the space translation, and P(1) = vt corresponds to
the time translation.
Consequently, since S is a recursion operator on the variational symmetries P(k)∂u, it
must satisfy the condition (4.22) for all k ≥ 0. To see the content of this condition, consider
P(0) = −vx. Since P
′
(0) = −Dx = −P
′∗
(0), we see that the condition (4.22) becomes
prXuxS + [S,Dx] = 0. (5.16)
This is the well-known property [2] that the recursion operator (5.7) is invariant under the
flow defined by ut = ux.
5.2. Evolution PDE examples.
Airy Equation: The third-order dispersive linear PDE
ut + a(x)uxxx = 0 (5.17)
is an Airy equation with a non-constant coefficient a(x). It has no variational structure. Its
adjoint-symmetries of the form Q(t, x, u, ut, ux) are readily found by solving the determining
equation (DtQ+D
3
x(a(x)Q))|E = 0. When a(x) is arbitrary, the determining equation yields,
other than solutions of the Airy equation itself, a linear combination of u/a(x) and ut/a(x).
The first of these adjoint-symmetries turns out to be a multiplier for a conservation law
Dt(
1
2
u2/a(x)) +Dx(uuxx −
1
2
ux
2) = (ut + a(x)uxxx)u/a(x) = 0
for solutions u(t, x). The other adjoint-symmetry
Q = ut/a(x) (5.18)
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is not a multiplier, since Eu(Gut/a(x)) = −2DtG/a(x) 6≡ 0 where G = ut + a(x)uxxx.
By a simple computation, we have Q′ = (1/a(x))Dt and G
′(Q) = −DtG/a(x) which yields
RQ = −(1/a(x))Dt and hence R
∗
Q = (1/a(x))Dt. Thus, the resulting pre-symplectic operator
(4.19) is given by
S = (2/a(x))Dt = −S
∗. (5.19)
Because this Airy equation is linear and time-translation invariant, it admits Dt as a recur-
sion operator on symmetries and adjoint-symmetries. In particular, apart from elementary
symmetries whose characteristic function is given by solutions of the Airy equation itself,
all other point symmetries can be shown to be generated from powers of Dt applied to the
characteristic function of the scaling symmetry u∂u. Thus, X(k) := ukt∂u, with k ≥ 0 de-
noting the number of t derivatives, comprises a sequence of higher symmetries of the Airy
equation (5.17). The pre-symplectic operator (5.19) produces a corresponding sequence of
adjoint-symmetries: Q(k) = S(ukt) = (2/a(x))uk+1 t, k = 0, 1, 2, . . ., where Q(0) = 2Q is the
adjoint-symmetry (5.18).
The condition (4.20) for S to produce a multiplier from P(k) = ukt can be readily seen to
imply that k is odd, since we have prXˆP(k)(S) = 0, P
′
(k) = D
k
t and P
′∗
(k) = (−1)
kDkt , whereby
0 = prXˆP(k)S + SP
′
(k) + P
′∗
(k)S = (2(1 + (−1)
k)/a(x))Dk+1t
yields (−1)k = −1. This condition agrees with the multiplier determining equation
0 = Eu(GQ(k)) = −2(1 + (−1)
k)Dk+1t G/a(x).
Generalized Korteweg-de Vries Equation: The gKdV equation
ut + u
pux + uxxx = 0 (5.20)
is a generalization of the KdV equation involving a nonlinearity power p 6= 0. For all powers,
this equation has a Hamiltonian formulation ut = −D(δH/δu) where H =
∫
1
(p+1)(p+2)
up+2−
1
2
u2x dx is the Hamiltonian functional, and D = Dx is a Hamiltonian operator [2].
The gKdV equation is not Euler-Lagrange as it stands. It has a scaling symmetry X =
3t∂t + x∂x −
2
p
u∂u. The corresponding characteristic form of this symmetry is given by
P = −(2
p
u+ xux + 3tut), (5.21)
which can be expressed equivalently as
P |E = −(
2
p
u+ xux − 3t(u
pux + uxxx)) (5.22)
on the solution space.
Since Dx is a Hamiltonian operator, it maps adjoint-symmetries into symmetries. Hence,
its inverse D−1x maps symmetries into adjoint-symmetries. Applying this latter operator to
the scaling symmetry, we obtain the adjoint-symmetry
Q = (1− 2
p
)v − xu+ 3t( 1
p+1
up+1 + uxx) (5.23)
where v is a potential defined by u = vx, and where vt = D
−1
x ut is expressed through
the gKdV equation (5.20). In particular, this adjoint-symmetry is nonlocal. By direct
computation, we have
Q′ = 3tD2x + 3tu
p − x+ (1− 2
p
)D−1x (5.24)
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and
RQ = −3tD
2
x − 3tu
p + x− (1− 2
p
)D−1x , (5.25)
whence
R∗Q = −3tD
2
x − 3tu
p + x+ (1− 2
p
)D−1x . (5.26)
This yields
S = 2(1− 2
p
)D−1x , (5.27)
which is a multiple of the inverse of the gKdV Hamiltonian operator D = Dx.
Note this operator S is trivial in the case p = 2 which corresponds to the modified KdV
equation. This is precisely the case in which Q is a multiplier for a conservation law and
corresponds to the scaling symmetry being a variational symmetry when the mKdV equation
is written in terms of the potential v.
Finally, we will tie this example and the previous KdV example together to show how two
Hamiltonian operators can be derived for the KdV equation from its scaling symmetry.
For p = 1, the gKdV equation (5.20) coincides with the KdV equation (5.4). The scaling
adjoint-symmetry (5.23) becomes
Q = −v − xu + 3t(1
2
u2 + uxx), (5.28)
which produces the operator
S = −2D−1x . (5.29)
The inverse of this operator is a multiple of the first Hamiltonian operator D = Dx of the
KdV equation. In particular, ut = −D(δH/δu) where H =
∫
1
6
u3− 1
2
u2x dx is the Hamiltonian
functional.
A recursion operator on adjoint-symmetries of the KdV equation is given by the adjoint
of the symmetry recursion operator (5.5),
R∗ = D2x +
1
3
u+ 1
3
D−1x uDx. (5.30)
Applying this operator to the adjoint-symmetry (5.28), we obtain a higher adjoint-symmetry
Q1 := R
∗Q = t(3uxxxx + 5uuxx +
5
2
u2x +
5
6
u3)− x(uxx +
1
2
u2)− 3ux −
1
3
uv − 1
2
D−1x u
2 (5.31)
which coincides with the higher symmetry (5.9) in potential form, P1 = Q1. Then, by direct
computation, we have
Q′1 = −D
−1
x u−
1
3
uD−1x +(5uxx+
5
2
u2)t−xu− 1
3
v+(5tux−3)Dx+(5tu−x)D
2
x+3tD
4
x (5.32)
and
RQ1 = D
−1
x u+
1
3
uD−1x +(−5tuxx−
5
2
tu2+xu+ 1
3
v)+ (−5tux+3)Dx+(−5tu+x)D
2
x− 3tD
4
x,
(5.33)
whence
R∗Q1 = −uD
−1
x −
1
3
D−1x u−5tuxx−
5
2
tu2+xu+ 1
3
v−(5tux+1)Dx−(5tu−x)D
2
x−3tD
4
x. (5.34)
Therefore, we obtain
S = −4(Dx +
1
3
(uD−1x +D
−1
x u)) = −4D
−1
x R = −4R
∗D−1x , (5.35)
which is an operator that maps symmetries into adjoint-symmetries, where R is the symme-
try recursion operator (5.5) and R∗ is its adjoint.
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The formal inverse of this operator (5.35) is given by
S−1 = −1
4
R−1Dx = −
1
4
Dx(R
∗)−1, (5.36)
which is a nonlocal operator that maps adjoint-symmetries into symmetries. It constitutes a
second Hamiltonian operator for the KdV equation. In particular, ut = −H(δE/δu) where
E =
∫
5
72
u4 − 5
6
uu2x +
1
2
u2xx dx is the Hamiltonian functional, and H = R
−1Dx = Dx(R
∗)−1
is a Hamiltonian operator.
5.3. Non-evolution PDE examples.
Peakon Equation: Every nonlinear dispersive wave equation
ut − utxx + f(u, ux)(u− uxx) + (g(u, ux)(u− uxx))x = 0
possesses multi-peakon solutions [9] which are given by a linear superposition of peaked
waves A(t) exp(−|x − X(t)|) having a time-dependent amplitude A(t) and position X(t).
This class of wave equations includes the integrable Camassa-Holm (CH) equation [10, 11]
mt + uxm+ (um)x = 0, m = u− uxx,
which arises from a shallow water approximation for the Eulerian equations of incompressible
fluid flow. The CH equation is related (via a reciprocal transformation) to a negative flow
in the KdV hierarchy of integrable equations. A modified version of the CH equation is the
mCH equation [12, 13, 14, 15, 16] (also known as the FORQ equation)
mt + ((u
2 − ux
2)m)x = 0, m = u− uxx.
This is an integrable equation which is similarly related to a negative flow in the mKdV
hierarchy of integrable equations.
There is a nonlinear unified generalization of the CH and mCH equations [9]
mt+aux(u
2−ux
2)k/2m+(au(u2−ux
2)k/2m+b(u2−ux
2)(k+1)/2m)x = 0, m = u−uxx (5.37)
with an arbitrary nonlinearity power k ≥ 0, and constant coefficients a, b. In particular, the
CH equation is given by k = 2, b = 0; and the mCH equation is given by k = 1, a = 0. Those
two equations share a Hamiltonian structure that is retained for the generalized equation
(5.37): mt = ∆Dx(δH/δm), where ∆ = 1−D
2
x.
With respect to u, the generalized equation (5.37) is neither an evolution equation nor an
Euler-Lagrange equation. Its adjoint-symmetries Q are determined by(
−∆DtQ− b
(
(u2 − ux
2)(k+1)/2∆DxQ+ (k + 1)(u
2 − ux
2)(k−1)/2m(uDxQ− uxD
2
xQ)
)
− a
(
(u2 − ux
2)k/2(uDxQ− uxD
2
xQ+ (k + 1)mDxQ + u∆DxQ)
− kux(u
2 − ux
2)(k−2)/2m(uD2xQ− uxDxQ)
))∣∣
E
= 0.
(5.38)
The generalized equation (5.37) has a scaling symmetry X = (k + 1)t∂t − u∂u. Similarly
to the gKdV example, a scaling adjoint-symmetry of equation (5.37) is given by
Q = −v − (k + 1)tvt (5.39)
where v is a potential defined by u = vx. We then have
Q′ = −(k + 1)tDtD
−1
x −D
−1
x (5.40)
and
RQ = (k + 1)tD
−1
x Dt + (k + 2)D
−1
x , (5.41)
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whence
R∗Q = (k + 1)tDtD
−1
x −D
−1
x . (5.42)
Thus, the resulting generalized pre-symplectic operator (4.1) is given by
S = −2D−1x . (5.43)
Note this operator is skew.
In addition to the scaling symmetry, the generalized equation (5.37) also possesses trans-
lation symmetries. When S is applied to their characteristics P = −ux and P = −ut, it
yields the adjoint symmetries
S(−ux) = 2u, (5.44)
S(−ut) = 2(utx −
a
k+2
(u2 − ux
2)(k+2)/2 − (a(u2 − ux
2)k/2u+ b(u2 − ux
2)(k+1)/2)m). (5.45)
The condition (4.7) for these adjoint-symmetries to be multipliers simplifies to be (prXˆPS+
SRP − P
′S)G = 0, where G is the left side of equation (5.37).
In the case of the space translation, we have P = −ux and RP = P
′ = −Dx, so the
condition becomes [S,Dx]G = 0, which holds due to [S,Dx] = 0. Hence Q = u is a
multiplier. It yields a conservation law (up to an overall factor of 1
2
) for the H1 norm of
solutions u(t, x): d
dt
∫
R
u2 + ux
2 dx = 0.
In the case of the time translation, the condition similarly becomes [S,Dt]G = 0, which
holds due to [S,Dt] = 0. Hence Q = −ut is a multiplier. The resulting conservation law is
given by
d
dt
∫
R
(
a
k+2
u(u2 − ux
2)(k+2)/2 + b
k+3
(u2 − ux
2)(k+3)/2
+ auux ∫ (u
2 − ux
2)k/2 dux + bux ∫(u
2 − ux
2)(k+1)/2 dux
)
dx = 0.
(5.46)
2D Boussinesq Equation: The Kadomtsev-Petviashvili (KP) equation [17] is a well-known
two-dimensional generalization of the KdV equation. An analogous two-dimensional gener-
alization of the Boussinesq equation is given by [18]
utt − (uxx + uyy + a(u
2)xx + uxxxx) = 0 (5.47)
with a constant coefficient a 6= 0. This equation (5.47) is neither an evolution equation nor
an Euler-Lagrange equation with respect to u. Its adjoint-symmetries Q are determined by(
D2tQ− (D
2
xQ+D
2
yQ + 2auD
2
xQ +D
4
xQ)
)∣∣
E
= 0. (5.48)
Equation (5.47) does not have a scaling symmetry. However, it does possess a combined
scaling-shift symmetry [18] X = 2t∂t + x∂x + 2y∂y − 2(u +
1
a
)∂u. It also possesses a similar
adjoint-symmetry
Q = 1
a
(y2 − x2)− xvx − 2yvy − 2tvt (5.49)
where v is a potential defined by u = vxx. For this nonlocal adjoint-symmetry, we have
Q′ = −xD−1x − 2tDtD
−2
x − 2yDyD
−2
x (5.50)
and
RQ = −2tDtD
−2
x − 2yDyD
−2
x − xD
−1
x − 4D
−2
x , (5.51)
whence
R∗Q = −D
−2
x + xD
−1
x + 2tDtD
−1
x + 2yDyD
−2
x . (5.52)
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This yields a generalized pre-symplectic operator (4.1) given by
S = −D−2x . (5.53)
Note this operator is symmetric, S∗ = S.
In addition to the scaling-shift symmetry, the 2D Boussinesq equation (5.47) possesses
[18] a boost symmetry X = y∂t + t∂y, a family of travelling wave symmetries X = (f+(t +
y) + f−(t − y))∂u where f±(t ± y) are arbitrary functions, and time and space translation
symmetries. When we apply S to their characteristics, we obtain the adjoint-symmetries
S(−ux) = vx, S(−uy) = vy, S(−ut) = vt, (5.54)
S(−yut − tuy) = yvt + tvy, (5.55)
S(f±(t± y)) =
1
2
x2f±(t± y), (5.56)
and the adjoint-symmetry (5.49) from the scaling-shift.
The condition (4.7) for these adjoint-symmetries (5.54)–(5.56) to be multipliers simplifies
to be (prXˆPS + SRP + P
′∗S)G = 0, where G is the left side of equation (5.47). This
condition holds for all them, because they have RP = P
′ = −P ′∗, [S, P ′] = 0, prXˆPS = 0.
The resulting conservation laws are known to be [18], respectively, an energy and two spatial
momenta, a boost momentum, and analogs of the transverse momentum for the linear wave
equation.
For the scaling-shift adjoint-symmetry (5.49), we have RP = P
′ − 4 and P ′∗ = 1 − P ′
where P ′ = −2 − 2tDt − xDx − 2yDy, and hence the multiplier condition (4.7) reduces
to the form ([S, P ′] − 3S)G = 0. A simple computation shows that [S, P ′] = S, whereby
[S, P ′]−3S = −2S 6≡ 0. Thus, the adjoint-symmetry (5.49) is not a multiplier, in accordance
with Theorem 4.1.
6. Concluding Remarks
We have developed a new way to derive generalized pre-symplectic operators for PDEs,
both linear and nonlinear, using just adjoint-symmetries. As a corollary, this yields recursion
operators for Euler-Lagrange PDEs, using just non-variational symmetries.
Through examples, we see that scaling symmetries can used to obtain the well-known
recursion operators for the KdV equation and for linear wave equations. We also see that
scaling-type adjoint-symmetries yield the symplectic operators known for the Camassa-Holm
and modified Camassa-Holm peakon equations as well as for the Boussinesq equation. This
suggests that there may be a deeper connection between our main formula and the theory
of master symmetries as based on scaling vector fields.
All of our results can be extended in a straightforward fashion to systems of PDEs with
any number of dependent variables. For future work, we plan to carry out a classification of
non-variational symmetries and adjoint-symmetries for various interesting classes of PDEs.
We also plan to investigate how our main formula fits into a more geometrical formulation
of recursion operators and pre-symplectic operators.
Appendix: Index notation
We adapt the index notation used in Ref. [2].
Partial derivatives of u with respect to xi are denoted ui = ∂xiu and ui...j = ∂xi . . . ∂xju.
Summation over a repeated single index i is assumed unless otherwise noted.
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Multi-indices are defined by uJ := uj1...jm, where J = {j1, . . . , jm} are the differentiation
indices and |J | = m is the differential order. Summation over a repeated multi-index will be
denoted by
∑
.
If J = {j1, . . . , jm} and K = {k1, . . . , km′} are multi-indices, then their union is defined
by J,K := {j1, . . . , jm, k1, . . . , km′} and |J,K| := m +m
′. If K ⊂ J , then J/K denotes set
of indices remaining in J after all indices in K are removed. Note the differential order is
|J/K| = |J | − |K|.
In this notation, total derivatives with respect to xi are given by DJ := Dj1 · · ·Djm where
Dj = Dxj = ∂xj +
∑
K uj,K∂uK .
For expressing the product rule DJ(fg) in a short notation, it is useful to introduce
the binomial coefficient
(
J
K
)
:= (#J)!
(#K)!(#J/K)!
. Here #J := (#1, . . . ,#n) where #i denotes
the multiplicity (number of occurrences) of each integer i = 1, . . . , n in the set J ; and
(#J)! :=
∏
1≤i≤n(#i)! where ! is the standard factorial. A useful identity is
(
J
K
)
=
(
J
J/K
)
.
Then DJ(fg) =
∑
K⊆J
(
J
K
)
DJ/KfDKg is the product rule.
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