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Considbrons une action ~b : ~- x M ~ M d'un tore T sur une vari6t6 M. 
Supposons que cette action est libre. La filtration du complexe des formes 
diff6rentielles ur M par leur degr6 vertical d6termine la suite spectrale de 
Leray-Serre {Era}. Celle-ci converge vers la cohomologie de Met  son second 
terme E2 est le produit tensoriel H*(M/qF)  ,9 H*(T). Ceci n'est plus valable si 
l'action n'est pas libre. Remarquons que dans ce cas l'espace des orbites M/Y  
n'est plus forc6ment une vari6t6 mais un ensemble stratifi6. 
Dans le but d'&endre cette suite spectrale aux autres actions non libres, nous 
avons trait6 dans [7] le cas ql- = ~1.  Lfi, la suite spectrale d+g6n6re en la suite de 
Gysin: 
. . .  ~ IHr '~(M/Y)  ~ HV(M)  ) 
(1) ---, IH~,__21(M/qF) ~,Ie]] IH~,+I (M/qF)  > " " ,  
off [e] est la classe d'Euler de ~, qui est de degr6 pervers 2, et r une perversit6 
quelconque sur M/qF. Rappelons que la cohomologie d'intersection 
IH~(M/qF)  est calcu16e n utilisant les formes diff~rentielles d'intersection w 
dont le degr6 pervers (ainsi que celui de dw) est major6 par la perversit6 r. 
L'apparition de la cohomologie d'intersection de M/•  (au lieu de H*(M/qF) )  
n'est pas surprenante. En effet, comme les travaux de Goresky et MacPherson 
le montrent, celle-ci est un outil naturel quand il s'agit de travailler avec des 
ensembles stratifies. 
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L'objectif de ce travail est de poursuivre cette 6tude, dans le cadre des actions 
toriques imples (localement 'one or two orbit types', selon la terminologie de 
[3]). Toujours ~i l'aide de la filtration du complexe des formes diff6rentielles sur 
M par son degr6 vertical, nous construisons, pour chaque perversit6 ?, une 
suite spectrale & la Leray-Serre {eE,=} convergeant vers la cohomologie de M 
dont le second terme est d~crit & l'aide de la cohomologie d'intersection de 
M/T  et de la cohomologie de T (pour l'~conc+ exact voir Th~or6me 5.5). Cette 
suite spectrale donne (1) quand T = 5~ et coincide avec la suite spectrale de 
Leray-Serre si l'action est libre. Nous esp6rons dans un prochain travail +tendre 
les r6sultats de ce travail aux actions toriques g6n6rales. 
La description du second terme ~E2 est comme suit. Supposons que l'action 
ne poss+de qu'une strate singuli6re S (ensemble des points fixes d'un sous- 
groupe d'isotropie ql-s c ql-, que l'on supposera non discret). Nous choisissons 
une base B = {a l , . . . ,  an} de l'alg6bre de Lie A de Y avec al E As, alg~bre de Lie 
de ql-s. Le degr6 pervers de (la forme d'Euler associ6e ~t) al est 2 tandis que celui 
des autres 616ments de Best  0. Le second terme de la suite spectrale s'6crit 
alors: 
~E~ ''u ~_ {IH~ ~'_ ~(M/-[V) ® (A 1 (al) ® A ~ - ~(a2,..., a=))} 
® { IHy(M/T)  ® A"(a2,.. . ,  an)}, 
off H*(qY) est identifi~ ~i l'alg6bre libre A*(al, . . . ,an). On remarquera que 
dans chacune des parties de la somme pr+cbdente l degr6 pervers se con- 
serve. Cet espace vectoriel est une sorte de produit tensoriel, off la perversit6 
du facteur de gauche est d6termin6e par le facteur de droite; nous le noterons 
IH  7 (M/}-)  ®t~ H * (T). Le produit ®~ sera appel~ produit pertensoriel (pervers 
+ tensoriel). 
Dans le cas de plusieurs strates, nous pouvons 6tendre cette d6marche t 
6crire le deuxi6me terme de la suite spectrale comme un produit pertensoriel, 
sous la condition #(B N As) = 1 pour toute strate S de M avec dimTs - 1. Le 
degr6 pervers des 616ments de Best  toujours 0, sauf pour l'un d'entre eux, 
as, dont le degr6 est 2. Ainsi, chaque a = ai~.., ai, E B= (base canonique de 
HU(ql-)) d6termine sur M/T  la perversit6 a d6finie par 
2 si as E {a i l , . . . ,a i ,}  
a(Tr(S))= 0 s ias~{ai~, . . . ,a i~}.  
Dans ce cas ~E~ '~ est isomorphe au produit pertensoriel: 
IHT(M/T)  ®t3 H~(T) = ~) IHT_~(M/Y)  ® {a), 
ac B~ 
ou (a) C H~(} -) est le sous-espace engendr6 par a. 
Dans le cas g~n6ral, a situation est plus compliqu6e t le produit pertensoriel 
ne sufiit pas ~i d6terminer eE2. En effet, tout 616ment de B a un degr6 pervers 2 
tandis qu'il y a des combinaisons lin~aires des 616ments de la base dont le degr6 
pervers est 0. Ces relations emp~chent d'6crire ~E2 comme un produit per- 
tensoriel. N6anmoins, nous montrons dans ce travail que la deuxi6me terme de 
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la suite spectrale s'envoie naturellement dans le produit pertensoriel de fa~on a 
~tre d6termin6 par la suite exacte longue 
• . . - - -~IH; '  l(M/qF)®t3HU(qF)----~Qr v' l'"----+fEf'"---+ 
~-~ IH~'(M/V) ®t~ H"(V) ~ . . . .  
Le troisieme terme de cette suite exacte est le terme r6siduel suivant: 
- n I n r s Qy, u = {~D {nv-  2tr(rr(S))/2l(s/~) } (" ") - (" ") 
sCS 
oO rs est la dimension du plus petit sous-espace de A contenant As et engendr6 
par un sous-ensemble de B, [-] est la partie enti+re, {_}<0 = 0 et (~) = 0 si 
b < 0 ou b > a (voir Th6or~me 5.5 pour l'6nonc6 exact). Pour deux perversit6s 
diff~rentes q _< ~ nous avons construit deux suites spectrales {qEm} et {¢Em} qui 
convergent vers le m6me but. Elles sont diff6rentes mais li6es, comme le montre 
le Th6or6me 5.8.2. Nous terminons le travail en ~tudiant la d6g6n~rescence d  
la suite spectrale {rEin}; nous montrons dans le Th6or6me 5.9.1 que ce fait 
6quivaut/t l'existence d'un feuilletage singulier transverse aux orbites de l'ac- 
tion. 
L'+tude cohomologique que nous venons de faire montre que les actions to- 
riques simples sont bien plus compliqu+es que les actions du cercle. Pour 6tu- 
dier le deuxi6me terme de la suite spectrale de Leray-Serre nous avons introduit 
la notion de produit pertensoriel; dans certains cas cette notion suffit pour d6- 
crire ce deuxi~me terme. Mais, si le nombre de strates est trop grand, un terme 
r6siduel apparMt; terme qui est plus complexe au fur et ~i mesure que l'action est 
tordue (dans le sens que les sous-groupes d'isotropie sont nombreux). Dans un 
travail fi venir, nour pr~voyons de construire une suite de Leray-Serre pour 
route action d'un groupe de Lie compact. Nous pensons d+crire le deuxi6me 
terme de cette suite spectrale n termes du produit pertensoriel que nous ve- 
nons d'introduire dans le present ravail. La situation sera bien stir plus com- 
pliqu6e du fait que les strates ne seront plus isol6es mais emboit6es les unes sur 
les autres. 
L'organisation de ce travail est la suivante. Dans la premi6re section nous 
pr6sentons les actions toriques simples et leur relation avec les ensembles stra- 
tifies. La cohomologie d'intersection, utilisant des formes diff6rentielles et la 
nouvelle notion de perversit6 de [8], est introduite dans la deuxi6me section. Le 
deuxi~me terme de la suite spectrale que nous construisons est d6crit fi l'aide du 
produit pertensoriel, notion que nous introduisons dans la section 3. Le prin- 
cipal pilier de la construction de la suite spectrale {~Em} est celui des formes 
diff6rentielles d'intersection i variantes; elles sont 6tudi6es dans la section 4. 
La derni~re section est consacr6e au calcul et fi l'~tude du terme eE2. 
L'auteur voudrait remercier le D6partement de Math6matiques de l'Uni- 
versit6 de Purdue pour lui avoir permis de r6aliser cet article au sein d'une 
agr6able ambiance de travail. 
Tout au long de ce travail, par vari~t~ nous entendrons une vari6t~ sans bord, 
connexe et diff6rentiable (de classe C~).  Nous d6signerons par 1i- un tore de 
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dimension n. Une fibration sera toujours localement riviale. Toute action est 
suppos6e ffective. 
1. ACTIONS TORIQUES SIMPLES 
Etant donn6e ~b : T x M -~ M, une action diff&entiable du tore T sur une 
varibt6 M, il y a une fagon naturelle d 'associer / t  M et fi l 'espace des orbites 
M/T  une structure d'ensemble stratifi& Si l 'action • est simple, ces ensembles 
stratifies poss6dent des propri+t6s plus riches. Ceci fait l 'objet de cette section. 
1.1. Ensembles stratifies simples. Consid6rons E un ensemble stratifi~ (cf. 
[11]). Nous dirons que E est simple s'il poss+de une strate R dense (dite rOgu- 
li&e) et si toute autre strate S est ferm~e (dite singuli&re). La deuxi6me condi- 
tion implique que les strates singuli6res sont s~parables par ouverts. La di- 
mension de E est, par definition, dim R. On posera S la famille des strates 
singuli6res de E. 
I1 est bien connu (cf. [11]) que pour chaque strate S E S il existe un voisinage 
Ts de S, une vari6t+ compacte  Ls, appel&e entrelac de S, et une f ibration 
rs : Ts ~ S v&ifiant: 
(a) la fb re  de >v est le c6ne cLs = Ls x [0, l [ /Ls x {0}, 
(b) la restriction de rs ~ S est l'identit~, 
(c) le groupe structural de rs est Diff(Ls), 
(d) TsnT-s,  = 0s iS¢  S'.  
La famille {Ts /S  ~ S} est une famille de tubes. Observons que, d'apr~s (c), il 
existe une appl ication diffSrentiable rs : (Ts S) -~]0, 1 [ telle que la restriction 
rs : r s  I (]0, el) -~ S, o/1 e c]0, 1[, est une fibration diff~rentiable de fibre Ls x 
]0, el. Nous +crivons Ms = rs l ( ]0,  ½ [), qui est ' la moiti6'  de Ts. 
1.2. Actions simples. Nous dirons qu'une action diff6rentiable • : T x M --+ M 
du tore Y sur une varit6 M est simple si, pour chaque x E M, Faction du sous- 
groupe d' isotropie Yx sur l 'espace tangent TxM poss~de un ou deux types d'or- 
bites (cf. [3, pag. 246]). En d'autres termes, l 'action de Tx sur Tx M - {vecteurs 
fixes par Yx} est libre. 
La relation d'6quivalence 'x  ~ y si et seulement si T.~ = Ty' d~finit une parti-  
t ion de Men sous-vari~t6s invariantes. Elles sont ferm+es auf une qui est un 
ouvert dense. L'action ~ induit done sur M une structure naturelle d'ensemble 
stratifi6 simple. Pour chaque strate S de M nous 6crirons Ys le sous-groupe 
d' isotropie d'un point de S (et donc de tout point de S). 
Vu que chaque strate singuli6re S est une sous-vari~t~ invariante, nous 
construisons un voisinage tubulaire (7-s, rs, S, D es +1) v~rifiant: 
(i) Ts est un voisinage de S. 
(ii) ~s:7-s ~ S est une f ibration diff6rentiable de fibre le disque ouvert 
D e=+j et dont la restriction de rs fi S est l'identit6. 
(iii) I1 existe une action orthogonale ~b s : gs  x Ne= ~ Nes, et un atlas ,As = 
{(U, qo)} tels que toute carte ~ : r s - l (U)~ U x D e=+~ soit Ys-6quivariante: 
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~g~-l(x,  [0, r]) = (x, [~S(g,O),r]), si g E q]-s et (x, [0, r]) E U x cN ts. Ici, on a 
identifi6 D e~ + ~ avec le c6ne cN e~ et not6 [0, r] un 616ment g6n6rique. 
(iv) Si g ~ 11- et ~j : "rs 1(Uj) ~ Uj x cN e~, j = 1,2, sont deux cartes avec 
g .  U~ c U2 alors il existe une appl icat ion 7 :U~-+ O(gs+ 1) telle que 
~2g~l~(X, [0, r]) = (g.x,  [?(x).  O,r]) pour  tout (x, [0, r]) ~ Ul x cN ~. 
La condit ion (iii) implique que le groupe structural de As est le central isateur 
Zs  de Ts dans O(gs + 1). La condit ion (iv) signifie que le groupe 1]- agit sur 
par des morph ismes de fibration ~t groupe structural; elle implique aussi que 
l 'application Ts est 6quivariante. Remarquons  que l 'action ~b s est libre (ce qui 
fait la simplicit6 de @); ainsi, chaque sous-groupe q]-s est ou fini ou isomorphe 
au cercle N1 (cf. [3, pag. 153]). Nous ~crirons S la famille des strates singuli~res 
de met  Sj = {S ~ S /d im q]-s = j} ,  pour j  = 0, 1. 
Nous fixons pour la suite une famille {Ts/S ~ S} de voisinages tubulaires 
avec Ts n Ts, ¢ ~ si S ¢; S' .  Par 7r : M ~ M/T  nous noterons la projection 
canonique de M sur l 'espace des orbites M/~.  Cet espace h6rite naturelle- 
ment  de M une structure d'ensemble stratifi6 simple, les strates &ant 
{rc(S)/S strate de M}.  En fair, on a la 
Proposit ion 1.3. La familIe {(Tr(Ts),ps, Tr(S),c~ / s) /S E 
rc(~-s(x) ), est une famille de tubes de M/ -L  
D~monstration. I1 suffit de montrer  que, pour tout S C $, l 'appl ication ps : 
7r(Ts) ~ 7r(S) est une fibration de fb re  le c6ne cSeS/Ts ayant Diff(Ses/q[s) 
comme groupe structural. Soit lr(xo) un point de 7r(S). Etant donn6 que la res- 
triction 7r :S  ~ 7r(S) est une f ibration diff6rentiable (de fibre T/Ys),  nous 
trouvons un voisinage V c 7r(S) de 7r(xo) et une section diff6rentiable a : V 
S de 7r. Nous pouvons supposer V = 7r(U) pour une carte (U, ~,) c .As. Pour 
tout point x de U il existe g E ql- avec g • x E ~r(V). L'bl6ment g n'est pas unique, 
mais g '  • x C ~(V) implique g-lgt c q[s. Vu que Ts est 6quivariant, nous en d6- 
duisons 7rTsl~r(V) = ~-sI~r(V)/Ts. La restriction ~ : 7-slur(V) ~ ~r(V) x c~ e~ 
est un di f fkomorphisme ql-s-~quivariant e le d iagramme suivant 
~-sl ( r (V)  ~ > c~(V) x c5  ~'-' 
p,~(V)  ~' ~ V × e~e'~/Ts 
est commutat i f .  Ici on a not6 H(y, [0, r]) = (Tr(y), [p(0), r]) et p : S es -~ 5¢~/q[s 
la projection canonique. Par cons6quent, l 'appl ication ~ est un hom6omor-  
phisme qui vbrifie prv~Tr(x) = 7rT-s(x) = psrc(x), off pry : V x c~eS/][s --~ V 
est la projection canonique. Ainsi, l 'application ps est une fibration de fibre le 
c6ne c~eS/Ts, ayant /3~(s)= {(V, ~,)} comme atlas. Finalement,  puisque les 
cocycles de As prennent ses valeurs dans Zs, les cocycles de 13~(s) prennent ses 
valeurs dans Diff(~t~/~s). [] 
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1.4. Posons A l'alg+bre de Lie de -[1-. Pour chaque S c ,.q on +crira As l'alg+bre de 
Lie de 7s. Une base B de A est ona si #(B N As) = 1 pour chaque S c S1. Le 
calcul du deuxi+me terme ~E2 de la suite spectrale que nous effectuons dans ce 
travail n+cessite d'un choix d'une base de l'algTbre de Lie A. Si cette base est 
ona, le terme ~E2 est d+crit directement comme produit pertensoriel. Dans le 
cas g6n+ral, e terme ~E2 est determin+ par une suite exacte longue off les autres 
termes ont un produit pertensoriel t un terme r+siduel (cf. Th6or6me 5.5). 
L'existence d'une base ona est 6quivalente fi la condition: la famille 
{As/S ¢ 8~ } est libre. 
2. COHOMOLOGIE D'INTERSECTION 
Nous rappelons la notion de cohomologie d'intersection [4] qui utilise la 
notion de perversit+ introduite par MacPherson en [8]. 
2.1. Degr6 pervers. Soit ~ : N -~ Cune submersion diff~rentiable entre deux 
vari6t+s diff+rentiables N et C. Pour chaque forme diff+rentielle ~ ~ 0 sur N, 
nous d+finissons le degr~pervers de~o, not~ ]]~]]c, comme le plus petit entier k 
v6rifiant: 
i60 . . . i~  ~_ 0 pour toute famille ~0,. . . ,  ~k de champs de vecteurs 
sur N tangents aux fibres de ~. 
Ici, nous avons 6crit i6j le produit int+rieur par ~j. Nous poserons H0]]c = cx~. 
Pour o~,/3 E f2*(N), complexe des formes diff6rentielles de N, nous avons les 
relations: 
(2) j[c~+/3[]c<max(Hc~[[c,]]fl]]c) et ]]o~A/3]]c<[]c~[Ic+[[~ll c. 
2.2. Soit E un ensemble stratifi6 simple. Une perversitd est une application 
g/: S --+ ~ (cf. [8]). Pour chaque entier g, on posera g la perversit+ constante dfi- 
finie par g(S) = g. Une forme diff+rentielle a~ sur la strate r+guli+re R de E est 
une forme diff&entielle de O-intersection (ou simplement forme diffdrentielle 
d'intersection) si, pour chaque S c S, la restriction de a~ ~ Ms v+rifie: 
max{l[~ IMslls, II d~ IMslIs} -< q(S), 
relativement /t Ts:Ms-+ S. Pour simplifier la notation nous ~crirons 
II cJ [Ms IIs = [IcSl[s. Le complexe des formes diff+rentielles de q-intersection sera 
not+ ~()q(E). La cohomologie du complexe Y2q(E), not+e IHq(E), est la coho- 
mologie d'intersection de E. 
Remarquons que, dans le cas off 8 = (~, le complexe f)q(E) (resp. IHq(E)) 
coincide avec Q*(E), complexe de deRham de E (resp. avec H*(E), cohomo- 
logie de deRham de E). 
2.3. ga cohomologie d'intersection jouit des propri+tTs uivantes (voir [8] et 
[9]): 
• IHq(E) ~- H*(E) si E est une vari+t+ et 0 _< g/<_ ~. On a +crit ~-la perversit+ 
d+finie par ~(S) = dimLs - 1. 
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• Si chaque entrelac Ls est connexe (c'est-fi-dire, E est normal) alors 
IHo(E ) '~ H*(E), cohomologie h coefficients r6els de E. 
• IHq(E) ~- Hom(IH~(E), R) s ip + q = ?-(perversit6s complbmentaires). 
2.4. Si E '  C E est un sous-ensemble stratifib (ensemble stratifi6 avec la struc- 
ture induite), toute perversit6 q de E induit par restriction une perversit~ sur E' ,  
qui sera encore not6e q. L'application restriction 7~ : S2q(E) ~ (2q(E') est bien 
d6finie et induit un morphisme 7~* : 1Hq(E) ---, IHq(E'). Quelques exemples 
de sous-ensemble stratifi6 sont: U c R ouvert, l'entrelac Ls, le c6ne cLs, 
7-s-l(W) avec W C S ouvert . . . .  
2.5. Une fonction contr6lbe f : E ~ • est une application continue, diff6ren- 
tiable sur chaque strate, dont la restriction aux fibres de chaque rs : Ms ~ S 
est constante (cf. [12]). Nous avons donc la relation max{llft ls, Ildflls) <- O. 
Rappelons que tout recouvrement de E, par des sous-ensembles stratifi6s ou- 
verts, poss6de une partition de l'unit6 subordonn6e constitu6e de fonctions 
contr616es [12, pag. 8]. 
Nous montrons la premi6re relation entre les formes diff6rentielles d'inter- 
section de Met  celles de M/qL Ecrivons M - Set  7r(M - S)  les strates r6gu- 
li+res de M et M/qf respectivement (ici S = U{S/S  E S}). Fixons rune  
perversit~ sur M/qf et posons {/la perversit~ induite sur M d6finie par ~(S) - 
~(~(S)). 
Proposition 2.6. Pour toute forme diff~rentielle c~ E F2(Tr(M ~)) et pour tout 
S E S nous avons: 
(3) II~*c~tls----H~II~(s). 
L'application 7r* : (2~*(M/ql-) ---+ (2q(M)est bien dbfinie. 
D~monstration. Consid6rons le diagramme commutat i f  
Ms-S  ~s ~ S 
 (Ms- S) o, , 
off S E S. Etant donn6 que la restriction de 7r aux fibres de 7-s est une sub- 
mersion diff6rentiable ((~es × ]0, ½[) H (~es/~ s × ]0, ½ D), nOUS avons la 
relation ~r,{Ker(~-s),} = Ker(ps),.  Ainsi, pour toute forme diff6rentielle c~ E 
(2*(Tr(M- S))  nous pouvons 6crire (3). Nous en d6duisons que l'application 
7r* : J?;(M/qf) ---, ~q(M) est bien d6finie. [] 
3. PRODUIT  PERTENSORIEL 
Le deuxi6me terme de la suite spectrale que nous construisons dans ce travail 
est d6crit fi l'aide du produit pertensoriel, notion que nous introduisons main- 
tenant. 
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3.1. D~finition. Consid6rons E un ensemble stratifi& Fixons V un espace vec- 
toriel et B une base de V. Une distinction est une application D : S -+ P(B), off 
P(B) d6note la famille des sous-ensembles de B. Pour chaque v c B, cette dis- 
tinction d6termine sur E la perversit6 suivante: 
2 s ivcD(S)  
9 (S)= 0 s iv ( [D(S) .  
Soit ? une perversit6 sur E. Les espaces vectoriels 
S~;(E) ®D V = @ ~2;_~,(E) ® iv), 
vGB 
IHr (E ) ®o V = (~ IHr_v(E ) ® (v) 
vcB 
sont appel6s produitspertensoriels. Ici, (v) dbnote le sous-espace de V engendr6 
par v. Le produit pertensoriel est donc une sorte de produit tensoriel off la 
perversit6 du terme de gauche est d6termin6e par le terme de droite. En parti- 
culier, si S = (3 ou bien D est l'application constante (3, alors Y2;*(E) ®D V = 
® v. 
3.2. Produits pertensoriels dans l'espace d'orbites. Dans ce travail, l'ensemble 
stratifi6 E sera M/T  (ou bien un sous-ensemble stratifi6 de M/Y)  et V = 
H*(T) .  La base de V est determin6e comme suit. Nous fixons pour la suite une 
base B = {al,. •., an} de l'alg6bre de Lie A. Nous ecrirons ( -  I ) le seul produit 
scalaire de A pour lequel Best  une base orthonormale. La base B d6termine, 
pour chaque u > 0, une base Bu de HU(T) (off on identifie H*(•) avec 
l'alg6bre grad@e A*(al,...,an)) de la fa~on suivante: B0 = {1} et B, = 
{ai~ " "a i j l  < ai~ < ... < ai= <_ n} si u _> 1. Remarquons que B~ est en fait B. 
Finalement la famille B, = [.]u>0 Bu est la base de H*(T)  que nous cherchons. 
Les principales distinctions utilis6es dans ce travail sont les deux suivantes. 
• /3:8 -~ 7~(B,) d6finie par B(S) = {al l ' "  ai~ C B , /0  ~ AS C (ail, • • •, ai~), u ~ 1}. 
Ici, (ai~,... ,ai.) d6note le sous-espace de A engendr6 par {ai,,... ,ai.}. En 
particulier 13(S) = 0 si S C 80. Ceci donne le produit pertensoriel 
IH / (M/T)  ~VB H*(Y). 
• B: 8 ~ 7)(B,) d6finie par B(S) = {ai,'''ai, E B,/{ai~,..., ai,} ~ A), u > 1}, 
off A~ est le sous-espace de A orthogonal fi As. En particulier B(S) 0 si 
S C 80. Ceci donne le produit pertensorial IHT(M/T ) ®t~ H*(T) .  
Si la base B est ona, alors B=B et donc IH] (M/Y)®BH*(T)  
IH;(M/~[) ®~ H*(T) .  
4. FORMES DIFFERENTIELLES D ' INTERSECTION INVARIANTES 
Pour une action libre, le complexe des formes diff6rentielles invariantes 
IY2* (M) est naturellement isomorphe au produit tensoriel Q* (M/T)  ® £2" (g). 
En outre, l'inclusion lY2*(M)c [2*(M) est une 6quivalence d'homotopie. 
L'utilisation de ce complexe est une simplification importante fi l'heure de 
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construire la suite spectrale. Cette section est devou6e fi l'~tude du complexe 
des formes diff6rentielles d'intersection i variantes IS2q (M). 
4.1. D6finitions. Pour chaque a c A, le champ de vecteurs Xa est d6fini par 
X~ = Te~x(a), off ~(g)  - g . x, est un champ fondamental  de ~/i. Puisque ~- est 
abelien, le champ X~ est invariant. Son flot est donn6 par Faction de ~, il est 
donc tangent aux orbites de Faction. Ainsi, X, est tangent aux strates de ~. La 
restriction de X~ fi M - 2 n'a pas de z6ros (pourvu que a ~ 0I). Etant donn~ 
que chaque application Ts est 6quivariante, nous obtenons la relation (~-s), X~ - 
Xa o TS. Remarquons aussi que l'application X : A -+ ~(M)  (alg6bre de Lie des 
champs de vecteurs de M) d6finie par a ~ )ca, est un morphisme d'alg+bres de 
Lie. 
Le sous-complexe des formes diff6rentielles invariantes 
H2*(M)  = {oJ C Y2*(M)/g*c¢ --- aJ si g C T} 
= {cJ E D*(M)/LxoaJ  = 0 si a E A} 
calcule la cohomologie de M (voir par exemple [6]). Nous prouvons un r6sultat 
similaire pour 
I f2q(M)  = {co C f )q(M)/Lxoa;  = 0 pour tout a C A}. 
Propos i t ion  4.2. Pour chaque perversitd ~1 avec 0 <_ ~ << t on a H*( I J2~(M))  ~_ 
H*(M) .  
D6monst ra t ion .  I1 suffit de prouver que l'inclusion I f lq (M)  ~ f2q(M) induit 
un isomorphisme en cohomologie (cf. § 2.3). Rappelons que la restriction de ~ fi 
M - Z est une action libre. Les op6rateurs, utilis6s dans [6] pour prouver que 
l'inclusion I J2*(M - Z )  ~-~ Y2*(M - 2 )  induit un isomorphisme en cohomo- 
logie, sont des compositions d'op6rateurs du type El, £2 et £3 que nous d6- 
crivons maintenant. I1 suffira de montrer qu'ils envoient les formes diff6- 
rentielles d'intersection sur les formes diff'erentielles d'intersection. 
Pour chaque vari6t6 N, nous consid6rons ur le produit N × M Faction de 7]- 
d6finie par g- (x,y) = (x,g-y) .  Posons prN : N x M -~ Net  prM : N x M -~ 
M les projections canoniques. On consid6rera sur N x M le syst6me de tubes 
{TNxS =-- (identit6 sur N) x -r: N x Ts ---* N x S}scs .  La perversit~ g:/ induit 
sur N x M la perversit6 N x S H F:/(S), que nous 6crirons aussi ~. 
• El : f2*(N x (M - 2) )  --+ f2*(M - 2 )  est d6finie par £1co = ~N coApr~vA, 
off A E ~*(N)  est une forme diff6rentielle fi support compact et jc Nest  l'int6- 
gration le long des fibres de prM. 
• £2  : ~Q*(N x (M - 2) )  --+ f2* - I (N  × (M - ~')) est d~finie par £2w = 
f~ (H*co)(x,y,t)(O/Ot) Adt  off H :  N x [0, 1] × M --+ N x M est une applica- 
tion de la forme H(x,  t, y) = ( Ho(x, t), y), avec H0 diff6rentiable. 
• £3  : X?*(M - Z) --+ ;2*(T x (M - Z)) est d6finie par £3c0 = ~*~. 
Nous montrons ensuite que chaque £i envoie les formes diff6rentielles d'inter- 
section sur les formes diff6rentielles d'intersection. 
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• Soit co c £2q(N x M). Les fibres de TNx S sont incluses dans les fibres de 
prN. Ainsi, prfv,4 C f2-~(N × M)  et donc coApr~v,4 C J2q(N x M)  (cf. (2)). 
L'6galit6 (prM),{Ker('ru× s),} = Ker(rs) ,  implique que l'op+rateur ~N envoie 
S2q(N x M)dans  X2q(M). D'ofl/2~co c (2q(M). 
• Soit w C S2q(N x M). L'application H envoie les fibres de 7-Ux [0,1]xS 
sur les fibres de rN×S. Ainsi, H*wEg2q(NX[O,  1 ]xM) .  L'6galit6 
(pru × M),{Ker(TN × [0, l] × S),} = Ker(~-u × S), implique que /22co appartient 
f2q(U x M). 
• Soit co E f2q(M). Les applications TS sont invariantes et par cons6quent 
l'application 4~ envoie les fibres de ~-~ xs sur celles de "rs. Ainsi,/23 co = 4~*co 
~(~r  × M).  [] 
4.3. D6eomposition. Consid~rons une m6trique riemannienne # sur M-  E, 
invariante par Faction de q]- et v6rifiant #(X~, Xb) = (a [ b), si a, b c A. Elle existe 
toujours. Pour chaque a C A la formefondamentale )Caest la 1-forme diff~ren- 
tielle invariante dbfinie sur M - ~ par X~ = #(X~,-) .  Une forme diff'erentielle 
de If?* (M - Z)  est combinaison lin6aire de formes diff6rentielles du type 
7r*o~ A Xm A • .. A Xa~.. 
partie basique partie ~erticale 
Explicitons ceci. Toute forme diff'erentielle co E If?* (M - ~)  s'6crit de faqon 
unique sous la forme: 
(4) E ~r*a.,, A X~, 
aC B, 
off Xl = 1 et )C~,,-,~, = )~a~, A • -- A )Ca~. Nous dirons que (4) est la dicomposition 
de co relative fi Bet  #. Cette d6composition est unique. 
L'op6rateur dOcomposition A : IJ?*(M - Z)  ~ f2*(Tr(M - Z))  ® H*(Y) ,  
dbfinie par 
,4(a~)= ~ coa®a, 
acB. 
est un isomorphisme d'alg~bres gradu~es commutatives. Remarquons que la 
restriction ,4 : {x~/a c H*(~)}  - ,  H*(~-) est, avec les notations 6videntes, un 
isomorphisme d'alg~bres gradu~es commutatives; la cohomologie de ]- est 
donc calcul6e par les formes fondamentales de Faction. 
Proposition 4.3.1. L'opOrateur ,4 ne d@end pas du choix de la base orthonormale 
B (relativement d ( -  ] - ) ) .  
D6monstration. Soit B' une autre base orthonormale de (A, ( -  ] - ) ) .  Posons 
(tab)ac~.,b~8; la matrice du changement de base: a= Y]b~B' tabb, pour 
tout a C B,. L'6galit6 ~acS,  7r*Wa A Xa = ZbEB ~. 7r'cob A Xb se traduit par 
Y]acB, t~bTr*coa = It*cob pour tout b E B,, ce qui implique ~a~s,  co~@a = 
~-}bcS,' ~vbQb. [] 
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4.4. Le degr~ pervers. Un ealcui. Nous avons d6j/t calcul6 le degr6 pervers de 
7r*a (voir (3)). Celui de X~l A--- A X~, d6pend u choix de #. N6anmoins, IIx~lJs 
vaut toujours 1 si a CAl .  I1 semble naturel de vouloir [[)~a[Is = 0 si a E 
A~-  {0}. Nous dirons ainsi qu'une m&rique riemannienne # d~finie sur 
M - X est bonne si 
(a) # est invariante, 
(b) #(Xa, Xb) = (a I b) pour tout a, b E A, 
et, pour chaque strate S E $, 
(c) max{l[xa[I s, [[dXat[s} 0 pour a E A~ - {0}, et 
(d) pour chaque (U ,~)E ,As  la restriction de ~ aux fibres de 7-s: 
(Ms - S) ~ S est une isom&rie sur (~tSx ]0, ½ [, #s + dr2), off #s est une m6- 
trique riemannienne q[s-invariante sur ~es. 
Les deux premibres propri6t6s assurent l'existence de la d6composition ,6. La 
quatribme implique l'uniformit6 m6trique des fibres de 7-s : (Ms - S) ~ S, ce 
qui sera utilis6e dans le Lemma 5.3.3. Comme on pouvait s'y attendre, 
Proposition 4.4.1. Les bonnes mOtriques existent. 
D6monstration. Consid6rons {M-Z ,  Ts /S  E 8} qui est un recouvrement 
ouvert invariant de M. I1 poss~de une partition de l'unit6 subordonn& consti- 
tu6e par des fonctions invariantes contr616es (cf. §2.5). Nous pouvons donc 
nous restreindre au cas M = 7-s. 
Notons (Xa/a E A~) (resp. (Xa/a C As)) le sous-fibr~ de T(Ts - S) engendr~ 
par {Xa/a E A~} (resp. {X, ffa E As}). Le sous-espace (Xa/a E A~) est trans- 
verse fi Ker{Ts : (7-6. - S) --+ S}, tandis que le sous-espace (Xa/a E As) est 
tangent. Nous avons donc la d~composition i variante: 
T(Ts - S) = Ker{zs : (7-s - S) --+ S}, ® (X~/a C A) )  ® C. 
Nous construisons #en deux temps. 
• Ecrivons, pour chaque a E As, Z~ le champ fondamental de 5 es relatif fi 
~s. Le group stuctural Zs de ,As est compact et laisse invariant Za (cf. § 1.2). 
Posons #s une m&rique riemannienne sur 5 es, invariante par Zs et vbrifiant 
#s(Za, Za) = (a[a) pour tout a EAs.  La m&rique #s+dr  2 de SeSx]0,1[ 
s'&end en une m&rique riemannienne #l sur Ker{7-s : (7-s - S) -+ S},. Elle est 
invariante (chaque g E ~ agit sur Ts comme morphisme de fibration fi groupe 
structural d'apr6s § 1.2 (iv)) et v6rifie #1 (Xa, Xa) = (a ]a). Remarquons que pour 
chaque (U, ~) E ,As nous avons ~*(#s + dr 2) = #1. 
• Consid6rons #0 une m&rique riemannienne sur S, invariante par ~-, et u la 
m&rique sur (Xa/a E A~) d6finie par u(X~,Xb)= (a [b) pour tout a,b E Aas .
Remarquons que (Ts), envoie injectivement les fbres de C sur les fibres de -ll-S. 
La m&rique u + 7-~#0 est donc une m&rique riemannienne invariante sur 
<x /a E • C. 
Posons finalement # = #1 + u + ~-~ #0. Par construction elle v6rifie (a), (b) et 
(d). La restriction de # fi (Ker{Ts : (Ts - S) S ± -+ },) =(Xa/aEA~)®Cestde  
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la forme T~(u0 + #0); off nous avons 6crit uo((rs),X~, (rs),Xb) = (a[b)  pour 
a,b E A~. Ainsi, X~ = 7-~7 pour une forme diff6rentielle 7 E J2~(S). Par cons6- 
quent, ll)~olls -< 0 et I ld~lls -< 0. Puisque X~(X~) = 1, nous obtenons (c). [] 
Nous fixons pour  la suite de ce travail une bonne m6trique sur M - ~. 
4.5. Classe d'Euler. Les propri6t~s §4.4(a) et (b) impl iquent la nullit6 de 
ixb dx~ pour  tout a, b E A; la forme dx~ est donc basique. La forme diff+rentielle 
e~ E Y22(Tv(M - Z) )  d~finie par la relation dx~ = ~*e~ est la forme d'Euler as- 
soci6e fi a; elle d~pend de la m6trique # choisie. Remarquons  que e= est un cycle 
v+rifiant Ile~]l~(s) < 2 pour  tout S E S. La classe [ea] E IH~(M/Y)  est la classe 
d'Euler associ6e fi a. Pour tout a E A~ nous avons Health(s) _< 0 (cf. § 4.4 (c)). 
La forme d'Euler d6pend de la bonne m+trique choisie; Ce qui n'est pas le cas 
pour ta classe d'Euler  (apr6s normalisation).  En effet, soit #tune  autre bonne 
m6trique sur M - ~ e ta  E A. Notons %' la forme d'Euler correspondante.  Les 
formes e~ et eat sont aussi des formes d'Euler re lat ivement/t  l 'action de Y sur 
M - Z,  qui est une action libre. On sait donc que les classes d'Euler [e~] et [e~] 
sont 6gales dans H2( (M-~) /T ) .  I1 existe donc % E Y21( (M-~) /~)c  
£21 (M/T)  telle que e~ - ear = d% et donc [e~] = lea ~] dans IH~(M/]T). 
Le degr~ pervers d'une forme diff6rentielle d' intersection est calculable en 
termes du degr6 pervers de ses composantes  de la faqon suivante. 
Proposition 4.6. Fixons S une strate singuliOre de M avec S c ,90. Pour chaque w E 
IQ* (M-  S )  nous avons max{ti~olls, Ild~lis} = max{llWall~(s), Ild~all~(sl/a c B,}. 
D~monstration. La d6composit ion de w est w = ~-]~(,E B, 7r*Wa A X~. La relation 
[[wl[ s < jes t  ~quivalente fi: 
'w(u0, . . . ,  uj) = 0 pour  toute famille de vecteurs {u0, . . . ,  uj} 
tangents ~ Ker{rs  : (Ms - S) -+ S}, ' .  
La condit ion §4.4(c) implique que Ker{Ts : (Ms - S) -~ S}, est inclus dans 
(X=/a E A} ~. Ainsi la relation pr~c~dente devient 
Puisque 
C'est-fi-dire, 1'assertion 
aEB, .  
Remarquons  l'+galit6 
(5) 
u--O aEB~ 
'Tr*wa(uo,..., uj) = 0 pour  tout a E B, et pour  route famille de 
vecteurs {u0, . . . ,  U/} tangents ~t Ker{7-s : (Ms - S) --> S},' .  
7r,{Ker(Ts), } = Ker(ps) , ,  la condit ion pr6c6dente se transforme n 
'w , (v0 , . . . ,  vj) = 0 pour  tout a E B, et pour  toute famille de 
vecteurs {v0, . . . ,  vj} tangents h Ker{ps : It(Ms - S) ---+ 7r(S)},'. 
Ilwlls < j  est ~quivalente /t IIw~ll~(s)_<J pour tout 
7r*dw~ A X~ + ( - l ) i -%r*w= A dx~, 
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off i est le degr6 de w. Puisque # est une bonne mbtrique on a 
max{[lXa[[s, []dxalts} < 0, pour tout a c B,. Ainsi, 
max{Ud~Us, [[wall~(s)/a c B,} = max{[lO[ls, [Iwa[l~(s)/a E B,}, 
off ~/= ~c8.  7r*dw, A Xa. Ainsi, max{lld~[[s, II~,[l~(s)/a ~ B,} < j est +qui- 
valent ~t max{Uwall~(s) , []da;~[l~(s)/a ~ B,} < j ,  ce qui ach6ve la d6monstra- 
tion. [] 
Proposition 4.7. Fixons S une strate singuliOre de M avec S E 81. Choisissons B 
une base orthonormale de A avec al C As.  Pour chaque ~ E I f ) i (M  - ~)  nous 
avons 
max{lMIs ,  I Id41s} = max{llw.'ll~csl + 1, [Id~a,l[.isl + 1, II~d'll~csl, 
I lda ;a , ,+( -  i ~ 1) ea I A a~a, .a" II~(s)}, 
i i • o . . .a i~/ l< i2<. . .< i~},  i, " Bu-  i >0. calcul~ sur a E B~ ={al ai~ a EB  u = Buetu  
D~monstration. La d6composition de ~ est ,~ - ~acS.  7r*~a A Xa. La relation 
II~l]s < jes t  6quivalente ~i: 
'w(u0,..., uj) = (ixo, w) (uo , . . . ,  uj 1) = 0 pour toute famille de 
vecteurs {u0,..., uj} tangents 5. Ker{Ts : (Ms  - S)  -~ S}, F) (X~) ±'. 
La condition §4.4 (c) implique que l'intersection Ker{Ts : (Ms -  S) -~ S}, D 
(Xa,)< est incluse dans (Xo/a c A) ±. Ainsi la relation 
~ '~(u0,. . . ,ui)  = 0 pour toute famille de vecteurs {u0,.. . ,uj} 
(6) (tangents 5- Ker{Ts : (Ms  - S)  -+ S} ,  D (X~,)~' 
devient 
'Tr*w~(u0,..., uj) = 0 pour tout a c B, et pour toute famille de 
vecteurs {u0,... ,Ui} tangents 5- Ker{Ts : (ms  - s )  ~ s},  n (x,~) ±'. 
7r, envoie surjectivement Ker{Ts : (Ms  - S)  ~ S}, A (X~) 1 sur 
(n'oublions que 7r, Xa~- 0) la condition pr6- 
Puisque 
Ker{ps : ~T(Ms -- S)  -~ 7r(S)}, 
c6dente se transforme n 
'~a(V0,..., vj)  - 0 pour tout a G B, et pour toute famille de 
vecteurs {v0,... ,  uj} tangents 5-Ker{ps  : ~v(Ms -- S)  --+ 7v(S)},'. 
C'est-~i-dire, l'assertion (6) est 6quivalente 5- Ilwa ]]~(s) -< J pour tout a E B,. 
Pour chaque a /=a l -a"EB"  nous avons ixo~Xa,=Xa,,. Si a"EBur I 
alors ix,,Xa, = 0. Ainsi, la d6composition de ix, ,w est: ix,,w = 
~-'~n=0 ~a"~B." (--1)i-%v*W~n a" AXe' L'inbgalit+ ]lWlls _<jest  donc bquiva- 
lente 5- max{Hw~,li~(s) + 1, ]]wo,,U~(s)} <_ j, pour tout a' E B~, a" C B,". 
Puisque # est une bonne m6trique on a max{ ]] Xo" IIs, UdXa " IIs} -< 0, pour tout 
a" E B". Ainsi, max{lflwiis, ]]~v~,ll~(s) + 1, jiw~,,ii~(s)/a' c B~,a" c B~, '} = 
max{Jl~/Jls, jjWa'JJ~(s)+ 1, Ilwa,,U~(s)/a' E B~,,a " E B,"}, off 
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'rl= £ ~ 7"r*du';aAXa-+- ~ Z (-1)i-UTr*wa,a'Alr*ea, AXa " 
u--O aCBu u=O a"cB~u j 
= £ ~ 7"( 'd~Ja 'A~a'  
u-O a'cB~ 
Jr- £ E 7 f* (d~a"+( - l ) i -U '~a l 'a"Aea , )AXa" ,  
u - O a" 6 B~u ~
(cf. (5)). Ainsi, max{Ijwlls, Ildwlls} = max{l[w,, II~(s)+ 1, IluJa ,, II~(S), Ildwlls/a'C B'~, 
a" C B~'} < j  est 8quivalent ~t max{llWa, ll,(s)+ 1, Ildwa, l[,(s) + 1, Ilw~"l[~(s), 
( -1)  i -"  ' a" " + w~.~,,Ae~ll~(s)} <_j, pourtouta '  CB,,  EB~,u>_O.D'oiJ 
le r~sultat. [] 
5. SU ITE  SPECTRALE 
Nous construisons dans cette section la suite spectrale {~Em}, qui converge 
vers H*(M) et dont le deuxi~me terme dSpend de la cohomologie d'inter- 
section de l'espace d'orbites M/qF et de la cohomologie de ]l-. Nous suivons la 
mSthode habituelle des fibrations: filtration du complexe des formes diffS- 
rentielles d'intersection i variantes de M par le degr6 vertical d+termin~ par la 
projection 7r : M ~ M/qL 
Fixons sur M/T  une perversit6 r v6rifiant 0 < ~ < z, off z(Tr(S)) = gs - 1, et 
posons, comme pr6c6demment, q la perversit6 induite sur M, d6finie par 
O(S) = r(Tr(S)). Elle v6rifie 0 _< ?:/< t. Nous fixons une famille {as/S E S} telle 
que chaque as engendre As, unitaire si S C S~. 
5.1. Filtration. Posons R la strate r6guli6re de M. La projection 7r : R --* 7r(R) 
est une fibration. Nous d~finissons la filtration 
. . . .  Fdimg+llF2q(M) = {0} C FdimMIF2q(M) C "" C F° IQq(M) 
= IQo(M)* = F llj"2q(M) . . . .  
de I~2q (M) de la fa~on suivante 
F~I~2~+U(M) {w C IF2q+U(M)/llw[l•(R) < u}. 
Pour tout a E A nous avons dx, = 7r*ea et ainsi Ildx.II~(R) -< 0, par consbquent 
Ild II <R1 -< I) II tR) pour tout C IJ *(M - S ) .  La filtration est donc pr6serv6e 
par la diff6rentielle d. En proc~dant de faqon standard, nous associons a cette 
filtration une suite spectrale {rE,,,} du premier quadrant convergeant fi H* (M) 
(cf. § 2.3). Puisque cette filtration ne dSpend des choix faits (bonne m&rique # 
et base B) il en sera de mSme pour la suite spectrale. 
Nous entreprenons maintenant la tfiche de calculer le deuxi~me terme {rE2} 
de cette suite spectrale. 
5.2. Les termes (~E0, do) et (~E1, dl). Par d6finition, la suite courte 
0 - - -+ v+l  u+v u F IJ'2q (M) ---) F~"I~+':(M) ---+ ,Eo"' ---+0 
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est exacte. Puisque dF'I(2q+~(M) C F ~+~ ~+~+ Ig2 0 ~(M), la diff6rentielle do de 
la suite spectrale st l'application ulle. Ainsi ~Ea = eE0. 
Consid6rons l'op6rateur integration le long des fibres 
f : F*IF2q+"(M) ~ F2;(MIT) ® H"(][) 
e,u F*+~IF2q+"(M) 
d6fini par ~,~ ~w~=~a~S w~®a, off [[w~, est la classe de w= 
~=0 ~ 7r*w~/~ X~ ~ F*IJ2q+"(M) . D'apr6s les Propositions 4.6 et 4.7 
l'op6rateur J',~ est bien d6fini. II est clairement injectif. La diff6rentielle di de- 
vient sur Im f~,~ la diff6rentielle 0 = d ® {identitb sur H*(T)} (lldXatl~(R) <_ 
a -- 1 pour tout a E B~ et l'6galit6 (5)). Ainsi, 
(7) ~ ~' , l )=( Im J" ,0). 
P~ tt 
Proposition 5.2.1. L'opbrateur fr,~ ne d~pend ni de la base orthonormale B de A 
(relativement h ( -  I -))  ni de la bonne mbtrique # choisies. 
D~monstration. Pour l'ind~pendance sur la choix de la base B nous raisonnons 
comme dans le Lemme 4.3.1. Posons #~ une autre bonne m6trique. Soit w E 
FVf)q+~(M). Par d~finition, nous avons: ~ = 77 + ~acs~ 7r*~ A X~ = ~/'+ 
Za C Bu . t 7r w~/~X~ avec ~7,~7' E FV+IlF2ff+U(M) . D'apr6s §4.5, pour chaque 
a cB~, la forme diff6rentielle X , -X~ appartient & FIlF2q(M). Ainsi, 
' pour tout a c Bu. ZaEB, 7"f*(Wa -- W~) A Xa C rv+ ll~2q+U(M) et donc Wa = Wa 
D'ofi le rbsultat. [] 
5.3. R~duction de rE1. La proc6dure suivie dans les Propositions 4.6 et 4.7 
permettrait de caract~riser les ~l~ments du produit tensoriel Or(M/T  ) ® 
HU(q] -) qui appartiennent ~i Im f~,u ; mais cette caract6risation secomplique du 
fait que la base B n'est pas ona (voir Lemme 5.3.4 pour le cas d'une strate). 
Nous exhibons dans cette section un sous-complexe N'~*'U(M/Y) de Im f~,~ qui 
lui est cohomologue et de presentation plus simple. Pour cela nous avons be- 
soin de l'op6rateur ~Ts que nous introduisons maintenant. 
5.3.1. L'op~rateur Vs. Consid6rons S une strate singuli6re de M. L'op6rateur 
6s : H*(T)  ~ H* -  l(q]-) est d6fini par lin~arit6 ~t partir de 
~s(ai,'..ai=) = ~ ( -1) J - l (ao [as)ai, ...aij ,a#+l.. "aiu, 
j=l 
c'est un morphisme d'algbbres gradu~es commutatives. En fait, il est caract~risb 
par l'6galitb 6s(a) = A(ixas Xa). Cet op~rateur ne d~pend pas du choix de la base 
orthonormale B (relativement • ( -1 - ) ) .  Remarquons que si S c So alors 
as = 0 et donc ~s = 0. Les propribtbs uivantes d~coulent directement de la 
dbfinition. 
• 6s(a) = 0 sia E H°(•), 6s(a) = (a ]as) sia C H1(7) ,  
• 6s(ai~...ai=) = 0 si {ai l , . . . ,a i ,} C AJs, 
• 6s~s = 0et ~s(a.b) = 6s(a).b + (-1)Ua • ~s(b), si a E HU(ql-). 
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D~finissons l'op~rateur 
Us: F/*(~r(M- ~)) ® H*(q[) ----+ O*(rr(M- Z)) ® H*- ' (q[)  
par linbarit~ fi partir de Vs(r/® a) = r/® 6s(a). C'est un morphisme d'alg6bres 
gradu6es commutatives. Si S ~ $0 alors Vs - 0. Si la base B contient al, disons 
al = as, alors l'op6rateur Us s'6crit: 
{~] @ att s i  a ---- a l  " att 
(8) Vs(r/® a) 0 sinon. 
On remarquera finalement la relation Vs 0 - OVs. 
5.3.2. Le eomplexe.M~' (M/Y) .  Pour chaque u _> 0, on posera A/'~ *'"(M/q[), le 
sous-complexe diff+rentiel de Y2f(M/qF) ® H"(T)  constitu6 par les 616ments q 
v6rifiant 
max{llVsqll~(s), IlOVs~tll~is)} <- ~ffr(S)) - 2, 
pour tout S c 8. Ici on a 6crit tl~Lis/-- max{ngali~(s)/a E B~} pour tout g = 
~c8,  {~ ®a appartenant fi Y2~(M/q[)®H"(g). Remarquons que ce com- 
plexe ne d~pend ni du choix de la base orthonormale B (relativement & ( -  t - ) )  
ni de la bonne mbtrique #. 
La motivation pour l'introduction de ce complexe st le r6sultat suivant (voir 
aussi (9)). 
Lemme 5.3.3. Supposons que M ne contient qu'une strate singulidre S, qui est 
dans $1. Consid~rons lecomplexe diffOrentiel 
A4*(M/T)  = {~7 E S2f_~(M/q[) / il existe ~ E ~2*+l(Tr(M - Z)) avec 
(i) ][~[]~(s) -< ?(Tr(S)) et (ii)IId~+~TAeosl I <_ ~(Tv(S)) 
pour tout S c S }. 
Alors, l'inclusion Y2f_~(M/q[) ~ Mr (M/q[  ) induit un isomorphisme n coho- 
mologie. 
D~monstration. Remarquons tout d'abord que f2f_~(M/~) est un sous-com- 
plexe de A4¢(M/T)  car nous avons Ue~s I[~(s) -< 2. Nous proc6dons en plusieurs 
btapes. 
• Localisation du problOme. L'existence de partitions de l'unit6 constitutes de 
fonctions contr61~es permet d'appliquer la technique habituelle de Mayer- 
Vietoris. Ainsi, le probl6me se r6duit ~ montrer que pour toute carte (V, ~) c 
t3~(s), avec V ouvert contractile, l'inclusion Y2* ~(psl(V))~-~ • -1 (v)) 
induit un isomorphisme en cohomologie. Dans la suite on identifiera ps i (V)  
avec V × c~eS/q[s par l'interm6diaire de ~b. Le degr~ pervers I I -  n~(s) est 
maintenant relatiffi la projection canonique pry : v x ~es/T s × ]0, ½ [---~ v. 
La d6monstration de la proposition se r6duit ~ prouver que l'inclusion 
J2*~_~(V × c~eS/Ts) ~ AA~*(V x c~es/JTs) induit un isomorphisme n coho- 
mologie. 
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• R~duction de V x cSeS/g s. La restriction de la forme d'Euler e~ s fi V× 
5es/T s x ]0, ½ [ s'6crit sous la forme 
eas = Pr*~as + ~as: 
o6 Pr : V x S~s/-~s x ]0, ![__, Nes/T s est la projection canonique, eas E 
2 
(22(NeS/Ts) est la forme d'Euler relative fi (~s,/~s) et e~ s est une forme diff6- 
rentielle qui s'annule sur les fibres de pry (cf. § 4.4 (d)). Cette derni6re condition 
6quivaut fi Ileasll~(s) _< 1. Ainsi, A.4~*(V x cNtS/l[=) est engendr6 par les 616- 
ments de g?~*( V x CNes/T,) vSrifiant (i) et (ii) off on remplace ~ s par Pr*e~ s. De 
* gs  la m~me fa~on, le complexe 3,4~ (cg /Ts)  est engendr8 par les ~l~ments de 
£2f(cNe=/Ts) v6rifiant (i) et (ii) or? on remplace ea~ par pro*eas. Ici pro: 
geS/Ys x ]0, 1[__+ ~Q/Ts  est la projection canonique. 2 
La projection canonique pr : V x c~eS/gs --+ c~eS/gs et l'inclusion J : 
c~e=/~s -+ V x cge~/Ys dSfinie par J(¢) = (z0, ¢), off z0 E Vest un point base, 
pr~servent le degr6 pervers. En fait, elles induisent des quasi-isomorphismes 
* X -~"  pr*:fL~(c~tS/Ts)--~D~(V cNeS/Ts) etJ*..S?Y(gxc~e=/Ys) S?~*(c~e=/qrs) 
(voir par exemple [2] et [9]). Plus exactement, J*pr* est l'identit~ sur 
~2f(c~Q/Ts) et pr*J* est homotope fi l'identit+ de S2[(V x c~3e~'/Ts). Un opS- 
rateur d'homotopie H :  D,.*(V x cNeS/Ys) --+ £2~*-1(V x c~eS/Ys) est donn~ 
par Hw: f~ io/o,h*wAdt off cO~Qr(VXc~eS/Ts ) ,  off h:  Vxc~eS/ -~sX 
[0, 1] ~ V x c$~=/Ts est une homotopie d6finie par h(z,(, t) = (ho(z, t),() off 
h0 : V x [0, 1] -+ Vest une contraction diff6rentiable de V en x0. L'ophrateur H
i c~eS/Ts). Les v6rifie dH~ l = Hd~l + ( -1) i ( r / -pr* J*r l )  pour tout r l E .Qe(V x 
relations 
1. Pr -- pro o pr, pro - Pr o J et 
2. H(r 1A Pr*~s) = Hrl A Pr*%s, pour chaque r/~ (2*( V x ~eS/~s x ]0, 1 D, 
* gS * * montrent que pr*: AAr* (c~ es/Ts) --~ Ad~ (V x cN  /]]-s), J :Ad~ (V x c N eS/Ts) 
3,4;(c~eS/Ts), et H : Ad~*(V × c~eS/Ts) --+ M; -~(V  × c~'S/gs) sont des 
opSrateurs bien dSfinis. Ainsi, dans le diagramme commutat i f  suivant 
L I 
, e~ > M; (v  × cSe~/~s) Mr (c5 /Ts )  pr- 
les fl6ches horizontales ont des quasi-isomorphismes. 
La d~monstration se r6duit fi prouver que l'inclusion f2r* 2(c{5~:S/Ts)~+ 
jt4] (cN es/ys) induit un isomorphisme n cohomologie. 
• ROduction de cSeS/Ts. Posons hi : ]0, l Ix [0, 1] --+ 10, 1[, l 'homotopie hi (r, t) = 
r(1 - t) + t/4 qui ramSne ]0, 1[ fi ¼; et donc, NeS/Ts x 10, 1[ sur Nes/Ts x { ~ } - 
~eS/Ts. Remarquons que dans ~eS/Ts, le degr8 pervers II~JIl~<s> de r/devient 
tout simplement son degr+ deg(r/). La procSdure suivie dans le pas pr6c6dent, 
* ~'," * ~S transforme la question ~2~ ~(cN "/Ts) ~ A/[~ (c~ /Ts)  est un quasi-isomor- 
phisme' en 'C~(SeS/ys )~ C~(~eS/ys) est un quasi-isomorphisme'. Ces deux 
complexes ont d6finis de la faqon suivante. 
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2. Ci(Ses/qFs) est engendr6 par les 616ments 7/E ~)[(2~s))-2 j-li(Nes/q[s ) O 
{(24~(s)) 1 (SeS/-l[s n d - I  (0)} pour  lesquels il existe une forme diff~rentielle { E 
i=0 S2i(Nes/q[s) telle que d~ + fl A eas soit dans (2~(~(s))(~es/-~s). 
La dOmonstration de la proposit ion se rOduit fi prouver que l ' inclusion 
C~ (~ es/-~s) ~-~ C~ (5 es/q[s) induit un i somorphisme n cohomologie.  
• L'inclusion C~(NeS/Ts)~ C2(~eS/Ts) est un quasi-isomorphisme. Remar-  
quons les 6galit~s uivantes. 
1. C~(~ts/qFs) = C((~eS/Ts) = $2i(SeVTs), s i i  < ?(Tr(S)) - 3. 
2. C~(~eS/Ts) Nd- l (0)=C~(~es/q l -s )  nd  1(0)=sY(~eS/Ts)  nd 1(0), si i=  
r(Tr(S)) - 2. 
3. C[(gts/qFs) = {~ ~ ~2i(~es/qFs) n d-~(0) / il existe { E ~2i+~(~tS/gs) v6- 
rifiant d{ + q A e,s = 0} et C~(~e*/gs) = {0}, si i = r(Tr(S)) - 1. 
4. C~(ges/qFs) = C~(~es/Ts) = 0, s i i  > rQr(S)). 
Soit donc un cocycle ~ 6 O~(~{s))-~(~ts/qFs) pour lequel il existe {~ 
y2rI~ISll(~e~/Ts) v6rifiant d£+~A % = 0. Nous devons trouver "~ E 
Y2 ~(~Isll -2(~ts/qFs) avec d~/= ~7, ce qui achevera la d6monstrat ion.  L'act ion 4 ' s  
est libre et 1 _< r(Tr(S)) 5 dim(~eS/Ts) (le cas r(Tr(S)) = 0 6tant 6vident); ainsi, 
par  Gysin, l 'application 
est un monomorph isme (remarquons que Hi(Se/G) = 0 pour 0 < i < g si G est 
fini d'apr6s [3, pag. 132]). Puisque [~/A ~as] = 0 on trouve le 7 voulu. [] 
Nous prouvons maintenant  que l ' inclusion Af;'~(M/qF) ~ Im Jnu est un 
quasi - isomorphisme. 
*UM q F Lemme 5.3.4. Pour chaque u > 0 le complexe A/'~' ( / ) est un sous-complexe 
de Im ~, u" Cette inclusion induit un isomorphisme en cohomologie. 
D~monstration. L'existence de part it ions de l'unit+ constitu6es de fonctions 
contr616es permet d'appl iquer la technique habituelle de Mayer-Vietoris et de 
supposer que M ne poss6de qu'une strate singuliSre, disons S. Dist inguons 
deux cas. 
U • S ESo. L'op6rateur ~7s est l 'op~rateur 0 et ainsi A/'e' (M/T)= 
J);(M/qF) ® H u(]-). D'autre part, si r I ® a E f2*(M/qF) ® Hu(~) alors rc*z l A 
Xa E g*If2q+"(M) (eft Proposit ion 4.6) et fe, a (Tr*~/A Xa) = r/® a. Ceci donne 
Im fr,, = S2~(m/qF) ® H"(g),  d'ofl le r+sultat. 
• S E S1. Puisque les complexes en jeu ne d6pendent pas du choix de B nous 
choisissons une base or thonormale  B de A avec a~ = as. L'op6rateur Vs est la 
projection 
Ilia ® a" si a = a I - a t`' 
'q~, ® a ~ 0 sinon. 
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Ainsi, 
N':'U(M/Y) : { ~ fla®aC Dr(M/~)®HU(~)/ 
aE Bu 
max(llrja, ll~(sl, Ildr/~,ll~(sl } _< ~(Tr(S)) - 2 pour tout a'E B;}. 
D'autre part, l'6galit6 f~,~ (~8°  7r*~ /X )Ca) = ~a~B, r]~®a et la Proposi- 
tion 4.7 impliquent: 
Im ~ = { ~ ~%®aEg2:(M/,)®H~(,)/ 
aE Bu 
il existe ~ ~a,,®a"ED*(Tr(M-Z))®H~-l(qF)avec 
at1E Bru t I 
1. max{llrta, ll~(s), I[drla, ll~(s)} <_ ~(Tr(S)) -- 1 pour tout a' E Bur, 
2. II~+'ll~(s> -< r(~(S)) pour tout a"E  B~'_ l et 
+%/x  r/a, .,"ll~(s) -< f(Tr(S)), pour tout a"c  B~" ~}. 3. IId~+' 
Ecrivons 7-(' et 7-(" les sous-espaces de H"(ql -) engendr6s par B~ et But' respec- 
tivement. Alors, 
f/;'"(M/V)] {J2r_2(M/~) ® 7/'! @ {Q~(M/;)® 7-/"} et 
(9) ~Imf.  = {Ad~(M/T)®'H }@{J2e(M/T)  ®7-t }. 
I1 suffit maintenant d'appliquer le Lemme 5.3.3. [] 
5.4. Calcul de rE2. Pour d6terminer le deuxi6me terme de la suite spectrale 
nous utilisons le produit pertensoriel f2*(M/$)®t~ HU(~), qui est une ap- 
proximation par le haut de Af*'U(M/Y) (voir Proposition 5.4.4). Et c'est une 
bonne approximation car la cohomologie Q~*'" du quotient est calcul6e a partir 
de la cohomologie des strates singuli~res (cf. Lemme 5.4.2 et Lemme 5.4.3). 
Nous obtenons ainsi la suite exacte longue 
• ' '  ~ IN / '  l (m/]] - )®/3 OU(]] -) ------4 ~; , -1,u -------+ ~E2,U 
IHy(M/T)  ®B H"(V)  . . . .  , 
qui d6termine ~E2. 
*~ M q]- Lemme 5.4.1. Le complexe Aft' ( / ) est un sous-complex diffbrentiel de 
~;(~/~) +~ 14.(qr). 
D6monstration. Soit t I = ~cB,  r~ ®a E Aff '~(M/$).  I1 suffira de prouver 
que si a=ai,...a~.EB~ et S cS1, avec As C(ai~..-ai,), nous avons 
][z/~lb,(s) <_ r(zr(S))- 2. Par hypoth6se, l'616ment Vsrl s'6crit sous la forme 
Eces~ , % ® c avec Ihcll~(s) _< ~(~(s)) - 2; en fair, 7c = E.7=l (as [aj)Zla/.c. 
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Quitte & reordonner B, nous pouvons upposer a = a1 . . .a ,  avec (as l al) ¢ O. 
Posons b = az. . .au.  Puisque ag. b = 0 pour j E {2, . . . ,n} et (as laj) = 0 pour 
j E {u + 1 . . . .  ,n} (car at c (al ...  a,) et B orthonormale) nous avons % = 
(as l al)Zlal .b. D'ofl II~alD(s) -< ~(rr(S)) - 2. [] 
Lemme 5.4.2. II existe un isomorphisme diff&entiel 
O ; (M/T)  ~t~ H~(Y) Q;(Tc(Ts)) 
XT,~(M/T)  ~- @ . s~s s~_~(~(7-s)) 
o as((a c g. /a(~(s))  - o)). 
D6monstration. L'existence des partitions de l'unitb constitu6es des fonctions 
contr61bes implique que la restriction des formes diff&rentielles induit l'iso- 
morphisme diff&rentiel suivant 
f2~*(M/~-) ®BH~(T)  =~ (~ ~2~*(rc(Ts)) ®BH'(-[]-) 
* '~MT *~ 7- H," ( / ) s~s H~' (~r( s)) 
II suffit donc de construire, pour chaque S E S, un isomorphisme diff6rentiel 
' Af*'~(Tr(Ts)) f2* 2(Tr(Ts)) ®~s(iaEB~/a(Tr(S)) ~Ot), 
Fixons donc S C S. Tout d'abord quelques notations. Pour chaque v > 0 on 
6crira: 
B,~ {a c B~,/a(Tr(S)) = 0} et B,~ = {a E B~/~(Tr(S)) = 2}. 
Ceci donne la d6composition B~ = B,~ U B¢I(. Remarquons aussi que ~s envoie le 
sous-espace vectoriel (a E B,~,) dans lui-m~me. Alors on peut 6crire: 
f2,.* (Tr(Ts)) ®8 H" (T )  
Y;'=(~(7-~)) 
O;(rc('Ts)) ® (a E B;} 
{,t c o;(~(7-s)) o (a e B' ) /Vs , t  c O;_ ~(~(7~)) ® (a e B'._,))  " 
Nous d6finissons F,.. s par lin6arit6 fi partir de 
off ~-~ denote classe d'equivalence. C'est un exercice d'alg6bre lin6aire de 
prouver queFr, s est un isomorphisme diffbrentiel. [] 
La cohomologie du complexe pr6c~dent se calcule fi l'aide de la cohomologie 
des strates inguli6res de M/Y .  
Lemme 5.4.3. Pour chaque S E ,51 nous avons 
o;_ 2(~(7-s)) 
o~ [-] d~note la partie entibre. 
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D6monstration. Notons e. s (resp. 6as) la forme d'Euler associ6e fi as et relative 
(#,~) (resp. (#S,#s)). D6signons par ns l'entier [f(~r(S))/2]. Posons F :  
Y2* 2"s (s /T )~ (Y2rQr(Ts))/Y2;_~(zc(Ts))) l'application d6finie ~i partir de 
F(~7) = P~7/X e~'. Elle est bien dbfinie car 11P~7 A e~ffll~(s) -- degr6 {eg s } = 
2ns <_ ?(Tr(S)). Nous allons prouver que F est un quasi-isomorphisme. 
Par la technique habituelle de Mayer-Vietoris, le probl+me se r6duit ~i 
prouver que 
'la restriction F : D*-2"s(V) 
isomorphisme', 
O;(psl(V)) 
Or* ~(ps1 (V)) 
est un quasi- 
off (V,~b)E 13~(s) avec V C ~r(S) ouvert contractile. Identifions ps i (V)  avec 
V x c~tS/][ s par l'interm~diaire d  ~b. Le probl+me se r6duit ~t montrer que 
'l'op~rateur Fo : ~ ---* Y2-~(V × cStS/l[s) 
Flr-~(V × c~S/TFs), off F0(1) : ~Pr* cns~, 
est un quasi-isomorphisme', 
off Pr :V  × 5es/T s × ]0, 1[-~ ~es/][ s est la projection canonique. Dans la 
d6monstration du Lemme 5.3.3 nous avons prouv6 que la cohomologie du 
complexe quotient (Y2] (V × c~/-~s)/Y2~_ ~ (V x cS ts/qYs)) est isomorphe, par 
l'interm6diaire de Pr, fi H~(~(s))(~eS/Ts)OH~(~(s))-l(~gs/qFs). La d~mon- 
stration est termin6e car la cohomologie H*(Ses/qFs) est engendr+e par 
_ (es  - 1 ) /2  
{1,eas,...,~as 3 ~" [] 
Le calcul de Q~*'~ est fait dans la proposition suivante. Nous 6crivons rs la 
dimension du plus petit sous-espace de A contenant As et engendr6 par un 
sous-ensemble d  B, c'est-&-dire, rs = n - #(B  A A ± " s), en particulier, rs = 0 si 
SESo.  
Proposition 5.4.4. Il existe un isomorphisme l 
H* ( f2 i (M/T)  ®B H"(~) ) n-1  
\ ~ /~M/~)  ~ sES (~ {S* 2[~('(s))/2](S/Y)}("-")-("7:). 
D~monstration. D'apr6s les lemmes pr6c6dents il suffit de prouver l'6galit~ 
dimSs((a E B~)) , -1 , - rs  = (,-,,) ( , -u ) '  pour route strate S E SI. Posons, pour sim- 
plifier les notations, B n A~ = {ars+ 1,... ,  a,}. Tout +l+ment de (a E B") con- 
tient a l . .  "at s, c'est-fi-dire, (a E B'~') = aw..a~..  A u r~(a~s+l,... ,a,) et donc 
6s((a E B~')) = 8s (a l . -a rs )  A ~ rS(ars+l,... ,a,). D'autre part, les 616ments 
de (a E B~), et done ceux de 6s((a E B~')), ne contiennent pas al...a~ s. Ainsi 
6s((a E B~)) N ~s({a E B~')) = 0 et done dim(~s((a E B~)) = dim 6s((a E Bu)) - 
f l  11 r S . - -  r S dim(Ss((a E B,)). Puisque on a trouv6 dim6s((a E B;')) = ( , - rs )  ( , _ , ) ,  il 
ne reste qu'~ prouver dim ~Ss((a E B,)) = (,_,)." 1 
' On 6crira {- }<° = {0} et (~) Osib<Ooub>a. 
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Considhrons pour cela la famille {bl = al, b2 = a2 - ((as la2) / (as la l ) )a l , . . . ,  
b,.s = ars - ((as [a,.s)/(as [al))al,b,.s+~ = a,.s+,,. . .  ,b,, = a,}, qui est une base 
de A. Elle v6rifie 6s(b l )¢O et 6s(b i )=O pour i c{2 , . . . ,n} .  Ainsi, 
dim 6s((a E Bu}) = dim 6s(AU(bl , . . . ,  b,)) = dim bl-  A ~- 1(b2,. . . ,  b,) = (~-11) = 
n 1 (°o). [] 
Nous donnons maintenant le principal r6sultat de ce travail. 
Th6or6me 5.5. Soit • : q[ x M ~ M une action simple du tore qf sur une varidtO 
M. Pour chaque perversitO ~ sur M/~ avec 0 < ~ < 2, il existe une suite spectrale 
{rE~} convergeant vers H *(M) telle que, si nous f ixons une base B de l'algbbre de 
Lie de q]-, le deuxibme terme est ddtermind par la suite exacte longue 
(10) 
. . .  ---+ IH~ 1(M/q]-) ®t~ H~(T)  ---+ Q~-  1, ~ ---. ~E2,~ ---+ 
T Hu(Y) .. .  ---+ IH  i (M/  ) ®13 ~ , 
avec 
{n v - 2[~(7r(S))/2] (S /T )} (~ 1~) - (~; ) .  
SES 
Si la base Best  ona alors 
ZHr(M/V) H*(T). 
D~monstration. La suite spectrale {¢Em} est construite dans la Section 5.1. 
Dans la Section 5.4 nous prouvons que le deuxi6me terme de cette suite spec- 
trale est d&ermin6 par la suite exacte longue (10). Finalement, si la base Best  
ona, on a rs <_ 1 pour tout S c Set  donc rE~'* ~- IH f (M/T)  ®B H*(ql-). [] 
5.6. Remarques 
(a) Pour u _< 0 et u _> n nous avons Q,,u = 0 et ainsi ~E2 *'u ~ IH f (M/q[ )  ® 
Hu(T) ,  si u _< 0, et ~E~'" '~ IH f_~(M/T)  ® HU(}-), si u > n, off 
{~ si S E 81 
~(Tr(S)) = si S C S0. 
(b) Si la famille {As /S  E $1} est libre alors nous savons que l'alg~bre de Lie 
A poss6de une base ona et ainsi rE~'* -~ IH f (M/q f )  ®z~ H*(ql-). Ceci est tou- 
jours le cas si le nombre de strates de S1 est inf6rieur ou 6gal fi la dimension du 
tore. 
(c) La suite spectrale {,Era} ne d6pend pas du choix de la base B. Dans la 
suite exacte (10) les termes IH f (M/T)  ®~ H*(q]-) et Qr'* d6pendent de B. 
(d) Pour A-presque tout choix de B, cette base v6rifie rs = n si S E Sl. Ainsi, 
si l'on fixe u < n, nous avons a = 0 pour tout a c Bu (cf. § 3.3). Par cons6quent, 
IHT(M/q f )  ®t3 HU(qf) = IHT(M/qF) ® H~(T) .  Prenons ~ = 0, d'apr6s §2.3 
nous avons IHo(M/q f  ) _~ H*(M/T) .  La suite exacte (10) devient: 
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. . . - - -+H~' - I (M/qF)®H~(q[ ) - - -+  (~ {H~'- I (S/Y)}(":~.)  ---+ oE2 :,u 
SCS 1 
H~' (M/T)  ® H'(-[[) > . . . .  
Nous voyons ainsi la diff6rence entre le cas off • est libre (pour lequel 
E~ 'u ~-- H~(M/g)  ® H ' (~) )  est le cas of~ ~b est simple. I1 faut n~anmoins rioter 
que pour ce choix de la base B le terme r+siduel est le plus compliqu6 possible 
car il possSde le nombre maximal de termes. 
(e) Si Faction est libre, cette suite spectrale coincide avec la suite spectrale de 
Leray-Serre car S = 0. Si le tore Test  de dimension 1, toute base distingu6e st 
ona et la suite spectrale d6g6n+re en la suite exacte longue: 
• .. ---+ IHT(M/T  ) > H" (M)  > 
--~ i i t  v___2~(M/qF) A[e~ IHT+~(M/g)  > " " ,  
nous retrouvons ainsi la suite de Gysin de [7]. 
(f) Dans ce travail nous avons approxim8 le premier terme de la suite spec- 
trale par le haut en utilisant l'inclusion .N?'"(M/qF) ,--+ F2~(M/qF) ®u HU(g) .  
On aurait pu agir de fagon duale en utilisant l'inclusion ~*(M/T)  ®~ H~(-~) '--+ 
*,ll 
A/'~ (M/T) ,  ce qui est une approximation par le bas. Dans ce cas, on peut 
montrer que le deuxiSme terme de la suite spectrale st dStermin6 par la suite 
exacte longue 
. . .  _~ IH i~(g lq[ )  ®~ H~(~)  ~ ¢E2 ~,~ , ~y ' "  
- -~ IHy+1(M/V)  ®,  H ' (V)  --~ . . .  
: s { H ( S lqr) }(°:') - ( "70 .  
5.7. Exemple. Avec l'exemple qui suit nous voulons illustrer la suite exacte (10) 
qui d6termine le deuxibme terme ~E2 de la suite spectrale. 
5.7.1. Descr ipt ion  de l 'action. Consid+rons l'action ~ : (~ l  × ~ l  ) × C n~ + n2 + 2 -~ 
C "1+"2+2 d6finie par (z~,z2). (v l , . . . , v~+l ,w l , . . . ,w~2+l )  = (z  I -u1 , . . . , z  I • 
vn~+l,Z2 "Wl , . . . , z l  w~2+1), off nl _> 1 et n2 > 1. Cette action du tore ~-= 
51× ~l prbserve la norme de C n'+"2+2, elle induit donc l'action • :~-x 
$2(,,~+,2)+3 ~2(,~+~2)+3 sur la sph6re unit& Nous 6crirons ~2(,~+n2)+3 
comme le joint ~2,~ + 1 • ~2n2 + 1, c'est-fi-dire, le quotient 
~2nl+l  X ~2n2+1 
X [--1,  1 ] /  ((UI ..... . . . .  1),(14:1 ....... 'n2+1),-1)-((%'; ....... ntt_l),(wi ....... n2+l),-1) 
Sur le premier facteur (resp. le deuxibme facteur) Faction de ~ se r6duit fi l'ac- 
tion de ~1 × {1} (resp. {1} × ~1) sur ~2,1+1 (resp. 52"~+1) par le produit de 
nombres complexes, c'est-h-dire, l'action de Hopf. 
Dans ~2(,~ +,3)+3 nous trouvons deux strates singuli+res $1 = ~2,~ + l, $2 = 
~2n2 + 1 et la strate r6gulibre R = ~2,, + 1 × ~2,2 + l × ] _ 1, 1 [. L'espace d'orbites 
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est le joint CP ~' • Cp  n2 et nous avons rr(Sl) = CP  "', 71"(82) = CP n2 et 7r(R) = 
C[P < × CP n' × ]0, 1[, qui sont les strates de l'espace d'orbites. 
5.7.2. Premi6re perversit6. Une perversit6 ? sur CP<*  CP n2 s'identifie au 
couple d'entiers (?(7r($1)), ~(7r($2))). Nous consid6rons d'abord le cas ~ = (2, 2) 
et calculons (2,2)E2. 
Ecrivons f :] - 1 ,117 [0, 11 une fonction diff6rentiable ant isymm&rique 
avec f(x) = 1 si ¼ < x < 1. Posons el, e2 les formes d'Euler canoniques de 
CP < et CP ~2 respectivement. Nous 6crivons aussi el, e2 et f les formes diff& 
rentielles induites dans le produit CP nl × CP  n2 ×]  - 1, l [ ,  partie r6gulibre de 
CP n' • CP"-'. Un calcul direct 5. l'aide de Mayer-Vietoris donne 
IH(o o)(CP"' * CP Be) = (1, [dJA e;' A e2 2]/1 < ii <- n j ,  j = 1,2), 
IH(~.0)(CP ~' * CD "2) 
= {1, [a~f A e/' A e22], [e21/1 _< i, < n,,2 _< i2 _< n2), 
IH(o 2)(CP"  • CF D'2) 
= (1, [df A e;' A e~21, [e,]/2 < i, _< n,, 1 < i2 < n2>, 
IH(~ 2)(CP n, • CP n2) 
= (1, [df A e(' A e~2], [e,], [e2], [el A e2]/2 < /j < nj, j = 1,2), 
(cf. [5]). Ici, ( - )  d6note 'espace vectoriel engendr6 par'. 
Nous choisissons deux bases orthonormales de A = R 2 et calculons la suite 
exacte (10) qui d&ermine le deuxi~me te rme (2,2)E2. 
As2 J bl 
b ~  ~ A& 
a l  
A 
(i) Bi = {al, a2}. C'est une base ona, ainsi: 
(2,2)Q*'* ~ IH(*2,2)(CD"' * C pn2) @'S, H*(]]-) 
= {IH(2,2)(CP n' * CP  ~2) ® (1)} 
@ {IH(;,2)(CP n' * CP n2) @ (a2)} 
@ {IH(2,0)(CP" * CP "2) ® {a])} 
q3 {IH,~3,0)(CP" * CP "~) ® (a] • a2)}. 
(ii) B 2 = {hi ,  t)2}. D'apr6s la Remarque 5.7 (a) nous savons d6jfi que 
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(2 ,2)E;  '0 = IH(~,2)(CP n' * CP "2) ® H°(q] -) 
(2,2)E; '2 = IH( ; ,o)(CP nl * CP n2) @ H2(~).  
et 
Posons u = 1. A partir de la suite exacte (10) on obtient 
(2, 2) E;;, 1 
{IH(V2,2)(C~ nl • Cp n2) @ HI(-~)} @ {HV-3(Cpnl)  @ H v 3(Cpn2)} 
v# 2,3,4,5 
Ker{7 : IH(~,i)(¢P n~ * CP n2) @ Hi(r] -) --+ HV-2(¢p  n' ) 
@HV-2(cpn2)} v=2,4  
Coker{7 : IH(~2~2](CP n' * CP n2) ® H1(ll -) --+ HV- 3(CP nl ) 
@ Hv-3(cpn2)} 73 = 3, 5. 
Ici, l'op6rateur 7 est donn6 par 
~([el] @ hi) ~--'~([el] @62) = (0, v~), 
~(Ie2] @ bl) = "~([e21 @ 62) = (V~, 0), 
7([el A e2] @ hi) = x/2(el + e2), 
~([< A e~] ~/ '2 )  = v~(e~ -- e~). 
Un calcul direct donne, comme on pouvait l'attendre, (2, 2)E2"* ~- 
ZH~,~)(CP n' * CP °2) @B, H*(~).  
Cet exemple montre que la suite exacte (10) d6pend de la base distingu6e. 
5.7.3. Deuxi~me perversit& Consid6rons la perversit6 r = (4,4), nous mon- 
trons que le deuxi6me terme de la suite spectrale {(4,4)Era} est diff6rent de celui 
de la suite spectrale {(2,2)Em}. Ceci prouve que la suite spectrale que nous 
construisons dans ce travail d6pend du choix de la perversit6 (mfime si l'abou- 
tissement est le m~me). 
Un calcul direct 2t l'aide de Mayer-Vietoris donne 
IH(~,4)(CP n' * CP na) 
=(1, [d fme I' A e227, [elk zA e22]/3 _< il _< nl,2 _< i2 < n2,0 _< kl _< 2,0 _< k2 _< 1), 
IH(*4,2)(CD n' • Cp "2) 
= (1, [dr A e[ 1 A e~21, [el kl A e2k21/2 <_ il _< nl, 3 _< i2 _< n2, 0 _< kl _< 1,0 _< k2 • 2), 
[H('4,4)(C~ n~ * CP n2) 
=(1, [df A e[ 1 Ae~2],[e(' Ae2~2]/3 < i; <_ nj, O <_ kj _< 2, j  = 1,2}. 
Consid6rons la base ona B 1 = {al, a2}. Ainsi: 
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(4,4)E; '* ~ IH(;,4)( cpnl  * cpn2) ®B1 H*(~-) 
= {IH(~,4)(CP n' • CP  n2) ~ (1)} 
{]) {IH(*2,4)(CP n' * CP he) @ (a2}} 
® {IH(],2)(CD n' * CP "2) ® (al)} 
@ {IH(*2,e)(CP n~ * CP n2) ® (a l .  a2)}. 
Nous arr ivons ~ (2,2)E 2 ~ (4,4)E 2 car  d lm(z ,z )E  2 : 4n~n2 - 2(n~ + n2) + 
%* 
10 ¢ 4n~ n2 -- 7(nl + n2)  q- 29 = dim (4,4)E 2 . 
5.8. Comparaison des suites spectrales. Pour une m~me action • : 1- x M --+ M 
nous n'avons pas construit  une mais plusieurs suites spectrales convergeant 
vers H* (M) ;  n6anmoins,  elles ne sont pas ind+pendantes. Posons {1 et ~ deux 
perversit~s sur M/7 v&if iant les in+galit6s 0 _< q < ? < z. L' inclusion c : 
f2q (M) ~ ~2~* (M),  qui est un quasi - isomorphisme,  pr6serve la fi ltration de § 5.1 
et d6finit donc un morph isme de suites spectrales {Cm : qEm ~ ~Em}m>_o. Nous 
d+crivons dans ce paragraphe le deuxi6me terme de ce morphisme.  Pour cela 
nous util isons le r6sultat suivant, qui compl6te le Lemme 5.4.3. 
Lemme 5.8.1. 
H*(  J'2i(rr(Ts)) "~ 
\ J 
n*  g ~ 
0 
Fixons S E S et consid&ons gun entier vbrifiant g <_ [s - 1. Alors: 
si (S E So et g = O) ou (S E $1 et 0 <_ g pair) 
sinon. 
D6monstration. Dist inguons plusieurs cas. 
• S E So et g ¢ 0. La proc6dure suivie • § 5.3.3 montre que le complexe 
(f2~ (Tr(Ts))/f2~ T(Tr(Ts))) est acyclique si et seulement si le complexe 
g-1 
e-2 ~i=O f ) i (~s /TS)  ~) {f)g-l(~gs/-~S) nd-l(0)} 
est acyclique. Ceci +quivaut ~t la nullit6 de He(~es/qrs), ce qui provient des 
in6galit6s 1 < [ < Is  - 1 et de [3, pag. 132]. 
• S E So et [ = 0. Le complexe quotient est r6duit 5. ~2 o (Tr(Ts)) = p~ f2* (S/V) ,  
d'ofJ le r6sultat. 
• S E $1 et g impair  ou g < 0. On raisonne comme dans le premier  cas et on 
tient compte de l'6galit6 He(SeS/Ts)  = 0 si g est impair  ou g < 0. 
• S E Sl et 0 < g pair. D'apr6s le cas pr+c6dent nous avons 
H*( O~(rr(Ts)  / Y2~_ ~(rr(Ts) ) TM H* ( Y2g(rr(Ts) ) / Y2~_ ~(rr(Ts)  ). 
Maintenant  il suffit d'appl iquer le Lemme 5.4.3. [] 
Th~or~me 5.8.2. Soient q et ~ deux perversit& sur M/T  avec 0 <_ {1 < ~ < ~ et 
[~(7r(S))/2] - [{1(7r(S))/2] < 1. Alors, il existe une suite exacte longue 
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. . .  ____+ ~ ---+__~/,~ ~ ------+ . ___+ 
avec 
* ,U  - n 1 7~q,~ = (~ { { H* - 2[r(rr(s))/21 (S/"~ ) }( ~ ) @ {H* + 2 - 2[~(~(S))/21 (S/-1[) }(." 5z') }, 
s 
off la somme est Otendue a { S ~ $1/[?(7r(S) /2] - [q(Tr(S))/2] = 1}. 
D~monstration. L'existence de partitions de l'unit+ constitu6es de fonctions 
contr616es implique que la restriction des formes diff6rentielles induit l'iso- 
morphisme diff~rentiel suivant 
*UMq ]- .,u / ) 
Considbrons S E Set  dinstinguons 2 cas pour 6tudier la cohomologie du com- 
* ,U * ,U  plexe quotient (N'~ (rr(Ts))/N'q (Tr(s))). 
* U * * ,U • S c So. Nous avons A/'f' (Tr(Ts)) = Of (Tr(Ts)) ® H"(T)  et Af~ (Tr(Ts)) = 
f20 (Tr(s)) ® H"(q]-). Puisque 1 < ?(Tr(S)) < gs - 1 nous avons d'apr+s le 
* f ) *  lemme prbc6dent que le complexe (Y)f (Tr(Ts))/ o (Tr(Ts))) est acyclique. Ainsi, 
le quotient (Af~-'~(Tr(Ts))/Afq'~(Tr(Ts))) est lui aissi acyclique. 
• S 6 SI. Puisque les complexes en jeu ne d6pendent pas de la base, choi- 
sissons une base B orthonormale (relativement ~( -  I - ) )  de fa~;on que as soit 
al. Ainsi, nous avons l'6galit6 
* U 71. ,  T * "~ A/'~' ( ( s ) )  ={Q~ (Tr(Ts)) ® AU(a2,., a,)} 
® {(2;_2(Tr(7-s) ) ® a l '  AU-l(a2,... ,an)} 
et l'~galit6 
* ,U * Af 0 (Tr(Ts)) ={Y)0 (Tr(Ts)) ® AU(a2,..., a,)} 
® {Y2q_ ~(Tr(Ts)) ® al. a"- I (a2, . . . ,  a,)}. 
Par cons6quent 
N';'~(Tr(Ts))*~ r T. - { (2~(Tr(Ts)) ® Au(a2'''' a~) } 
:¢q' ( ( s ) )  U~(~(77)) 
®{(2;  ~(Tr(Ts)) Au_ 1 } 
Y)q ~(Tr(Ts)) ® al" (az, . . . ,a , )  . 
. . .U  " .U  'U . * .  D'aprbs le lemme pr6c6dent nous avons H (A;/ (Tr(Ts))/Af 0 (Tr(Ts))) ~ 7aq, e, 
d'ofile r6sultat. [] 
5.8.3. Exemple. Considbrons l'action d6crite dans §5.7. Les perversit6s g/= 
(2, 2) et ~ = (4, 4) v6rifient les conditions du th6or6me pr6c6dent, nous trouvons 
ainsi la suite exacte longue 
g9 
. . .  - - -+ (2 ,2 )E2 , .  ~ (4 ,4 )E ; , .  ----+ .]9(2,2),v,* (4,4) ~ (2,2)/-:'2=v+1'* 
/.2 )Ev+l ,  , 
(4,4 2 ~ ' "7  
off 
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/H* -4 (C~ n' ) O H*-4(Cp  n2) si u = 0 
• ,u I {H*-4(Cp"~) @ H*-4(Cp"=)} @ {/-/* 2(CP~') ®/-/*- 2(CP"=)} 
~D(2'2)'(4~4) ~ si U = 1 
[H* -2 (CP  n~ ) ~ H*-2(CE n2) si u = 2. 
5.9. Annulation des classes d'Euler. Si l'action ~ est libre, l'annulation des 
classes d'Euler {[e~] E H2(M/JF)/a E A} ~quivaut fi l'existence d'un feuilletage 
transverse aux orbites. Nous montrons dans la suite que, dans le cas simple, 
l'annulation des classes d'Euler {[ea] C IH~(M/1F)/a C A} poss~de aussi une 
interpretation g6om&rique. 
Un feuilletage singulier 5 v sur M [10] est transverse ~~ si pour tout point x de 
M - Z la feuille de ~ et l'orbite de ~b passant par x sont transverses. 
Th~or~me 5.9.1. Soit • : -~ x M -~ M une action simple du tore -~ sur une vari6t6 
M. Les deux assertions uivantes sont kquivalentes: 
(a) Les classes d'Euler {[e~] 6 IH2(M/q[) /a  E A} s'annulent. 
(b) 1l existe sur M un feuilletage singulier 2F transverse glq~. 
D~monstration. Remarquons tout d'abord que, d'apr6s §4.5, la premiere con- 
dition ne d6pend pas de la bonne m6trique choisie. 
(a) ~ (b). Pour chaque S c S, la voisinage tubulaire Ts s'identifie naturel- 
lement avec Es x [0, 1[/,-~ off Es = rsl(½) et (x, 0) ~ (x',0) si Ts(x) = Ts(X'). 
Posons _~/la vari6t6 fi bord obtenue ~ partir de Men remplaqant Es x [0, 1 [ par 
7-s. Elle est naturellement munie d'une action libre ~ de Y; nous pouvons ainsi 
construire une application diff~rentiable 6quivariante E :/~/--+ M qui envoie 
diffbomorphiquement h~/- £ l(ZT) sur M - Z. Les classes d'Euler de M sont 
donc envoy~es par £ sur les classes d'Euler de ~/; qui sont donc nulles. Par 
cons6quent il existe sur 37/un feuilletage r6gulier 5 ~ transverse aux orbites de ~. 
On vbrifie ais6ment que la distribution F_,,(T~) est localement de type fini, elle 
d6finit donc un feuilletage singulier (cf. [10, pag. 185-186]), qui est par con- 
struction transverse aux orbites de ~. 
(b) ~ (a). Pour des raisons de degr~, nous avons IH22(M) = HZ(M - •) et 
les classes d'Euler de # correspondent avec celles de la restriction de # fi 
M - ~, off l'action est libre. Ainsi, puisque dans M - ~ le feuilletage f est 
transverse ~, #, nous avons que les classes d'Euler sont nulles. [] 
5.9.2. Remarques 
Dans les conditions du th6or~me pr6c6dent: 
(i) Les seules strates inguli6res qui peuvent apparaitre sont celles qui v6ri- 
fient dim ~s = 0 ou bien celles qui vbrifient *?s = 1. L'espace d'orbites M/][  est 
une vari~t~ de Satak6 fi bord, qui est la r6union des strates S avec gs = 1. 
(ii) La suite spectrale d~g6n6re t H*(M)= IH~(M/1[)®BH~(]I  -) pour 
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toute  base  B de A. Rappe lons  que  cet te  cohomolog ie  s '6cr i t  en  te rmes  des co-  
homolog ies  re lat ives  {H*(M/][, C)/C composante  connexe  du  bord  de M/T}. 
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