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a b s t r a c t
In this paper, we introduce a new iterative scheme for finding a common element of the
set of solutions of finite mixed equilibrium problems, the set of solutions of variational
inequalities for two cocoercive mappings, the set of common fixed points of an infinite
family of nonexpansive mappings and the set of common fixed points of a nonexpansive
semigroup in Hilbert space. Then we prove a strong convergence theorem under some
suitable conditions. The results obtained in this paper extend and improve many recent
ones announced by many others.
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1. Introduction
Let H be a real Hilbert space and let C be a nonempty closed convex subset of H . In the following, we denote by ‘‘→’’
strong convergence and by ‘‘⇀’’ weak convergence. Let T be a nonlinear mapping, we denote by Fix(T ) = {x ∈ C : Tx = x}
the set of fixed points of T . Recall that
(1) A mapping f : C → C is called a contraction if there exists a constant k ∈ (0, 1) such that
‖fx− fy‖ ≤ k ‖x− y‖ , ∀x, y ∈ C .
(2) A mapping S : C → C is called nonexpansive, if
‖Sx− Sy‖ ≤ ‖x− y‖ , ∀x, y ∈ C .
(3) A mapping A of C into H is called monotone, if
⟨Ax− Ay, x− y⟩ ≥ 0, ∀x, y ∈ C .
(4) A is called c-cocoercive, if there exists a constant c > 0 such that
⟨Ax− Ay, x− y⟩ ≥ c ‖Ax− Ay‖2 , ∀x, y ∈ C .
Clearly, every c-cocoercive mapping A is 1c -Lipschitz continuous.
(5) A is called d-strongly monotone, if there exists a constant d > 0 such that
⟨Ax− Ay, x− y⟩ ≥ d ‖x− y‖2 , ∀x, y ∈ C .
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(6) A is said to be (−c)-cocoercive, if there exists a constant c > 0 such that
⟨Ax− Ay, x− y⟩ ≥ (−c) ‖Ax− Ay‖2 , ∀x, y ∈ C .
(7) A is said to be relaxed (c, d)-cocoercive, if there exist two constants c, d > 0 such that
⟨Ax− Ay, x− y⟩ ≥ (−c) ‖Ax− Ay‖2 + d ‖x− y‖2 , ∀x, y ∈ C .
If c = 0, A is said to be d-strongly monotone. This class of mappings is more general than the class of strongly monotone
mappings. It is easy to see that we have the following implication: d-strongly monotonicity⇒ relaxed (c, d)-cocoercivity.
(8) An operator T is strongly positive on H if there is a constant γ with property
⟨Tx, x⟩ ≥ γ ‖x‖2 , ∀x ∈ H.
Let G be an unbounded subset of R+, we recall that a family W := (W (s))s∈G is a nonexpansive semigroup on C if it
satisfies the following conditions:
(S1)W (0)x = x for all x ∈ C;
(S2)W (s+ t)x = W (s)W (t) for all s, t ∈ G;
(S3) ‖W (s)x−W (s)y‖ ≤ ‖x− y‖ for all x, y ∈ C and s ∈ G;
(S4) for all x ∈ C , s → W (s)x is continuous.
We denote by F(W (s)) the set of fixed points of W (s) and by F(W) the set of all common fixed points of W , i.e.
F(W) = ∩s∈G F(W (s)). It is known that F(W) is closed and convex (Lemma 1 in [1]).
Let ϕ : C → R ∪ {+∞} be a proper extended real-valued function and f be a bifunction from C × C to R, where R is the
set of real numbers. Ceng and Yao [2] considered the following mixed equilibrium problem:
Find x ∈ C such that f (x, y)+ ϕ(y) ≥ ϕ(x), ∀y ∈ C . (1.1)
The set of solutions of (1.1) is denoted by MEP(f , ϕ). It is easy to see that x is a solution of problem (1.1) implies that
x ∈ domϕ = {x ∈ C | ϕ(x) < +∞}.
If ϕ = 0, then the mixed equilibrium problem (1.1) becomes the following equilibrium problem:
Find x ∈ C such that f (x, y) ≥ 0, ∀y ∈ C . (1.2)
The set of solutions of (1.2) is denoted by EP(f ).
If ϕ = 0 and f (x, y) = ⟨Ax, y− x⟩ for all x, y ∈ C , where A is a mapping from C into H , then (1.1) becomes the following
variational inequality.
Find x ∈ C such that ⟨Ax, y− x⟩ ≥ 0, ∀y ∈ C . (1.3)
The set of solutions of (1.3) is denoted by VI(C, A).
Problem (1.1) is very general in the sense that it includes, as special cases, variational inequalities, optimization problems,
Nash equilibrium problem in noncooperative games, minimax problems and others; see for instance, [2–11].
Recently, Peng and Yao [9] introduced an iterative algorithm for finding a common element of the set of solutions of
problem (1.1), the common set of fixed points of a family of finitely nonexpansive mappings and the set of solutions of the
variational inequality for a monotone, Lipschitz continuous mapping without the condition (E) and the CQ-constraints in
the algorithms in [12,13]. More precisely, they introduced the following algorithm:
x1 = x ∈ C,
f (un, y)+ ϕ(y)− ϕ(un)+ 1rn ⟨y− un, un − xn⟩ ≥ 0, ∀ y ∈ C,
yn = PC (un − γnBun),
xn+1 = αnv + βnxn + γnSPC (yn − γnAyn), ∀ n ∈ N.
(1.4)
Under appropriate conditions imposed on the parameters, they proved {xn}, {yn} and {un} converge strongly to ω ∈ Ω =
∩Nn=1 Fix(Ti) ∩ VI(C, A) ∩MEP(f , ϕ), where ω = PΩ(v).
Very recently, Qin et al. [7] introduced the following iterative scheme:
f (un, y)+ ⟨A3xn, y− un⟩ + 1rn ⟨y− un, un − xn⟩ ≥ 0, ∀ y ∈ C,
zn = PC (un − λnA2un),
yn = PC (zn − ηnA1zn),
xn+1 = βnxn + (1− βn)Wn[αnu+ (1− αnyn)], ∀ n ≥ 1,
(1.5)
and obtained some strong convergence theorems under some suitable conditions.
In this paper, motivated and inspired by the above facts, we introduce an iterative algorithm for finding a common
element of the set of solutions of finite mixed equilibrium problems, the set of common fixed points of an infinite family
of nonexpansive mappings, the set of solutions of two variational inequalities and the set of common fixed points of a
nonexpansive semigroup. Furthermore, a strong convergence theorem for approximating a common element of the above
sets is obtained. Our results extend and improve the corresponding results of Peng and Yao [9], Qin et al. [7] andmany others.
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2. Preliminaries
Let H be a real Hilbert space. It is well known that
‖x− y‖2 = ‖x‖2 − ‖y‖2 − 2 ⟨x− y, y⟩ (2.1)
and
‖λx+ (1− λ)y‖2 = λ ‖x‖2 + (1− λ) ‖y‖2 − λ(1− λ) ‖x− y‖2 , (2.2)
for all x, y ∈ H and λ ∈ [0, 1].
Let C be a nonempty closed convex subset of H . For every point x ∈ H , there exists a unique nearest point in C , denoted
by PCx, such that
‖x− PCx‖ ≤ ‖x− y‖ for all y ∈ C . (2.3)
P is called a metric projection of H onto C . It is well known that PC is a nonexpansive mapping of H onto C and satisfies
⟨x− y, PCx− PCy⟩ ≥ ‖PCx− PCy‖2 , (2.4)
for every x, y ∈ H . Moreover, PCx is characterized by the following properties: PCx ∈ C and
⟨x− PCx, y− PCx⟩ ≤ 0, (2.5)
‖x− y‖2 ≥ ‖x− PCx‖2 + ‖y− PCx‖2 , (2.6)
for all x ∈ H, y ∈ C .
Let A be a monotone mapping of C into H . In the context of the variational inequality problem the characterization of
projection (2.5) implies that
u ∈ VI(A, C)⇔ u = PC (u− λAu), for all λ > 0. (2.7)
It is well known that H satisfies Opial’s condition [14], that is, for any sequence {xn}with xn ⇀ x, the inequality
lim inf
n→∞ ‖xn − x‖ < lim infn→∞ ‖xn − y‖
holds for every y ∈ H with y ≠ x.
A set-valued mapping T : H → 2H is called monotone if for all x, y ∈ H, f ∈ Tx and g ∈ Ty imply ⟨x− y, f − g⟩ ≥ 0.
A monotone mapping T : H → 2H is maximal if the graph G(T ) of T is not properly contained in the graph of any other
monotone mapping. It is known that a monotone mapping T is maximal if and only if, for (x, f ) ∈ H×H , ⟨x− y, f − g⟩ ≥ 0
for every (y, g) ∈ G(T ) implies f ∈ Tx. Let A be a monotone mapping of C into H and let NCv be the normal cone to C at
v ∈ C , i.e.,




Av + NCv, v ∈ C
∅, v ∉ C .
Then, T is maximal monotone and 0 ∈ Tv if and only if v ∈ VI(A, C); see [15].
The following lemmas will be useful for proving the convergence results of this paper.
Lemma 2.1 (See [16]). Assume that {αn} is a sequence of nonnegative real numbers such that αn+1 ≤ (1− γn)αn+ δn, ∀n ≥ 1,
where {γn} is a sequence in (0, 1) and {δn} is a sequence in R such that
(i)
∑∞
n=1 γn = ∞;
(ii) lim supn→∞ δnγn ≤ 0 or
∑∞
n=1 |δn| <∞.
Then limn→∞ αn = 0.
Lemma 2.2 (See Suzuki[17]). Let {xn} and {yn} be bounded sequences in a Banach space X and βn be a sequence in [0, 1] with
0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1. Suppose xn+1 = (1− βn)yn + βnxn for all n ≥ 0 and lim supn→∞(‖yn+1 − yn‖ −‖xn+1 − xn‖) ≤ 0. Then limn→∞ ‖yn − xn‖ = 0.
Lemma 2.3 ([18]). Assume that T is a strongly positive linear bounded operator on a Hilbert space H with coefficient γ > 0 and
0 < ρ ≤ ‖T‖−1. Then ‖I − ρT‖ ≤ 1− ργ .
For solving the mixed equilibrium problem, let us give the following assumptions for the bifunction f , ϕ and the set C:
(A1) f (x, x) = 0 for all x ∈ C;
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(A2) f is monotone, i.e., f (x, y)+ f (y, x) ≤ 0 for any x, y ∈ C;
(A3) For each y ∈ C , x → f (x, y) is weakly upper semicontinuous;
(A4) For each x ∈ C , y → f (x, y) is convex;
(A5) For each x ∈ C , y → f (x, y) is lower semicontinuous;
(B1) For each x ∈ H and r > 0, there exist a bounded subset Dx ⊆ C and yx ∈ C such that for any z ∈ C \ Dx,
f (z, yx)+ ϕ(yx)+ 1r ⟨yx − z, z − x⟩ < ϕ(z).
(B2) C is a bounded set.
Lemma 2.4 ([9]). Let C be a nonempty closed convex subset of H. Let f be a bifunction from C × C to R satisfying (A1) –(A5)
and let ϕ : C → R ∪ {+∞} be a proper lower semicontinuous and convex function. Assume that either(B1)or(B2)holds. For
r > 0 and x ∈ H, define a mapping T Fr : H → C as follows.
T Fr (x) =

z ∈ C : F(z, y)+ 1
r
⟨y− z, z − x⟩ ≥ ϕ(z), ∀ y ∈ C

for all x ∈ H where F(z, y) = f (z, y)+ ϕ(y). Then the following conclusions hold:
(1) For each x ∈ H, T Fr (x) ≠ ∅;
(2) T Fr is single valued;
(3) T Fr is firmly nonexpansive, i.e., for any x, y ∈ H,T Fr (x)− T Fr (y)2 ≤ T Fr (x)− T Fr (y), x− y ;
(4) F(T Fr ) = MEP(f , ϕ);
(5) MEP(f , ϕ) is closed and convex.
Lemma 2.5. Let H be a real Hilbert space. Then the following inequalities hold:
(1) ‖x+ y‖2 ≤ ‖x‖2 + 2 ⟨y, x+ y⟩;
(2) ‖x+ y‖2 ≥ ‖x‖2 + 2 ⟨y, x⟩ ,
for all x, y ∈ H.
Lemma 2.6 ([19]). Let C be a nonempty closed convex subset of a Banach space E. Let S1, S2, . . . be a sequence of mappings
of C into itself. Suppose that
∑∞
n=1 sup {‖Sn+1x− Snx‖ : x ∈ C} < ∞. Then for each y ∈ C, {Sny} converges strongly
to some point of C. Moreover, let S be a mapping of C into itself defined by Sy = limn→∞ Sny for all y ∈ C. Then
limn→∞ sup {‖Sx− Snx‖ : x ∈ C} = 0.
Lemma 2.7 ([20]). Let H be a real Hilbert space, let C be a closed convex subset of H, and let T : C → C be a nonexpansive
mappingwith F(T ) ≠ ∅. If {xn} is a sequence in C weakly converging to x and if (I−T )xn converges strongly to y, then (I−T )x = y.
3. Main results
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let fk be a bifunction from C × C to R
satisfying(A1)–(A5)and ϕk : C → R∪ {+∞} be a proper lower semicontinuous and convex function, where k ∈ {1, 2, . . . ,M}.
Let A : C → H be a LA-Lipschitzian and relaxed (c,d)-cocoercive mapping and B : C → H be an LB-Lipschitzian and relaxed
(c ′, d′)-cocoercive mapping. Let W : (W (s))s∈G be a nonexpansive semigroup on C. Let {Sn} be a sequence of nonexpansive
mappings of C into itself such that Ω = F(W) ∩ ∩∞i=1 F(Si) ∩ (∩Mk=1 MEP(fk, ϕk)) ∩ VI(C, A) ∩ VI(C, B) ≠ ∅. Let f be a
contraction of C into itself with coefficient α ∈ (0, 1) and T be a strongly bounded linear operator on H with coefficient γ such
that 0 < γ < γ θ
α
and 0 < θ ≤ ‖T‖−1. Assume that either (B1) or (B2) holds. Let {xn}, {un} and {yn} be sequences generated by
x1 = x ∈ C,
un = T FMrM,nT
FM−1
rM−1,n · · · T F2r2,nT F1r1,nxn,
yn = εnun + (1− εn)PC (un − µnBun),
xn+1 = αnγ f (Snun)+ βnxn + ((1− βn)I − αnθT )W (τn)SnPC (yn − λnAyn),
(3.1)
for every n ∈ N, where {εn}, {αn}, {βn} are sequences in [0, 1]. Assume that the following conditions are satisfied:
(i) limn→∞ αn = 0 and∑∞n=1 αn = ∞;
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
(iii) limn→∞ |λn − λn+1| = 0, limn→∞ |µn − µn+1| = 0, limn→∞ |εn − εn+1| = 0, and lim supn→∞ εn < 1;
(iv) lim infn→∞ rk,n > 0 and limn→∞
rk,n − rk,n+1 = 0, for each k ∈ {1, 2, . . . ,M};
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, 0 < a′ ≤ b′ < 2(d′−c′L2B)
L2B
;
(vi) {τn} ⊂ G is an increasing sequence such that limn→∞ τn = ∞ and W satisfies the uniformly asymptotically regularity
condition:
lim
t∈G, t→∞ supx∈C ‖W (s)W (t)x−W (t)x‖ = 0
uniformly in s ∈ G, whereC is any bounded subset of C. Suppose that ∑∞n=1 sup {‖Sn+1x− Snx‖ : x ∈ B} < ∞ for any
bounded subset B of C. Let S be a mapping of C into itself defined by Sy = limn→∞ Sny for all y ∈ C and suppose that
F(S) = ∩∞i=1 F(Si). Then {xn} converges strongly to z ∈ Ω , where z = PΩ(γ f + (I − θT ))(z), which is the unique solution
of the variational inequality
⟨(γ f − θT )z, x− z⟩ ≤ 0, ∀ x ∈ Ω.
Proof. From conditions (i), (ii), we may assume, without loss of generality, that αnθ ≤ (1 − βn) ‖T‖−1 for all n ∈ N . Since
T is a linear bounded self-adjoint operator on H , we have
‖T‖ = sup {|⟨Tx, x⟩| : x ∈ H, ‖x‖ = 1} .
Observe that
⟨((1− βn)I − αnθT )x, x⟩ = 1− βn − αnθ ⟨Tx, x⟩
≥ 1− βn − αnθ ‖T‖
≥ 0,
which shows that (1− βn)I − αnT is positive. It follows that
‖(1− βn)I − αnθT‖ = sup {⟨((1− βn)I − αnθT )x, x⟩ : x ∈ H, ‖x‖ = 1}
= sup {1− βn − αnθ ⟨Tx, x⟩ : x ∈ H, ‖x‖ = 1}
≤ 1− βn − αnθγ .
Putting Θkn = T Fkrk,nT Fk−1rk−1,n · · · T F2r2,nT F1r1,n for k ∈ {1, 2, . . . ,M} and Θ0n = I for all n, we have un = ΘMn xn. We divide the
following proof into five steps.
Step 1.We claim that {xn} , {yn} and {un} are all bounded.
Let p ∈ Ω . Since T Fkrk,n is nonexpansive and p = T Fkrk,np for each k ∈ {1, 2, . . . ,M}, we have
‖un − p‖ =
ΘMn xn −ΘMn p ≤ ‖xn − p‖ , ∀ n ∈ N. (3.2)
Putting tn = PC (yn − λnAyn) and φn = PC (un − µnBun). First, we show that I − λnA is nonexpansive. Indeed, since





‖(I − λnA)x− (I − λnA)y‖2 = ‖x− y− λn(Ax− Ay)‖2
= ‖x− y‖2 − 2λn ⟨Ax− Ay, x− y⟩ + λ2n ‖Ax− Ay‖2
≤ ‖x− y‖2 − 2λn
−c ‖Ax− Ay‖2 + d ‖x− y‖2+ λ2n ‖Ax− Ay‖2
≤ ‖x− y‖2 + 2λncL2A ‖x− y‖2 − 2λnd ‖x− y‖2 + λ2nL2A ‖x− y‖2
= (1+ 2λncL2A − 2λnd+ λ2nL2A) ‖x− y‖2
≤ ‖x− y‖2 , ∀ x, y ∈ C,
which implies that the mapping I − λnA is nonexpansive, and so is I − µnB.
Since I − λnA, I − µnB, PC and Sn are nonexpansive mappings and p = PC (p− λnAp) = PC (p− µnBp) = Snp, we have
‖yn − p‖ = ‖εn(un − p)+ (1− εn)(PC (un − µnBun)− p)‖
≤ εn ‖un − p‖ + (1− εn) ‖PC (un − µnBun)− PC (p− µnBp)‖
≤ εn ‖un − p‖ + (1− εn) ‖(un − µnBun)− (p− µnBp)‖
= εn ‖un − p‖ + (1− εn) ‖(I − µnB)un − (I − µnB)p‖
≤ εn ‖un − p‖ + (1− εn) ‖un − p‖
= ‖un − p‖ ≤ ‖xn − p‖ ,
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which yields that
‖xn+1 − p‖ = ‖αn(γ f (Snun)− θTp)+ βn(xn − p)+ ((1− βn)I − αnθT )(W (τn)Sntn − p)‖
≤ (1− βn − αnθγ ) ‖tn − p‖ + βn ‖xn − p‖ + αn ‖γ f (Snun)− γ f (p)‖ + αn ‖γ f (p)− θTp‖
= (1− βn − αnθγ ) ‖PC (yn − λnAyn)− PC (p− λnAp)‖
+βn ‖xn − p‖ + αn ‖γ f (Snun)− γ f (p)‖ + αn ‖γ f (p)− θTp‖
≤ (1− βn − αnθγ ) ‖(yn − λnAyn)− (p− λnAp)‖
+βn ‖xn − p‖ + αn ‖γ f (Snun)− γ f (p)‖ + αn ‖γ f (p)− θTp‖
= (1− βn − αnθγ ) ‖(I − λnA)yn − (I − λnA)p‖ + βn ‖xn − p‖
+αn ‖γ f (Snun)− γ f (p)‖ + αn ‖γ f (p)− θTp‖
≤ (1− βn − αnθγ ) ‖yn − p‖ + βn ‖xn − p‖ + αnγα ‖Snun − p‖ + αn ‖γ f (p)− θTp‖
≤ (1− βn − αnθγ ) ‖xn − p‖ + βn ‖xn − p‖ + αnγα ‖xn − p‖ + αn ‖γ f (p)− θTp‖
= (1− (θγ − γα)αn) ‖xn − p‖ + (θγ − γα)αn ‖γ f (p)− θTp‖
θγ − γα .
It follows from induction that
‖xn − p‖ ≤ max

‖x1 − p‖ , ‖γ f (p)− θTp‖
θγ − γα

, for all n ≥ 1.
Thus, the sequence {xn} is bounded. Consequently, the sets {un}, {yn}, {φn}, {tn} and {Sntn} are bounded.
Step 2.We claim that limn→∞ ‖xn − xn+1‖ = 0.
Since I − λnA and I − µnB are nonexpansive, we have
‖φn+1 − φn‖ = ‖PC (un+1 − µn+1Bun+1)− PC (un − µnBun)‖
≤ ‖(un+1 − µn+1Bun+1)− (un − µnBun)‖
= ‖(un+1 − µn+1Bun+1)− (un − µn+1Bun)+ (µn − µn+1)Bun‖
≤ ‖(I − µn+1B)un+1 − (I − µn+1B)un‖ + |µn − µn+1| ‖Bun‖
≤ ‖un+1 − un‖ + |µn − µn+1| ‖Bun‖ , (3.3)
and
‖tn+1 − tn‖ = ‖PC (yn+1 − λn+1Ayn+1)− PC (yn − λnAyn)‖
≤ ‖(yn+1 − λn+1Ayn+1)− (yn − λnAyn)‖
= ‖(yn+1 − λn+1Ayn+1)− (yn − λn+1Ayn)+ (λn − λn+1)Ayn‖
≤ ‖(I − λn+1A)yn+1 − (I − λn+1A)yn‖ + |λn − λn+1| ‖Ayn‖
≤ ‖yn+1 − yn‖ + |λn − λn+1| ‖Ayn‖ . (3.4)
Observing that
yn = εnun + (1− εn)φn
yn+1 = εn+1un+1 + (1− εn+1)φn+1.
We obtain
yn − yn+1 = εn(un − un+1)+ (1− εn)(φn − φn+1)+ (εn − εn+1)(un+1 − φn+1),
which yields
‖yn − yn+1‖ ≤ εn ‖un − un+1‖ + (1− εn) ‖φn − φn+1‖ + |εn − εn+1| ‖un+1 − φn+1‖ . (3.5)
Substituting (3.3) into (3.5), we have
‖yn − yn+1‖ ≤ εn ‖un − un+1‖ + (1− εn) {‖un+1 − un‖ + |µn − µn+1| ‖Bun‖} + |εn − εn+1| ‖un+1 − φn+1‖
≤ ‖un − un+1‖ + |µn − µn+1| ‖Bun‖ + |εn − εn+1| ‖un+1 − φn+1‖
≤ ‖un − un+1‖ +M1(|µn − µn+1| + |εn − εn+1|), (3.6)
where M1 is an appropriate constant such that M1 = max

supn≥1 ‖Bun‖ , supn≥1 ‖un+1 − φn+1‖

. Substituting (3.6) into
(3.4), we obtain
‖tn+1 − tn‖ ≤ ‖un − un+1‖ +M1(|µn − µn+1| + |εn − εn+1|)+ |λn − λn+1| ‖Ayn‖
≤ ‖un − un+1‖ +M2(|λn − λn+1| + |µn − µn+1| + |εn − εn+1|), (3.7)
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Next, let {wn} be a bounded sequence in C , we show that
lim
n→∞
ΘMn wn −ΘMn+1wn = 0. (3.8)
For the above purpose, we first show that
lim
n→∞
T Fkrk,n+1wn − T Fkrk,nwn = 0, ∀ k ∈ {1, 2, . . . ,M} . (3.9)
In fact, since T Fkrk,nwn ∈ MEP(Fk, ϕk), T Fkrk,n+1wn ∈ MEP(Fk, ϕk), we have




y− T Fkrk,nwn, T Fkrk,nwn − wn

≥ 0, ∀ y ∈ C . (3.10)




y− T Fkrk,n+1wn, T Fkrk,n+1wn − wn

≥ 0, ∀ y ∈ C . (3.11)
Take y = T Fkrk,n+1wn in (3.10) and y = T Fkrk,nwn in (3.11), then add these two inequalities. By using condition (A2), we have
T Fkrk,n+1wn − T Fkrk,nwn,
1
rk,n
(T Fkrk,nwn − wn)−
1
rk,n+1




T Fkrk,n+1wn − T Fkrk,nwn, T Fkrk,nwn − T Fkrk,n+1wn + T Fkrk,n+1wn − wn −
rk,n
rk,n+1
(T Fkrk,n+1wn − wn)

≥ 0.
This implies thatT Fkrk,n+1wn − T Fkrk,nwn2 ≤ T Fkrk,n+1wn − T Fkrk,nwn,1− rk,nrk,n+1

(T Fkrk,n+1wn − wn)

≤
T Fkrk,n+1wn − T Fkrk,nwn
rk,n − rk,n+1
rk,n+1
T Fkrk,n+1wn − wn ,
and thenT Fkrk,n+1wn − T Fkrk,nwn ≤
rk,n − rk,n+1
rk,n+1
T Fkrk,n+1wn − wn .
Noticing that condition (iv), (3.9) holds.
From the definition ofΘMn and the nonexpansiveness of T
Fk
rk,n , we haveΘMn wn −ΘMn+1wn = T FMrM,nΘM−1n wn − T FMrM,n+1ΘM−1n+1 wn
≤
T FMrM,nΘM−1n wn − T FMrM,n+1ΘM−1n wn+ T FMrM,n+1ΘM−1n wn − T FMrM,n+1ΘM−1n+1 wn
≤
T FMrM,nΘM−1n wn − T FMrM,n+1ΘM−1n wn+ ΘM−1n wn −ΘM−1n+1 wn
≤
T FMrM,nΘM−1n wn − T FMrM,n+1ΘM−1n wn+ T FM−1rM−1,nΘM−2n wn − T FM−1rM−1,n+1ΘM−2n wn
+ ΘM−2n wn −ΘM−2n+1 wn
≤
T FMrM,nΘM−1n wn − T FMrM,n+1ΘM−1n wn+ T FM−1rM−1,nΘM−2n wn − T FM−1rM−1,n+1ΘM−2n wn+ · · ·
+
T F2r2,nΘ1nwn − T F2r2,n+1Θ1nwn+ T F1r1,nwn − T F1r1,n+1wn
from which (3.8) follows by (3.9).
Since un = ΘMn xn and un+1 = ΘMn+1xn+1, we have
‖un − un+1‖ =
ΘMn xn −ΘMn+1xn+1
≤ ΘMn xn −ΘMn+1xn+ ΘMn+1xn −ΘMn+1xn+1
≤ ΘMn xn −ΘMn+1xn+ ‖xn − xn+1‖ . (3.12)
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Substituting (3.12) into (3.7), we obtain
‖tn − tn+1‖ ≤
ΘMn xn −ΘMn+1xn+ ‖xn − xn+1‖ +M2(|λn − λn+1| + |µn − µn+1| + |εn − εn+1|). (3.13)
Define a sequence {vn} by xn+1 = (1− βn)vn + βnxn, n ≥ 1, therefore,
‖vn+1 − vn‖ =
xn+2 − βn+1xn+11− βn+1 − xn+1 − βnxn1− βn

=
αn+1(γ f (Sn+1un+1)− θTW (τn+1)Sn+1tn+1)1− βn+1 − αn(γ f (Snun)− θTW (τn)Sntn)1− βn

+ ‖W (τn+1)Sn+1tn+1 −W (τn)Sntn‖
≤ αn+1
1− βn+1 (‖γ f (Sn+1un+1)‖ + ‖θTW (τn+1)Sn+1tn+1‖)+
αn
1− βn (‖γ f (Snun)‖ + ‖θTW (τn)Sntn‖)
+ ‖W (τn+1)Sn+1tn+1 −W (τn)Sntn‖ . (3.14)
It follows from (3.13) that
‖W (τn+1)Sn+1tn+1 −W (τn)Sntn‖ ≤ ‖W (τn+1)Sn+1tn+1 −W (τn+1)Sntn‖ + ‖W (τn+1)Sntn −W (τn)Sntn‖
≤ ‖Sn+1tn+1 − Sntn‖ + ‖W (τn+1 − τn)W (τn)Sntn −W (τn)Sntn‖
≤ ‖Sn+1tn+1 − Sntn‖ + sup
x∈C ‖W (τn+1 − τn)W (τn)x−W (τn)x‖
≤ ‖Sn+1tn+1 − Sn+1tn‖ + ‖Sn+1tn − Sntn‖ + sup
x∈C ‖W (τn+1 − τn)W (τn)x−W (τn)x‖
≤ ‖tn+1 − tn‖ + ‖Sn+1tn − Sntn‖ + sup
x∈C ‖W (τn+1 − τn)W (τn)x−W (τn)x‖
≤ ΘMn xn −ΘMn+1xn+ ‖xn − xn+1‖ +M2(|λn − λn+1| + |µn − µn+1| + |εn − εn+1|)
+ ‖Sn+1tn − Sntn‖ + sup
x∈C ‖W (τn+1 − τn)W (τn)x−W (τn)x‖
≤ ΘMn xn −ΘMn+1xn+M2(|λn − λn+1| + |µn − µn+1| + |εn − εn+1|)
+ ‖xn − xn+1‖ + sup
t∈{tn}
‖Snt − Sn+1t‖ + sup
x∈C ‖W (τn+1 − τn)W (τn)x−W (τn)x‖ , (3.15)
whereC is any bounded subset of C which contains the sequence {Sntn}. Combining (3.14) and (3.15), we have
‖vn+1 − vn‖ − ‖xn − xn+1‖
≤ αn+1
1− βn+1 (‖γ f (Sn+1un+1)‖ + ‖θTW (τn+1)Sn+1tn+1‖)+
αn
1− βn (‖γ f (Snun)‖ + ‖θTW (τn)Sntn‖)
+ ΘMn xn −ΘMn+1xn+M2(|λn − λn+1| + |µn − µn+1| + |εn − εn+1|)
+ sup
t∈{tn}
‖Snt − Sn+1t‖ + sup
x∈C ‖W (τn+1 − τn)W (τn)x−W (τn)x‖ .
If follows from conditions (i), (iii), (vi), (3.8) and assumptions on {Sn} that
lim sup
n→∞
(‖vn+1 − vn‖ − ‖xn − xn+1‖) ≤ 0.
Hence, by Lemma 2.2, we obtain
lim
n→∞ ‖vn − xn‖ = 0.
It follows that
lim
n→∞ ‖xn+1 − xn‖ = limn→∞(1− βn) ‖vn − xn‖ = 0. (3.16)
Step 3.We prove that ‖xn − tn‖ → 0, ‖xn −W (s)xn‖ → 0 as n →∞, ∀ s ∈ G.
(a) First, we prove that ‖xn −W (s)xn‖ → 0, as n →∞. In fact, from conditions (i), (ii) and (3.16), we have
‖xn −W (τn)Sntn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 −W (τn)Sntn‖
≤ ‖xn − xn+1‖ + αn ‖γ f (Snun)− θTW (τn)Sntn‖ + βn ‖xn −W (τn)Sntn‖ ,
which yields that
‖xn −W (τn)Sntn‖ ≤ 11− βn (‖xn − xn+1‖ + αn ‖γ f (Snun)− TW (τn)Sntn‖)→ 0, as n →∞. (3.17)
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It follows that
‖xn −W (s)xn‖ ≤ ‖xn −W (τn)Sntn‖ + ‖W (τn)Sntn −W (s)W (τn)Sntn‖ + ‖W (s)W (τn)Sntn −W (s)xn‖
≤ 2 ‖xn −W (τn)Sntn‖ + sup
x∈C ‖W (τn)x−W (s)W (τn)x‖
→ ∞ as n →∞,∀ s ∈ G. (3.18)
(b) Next we prove that ‖yn − tn‖ → 0, ‖un − yn‖ → 0, (n →∞).
It follows from Lemma 2.5 that
‖xn+1 − p‖2 = ‖αnγ f (Snun)+ βnxn + ((1− βn)I − αnθT )W (τn)Sntn − p‖2
= ‖βn(xn − p)+ (1− βn)(W (τn)Sntn − p)+ αn(γ f (Snun)− θTW (τn)Sntn)‖2
≤ ‖βn(xn − p)+ (1− βn)(W (τn)Sntn − p)‖2 + 2αn ⟨γ f (Snun)− θTW (τn)Sntn, xn+1 − p⟩
≤ βn ‖xn − p‖2 + (1− βn) ‖W (τn)Sntn − p‖2 + 2αn ‖γ f (Snun)− θTW (τn)Sntn‖ ‖xn+1 − p‖
≤ βn ‖xn − p‖2 + (1− βn) ‖tn − p‖2 + αnM3, (3.19)
whereM3 is an appropriate constant such thatM3 = supn≥1 {‖γ f (Snun)− θTW (τn)Sntn‖ ‖xn+1 − p‖}.
Since A is LA-Lipschitzian and relaxed (c, d)-cocoercive mapping, we have
‖tn − p‖2 = ‖PC (yn − λnAyn)− PC (p− λnAp)‖2
≤ ‖(yn − λnAyn)− (p− λnAp)‖2
= ‖yn − p− λn(Ayn − Ap)‖2
= ‖yn − p‖2 − 2λn ⟨Ayn − Ap, yn − p⟩ + λ2n ‖Ayn − Ap‖2
≤ ‖yn − p‖2 − 2λn
−c ‖Ayn − Ap‖2 + d ‖yn − p‖2+ λ2n ‖Ayn − Ap‖2
= ‖yn − p‖2 + 2λnc ‖Ayn − Ap‖2 − 2λnd ‖yn − p‖2 + λ2n ‖Ayn − Ap‖2
≤ ‖xn − p‖2 + 2λnc ‖Ayn − Ap‖2 − 2λndL2A
‖Ayn − Ap‖2 + λ2n ‖Ayn − Ap‖2
= ‖xn − p‖2 + λn

2c + λn − 2dL2A

‖Ayn − Ap‖2 . (3.20)
Similarly, since B is LB-Lipschitzian and relaxed (c ′, d′)-cocoercive mapping, we have
‖φn − p‖2 ≤ ‖xn − p‖2 + µn





‖Bun − Bp‖2 . (3.21)
Substituting (3.20) into (3.19), we obtain
‖xn+1 − p‖2 ≤ βn ‖xn − p‖2 + (1− βn)

‖xn − p‖2 + λn






= ‖xn − p‖2 + (1− βn)λn

2c + λn − 2dL2A







− 2c − λn

‖Ayn − Ap‖2 ≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + αnM3
= (‖xn − p‖ − ‖xn+1 − p‖)(‖xn − p‖ + ‖xn+1 − p‖)+ αnM3
≤ ‖xn − xn+1‖ (‖xn − p‖ + ‖xn+1 − p‖)+ αnM3.
Noticing conditions (i), (ii), (v) and (3.16), we obtain
lim
n→∞ ‖Ayn − Ap‖ = 0. (3.22)
Since (I − λnA) and PC are nonexpansive, and from (3.21), we have
‖tn − p‖2 = ‖PC (yn − λnAyn)− PC (p− λnAp)‖2
≤ ‖(yn − λnAyn)− (p− λnAp)‖2
= ‖(I − λnA)yn − (I − λnA)p‖2
≤ ‖yn − p‖2
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= ‖εn(un − p)+ (1− εn)(φn − p)‖2
≤ εn ‖xn − p‖2 + (1− εn) ‖φn − p‖2
≤ εn ‖xn − p‖2 + (1− εn)

‖xn − p‖2 + µn







= ‖xn − p‖2 + (1− εn)µn





‖Bun − Bp‖2 .
Substituting it into (3.19), we obtain
‖xn+1 − p‖2 ≤ βn ‖xn − p‖2 + (1− βn)

‖xn − p‖2 + (1− εn)µn








= ‖xn − p‖2 + (1− βn)(1− εn)µn











− 2c ′ − µn

‖Bun − Bp‖2 ≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + αnM3
≤ ‖xn − xn+1‖ (‖xn − p‖ + ‖xn+1 − p‖)+ αnM3.




and from (3.16), we get
lim
n→∞ ‖Bun − Bp‖ = 0. (3.23)
By (2.1) and (2.4), we also have
‖tn − p‖2 = ‖PC (yn − λnAyn)− PC (p− λnAp)‖2
≤ ⟨yn − λnAyn − (p− λnAp), tn − p⟩
= 1
2
‖yn − λnAyn − (p− λnAp)‖2 + ‖tn − p‖2 − ‖yn − λnAyn − (p− λnAp)− (tn − p)‖2
≤ 1
2
‖yn − p‖2 + ‖tn − p‖2 − ‖(yn − tn)− λn(Ayn − Ap)‖2
= 1
2
‖yn − p‖2 + ‖tn − p‖2 − ‖yn − tn‖2 − λ2n ‖Ayn − Ap‖2 + 2λn ⟨Ayn − Ap, yn − tn⟩ ,
which yields that
‖tn − p‖2 ≤ ‖yn − p‖2 − ‖yn − tn‖2 + 2λn ⟨Ayn − Ap, yn − tn⟩
≤ ‖xn − p‖2 − ‖yn − tn‖2 + 2λn ‖yn − tn‖ ‖Ayn − Ap‖ . (3.24)
Substituting (3.24) into (3.19), we have
‖xn+1 − p‖2 ≤ βn ‖xn − p‖2 + (1− βn)
‖xn − p‖2 − ‖yn − tn‖2 + 2λn ‖yn − tn‖ ‖Ayn − Ap‖+ αnM3
≤ ‖xn − p‖2 − (1− βn) ‖yn − tn‖2 + 2λn ‖yn − tn‖ ‖Ayn − Ap‖ + αnM3,
which implies that
(1− βn) ‖yn − tn‖2 ≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + 2λn ‖yn − tn‖ ‖Ayn − Ap‖ + αnM3
≤ ‖xn − xn+1‖ (‖xn − p‖ + ‖xn+1 − p‖)+ 2λn ‖yn − tn‖ ‖Ayn − Ap‖ + αnM3.
Since limn→∞ αn = 0, lim supn→∞ βn < 1, and from (3.16) and (3.22), one gets
lim
n→∞ ‖yn − tn‖ = 0. (3.25)
On the other hand, we have
‖φn − p‖2 = ‖PC (un − µnBun)− PC (p− µnBp)‖2
≤ ⟨un − µnBun − (p− µnBp), φn − p⟩
= 1
2
‖un − µnBun − (p− µnBp)‖2 + ‖φn − p‖2 − ‖un − µnBun − (p− µnBp)− (φn − p)‖2
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≤ 1
2
‖un − p‖2 + ‖φn − p‖2 − ‖(un − φn)− µn(Bun − Bp)‖2
= 1
2
‖un − p‖2 + ‖φn − p‖2 − ‖un − φn‖2 − µ2n ‖Bun − Bp‖2 + 2µn ⟨Bun − Bp, un − φn⟩ ,
which yields that
‖φn − p‖2 ≤ ‖un − p‖2 − ‖un − φn‖2 + 2µn ⟨Bun − Bp, un − φn⟩
≤ ‖xn − p‖2 − ‖un − φn‖2 + 2µn ‖Bun − Bp‖ ‖un − φn‖ .
It follows that
‖tn − p‖2 ≤ ‖yn − p‖2
= ‖εn(un − p)+ (1− εn)(φn − p)‖2
≤ εn ‖xn − p‖2 + (1− εn) ‖φn − p‖2
≤ εn ‖xn − p‖2 + (1− εn)
‖xn − p‖2 − ‖un − φn‖2 + 2µn ‖Bun − Bp‖ ‖un − φn‖
≤ ‖xn − p‖2 − (1− εn) ‖un − φn‖2 + 2µn ‖Bun − Bp‖ ‖un − φn‖ .
Substituting it into (3.19), we obtain
‖xn+1 − p‖2 ≤ βn ‖xn − p‖2 + (1− βn)
‖xn − p‖2 − (1− εn) ‖un − φn‖2 + 2µn ‖Bun − Bp‖ ‖un − φn‖+ αnM3
≤ ‖xn − p‖2 − (1− βn)(1− εn) ‖un − φn‖2 + 2µn ‖Bun − Bp‖ ‖un − φn‖ + αnM3,
which implies that
(1− βn)(1− εn) ‖un − φn‖2 ≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + 2µn ‖Bun − Bp‖ ‖un − φn‖ + αnM3
≤ ‖xn − xn+1‖ (‖xn − p‖ + ‖xn+1 − p‖)+ 2µn ‖Bun − Bp‖ ‖un − φn‖ + αnM3.
Since limn→∞ αn = 0, lim supn→∞ βn < 1 and lim supn→∞ εn < 1, and from (3.16) and (3.23), we have
lim
n→∞ ‖un − φn‖ = 0. (3.26)
It follows from yn − un = (1− εn)(φn − un) that
lim
n→∞ ‖un − yn‖ = 0. (3.27)
On the other hand, we observe that
‖un − tn‖ ≤ ‖un − yn‖ + ‖yn − tn‖ .
Applying (3.25) and (3.27), we have
lim
n→∞ ‖un − tn‖ = 0. (3.28)
(c) We show that
lim
n→∞
Θknxn −Θk−1n xn = 0, ∀ k ∈ {1, 2, . . . ,M} . (3.29)
Indeed, let p ∈ Ω . It follows from the firmly nonexpansiveness of T Fkrk,n that we have for each k ∈ {1, 2, . . . ,M},Θknxn − p2 = T Fkrk,nΘk−1n xn − T Fkrk,np2
≤ Θk−1n xn − p,Θknxn − p
= 1
2
Θk−1n xn − p2 + Θknxn − p2 − Θk−1n xn − p− (Θknxn − p)2
= 1
2
Θk−1n xn − p2 + Θknxn − p2 − Θk−1n xn −Θknxn2 .
This implies thatΘknxn − p2 ≤ Θk−1n xn − p2 − Θk−1n xn −Θknxn2 , ∀ k ∈ {1, 2, . . . ,M} ,
which yields that for each k ∈ {1, 2, . . . ,M},Θknxn − p2 ≤ Θ0n xn − p2 − Θ0n xn −Θ1n xn2 − Θ1n xn −Θ2n xn2 − · · · − Θk−1n xn −Θknxn2
≤ ‖xn − p‖2 −
Θk−1n xn −Θknxn2 . (3.30)
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Combining (3.19) and (3.30), we have
‖xn+1 − p‖2 ≤ βn ‖xn − p‖2 + (1− βn) ‖tn − p‖2 + αnM3
≤ βn ‖xn − p‖2 + (1− βn) ‖un − p‖2 + αnM3
= βn ‖xn − p‖2 + (1− βn)
ΘMn xn − p2 + αnM3
≤ βn ‖xn − p‖2 + (1− βn)
ΘKn xn − p2 + αnM3
≤ βn ‖xn − p‖2 + (1− βn)

‖xn − p‖2 −
Θk−1n xn −Θknxn2+ αnM3
= ‖xn − p‖2 − (1− βn)
Θk−1n xn −Θknxn2 + αnM3,
which implies that
(1− βn)
Θk−1n xn −Θknxn2 ≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + αnM3
≤ ‖xn − xn+1‖ (‖xn − p‖ + ‖xn+1 − p‖)+ αnM3.
Since limn→∞ αn = 0 and lim supn→∞ βn < 1, and from (3.16), we obtain that (3.29) holds. It follows that
‖un − xn‖ =
ΘMn xn − xn
≤ ΘMn xn −ΘM−1n xn+ ΘM−1n xn −ΘM−2n xn+ · · · + Θ2n xn −Θ1n xn+ Θ1n xn − xn
→ 0, as n →∞, (3.31)
which together with (3.28) shows that
‖xn − tn‖ ≤ ‖xn − un‖ + ‖un − tn‖
→ 0, as n →∞. (3.32)
Step 4. Putting z = PΩ(γ f + (I − θT ))z, we show that
lim sup
n→∞
⟨(γ f − θT )z, xn − z⟩ ≤ 0.
Observing that PΩ(γ f + (I − θT )) is a contraction. Indeed, for any x, y ∈ H , by Lemma 2.3 we have
‖PΩ(γ f + (I − θT ))x− PΩ(γ f + (I − θT ))y‖ ≤ ‖(γ f + (I − θT ))x− (γ f + (I − θT ))y‖
≤ ‖γ f (x)− γ f (y)‖ + ‖(I − θT )x− (I − θT )y‖
≤ γα ‖x− y‖ + (1− γ θ) ‖x− y‖
= (1− (γ θ − γα)) ‖x− y‖ .
Banach’s Contraction Mapping Principle guarantees that PΩ(γ f + (I − θT )) has a unique fixed point. Say z ∈ H . That is,




of {xn} such that
lim sup
n→∞
⟨(γ f − θT )z, xn − z⟩ = lim
i→∞












⇀ ω. From (3.29), we obtain that
Θknixni ⇀ ω for k = 1, 2, . . . ,M . It follows from (3.26)–(3.28) and (3.32) that yni ⇀ ω, uni ⇀ ω, φni ⇀ ω and tni ⇀ ω. Since
tni
 ⊂ C andC is closed and convex,we obtainω ∈ C . Nextweprove thatω ∈ Ω = ∩∞i=1 F(Si)∩F(W)∩(∩Mk=1 MEP(fk, ϕk))∩
VI(C, A) ∩ VI(C, B).
(a) First, we prove that ω ∈ VI(C, A). In fact, from the definition of A and d− cL2A ≥ 0, we have
⟨Ax− Ay, x− y⟩ ≥ −c ‖Ax− Ay‖2 + d ‖x− y‖2 ≥ (d− cL2A) ‖x− y‖2 ≥ 0, ∀ x, y ∈ C,
which yields that A is monotone. Let T1 be the maximal monotone mapping defined by
T1x =

Ax+ NCx, x ∈ C
∅, x ∉ C .
For any given (x, u) ∈ G(T1), u− Ax ∈ NCx. Since tn ∈ C , by the definition of NC , we have
⟨x− tn, u− Ax⟩ ≥ 0. (3.33)
On the other hand, since tn = PC (yn − λnAyn), we have ⟨x− tn, tn − (yn − λnAyn)⟩ ≥ 0, and so
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By (3.33) and the monotonicity of A, we have
x− tni , u
 ≥ x− tni , Ax
≥ x− tni , Ax− x− tni , tni − yniλni + Ayni

= x− tni , Ax− Atni + x− tni , Atni − Ayni − x− tni , tni − yniλni

≥ x− tni , Atni − Ayni − x− tni , tni − yniλni

.




x− tni , u
 = ⟨x− ω, u⟩ ≥ 0.
Again since T1 is maximal monotone, we have ω ∈ T−11 (0) and hence ω ∈ VI(C, A).
(b) Next, we prove that ω ∈ VI(C, B). In fact, from the definition of B and d′ − c ′L2B ≥ 0, we have
⟨Bx− By, x− y⟩ ≥ −c ′ ‖Bx− By‖2 + d′ ‖x− y‖2 ≥ (d′ − c ′L2B) ‖x− y‖2 ≥ 0, ∀ x, y ∈ C,
which yields that B is monotone. Let T2 be the maximal monotone mapping defined by
T2x =

Bx+ NCx, x ∈ C
∅, x ∉ C .
For any given (v, u) ∈ G(T2), hence u− Bv ∈ NCv. Since φn ∈ C , by the definition of NC , we have
⟨v − φn, u− Bv⟩ ≥ 0. (3.34)
On the other hand, since φn = PC (un − µnBun), we have ⟨v − φn, φn − (un − µnBun)⟩ ≥ 0, and so





By (3.34) and the monotonicity of B, we have
v − φni , u
 ≥ v − φni , Bv
≥ v − φni , Bv− v − φni , φni − uniµni + Buni

= v − φni , Bv − Bφni + v − φni , Bφni − Buni − v − φni , φni − uniµni

≥ v − φni , Bφni − Buni − v − φni , φni − uniµni

.




v − φni , u
 = ⟨v − ω, u⟩ ≥ 0.
Again since T2 is maximal monotone, we have ω ∈ T−12 (0) and hence ω ∈ VI(C, B).
(c) Next we prove that ω ∈ ∩∞i=1 F(Si) ∩ F(W). From Lemma 2.7 and (3.18), we have ω ∈ F(W). Next we show that
ω ∈ ∩∞i=1 F(Si) = F(S). From (3.17) and Lemma 2.6, we have
‖xn −W (τn)Stn‖ ≤ ‖xn −W (τn)Sntn‖ + ‖W (τn)Sntn −W (τn)Stn‖
≤ ‖xn −W (τn)Sntn‖ + ‖Sntn − Stn‖
→ 0 as n →∞. (3.35)
Assume that ω ∉ F(S). This together with ω = W (τn)ω shows that ω = W (τn)ω ≠ W (τn)Sω. From Opial’s condition,
(3.32) and (3.35), we have
lim inf
i→∞
tni − ω < lim infi→∞ tni −W (τni)Sω
≤ lim inf
i→∞
tni − xni+ xni −W (τni)Stni+ W (τni)Stni −W (τni)Sω
≤ lim inf
i→∞
tni − ω ,
which is a contradiction. Thus, we get ω ∈ ∩∞i=1 F(Si) = F(S).
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(d) We show that ω ∈ ∩Mk=1 MEP(fk, ϕk). In fact, by uk = Θknxn = T Fkrk,nΘk−1n xn, for k = 1, 2, . . . ,M , we know that





 ≥ 0, ∀ y ∈ C .












y−Θknixni ,Θknixni −Θk−1ni xni
 ≥ fk(y,Θknixni), ∀ y ∈ C .
It follows from (A4), (A5), the weakly lower semicontinuity of ϕk, (3.29) andΘknixni ⇀ ω that
fk(y, ω)+ ϕk(ω)− ϕk(y) ≤ 0, ∀ y ∈ C .
For t with 0 < t ≤ 1 and y ∈ C , let yt = ty + (1 − t)ω. Since y ∈ C and ω ∈ C , we obtain yt ∈ C and hence
fk(yt , ω)+ ϕk(ω)− ϕk(yt) ≤ 0. So by (A1), (A4) and the convexity of ϕk, we have
0 = fk(yt , yt)+ ϕk(yt)− ϕk(yt)
≤ tfk(yt , y)+ (1− t)fk(yt , ω)+ tϕk(y)+ (1− t)ϕk(ω)− ϕk(yt)
≤ t(fk(yt , y)+ ϕk(y)− ϕk(yt)).
Dividing by t , we get
fk(yt , y)+ ϕk(y)− ϕk(yt) ≥ 0.
Letting t → 0, it follows from (A3) and the weakly lower semicontinuity of ϕk that
fk(ω, y)+ ϕk(y)− ϕk(ω) ≥ 0,
for all y ∈ C and hence ω ∈ ∩Mk=1 MEP(fk, ϕk). This implies that ω ∈ Ω . Therefore, we have
lim sup
n→∞
⟨(γ f − θT )z, xn − z⟩ = lim
i→∞

(γ f − θT )z, xni − z
 = ⟨(γ f − θT )z, ω − z⟩ ≤ 0. (3.36)
Step 5.We claim that xn → z. Indeed, we observe that
‖xn+1 − z‖2 = ‖αnγ f (Snun)+ βnxn + ((1− βn)I − αnθT )Sntn − z‖2
= ‖((1− βn)I − αnθT )(Sntn − z)+ βn(xn − z)+ αn(γ f (Snun)− θTz)‖2
= ⟨((1− βn)I − αnθT )(Sntn − z), xn+1 − z⟩ + βn ⟨xn − z, xn+1 − z⟩ + αn ⟨γ f (Snun)− θTz, xn+1 − z⟩
≤ (1− βn − αnθγ ) ‖xn − z‖ ‖xn+1 − z‖ + βn ‖xn − z‖ ‖xn+1 − z‖
+αn ⟨γ f (Snun)− γ f (z), xn+1 − z⟩ + αn ⟨γ f (z)− θTz, xn+1 − z⟩
≤ (1− αnθγ ) ‖xn − z‖ ‖xn+1 − z‖ + αnγα ‖xn − z‖ ‖xn+1 − z‖ + αn ⟨γ f (z)− θTz, xn+1 − z⟩
≤ 1− αn(θγ − γα)
2
(‖xn − z‖2 + ‖xn+1 − z‖2)+ αn ⟨γ f (z)− θTz, xn+1 − z⟩
≤ 1− αn(θγ − γα)
2
‖xn − z‖2 + 12 ‖xn+1 − z‖
2 + αn ⟨γ f (z)− θTz, xn+1 − z⟩ .
It follows that
‖xn+1 − z‖2 ≤ [1− αn(θγ − γα)] ‖xn − z‖2 + 2αn ⟨γ f (z)− θTz, xn+1 − z⟩
≤ (1− αn(γ − γα)) ‖xn − z‖2 + αn(θγ − γα)2 ⟨γ f (z)− Tz, xn+1 − z⟩
(θγ − γα) .
It follows from Lemma 2.1, condition (i) and (3.36) that limn→∞ ‖xn − z‖ = 0. This completes the proof of Theorem 3.1. 
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