The use of coupled Backward Lyapunov vectors (BLv) for ensemble forecast is demonstrated in a coupled ocean-atmosphere system of reduced order, the Modular Arbitrary Order Ocean-Atmosphere sytem (MAOOAM). It is found that the best set of BLvs to build a coupled ocean-atmosphere forecasting system are the ones associated with near-neutral or slightly negative Lyapunov exponents. This unexpected result is related to the fact that these sets display larger projections on the ocean variables than the others, leading to an appropriate spread for the ocean, and at the same time a rapid transfer of these errors toward the most unstable BLvs affecting predominantly the atmosphere is experienced. The latter dynamics is a natural property of any generic perturbation in nonlinear chaotic dynamical systems, allowing for a reliable spread with the atmosphere too. The implications of these results for operational ensemble forecasts in coupled ocean-atmosphere systems are briefly discussed.
Introduction
Ensemble forecast is an operational procedure developed in the nineteenth century in order to take into account the amplification of uncertainties in the initial conditions and generate a set of potential future outcomes of the atmospheric dynamics (Toth and Kalnay, 1993; Molteni et al, 1996) . This approach, originally based on theoretical considerations on probabilistic forecasts (Epstein, 1969) , is now an essential component of any operational forecasting system aiming at providing information on the quality of the forecasts and/or warnings on possible unexpected and sometimes extreme events.
In more recent years, additional sources of uncertainties were incorporated describing the presence of model errors, e.g. (Buizza et al, 1999; Buizza, 2019) .
Operational ensemble forecasts were originally developed in the context of weather forecasts with a time horizon from one to two weeks. Rapidly, this method of uncertainty quantification also percolated in other fields of environmental and climate sciences, like for instance in Hydrology (e.g. Roulin and Vannitsem, 2005 , and reference therein) or in climate projections (e.g. Tebaldi and Knutti, 2007) .
A key desirable property of an ensemble forecasts is to be reliable or calibrated. An ensemble is said reliable or calibrated if the observation can be considered as a possible member of the ensemble statistically indistinguishable from any other forecast issued by the model, or in other words the probability distribution of the forecasts is statistically consistent with the observations. This is a joint property of the forecasts and the observations (Gneiting, et al 2007) . The other key property is the property of sharpness which refers to the concentration of the probability distribution of the forecasts and is a property associated with the forecasts only (Gneiting et al, 2007) , property which will not be investigated here. Different methods have been proposed to check for the reliability of ensemble forecasts, and some important tools can be found in Wilks (2011) . A first element that should be checked when evaluating the reliability of ensemble forecasts is to compare the mean square error between the ensemble mean and the observation, and the variance of the ensemble. If both are close to each other, the variability of the ensemble as described by its second moment appropriately represent the forecast uncertainty. It is then usually said that the ensemble is well calibrated (Leutbecher and Palmer, 2008) .
Most of the ensemble forecasts produced in Meteorological Centers are not perfectly calibrated, but tuning the amplitude or pattern of the initial-condition errors, or the model-uncertainty perturbations allows for getting better results at the space and time scales of interest (see e.g. Kalnay, 2003; Buizza et al, 2008) . A similar tuning problem arises when dealing with ensemble forecasts of other climate components as discussed in Zanna et al (2019) . For initial condition errors, perturbations were historically combinations of Singular Vectors or Bred Vectors. Nowadays it can also be combined with ensembles generated by data assimilation (Buizza et al, 2008) .
When dealing with multi-scale systems the problem is getting more difficult since the dynamics of the error could also evolve on different time scales as illustrated for instance in Vannitsem (2017) with a reduced-order coupled ocean-atmosphere system.
How to build an ensemble forecasts providing reliable probability distributions of all the variables of the system is therefore a new challenge (Sandery and O'Kane 2014; O'Kane et al, 2019) . Important efforts were recently devoted to the development of ensemble forecasts based on Bred modes tuned to describe the slow error growth on seasonal to decadal time scales for the ocean dynamics or the coupled oceanatmosphere dynamics (Cai et al, 2003; Vikhliaev et al, 2007; Yang et al 2008 Yang et al , 2009 Frederiksen et al 2010; Baehr and Piontek, 2014; O'Kane et al, 2019) . This tuning based on a rescaling at monthly time scale removes the fast instabilities acting at short time scales as illustrated in an idealized context by Peña and Kalnay (2004) and Norwood et al (2013) , and preserves the instability acting on longer time scales. These are therefore good candidates for simulating the uncertainty for long term forecasts at seasonal and decadal time scales.
Building on these findings based on Bred vectors, one may wonder why an ensemble forecasts targeting the dynamics at seasonal to decadal time scales is more appropriate with such unstable modes with low amplifications. The understanding of this feature is one of the main goals of the present work.
As the Bred modes are empirical modes that are affected by nonlinearities and highly dependent on the breeding time and amplitude, we investigate that problem using the backward Lyapunov vectors (BLvs) that are known to correspond to orthogonal Bred modes for small rescaling amplitudes (Feng et al, 2016; Duan and Huo, 2016) . The BLvs are vectors that only depend on the background situation, and not on any rescaling time and amplitudes. In this sense it makes them more appropriate tools to investigate the theoretical question on the link between time scales of the (un)stabilities and reliability of ensemble forecasts. At the same time, this investigation allows for clarifying whether such modes can be appropriately used for building reliable coupled ocean-atmosphere ensembles.
After a brief description of the coupled (multi-scale) ocean-atmosphere model used in the present paper (Section 2), the BLvs will be described, together with their main dynamical properties (Section 3). The experimental setup for the investigation of the impact of the choice of BLvs on the reliability of ensemble forecasts is performed in Section 4. Section 5 contains the main results, indicating that the most unstable BLvs are not the most appropriate fields to build a reliable ensemble forecasts, but rather the the BLvs displaying a rather slow growth rate or decay. The reasons for this feature are further discussed in the concluding remarks of Section 6.
The coupled ocean-atmosphere model
Recently a reduced-order coupled ocean-atmosphere system has been developed allowing for extensive dynamical analyses. The equations of motion describing the dynamics are the quasi-geostrophic equations for a 2-layer atmosphere and a one-half layer ocean (Vallis, 2006; Vannitsem, 2017) . The temperature within the ocean is considered as a passive scalar transported by the ocean flow. The coupling between the ocean and the atmosphere is made through radiative, heat and momentum transfers.
The solutions of these equations are expanded in Fourier series truncated severely at low wavenumber, and are plugged into the model equations. The resulting equations are then projected on the Fourier modes that are retained, leading to a set ordinary differential equations (De Cruz et al, 2016) . The domain of definition of these fields is a rectangular domain with 0 ≤ ≤ 2 and 0 ≤ ≤ where n is the aspect ratio between the meridional and the zonal extents of the domain, and L the characteristic space scale. The boundary conditions for the atmosphere are periodic along the zonal direction and free-slip along the meridional direction (no flux through the boundaries along the meridional direction). For the ocean, a closed basin is imposed with no flux through the boundaries.
The most advanced version of this model is freely available on Github at http:// https://github.com/Climdyn/MAOOAM, in which additional information on its installation, the computer languages and the typical solutions that are generated are provided.
This model was found to display a multi-scale chaotic dynamics, with for some parameter values and resolutions, a low-frequency variability within the atmosphere reminiscent of the variability found in the real atmosphere at mid-latitudes Vannitsem 2015; De Cruz et al 2016) . This low-frequency variability is crucially dependent on the strength of the wind stress at the interface between the ocean and the atmosphere and the presence of an energy balance scheme between the two components.
In the present work, the original version of the model developed in Vannitsem et al (2015) will be used. In this version the four fields, the barotropic and baroclinic atmospheric streamfunctions, and the ocean streamfunction and temperature fields are (2017), except that the radiative input from the sun is now fixed to 0 = 350 / 2 and the friction coefficients between the ocean and the atmosphere used in the two configurations discussed below are = 0.01 /( 2 ) and = 0.016 /( 2 ).
For the other parameters, see Vannitsem (2017) . 
The Backward Lyapunov vectors
In the ergodic theory of dynamical systems, three types of (un)stable vectors (or fields)
that are local properties of the flow are well defined and are known as Forward, Backward and Covariant Lyapunov vectors, FLvs, BLvs and CLvs, respectively. Let us introduce these vectors briefly.
Consider first a dynamical system described by ordinary differential equations,
Where is the set of variables, { } a set of parameters, and t the time. In the following we will consider that there is no explicit dependence on time since our results are investigated in the context of an autonomous version of the coupled ocean-atmosphere system. These equations can be linearized to describe the evolution of infinitesimally small perturbations, , as = |
(2) and the solution of Eq.
(2) can be formally written as
where ( , 0 ) is the resolvent matrix describing the amplification of small perturbations. The Oseledets theorem tells us that in the limit of infinite positive time, the product ( ( , 0 ) ( , 0 )) /( ( − )) has a well define limit and the logarithm of the eigenvalues of this asymptotic matrix are called the Lyapunov exponents, (Oseledets, 2008) . The eigenvectors of this matrix are called the Forward Lyapunov vectors, already denoted previously as FLvs (Vautard anf Legras, 1996) . These FLvs are still dependent on 0 and are therefore local properties at time 0 . Note that these vectors only depend on this single initial time. Similarly one can define another matrix, ( ( , 0 ) ( , 0 )) /( ( − )) , and when one takes the limit for 0 going to infinite negative time, the asymptotic matrix is also well defined and similarly to the previous one, the logarithm of its eigenvalues are the Lyapunov exponents. Its eigenvectors are now called the Backward Lyapunov vectors and are defined at time t. Note that the Lyapunov exponents are usually ranked in decreasing order, and the whole set of exponents is called the Lyapunov spectrum.
These vectors and their properties were extensively discussed in recent years in the literature, in particular with respect to the significance of the eigenvectors of the matrices above (Vautard and Legras 1996; Trevisan and Pancotti, 1998; Pazo et al 2008; Kuptsov and Parlitz 2012) . Note that these vectors are not perturbations that are covariant under the dynamics of the error in the tangent (linearized) space of the system.
The Covariant Lyapunov vectors (CLvs), denoted here as ( ), are characterized by an amplification in the tangent space of the trajectory of the form
where ( , 0 ) is the stretching factor along the ith CLv and ( , 0 ) the fundamental matrix --see also Gaspard (1998) for a detailed discussion on the properties of the stretching rates and the fundamental matrix. These vectors are not necessarily orthogonal and are usually computed as the intersections of a succession of subspaces defined by the FLvs and BLvs, see Vautard and Legras (1996) . Once an infinitesimally small perturbation is introduced along one of these vectors or a combination of them, it will stay in the subspace defined by the corresponding set of vectors along the trajectory.
Starting from the stretching rate one can also define the Lyapunov exponent as,
On the other hand, if any perturbation has a whatever small component along the first CLv, or equivalently the first BLv, then it will rapidly grow in the course of positive times along the dominant instability of the system. This property is very important since if a perturbation is taken at random, then it will anyway converge to the dominant instability after a time typically associated with the difference of the successive exponents of the Lyapunov spectrum.
The Backward Lyapunov vectors also constitute the limits for infinitesimally small perturbations of the Bred vectors, properly orthogonalized. This correspondence makes of the BLvs interesting candidates as perturbations for ensemble forecasts, with the advantage that one should not play with the rescaling time and amplitude. The Lyapunov spectrum can be computed using standard algorithms as discussed for instance in Kalnay (2003) or Kuptsov and Parlitz (2012) . They are displayed for the two parameter sets used in Figure 1 , for = 0.01 /( 2 ) and = 0.016 /
( 2 ). A first important remark is that there are a few positive exponents, a set of exponents close to 0 (only one is exactly 0), and a set of negative exponents. As discussed extensively in Vannitsem and Lucarini (2016) , the set of exponents close to 0, are associated with CLvs with a large projection on the ocean modes, while the very positive and very negative ones have very little projection on ocean modes. This suggests that the CLvs and associated exponents close to 0 are quantities describing the (slow) dynamics of errors related to the influence of the ocean. The impact of vectors used to perturb the initial conditions in an ensemble forecasts should therefore be highly dependent on the index of these vectors. These projection features along the variables of the coupled model are also present for the BLvs. We will use these vectors in the following sections.
Ensemble forecasts: Experimental setup
To clarify the impact of specific choices of Lyapunov subspaces defined by the BLvs on the quality of ensemble forecasts, some idealized experiments will be performed in the context of the reduced-order coupled ocean atmosphere system introduced in Section 2. Experiments will be done for the solutions of the model displayed in Figure   1 , assuming that there is no model error affecting the forecasts. In this case, twin forecasting experiments are performed in the following way:
-A long reference run is performed as displayed in Figure 1 .
-For a set of N=1000 different initial conditions taken at random along this long run, ensemble forecasts are performed with M=20 ensemble members, including the control forecast.
-The initial condition error between the control forecast and the observation is sampled from a uniform distribution between [-5 10 -7 , 5 10 -7 ] along all variables.
-The amplitude of the random perturbations around the control forecast is also sampled with the same uniform distribution and then projected along the subset of BLvs of interest. If the number of BLvs used is smaller than the total number of BLvs, S=36, then the amplitude of the perturbation will be smaller than the one of the original perturbation. This implies that the ensemble will be unreliable by construction as the perturbations introduced around the control forecast will be smaller than the one separating the observation and the control.
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-A final step can be made by tuning the amplitude of the initial perturbations along the subset of BLvs chosen in order to improve the reliability of the ensemble.
-The reliability is investigating using the mean square error of the ensemble mean (MSE) and the variance of the ensemble (SPREAD). If both are equal, then the ensemble is considered in our setting as reliable.
As a reference test, the 36 BLvsor equivalently, the original random perturbationsare used. In this case the ensemble should be perfectly reliable as the initial uncertainty between the observation and the reference run is sampled from the same distribution as the perturbations introduced in the ensemble forecasts. Figure 3 Figure 4 shows the same quantities as in Fig. 3 , MSE and SPREAD, when perturbations are made along specific BLvs. In panel (a) only the projection of the perturbation along the first BLv is used. The ensemble is clearly under-dispersive for all fields as the SPREAD is smaller than MSE. This should be expected as the variance of the random perturbation along the first BLv is smaller than the total perturbation. What is however very instructive is the fact that the SPREAD is smaller by several orders of magnitude for the srtreamfunction and temperature fields in the ocean. This under-dispersion persists until more than 10 days for temperature and more than 50 days for the streamfunction within the ocean.
Results
Tuning the amplitude of the perturbations along the different fields (or variables) of the first BLv can be performed in a way to improve the SPREAD of the ensemble. For instance, by increasing the amplitude of the perturbation with factors 2, 4, 20, 20 for the barotropic and baroclinic atmospheric streamfunctions and for the temperature and streamfunction within the ocean, respectively, the SPREAD of the barotropic and baroclinic atmospheric streamfunctions can be partially improved, while the ocean fields are still highly under-dispersive. If one increases further the amplitude of the perturbation to factors 2, 10, 200, 200, one can further improve the baroclinic atmospheric streamfunction but the barotropic one is now degraded, with no improvement of the SPREAD of the ocean fields. So tuning is not allowing real improvement here.
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In panel (b), the projections of the random perturbations along the BLvs from 1 to 10 are kept, with a better match between MSE and SPREAD for the atmospheric fields.
But it is striking to note that the SPREAD for ocean temperature and streamfunction are still largely under-dispersive, even if all the unstable (and some of the stable) BLvs are used as perturbations. In panel (c) the use of the projections of the random perturbations along the BLvs from 11 to 20 shows however much better results with a SPREAD much closer to the MSE than in panels (a) and (b), although these vectors are associated with negative Lyapunov exponents. This is also true when perturbing along vectors 21 to 30 which are even stabler BLvs than the subset from 11 to 20. It is clear that for the ocean, the best sets are either the 11 to 20 or 21 to 30, depending which field is of most interest for the user. Fig. 4 and an additional set of perturbations aligned along the most stable BLvs from 31 to 36. Panels (a) to (d) correspond to the results for the four fields of the model, the barotropic atmospheric streamfunction, the baroclinic atmospheric streamfunction, the ocean streamfunction and the ocean temperature, respectively. The reference solution as in Fig. 1a .
This result is of course counterintuitive as we expect to get the best results with the most unstable directions as usually claimed when building ensemble for operational forecasts. But it should be realized that the system under investigation here is a multiscale system and the unstable directions have large components along the fast variables (see e.g. Vannitsem and Lucarini, 2016) . The near neutral modes and slightly negative ones have however larger projections along the ocean variables. This implies that when perturbing along the near neutral or slightly negative ones one introduces larger perturbation amplitudes within the ocean. On the other hand, as well known in the context of dynamical system theory, any perturbation (except the ones exactly aligned along the CLvs) will rapidly "rotate" in phase space and aligned along the most unstable direction (e.g. Vautard and Legras, 1996; Trevisan and Pancotti, 1998; Kuptsov and Parlitz, 2012) . This is precisely what is seen here. When perturbing in the subspace defined by the 11 to 20 BLvs or the one defined by the 21 to 30 BLvs, the perturbation which is not aligned along a specific set of CLvs will rapidly amplify along the most unstable directions describing the unstable subspace of the system, either represented by the dominant BLvs or CLvs. Note that an experiment has also been done by perturbing the set from 31 to 36 leading overall to less good performances than with the two previous sets.
So if some specific directions should be selected to perturb the system, the ones associated with the dynamics of the slow system is best. Here these modes correspond to the BLvs associated with near neutral or slightly negative Lyapunov exponents. Fig. 1a .
We can now wonder whether by tuning the amplitudes of the perturbations along different variables of the system, and projecting along the near neutral modes, one can get better results than when perturbing along the dominant instability. This is illustrated in Fig. 6 for the set of modes from 11 to 20. The results indicate that one can reach an 20 almost perfectly reliable ensemble (blue dashed curve). This result also provides a justification to the use of Bred modes tuned to characterize the slow error growth in realistic coupled ocean-atmosphere systems in order to perform coupled ensemble forecasts (e.g. Peña and Kalnay, 2004; O'Kane et al, 2019) .
Finally the same experiments can be performed with the second set of parameters discussed in Section 2 for which a low-frequency variability is present within the atmosphere. In this case the initial conditions along the trajectory are selected based on the value of the second temperature mode o,2. If one perturbs along the set of unstable BLvs as illustrated in Fig. 7 , the SPREAD of the ensemble is even worse when the initial conditions are taken for o,2 < 0.08 (adimensional units), situations for which the solution of the system is locally quite stable. Figure 7 : As in Fig. 4a and b , but now for the reference solution of Fig. 1b . The top panels are obtained with perturbations along the first BLv for different regions of the 21 solution's attractor, namely for values of To,2 < 0.08 (a) and > 0.08 (b) . The bottom panels as for the top panels but with perturbations along the 10 first BLvs. When using the near neutral modes (BLvs from 11 to 20) or the slightly negative ones (BLvs from 21 to 30), the results are much better either the initial conditions are taken for values of o,2 < 0.08, or not (Fig. 8 ).
Conclusions
Ensemble forecasting in multi-scale systems constitutes a new challenge for the meteorological and climate communities. One particular aspect of this problem is to define appropriate perturbations that will allow for obtaining an ensemble as reliable as possible for all components of the multi-scale system. For ocean-atmosphere coupled systems, this question has been addressed by considering that slow unstable modes associated with the ocean should be perturbed in order to get information on the uncertainty of the ocean processes, and possibly for the other components of the system (e.g. Yang et al, 2009; Baehr and Piontek, 2014; O'Kane et al, 2019) .
This point has been taken up here and tested in the context of reduced-order multi-scale ocean-atmosphere system, known as MAOOAM, by evaluating the reliability of an ensemble forecasting system without model errors. The perturbation modes that are considered are the Backward Lyapunov vectors known to display important similarities with Bred modes when perturbation amplitudes are small. The advantage of these vectors is that they are independent of the rescaling time scale as used for defining the Bred modes and of their amplitudes, thus allowing to get generic dynamical properties of the error behavior.
In the context of this system, it has been shown that when selecting a few (un)stable modes for perturbing the control forecast, the best sets are the ones associated with near-neutral or slightly negative Lyapunov exponents. These modes have larger projections along the ocean variables than the others, allowing for describing in a proper way the error dynamics for this component of the system; and at the same time, due to the natural rotation of any perturbation toward the most unstable direction, the rapid amplification of errors for the (fast) atmospheric component of the coupled system.
This very unexpected and interesting result supports the approach adopted recently of perturbing the slow unstable modes of the ocean instead of the fast scales of the atmosphere. It is however necessary to optimize in a better way the types of perturbations needed to be able to produce forecasts that are reliable for all oceanic and atmospheric variables. The present work is a contribution in that direction enlightening the role of the near-neutral (un)stable modes.
Further analyses are however necessary to extent these results to more realistic coupled ocean-atmosphere models and to select appropriate sets of modes in an optimal way.
At the same time additional analyses in a hierarchy of reduced order models should be performed with a detailed comparison of the impact of using Bred modes for both the ocean and the atmosphere, and to compare these with a careful selection of BLvs (for both slow and fast time scales). Both aspects will be taken up in the near future.
