Introduction
The effect of solvent on the UV/Vis spectra of organic dyes is a topic of great interest. [1] [2] [3] [4] [5] The position, shape, and intensity of electronic transition bands are affected by the interaction of the solute with solvent molecules; therefore, the bands carry indirect information about both the electronic structure of the dye as well as the structure of the solvent. Numerical modelling of the solvent effect is a well-established tool for extracting such information. Large numbers of experimental and theoretical studies are devoted to solvatochromism in organic dyes. [6] [7] [8] Numerical simulation methods are capable of modelling accurately the solvent effects on the maxima of the absorption (and emission) bands (l max ) measured experimentally and referred to as solvatochromic shifts throughout the present work. They can be divided into "supermolecular" or embedding methods. In supermolecular simulations, the solvent is represented by means of a limited number of molecules, which are treated at the same quantum-mechanical level as the chromophore. The present work concerns the embedding strategy, in which the highest level of quantum-mechanical treatment of the excited states is used for only a chromophore (and possibly a few solvent molecules), whereas the remaining solvent is represented by means of some embedding operator. Various strategies have been developed over the last few decades to obtain the embedding operator and the corresponding energy for practical simulations (see for instance reviews given in Refs. [7, [9] [10] [11] [12] [13] ). Such operators are known under various names, reflecting their basic features (hybrid methods, QM/MM, QM/MD, QM/QM', FDE, PCM, COSMO, ONIOM, just to name a few examples). Each of them can be used within a simplified single-geometry picture of the solvated chromophore or in a more complete statistical representation taking into account fluctuations of the geometry or even conformational changes. The representation of the solvent in the embedding methods can be either explicit (atomistic resolution) or implicit (continuum models). Most commonly used continuum models of the solvent such as polarizable uniform continuum model (PCM) [14] or COSMO [15, 16] do not take into account specific solvent-solute interactions. In the reference interaction site model (RISM), [17] the continuum level of description for the solvent is retained but the specific interactions are taken into account implicitly. RISM-type models were originally introduced to study structure and thermodynamics of classical liquids. Teno, Hirata, and Kato introduced a self-consistent hybrid RISM approach to also study the effect of solvents on the electronic structure of the solute molecules. [18] They combined ab initio Hatree-Fock method with RISM integral equation theory. Kovalenko and Hirata [19, 20] formulated a self-consistent combination of 3D-RISM with Kohn-Sham density functional theory (DFT) [21] methods. Kaminski et al. [22] adopted the same approach to generate the average positive (nuclei) and negative (electrons) charge densities as input quantities for frozen-density embedding theory (FDET) based calculations of solvatochromic shifts in absorption. A comprehensive overview of the performance of such combination is provided in Ref. [23] . Similar to other continuum models of the solvent, the FDET/3D-RISM strategy can provide only solvatochromic shifts and not shapes of the bands. It uses a single-geometry representation of the chromophore. Neither homogeneous line-broadening due to the flucFrozen-density embedding theory (FDET) provides the formal framework for multilevel numerical simulations, such that a selected subsystem is described at the quantum mechanical level, whereas its environment is described by means of the electron density (frozen density; 1 B ðrÞ). The frozen density 1 B ðrÞ is usually obtained from some lower-level quantum mechanical methods applied to the environment, but FDET is not limited to such choices for 1 B ðrÞ. The present work concerns the application of FDET, in which 1 B ðrÞ is the statistically averaged electron density of the solvent 1 B ðrÞ h i. The specific solute-solvent interactions are represented in a statistical manner in 1 B ðrÞ h i. A full self-consistent treatment of solvated chromophore, thus involves a single geometry of the chromophore in a given state and the corresponding 1 B ðrÞ h i. We show that the coupling between the two descriptors might be made in an approximate manner that is applicable for both absorption and emission. The proposed protocol leads to accurate (error in the range of 0.05 eV) descriptions of the solvatochromic shifts in both absorption and emission.
tuation of the chromophore geometry nor inhomogeneous broadening due to the statistical nature of the solvent can be taken into account. The average charge densities do not carry any information about the structural fluctuations in the system. The multilevel character of the FDET/3D-RISM simulations is reflected not only in different descriptors used for the chromophore (1 A ðrÞ) and the solvent ( 1 B ðrÞ h i) but in different treatment of the coupling between the state of the solute and the solvent. Any change in 1 B ðrÞ h iaffects 1 A ðrÞ through the effective FDET embedding potential, whereas the effect of the change in the state of the solute (electronic excitation and geometry) affects 1 B ðrÞ h i through pair-potentials in 3D-RISM (see Figure 1 ).
In our original implementation of the FDET/3D-RISM strategy, the effect of changes in 1 A on 1 B ðrÞ h i was taken into account by modifying the corresponding net atomic charges of the chromophore. Assuring the full self-consistency in this manner might lead, however, to numerically unstable algorithms due to lack of uniqueness in casting the electron density of the solute into the form of atomic point charges. The problems can be expected to be aggravated in the case of emission for two reasons: larger delocalization of electron density and possible larger solvent effect on the geometry of the chromophore in the excited state.
In the present work, we propose a simplified treatment of the influence of the changes in the state of the solvent on 1 B ðrÞ h i. Turning back to the issue of the coupling between the change in 1 A ðrÞ and the resulting change of 1 B ðrÞ h iit is worthwhile noting the difference between the present case and the case of an atomistic level description for the environment. In the case of an atomistic level of description for both the embedded subsystem and its environment, it is possible to take into account this coupling by means of exchanging the role of subsystems A and B in all FDET equations and optimize also the electron density 1 B ðrÞ together with 1 A ðrÞ. For intermolecular complexes, such "freeze-and-thaw" [24] procedure to optimize both 1 A ðrÞ and 1 B ðrÞ was shown to converge quickly. In the case of continuum description of the environment, coupling the subsystems in this way is not possible because the BornOppenheimer density of the environment (1 B ðrÞ) is not available. The effect of the changes in 1 A ðrÞ on the average solvent density 1 B ðrÞ h iis taken into account in the pair potentials used in the 3D-RISM equations. The change of the parameters in the potentials due to changes in 1 A ðrÞ leads to the change in the nuclear site probabilities, which are subsequently dressed up with the same electronic cloud for each type of atom in the solvent. This might suggest that changes in the electronic polarization of the environment are not taken into account. The issue of accounting for electronic polarization in 1 B ðrÞ is not straightforward in FDET, because of the admissible situation that the same total density is obtained for different choices for 1 B ðrÞ. This manifests itself in a rather weak dependence of the numerical results on the choice for 1 B ðrÞ [25] and reflects the variational principle basis of FDET. The attribution of the change of the excitation energies, which result from the optimization of 1 B ðrÞ, only to the electronic polarization of the environment as previously reported (see a recent publication by Daday et al., [26] in which the FDET embedding potential was used to obtain excited states of a system described by means of embedded interacting wave function, or our own work on embedded trivalent cation in highly polarizable environment) [27] has only qualitative value. The effect due to the polarization of the electron density of the environment on the properties of the embedded species cannot be separated from the effect due to the error in the used approximation for the non-additive kinetic potential.
The proposed method for modeling solvatochromic shifts in both absorption and emission is applied for coumarin 153 (C153) in several solvents of different polarity ranging from cyclohexane to water. C153 is a well-studied laser probe with characterized low-lying p!p* excitation. [6, 28] It shows high solvatochromic and Stokes shifts, due to pronounced change in dipole moment and geometry upon excitation. Previously, we have studied solvatochromic shifts in the absorption band of C153 by using FDET/3D-RISM; [23] however, the present study focuses on testing our key approximations on the same model for simulation of solvatochromic shifts in the emission band.
Theoretical Details

Frozen-Density Embedding Theory
FDET [29] [30] [31] [32] concerns minimizing the total energy for a system comprising N electrons in the external potential uðrÞ in the presence of the constraint 1ðrÞ ! 1 B ðrÞ all over the R 3 space [Eq. (1)]:
where E HK u ½1 is the Hohenberg-Kohn functional of the total energy [33] and 1 B is a given function. For the sake of application of FDET in multilevel numerical simulations, in which the state of a selected part of a larger system is described by using explicit quantum mechanical descriptors and the state of the remaining part is described by using only electron density, we refer to 1 B as frozen density. For the same reasons, we split the total external potential uðrÞ into two parts (uðrÞ ¼ u A ðrÞ þ u B ðrÞ), where u B ðrÞ is the external potential generated by (usually nuclei) of the environment. There are no other constraints for 1 B ðrÞ than those given in Equation (1).
The energy E emb ½1 B is, by construction, the upper bound of the ground-state energy of the whole system. In FDET, E emb ½1 B is obtained from Euler-Lagrange equations for the energy functional, which depends on both the quantum mechanical descriptor for the embedded system and the given frozen density 1 B ðrÞ. In the case of interacting wavefunction, Y A is used as the quantum descriptor; this functional is given in Equation (2):
where: 1) 1 A denotes the electron density corresponding to
being density functionals for the noninteracting reference kinetic energy and exchange-correlation energy, respectively, defined in the constrained search procedure), [34, 35] 3) the functional DF MD 1 A ½ represents the part of the correlation energy functional that is not taken into account by a wavefunction-based method (see Ref. [31] for details), and 4) E HK u B ½1 B denotes the Hohenberg-Kohn energy functional [33] corresponding to u B ðrÞ.
If a noninteracting reference system of electrons (Y A s ) is used as quantum mechanical descriptor for the embedded system, the corresponding energy functional is described by Equation (3):
where
s is a familiar expression for the energy of a Kohn-Sham system in an external potential u A ðrÞ expressed as a functional of the Slater determinant constructed from Kohn-Sham orbitals. [21] A similar expression to the those given in Equations (2) and (3) for the total energy functional is given in Ref. [32] for the case of embedded one-particle reduced density matrix.
The Euler-Lagrange equation is used to optimize the quantum mechanical descriptor for the embedded system. It is given in Equation (4) The procedure to solve the Euler-Lagrange equation depends on the chosen quantum mechanical descriptor and involves a modification of the working equations in the environment-free case; that is, for u B ðrÞ ¼ 0 and 1 B ðrÞ ¼ 0 by addition of the embedding potential described by Equation (5):
In the case of embedded noninteracting wavefunction (Y A s , in the case considered in the present work), the FDET embedding potential is added to the Kohn-Sham expression for the effective potential in the absence of the environment. In the case of embedded interacting wavefunction, the FDET embedding potential is added to the external potential u A ðrÞ.
The key features of the FDET embedding potential given in Equation (5) and reflected in the notation are: 1) it is local, 2) it is expressed as a functional of 1 B ðrÞ, and 3) it depends on 1 A ðrÞ. The last property results in the fact that the corresponding energy is not a simple integral of the product of the embedding potential and the density, which distinguishes the FDET embedding potential qualitatively from the electrostatic potential generated by the environment. The electrostatic potential, which is the classical component of the FDET embedding potential, is commonly used in simulations based on the embedding strategy. The use of the full FDET embedding potential in multilevel types of simulations is growing (for example, see Refs. [36] [37] [38] [39] [40] [41] [42] ) especially since the pioneering work of Carter and collaborators, [43] who combined the embedding potential introduced by Wesolowski and Warshel for embedding a noninteracting reference system with methods taking into account the electron correlations in the embedded subsystem explicitly. Such a combination has a clear interpretation in FDET in the case of the variational-principle-based wavefunction-theory methods given in Ref. [31] and outlined in the present section.
Equations (1)- (5) provide a complete formal framework of FDET leading to a self-consistent, embedded wavefunction, the upper bound of the ground-state energy of the total system, and the embedding potential. In practical applications of methods based on FDET, 1 B ðrÞ is an input quantity that is provided by a suitable chosen method (quantum mechanical, classical, experiment, and so forth). All results are functionals of the provided 1 B ðrÞ. Moreover, the approximations for the bifunctionals T nad s ½1 A ; 1 B and E nad xc ½1 A ; 1 B affect the quality of the obtained results on top of approximations used to describe the embedded subsystem in the absence of any environment, that is, at u B ðrÞ ¼ 0 and 1 B ðrÞ ¼ 0. If the density functional approximations are used in FDET equations, the notion of the upper bound does not refer to an exact value of the total energy but to the energy obtained with a complete basis set for a given approximation of the density functionals. The situation is similar in the density functional theory formulation of the many-electron quantum problem.
The generalization of the above framework for excited states is especially simple within the linear-response time-dependent DFT framework (LR-TDDFT). [44] If the dynamic response of the environment is neglected, [45] the approximations are known in the literature as neglect of dynamic response of the environment (NDRE) or uncoupled frozen density embedding [FDE(u)]. [46] The NDRE approximation is applicable in the case of local excitations and negligible absorption by the environment in the investigated spectral range, as shown comprehensively by Neugebauer. [46] In such a case, the functional derivative of the embedding potential with respect to 1 A ðrÞ contributes to the response kernel f ðr;r 0 Þ defined in LR-TDDFT with Equation (6): [45] 
If the same approximations are used for T nad s ½1 A ; 1 B and E nad xc ½1 A ; 1 B in expressions for the energy, embedding potential, and response kernel, the excitation energies are also self-consistent with other properties of the embedded system.
Generation of the Averaged
Charge Density of the Solvent Preserving Self-Consistency between 1 A and h1 B ( r ! )i
In typical FDET-based numerical simulations, the frozen density 1 B ðrÞ is obtained from some approximate methods of quantum chemistry applied to the environment in a given structure. The key feature of FDET is, however, that any density can be used in FDET as 1 B ðrÞ. The present work concerns applications of FDET in which 1 B ðrÞ is the statistically averaged electron density of the solvent (denoted here with 1 B ðrÞ h i). The FDET equations given in the previous section remain the same, with 1 B ðrÞ being replaced by 1 B ðrÞ h i and the environment part of the external potential u B ðrÞ being replaced by its average u B ðrÞ h i. Such use of an FDET equation was introduced in Ref. [22] and comprehensively benchmarked in Ref. [23] for modeling solvatochromism of absorption. 1 B ðrÞ h i is a continuum nonuniform descriptor of the solvent. The specific solute-solvent interactions are reflected in 1 B ðrÞ h iin a statistical manner. In principle, any method can be used to generate the average quantities 1 B ðrÞ h i. The most straightforward is to use explicit atomic-level simulation of the solvated system and average the required quantities. Such an approach has been applied to average the electrostatic potential generated by the solvent, [47, 48] which can be seen as an approximate FDET method in which the last two terms of the FDET embedding potential [Eq. (5)] are completely neglected. In the present work, we use another procedure to obtain the average quantities 1 B ðrÞ h i and u B ðrÞ h i, which have been previously applied. [22, 23] The procedure is based on classical statistical theory of liquids. In the first step, the 3D-RISM equations [19] with Hirata-Kovalenko closure [20] are used to obtain the site probabilities, that is, the probability of finding a particular atom in a given volume element, which is a function in R 3 . In the next step, 1 B ðrÞ h iis obtained as a sum of contributions due to each type of atom in the system. The contribution of each atom is, in turn, obtained as the convolution of the site probability with a simple (spherically symmetric) model of electron density of the atom. The details of this procedure are given in Refs. [22, 23] . Here, we underline that in the applied procedure, the 3D-RISM and FDET equations are coupled in a self-consistent manner. The 3D-RISM site probabilities depend on the net charges on atoms of the embedded species, that is, on 1 A ðrÞ, whereas the embedded density depends on 1 B ðrÞ h i.
Simulation of Solvatochromism in Absorption versus Emission
The formal framework for multilevel simulations based on coupled 3D-RISM and FDET equations and self-consistent 1 A and 1 B h i outlined in the previous sections and already applied for studies of solvatochromism in absorption can, in principle, be extended for emission in a straightforward manner. The case of emission involves, however, an additional complication concerning the numerics and/or specific properties of the chromophores and solvents.
Assuring proper coupling depends on a procedure to generate the average net atomic charges of the embedded chromophore in the excited state. The electron density in the excited state is usually more delocalized than in the ground state; therefore, the delocalization might make the numerical procedure prone to numerical instabilities as far as assuring self-consistency between 1 A and 1 B h i is concerned. In fact, some decomposition schemes (Mulliken charges for instance) led to numerical instabilities in FDET/3D-RISM studies of solvatochromism in absorption. [22] The procedure based on multipole derived atomic charges was chosen, because of its numerical robustness. [22] The second complication concerns the physicochemical properties of the chromophore, the effect of the environment on both the structure and the charge distribution of the chromophore in its excited state. We advocate the use of the FDET strategy using the average continuum nonhomogeneous descriptor of the solvent 1 B ðrÞ h i only for structurally rigid chromophores, that is, where the statistical nature is mainly manifested by the solvent and not by the solute. Otherwise, the FDET/3D-RISM strategy assuring a complete self-consistency between 1 A , 1 B h i, and the average geometry of the solvated chromophore in the excited state, might not be practical. In the present work, we therefore estimate the relative importance of these effects and propose additional approximations within the FDET/3D-RISM strategy to deal with the effect of the solvent on geometry and the charge distribution of the chromophore in its excited state in a simplified manner.
Generation of the Averaged
Charge Density of the Solvent without Self-Consistency between 1 A ( r ! ) and
As indicated in Figure 1 , the effect of 1 B ðrÞ h i on the electron density 1 B ðrÞ h i (and all resulting properties) of the embedded species is taken into account by the FDET embedding potential given in Equation (5) . This functional depends on 1 B ðrÞ h i. Taking into account the opposite effect, changes in 1 B ðrÞ h i, due to changing the state of the embedded subsystem, arise from the appropriate change of position and magnitude of the net atomic charges used as the input quantities for 3D-RISM equations. It is tempting to avoid such self-consistent treatment of 1 A ðrÞ and 1 B ðrÞ h i and to obtain the 3D-RISM parameters without it by means of an appropriately chosen set of atomic charges of the embedded species. For instance, in the work using averaged electrostatic potential of the solvent it has been argued [49] that the self-consistency condition can be dropped without noticeable deterioration of the results. Following this suggestion, we consider three simplified methods to model the effect of changes in 1 A ( r ! ) on 1 B ðrÞ h i (see Figure 1 ). They differ in the method used to generate the atomic net charges and positions for the embedded species in a given electronic state, for use in the 3D-RISM calculations:
1) The net atomic charges of the embedded species are evaluated at the optimized geometry without taking into account the solvent. 2) The net atomic charges of the embedded species are evaluated at the geometry optimized in the gas phase. The effect of the solvent on distribution of charges in the embedded species is taken into account by means of the PCM model. 3) Both the net atomic charges and the geometry of the embedded species are obtained by using PCM representation of the solvent.
In contrast to the self-consistent variant of FDET/3D-RISM calculations, the net atomic charges of the embedded species, once calculated, are fixed in the procedure to solve 3D-RISM equations.
Results and Discussion
Average Charge Densities of the Solvents
For a given set of atomic net charges of the chromophore, the non-self-consistent charge densities are obtained from the 3D-RISM calculations as a sum of the average electron density h1 B ( r ! )i and average nuclear charge density. The first quantity is needed to express the last three terms in the FDET embedding potential given in Equation (5), whereas the second is used to express u B ðrÞ h i. These two charge densities have opposite signs and vary rapidly, therefore, only the sum (average net charge) is discussed in this section. The average net charge density is obtained by Equation (7) Figure 2 , organized in descending order of solvent polarity. All the presented plots were made by using ADFview software. [50] In case of water and methanol, the positive charge is localized close to carbonyl group of C153, which corresponds to hydrogen atoms forming a hydrogen bond with the carbonyl oxygen atom.
The three areas of positive charge density (see Figure 2 ) close to the carbonyl oxygen atom correspond to the possible arrangements of the hydrogen bonds. The first shell represent the arrangement of positively charged group (H with q v;net g 0.4238 e) followed by a second shell of negatively charged group (O with q v;net g À0.8476 e). The net atomic charges for acetonitrile are: 0.269 e on CH 3 , 0.129 e on C, and À0.398 e on N. Compared with the charge on the oxygen atom of water, the negative charge of the nitrogen atom in acetonitrile is smaller. The negatively charged domains are, thus, less pronounced. Acetonitrile, acetone, and diethyl ether are aprotic solvents. The positively charged domain of the net charge density lies, therefore, further from the carbonyl oxygen atom of the chromophore. The well-organized pattern of the contour map represents the highly organized structure of acetone and diethyl ether compared with those of strongly polar solvents (water, acetonitrile, and propanol). The structure of the first shell is clearly visible near the solute.
For water and acetone, the solvent appears to be more structured compared with other bulky solvents. Except in the case of methanol and the other two alcohols, the ground and excited state charge distributions for highly polar and apolar solvents are indistinguishable on the figures. For the alcohols, small differences can be observed (plots for ethanol and 2-propanol are shown in the Supporting Information). The positively charged domain is more prominent in the case of the excited state of embedded chromophore and extends on the right side of the carbonyl group. The net charge is more attractive in this region for the excited electronic state of the molecule compared with that in the ground state. In addition, for all three alcohols, a small region of positive charge is localized near the CF 3 group.
The features of the densities of the average net charge are reflected in the embedding potential. The embedding potential for water and cyclohexane (in the ground state of C153) are shown in Figure 3 a, b (for other solvents see the Supporting Information). Notably, both cases feature a cavity in which the chromophore is localized. The Pauli repulsion (or quantum confinement effect) is reflected by the positive edge defining the shape of the cavity. Within the cavity, the embedding potential is qualitatively different in the two cases. It is practically constant for cyclohexane, whereas it varies noticeably in the Figure 3 reflect clearly the difference in polarity of these solvents. For water, which is a highly polar protic solvent, the embedding potential is attractive close to the carbonyl group where the LUMO is localized on chromophore. The potential is repulsive on the opposite side of the chromophore. The zero line passes through the center of the molecule. These conditions lead to selective stabilization/destabilization of HOMO and LUMO. As a result, the HOMO-LUMO gap is reduced.
Interestingly, a more detailed look at the embedding potential shows some differences between the case of excited and ground states of the embedded chromophore (plots are given in the Supporting Information). The embedding potential is more repulsive from the center of the molecule to its left side. More orange lines (indicating repulsion) can be seen in this domain in the excited state. This observation correlates well with the measured strong redshifts of the p!p* emission band for C153 molecule in polar solvents.
Solvatochromic Shifts
The FDET/3D-RISM solvatochromic shifts for absorption maxima calculated with different methods to evaluate nonself-consistent net atomic charges of the embedded chromophore together with their experimental counterparts [6] are given in Table 1 . All other technical details of the calculations (the use of the SAOP exchange-correlation potential in particular) were the same as in our previously reported work. [23] Table 1 clearly shows that taking into account the effect of the solvent on the atomic charges for the embedded chromophore is indispensable. The solvatochromic shifts calculated with Model 1 are up to 37 % smaller than the experimental values. The shifts calculated with Model 2 and Model 3 are similar to the self-consistent FDET/3D-RISM results.
For modeling solvatochromism in emission, for which the effect of the solvent and excitation on the geometry of the chromophore cannot be neglected, we could not continue using the SAOP exchange-correlation potential, because the corresponding energy functional does not exist. Apart from the calculations reported in Table 1 , all FDET/3D-RISM calculations reported in the present work were therefore, performed by using the B3LYP approximation for the exchange-correlation energy. Interestingly, the solvatochromic shifts in absorption obtained by using this functional, which are also provided in Table 1 , agree even better with experiment than the SAOP results.
Previously reported solvatochromic shift in absorption [23] were calculated by using STO-TZ2P (À0.29 eV in water and À0.24 eV in methanol) and augmented STO-TZ2P basis (À0.31 eV in water and À0.25 eV in methanol) and the same approximations for the density functionals in FDET. For corresponding shifts in rest of the solvents see Ref. [23] . The shifts obtained in the present work (see Table 1 , SAOP, Model 3) by using another basis set (STO-DZP) are close to those reported from our previous calculation for all the solvents. This proves the robustness of our method, which results from the variational principle on which FDET is based. The same trend can be seen for all nine solvents of different polarities. The results obtained for absorption indicate clearly that at least Model 2 must be used for generation of non-selfconsistent net atomic charges of the solvated chromophore for FDET/3D-RISM simulations of solvatochromic shifts in emission.
Only Models 2 and 3 are relevant for the study of solvatochromism in emission. Model 1 leads to the same average charge density of the solvent in the case of absorption and emission. Moreover, the numerical results obtained with Model 1 discussed in the previous sections show that taking into account the effect of the solvent on the net atomic charges of the embedded species is indispensable. The geometry of C153 in the first singlet excited state was optimized by using LR-TDDFT calculations. The partial charges fitted with electrostatic potential (ESP) [51, 52] were calculated by using configuration interaction singles (CIS) [53] wavefunction. The solvatochromic shifts in emission are reported in Table 2 . Models 2 and 3 lead to good agreement with experimental solvatochromic shifts in both protic and aprotic solvents. The results obtained by using Model 2 and Model 3 differ by only about 0.05-0.01 eV, indicating that the optimization of excited-state geometry of the chromophore in the PCM cavity (Model 3) is not crucial. Model 2 is, thus, sufficient to take into account the effect of the change of the state of the embedded species on the average charge density in the solvent in the FDET/3D-RISM evaluation of the solvatochromic shift.
All the calculations discussed so far use the nonuniform continuum representation of the whole solvent and only the chromophore is described at the quantum-mechanical level. Below, Model 3 is applied together with a different choice of embedded subsystem that includes not only the chromophore, but also one or two solvent molecules in the case of water and methanol. The results are collected in Table 3 .
In the optimized geometry of the embedded cluster, the explicitly treated solvent molecules form a bifurcated hydrogen bond with the carbonyl oxygen atom of chromophore. In the case of methanol, any choice of the size of the cluster representing the solvent explicitly leads to equivalent results (excitation energies are affected by 0.01 eV at most). In the case of water, the effect is also insignificant. The excitation energies obtained with none or two explicit water molecules agree within 0.02 eV. Interestingly, treating only one of the two tightly bound water molecules affects the excitation energy slightly more (0.05 eV), which indicates the need for a balanced treatment of the solvent molecules in the first solvation shell. Fluctuations of the position of the explicitly treated water molecule were neglected, whereas they were taken into account for the other tightly bound water molecules. Table 4 collects the FDET/3D-RISM Stokes shifts. Calculated and experimental values are in reasonable agreement, although the discrepancies between the experiment and calcula- Table 1 . FDET/3D-RISM and experimental solvatochromic shifts (in eV) [a] of the p!p* absorption band of coumarin 153. For the exchange-correlation potential generated at 1 A , either SAOP or B3LYP approximation was used. The oscillatory strengths for the corresponding solvents are given in parentheses for Model 3. [a] The STO-DZP basis set was applied for all calculations.
[b] Ref. [28] .
[c] Ref. [6] . Table 2 . FDET/3D-RISM and experimental solvatochromic shifts (in eV) [a] of the p!p* emission band of coumarin 153. For the exchange-correlation potential generated at 1 A , the B3LYP approximation was used. The oscillatory strengths for the corresponding solvents are given in parentheses for Model 2 and Model 3. [a] The STO-DZP basis set was applied for all calculations.
[c] Ref. [6] . Table 3 . FDET/3D-RISM solvatochromic shift (in eV) [a] of the p!p* emission band of coumarin 153 calculated using explicit solvent molecules in Model 3. For the exchange-correlation potential generated at 1 A , B3LYP approximation was used.
Solvent
Number of explicit solvent molecules (0) (1) [a] The STO-DZP basis set was applied for all calculations.
tions are slightly larger than the differences between the solvatochromic shifts in either emission or absorption. The Stokes shifts (calculated and experimental) vary significantly less than shifts in either absorption or emission if the polarity of the solvent changes. This indicates that the major factor determining the Stokes shifts in this chromophore is the change of the geometry of the chromophore upon excitation.
Conclusions
The nonuniform continuum model of the solvent used in FDET calculations of excitation energies, which was introduced previously for modeling solvatochromic shifts in absorption, was used to model solvatochromic shifts in emission. A simplified treatment of the coupling between the electron distribution in embedded species with statistically averaged charge distributions was introduced. The proposed methodology is suited for studies of the UV/Vis spectra of solvated rigid organic chromophores. The approach leads to numerical values of solvatochromic shifts in absorption and emission as well as the Stokes shifts, which compare well with experiment, and can be rationalized by means of a graphical feature of the FDET embedding potential evaluated at average charge density of the solvent. However, the FDET calculations with average solvent charge density cannot be applied to model shapes of inhomogeneously broadened bands, because the information about the solvent fluctuations is not contained in the average charge density of the solvent. These limitations are compensated for by the enormous computational savings compared with simulating band shapes. The latter type of simulation involves sampling a large number of solvent structures, whereas the methodology applied here involves only two calculations: for the embedded species with and without the environment. Finally, it is notable that the method used to generate the average charge density of the solvent is not limited to that used in the present work. Instead of using classical statistical-mechanical (3D-RISM) methods to obtain site probabilities, any other method could be used for this purpose. The averaged quantities obtained from the 3D-RISM equations are, in principle, equivalent to the ensemble average of the sufficiently long atomistic simulation using the same pair-potentials as those used in the 3D-RISM equations.
Computational Details
The ground-state geometry of C153 was taken from our previous calculations, which was optimized in the KS-DFT framework by using the BP86 [54, 55] exchange correlation functional. The excitedstate geometry of the chromophore was optimized with TDDFT by using the B3LYP [56] [57] [58] functional and polarized DFT orbital basis sets, TZVP. [59, 60] The solute charge distribution was calculated by fitting electrostatic potential to atomic charges (ESP) by using MerzSing-Kollman method. [51, 52] The excited-state charges were calculated by using the CIS [53] wavefunction. GAUSSIAN 09 [61] software was used to evaluate net atomic charges and geometries of the embedded chromophore used subsequently in non-self-consistent FDET/3D-RISM calculations. To study solvatochromism in coumarin 153, solvent distribution was obtained from the 3D-RISM-KH [62, 63] scheme followed by FDET/TDDFT calculations to obtain excitation energies in the Amsterdam density functional software package (ADF).
[63] The cell size for the grid was chosen as 32 32 32 with 64 64 64 grid points in the cell. The van der Waals parameters for solving the 3D-RISM-KH equation were taken from the OPLS force field for both solute-solute and solute-solvent interactions. [64, 65] The effective embedding potential was evaluated for pairs of densities 1 A ðrÞ and 1 B ðrÞ h i, using the local density approximation, for each of its nonelectrostatic components, the Thomas-Fermi expression for kinetic energy, [66, 67] the Dirac expression for the exchange energy, [68] and Vosko-Wilk-Nusair expression for the correlation energy. [69, 70] The electrostatic component was obtained by using the monomer expansion of the 3D-RISM potential using all the center of the 3D-RISM grid. The exchange-correlation component of total effective potential, ðdE xc ½1 A Þ=ðd1 A Þ was approximated by using SAOP. [71, 72] Shifts are also calculated with the B3LYP exchange-correlation functional. In all the calculations, the Slater type atomic STO-DZP basis set was used to expand orbitals on the chromophore, which includes atomic centers localized only on the chromophore. Table 4 . FDET/3D-RISM and experimental Stokes shifts (in eV) [a] of the p!p* transition in coumarin 153. For the exchange-correlation potential generated at 1 A , the B3LYP approximation was used. [a] The STO-DZP basis set was applied for all calculations.
[c] Ref. [6] .
