Abstract. Subspace clustering is the problem of clustering data that lie close to a union of linear subspaces. In this paper, we consider an abstract version of this problem, where one is given a set of points lying in general position inside the algebraic variety of a union of subspaces, and the objective is to decompose the underlying variety into its constituent subspaces. Prior algebraicgeometric approaches to this problem require the subspaces to be of equal dimension, or the number of subspaces to be known. While an algorithm addressing the general case of an unknown number of subspaces of possibly different dimensions had been proposed, a proof for its correctness had not been given. In this paper, we propose a provably correct algorithm for addressing the general case. Our algorithm uses the gradient of a vanishing polynomial at a point in the variety to find a hyperplane containing the subspace passing through that point. By intersecting the variety with this hyperplane and recursively applying the procedure until no non-zero vanishing polynomial exists, our algorithm identifies the subspace containing that point. By repeating this procedure for other points, our algorithm eventually identifies all the subspaces by returning a basis for their orthogonal complement.
1. Introduction. Given a set of points drawn from a union of linear subspaces, subspace clustering refers to the problem of identifying the number of subspaces, their dimensions, a basis for each subspace, and the clustering of the data points according to their membership to the subspaces. This is an important problem with widespread applications in computer vision [32] , systems theory [20] and genomics [15] .
Existing Work.
Over the past 15 years, various subspace clustering methods have appeared in the literature [30] . Early techniques, such as K-subspaces [2, 28] or Mixtures of Probabilistic PCA [26, 12] , rely on solving a non-convex optimization problem by alternating between assigning points to subspaces and re-estimating a subspace for each group of points. As such, these methods are sensitive to initialization. Moreover, these methods require a-priori knowledge of the number of subspaces and their dimensions. This motivated the development of a family of purely algebraic methods, such as Generalized Principal Component Analysis or GPCA [35] , which featured closed form solutions for various configurations, such as hyperplanes [34] or subspaces of equal dimensions [33] . While an algorithm for the case of an unknown number of subspaces of varying dimensions was proposed [14] , its correctness was not established. A little later, ideas from spectral clustering [36] led to a family of algorithms based on constructing an affinity between pairs of points. Some methods utilize local geometric information to construct the affinities [38] . Such methods can estimate the dimension of the subspaces, but cannot handle data near the intersections. Other methods use global geometric information to construct the affinities, such as the spectral curvature [3] . Such methods can handle intersecting subspaces, but require the subspaces to be low-dimensional and of equal dimensions. In the last five years, methods from sparse representation theory, such as Sparse Subspace Clustering [8, 9, 10] , low-rank representation, such as Low-Rank Subspace Clustering [18, 11, 17, 31] , and least-squares, such as Least-Squares-Regression Subspace Clustering [19] , have provided new ways for constructing affinity matrices using convex optimization techniques. Among them, sparse-representation based methods have become extremely attractive because they have been shown to provide the correct clustering as long as the subspaces are sufficiently separated and the data are well distributed inside the subspaces [10, 24] . Moreover, they have also been shown to handle noise [37] and outliers [25] . However, existing results require the subspace dimensions to be small compared to the dimension of the ambient space. This is in sharp contrast with algebraic methods, which can handle the case of hyperplanes.
1.2.
Motivation. This paper is motivated by the highly complementary properties of Sparse Subspace Clustering (SSC) and Algebraic Subspace Clustering (ASC), priorly known as GPCA.
1 : On the one hand, SSC is guaranteed to provide the correct clustering under the assumption that the subspace dimensions are small compared to the dimension of the ambient space. On the other hand, ASC is guaranteed to provide the correct clustering for subspaces of arbitrary dimensions, provided that the number of subspaces is known, or the subspaces are of equal dimensions. In particular, ASC is best suited for the case of hyperplanes, which are high-dimensional subspaces. However, no provably correct ASC algorithm is known to exist for the general case, in which the number of subspaces is unknown and their dimensions are arbitrary. While an intuitive recursive version of ASC (Recursive-ASC) was proposed in [14] , no proof of correctness has appeared in the literature and some undesired behavior of "ghost subspaces" has been observed, indicating that a theoretically stronger algorithm remains elusive.
Paper Contributions.
The main contributions of this paper are to propose an alternative algorithm to Recursive-ASC, called Abstract Algebraic Subspace Clustering (AASC), which can handle an unknown number of subspaces of possibly high and different dimensions, and to give a rigorous proof of its correctness 2 . Given a finite set of points X lying in general position inside a subspace arrangement A, our goal is to decompose A into its irreducible components, which are precisely the underlying subspaces appearing of the union. The clustering of the points then follows immediately. Our algorithm approaches this problem by selecting a suitable polynomial vanishing on the subspace arrangement. The gradient of this polynomial at a point in A gives the normal vector to a hyperplane V 1 containing the subspace S passing through the point. By intersecting the subspace arrangement with the hyperplane, we obtain a possibly smaller subspace arrangement A 1 , which lives in an ambient space V 1 of dimension one less than the original ambient dimension and still contains S. By choosing another suitable polynomial that vanishes on A 1 , computing the gradient of this new polynomial at the same point, intersecting again with the new hyperplane V 2 , and so on, we eventually find the subspace containing the point and its dimension: precisely after c such steps, where c is the codimension of S, no non-trivial vanishing polynomial exists, and the ambient space V c can be identified with S or equivalently with the orthogonal complement of the span of all the gradients used in the filtration. By repeating this procedure at another point not in the first subspace, we can identify the second subspace and so on, until all subspaces have been identified. Using results from algebraic geometry, we are able to rigorously prove that this algorithm correctly identifies the number of subspaces, their dimensions and a basis for each subspace. Finally, we have taken the liberty of presenting in an appendix the foundations of the algebraic geometric theory of subspace arrangements relevant to Algebraic Subspace Clustering, in a manner that is both rigorous and accessible to the interested audience outside the algebraic geometry community, thus complementing existing reviews such as [21] . 1.5. Paper Organization. The remainder of the paper is organized as follows: Section 2 provides a review of algebraic subspace clustering. Section 3 is devoted to the development and presentation of the proposed AASC algorithm. Specifically, Section 3.2 provides an overview of the main ideas behind AASC with as few technical details as possible. Section 3.3 provides a rigorous demonstration of how one can identify a single constituent subspace of a subspace arrangement, while Section 3.4 applies the ideas of Section 3.3 to show how we can recursively identify all constituent subspaces. Finally, Section 3.6 illustrates the proposed algorithm using two simple examples. A large percentage of this paper makes use of basic notions and results from commutative algebra and algebraic geometry. The reader who is not familiar with these topics can find all relevant definitions and results in Appendices A and B. Appendix C is also crucial to read, since it is devoted to the algebraic geometric properties of a union of linear subspaces, which are necessary for the understanding of this paper.
Review of Algebraic Subspace
Clustering. This section reviews the main ideas behind ASC. For the sake of simplicity, we will first discuss the ASC algorithm in the case of hyperplanes (Section 2.1) and subspaces of equal dimension (Section 2.2), where a closed form solution can be found using a single polynomial. When we allow for arbitrary subspace dimensions, the picture becomes more involved, but a closed form solution from multiple polynomials is still available when the number of subspaces is known (Section 2.3). The general case of an unknown number of subspaces of possibly different dimensions is much more challenging. Nevertheless, an intuitive algorithm exists to handle this general case (Section 2.4), but a proof of its correctness has not yet been established.
2.1. Subspaces of Codimension 1. The basic principles of ASC can be introduced more smoothly by considering the case where the union of subspaces is the union of n hyperplanes A =
Each hyperplane H i is uniquely defined by its unit length normal vector
In the language of algebraic geometry this is equivalent to saying that H i is the zero set of the polynomial b ⊤ i x or equivalently H i is the algebraic variety defined by the polynomial equation
⊤ . We write this more succinctly as
We then observe that a point x of R D belongs to n i=1 H i if and only if x is a root of the polynomial p(x) = (b
e., the union of hyperplanes A is the algebraic variety A = Z(p) (the zero set of p). Notice the important fact that p is homogeneous of degree equal to the number n of distinct hyperplanes and moreover it is the product of linear homogeneous polynomials b ⊤ i x, i.e. a product of linear forms, each of which defines a distinct hyperplane H i via the corresponding normal vector b i .
Given a sufficiently general sample X = {x j } N j=1 ⊂ A of the union of hyperplanes, we can recover the correct number of hyperplanes as well as their normal vectors. This is done by (a) embedding the data into a higher-dimensional space via a polynomial embedding, (b) finding the number of subspaces by analyzing the rank of the embedded data matrix, (c) finding the polynomial p from the null space of the embedded data matrix, and (d) finding the hyperplane normal vectors from the derivatives of p.
More specifically, observe that the polynomial p(x) = (b
can be written as a linear combination of the set of all monomials of degree n in D variables, {x
In the above expression, c ∈ R Mn(D) is the vector of all coefficients c n1,n2,...,nD , and ν n is the Veronese or Polynomial embedding of degree n, as it is known in the algebraic geometry and machine learning literature, respectively. It is defined by taking a point of R D to a point of R Mn(D) under the rule
where M n (D) is the dimension of the space of homogeneous polynomials of degree n in D indeterminates. The image of the data set X under the Veronese embedding is used to form the so-called embedded data matrix
It is shown in [35] that when there are sufficiently many data points that are sufficiently well distributed in the subspaces, the correct number of hyperplanes is the smallest degree ℓ for which ν ℓ (X ) drops rank by 1:
Moreover, it is shown in [35] that the polynomial vector of coefficients c is the unique up to scale vector in the one-dimensional nullspace of ν n (X ). The task then of identifying the normals to the hyperplanes from p is that of extracting the linear factors of p. This is achieved 3 by observing that if we have a point
is equal to b i up to a scale factor because b ⊤ i x = 0 and hence all the terms in the sum vanish except for the i th (see Proposition C.6 for a more general statement). Having identified the normal vectors, the task of clustering the points in X is straightforward.
Subspaces of Equal Dimension.
Let us now consider a more general case, where we know that the subspaces are of equal and known dimension d. Such a case can be reduced to the case of hyperplanes, by noticing that a union of n subspaces of dimension d of R D becomes a union of hyperplanes of R d+1 after a generic projection π : R D → R d+1 . We note that any random orthogonal projection will almost surely preserve the number of subspaces and their dimensions. Indeed, it can be argued, that the set of projections π that do not have this preserving property, is a zero measure subset of the orthogonal projections π ∈ R (d+1)×D : ππ ⊤ = I (d+1)×(d+1) . Even more generally, when the common dimension d is unknown, then an exact solution is again possible, by projecting generically onto
. . , and for each projection π testing various values of ℓ until ν ℓ (π(X )) drops exactly by one; see [29] for more details.
2.3. Known Number of Subspaces of Arbitrary Dimensions. When the dimensions of the subspaces are unknown and arbitrary, the problem becomes much more complicated, even if the number n of subspaces is known, which is the case examined in this subsection. In such a case, a union of subspaces A = S 1 ∪ · · · ∪ S n of R D , henceforth called a subspace arrangement, is still an algebraic variety. The main difference with the case of hyperplanes is that, in general, more than one polynomials of degree n are needed to define A, i.e., A is the zero set of a finite collection of homogeneous polynomials of degree n in D indeterminates. For example, if we have the union A of a plane S 1 and two lines S 2 , S 3 in general position in R 3 ( Fig. 1) , then A = S 1 ∪ S 2 ∪ S 3 is the zero set of the degree-3 homogeneous polynomials
where b 1 is the normal vector to the plane S 1 and b i,j , j = 1, 2, are two linearly independent vectors that are orthogonal to line S i . These polynomials are linearly independent and form a basis for the vector space I A,3 of the degree-3 homogeneous polynomials that vanish on A.
4
As the above example shows, all the relevant geometric information is still encoded in the factors of some special basis of I A,n , that consists of degree-n homogeneous polynomials that factorize into the product of linear forms. However, computing such a basis remains, to the best of our knowledge, an unsolved problem. Instead, one can only rely on computing (or be given) a general basis for the vector space I A,n . In our example such a basis could be
and it can be seen that none of the q 1 , . . . , q 4 is factorizable into the product of linear forms. This difficulty was not present in the case of hyperplanes, because there was only one vanishing polynomial (up to scale) of degree n and it had to be factorizable.
A solution can still be achieved in an elegant fashion, by resorting to polynomial differentiation. The key fact that allows this approach is that any homogeneous polynomial p of degree n that vanishes on the subspace arrangement A is a sum of vanishing polynomials, each of which is a product of linear forms, with each distinct subspace contributing a vanishing linear form in every product (C.8). As a consequence (Proposition C.6), the gradient of p evaluated at some point x ∈ S i − ∪ i ′ =i S i ′ is inside S ⊥ i and the linear span of the gradients at x of all such p is precisely equal to S ⊥ i . We can thus recover S i , remove it from A by a process known as polynomial division and then repeat the procedure to identify all the remaining subspaces. This is captured by the following main Theorem of ASC (see [35, 21] for the proof):
and let I A,n be the vector space of all degree-n homogeneous polynomials that vanish on A. Then S i is the orthogonal complement of the subspace spanned by all vectors of the form ∇p| x where p ∈ I A,n , i.e., S i = ∇I A,n | x ⊥ .
Unknown Number of Subspaces of Arbitrary Dimensions.
When the number n of subspaces is unknown, one can still try to estimate subspace S i by the subspace ∇I A,k | x ⊥ (see Theorem 2.1 for notation), with x ∈ S i − i ′ =i S i ′ , and k some positive integer. But the subspaces ∇I A,k | x ⊥ will in general be different for different values of k. Hence, a simple strategy is to choose the smallest k such that ∇I A,k | x ⊥ is a proper subspace of R D or equivalently I A,k = 0. However, there is no guarantee that this procedure will yield the correct result. To demonstrate this, let us use our running example of Fig. 1 . In that example, say for x ∈ S 3 − S 1 ∪ S 2 , we would have liked to say that the subspace associated to x is ∇I A,3 | x ⊥ , and we would have been correct by Theorem 2.1. However, since we do not know that there are 3 subspaces present, we instead seek to find the smallest k such that I A,k = 0. Notice that there can be no vanishing polynomial of degree 1, equivalently I A,1 = 0. However, there is a unique 5 degree 2 polynomial that vanishes on A, which is the product of two linear forms: one form is b ⊤ 1 x, where b 1 is the normal to the plane S 1 , and the other linear form is f ⊤ x, where f is the normal to the plane that is defined by the two lines S 2 and S 3 (Fig. 2) . It is then seen that the estimate of S 3 obtained by ∇I A,2 | x ⊥ is the plane defined by the vector f , which contains S 3 but certainly is not equal to S 3 .
One may argue that the problem of retrieving the two lines and the plane from a finite sample X = {x j } N j=1 ⊂ S 1 ∪ S 2 ∪ S 3 of their union is ill-defined: indeed, the finite set X can be viewed as a sample of S 1 ∪ S 2 ∪ S 3 or as a sample of the union of S 1 with the plane that contains S 2 and S 3 or as a sample of any union of subspaces that contains S 1 ∪S 2 ∪S 3 . However, a very interesting theorem that appears in [21] (sampling of an algebraic set) asserts that any subspace arrangement can be uniquely recovered by a suitable finite sample. This suggests that if a sample X is
is the normal vector to plane S 1 and f is the normal vector to the plane spanned by lines S 2 and S 3 .
in general position, i.e., X satisfies the conditions of the algebraic sampling theorem in [21] , then identifying the correct subspaces is still possible. Moreover, algebraic geometry asserts that a subspace arrangement A = S 1 ∪ · · · ∪ S n uniquely defines the constituent subspaces S 1 , . . . , S n , assuming that no inclusions exist between them. This is true because the subspaces S i are the irreducible components of the algebraic variety A (see Theorem C.5). Thus, the problem of retrieving the subspaces can be reformulated as that of decomposing the subspace arrangement into its irreducible components [35] .
This point of view resulted in an intuitive algorithm, which we call Recursive Algebraic Subspace Clustering (RASC) or else known as 2 Recursive Generalized Principal Component Analysis (RGPCA) [35, 14] . RASC aims to identify both the number of subspaces and their dimensions by following a divide-and-conquer approach that partitions X into subsets, which are associated to irreducible components. An algorithmic description of RASC can be found in [35, 14] , while an abstract formulation can be found in [27] . Here we illustrate RASC using our running example of Fig. 1 .
RASC starts by picking some point x 1 ∈ X ⊂ A = S 1 ∪ S 2 ∪ S 3 , say x 1 ∈ S 1 − S 2 ∪ S 3 . Then it searches for the smallest k such that I A,k = 0. As we saw above, for this example I A,2 is one-dimensional and its basis element is p(x) = (b
Next, RASC computes the subspace V
takes the first cell of the partition to be
x1 . Notice that V
(1) x1 = S 1 and so X 1 = S 1 ∩ X . Next, RASC picks a point x 2 ∈ X − X 1 , say x 2 ∈ S 2 and computes the subspace V
The second cell of the partition is taken to be
x2 . Since all points have been accounted for, the first level of partitioning is X = X 1 ∪ X 2 . Next, RASC is independently applied on X 1 and X 2 , viewed as subsets of the ambient spaces V 
Consequently, X 1 is taken to be one of the final cells of the partition of X . Then RASC is applied on X 2 with ambient space V (1) x2 and attempts to decompose it further into irreducible cells. Since V (1) x2 is a plane and X 2 consists of points from the two lines S 2 , S 3 , there will be a unique degree-2 polynomial function on V (1) x2 that vanishes on X 2 , given by q(x) = (f x2 that is orthogonal to the line S i . As before, RASC picks a point ξ 1 ∈ X 2 , say ξ 1 ∈ S 2 , computes the subspace V
, and takes the first cell of a partition of X 2 to be X 2,
⊥ is computed, and a second cell of the partition of X 2 is taken to be X 2,2 :=
. Notice that span(X 2,2 ) = S 3 . Then RASC is independently applied on X 2,1 , X 2,2 , viewed as subsets of the ambient spaces V vanishes on X 2,1 and similarly for X 2,2 . Then RASC terminates with output {X 1 , X 2,1 , X 2,2 }, in particular identifying the presence of 3 subspaces, which is the correct number.
As it turns out, the success of RASC depends heavily on the sequence with which points are selected for the computation of the gradients. In our example, had RASC first selected x 2 ∈ S 2 instead of x 1 ∈ S 1 , then the set X 1 would have been equal to the union of the correct clusters S 2 ∩ X , S 3 ∩ X together with the ghost cluster S 4 ∩ X (see Fig. 3 ), which is associated to the intersection of the plane S 1 and the subspace V (1) x2 , which is the plane spanned by S 2 and S 3 . Consequently, the output partition would have consisted of four cells, thus giving an estimate of 4 subspaces instead of the correct number 3. The phenomenon of ghost-subspaces was observed experimentally in [14] , but was not analyzed theoretically. Since all data points are unlabeled, one has no means of avoiding the occurrence of ghost-subspaces using RASC. More importantly, in practical applications where the data points are often corrupted by noise, the presence of ghost-subspaces may significantly undermine the quality of the clustering.
The above discussion motivates the quest for a theoretically stronger algorithm. The objective of the rest of the paper is to describe such an algorithm.
3. Abstract Algebraic Subspace Clustering. In this section we establish an algorithm alternative to RASC (see 2.4), termed Abstract Algebraic Subspace Clustering (AASC). The proposed algorithm, is abstract in the sense that it receives as input a finite set X , which lies in general position inside the algebraic variety A of a subspace arrangement of an unknown number of subspaces of unknown and possibly different dimensions. The algorithm provably returns as output the list of the irreducible components of A, in particular it returns a basis for the orthogonal complement of each subspace. We begin by rigorously defining the term general position for our context (3.1); then we describe the basic principle of the algorithm with as few technicalities as possible (3.2). We proceed by establishing its mathematical foundations (3.3 and 3.4), which lead us to the Theorem 3.9 of correctness of the AASC Algorithm 1. What is more, we prove a result that can be exploited in future attempts to optimize computationally the algorithm (3.5). We conclude by illustrating the algorithm using the benchmark example of a plane and two lines in R 3 (3.6).
3.1.
A Note on the Nature of the Input. From an algebraic-geometric point of view, a union A of linear subspaces is the same as the set I A of polynomial functions that vanish on A. However, from a computer-science-theoretic point of view, A and I A are quite different: A is an infinite set and hence it can not be given as input to any algorithm. I A is an infinite set as well, however it is generated by a finite set of polynomials, which can certainly serve as input to an algorithm. From a machinelearning point of view, one usually is given a finite set of points, which if they are in general position inside A, they can be used to compute the generators of I A .
To lend ourselves the power of the algebraic-geometric machinery, while providing an algorithm of interest to the machine learning and computer science communities, we adopt the following setting. The input data to our algorithm is a finite subset X of R D together with an integer m. The set X is assumed to lie in general position inside an unknown transversal union of linear subspaces A := S 1 ∪ · · · ∪ S n of R D , with m being an upper bound for n. The notion of general position that we use is inspired by Theorem 2.9 in [21] :
Definition 3.1 (General Position). The set X = {x 1 , . . . , x N } is in general position inside A = S 1 ∪ · · · ∪ S n if there exists an integer m ≥ n such that a homogeneous polynomial p of degree less or equal than m vanishes on X if and only if it vanishes on A.
We will henceforth assume that the input integer m satisfies the conditions of the above definition. Note that the definition implies that there can be no interpolating polynomial in D variables for X of degree ≤ m, since such a polynomial would not in general vanish on A. This in turn poses a lower bound on the cardinality N of X given by m+D−1 m .
The Key Idea: Decreasing Filtrations of a Subspace Arrangement.
To convey the geometry of the key idea of this paper while keeping technicalities at a minimum, let us pretend for a moment that we have access to the entire set A, so that we can manipulate it via set operations such as taking its intersection with some other set 6 . To begin with, the idea is to construct a decreasing filtration of the given subspace arrangement A ⊂ R D , i.e. a sequence of inclusions of subspace arrangements, that starts with A and terminates after a finite number of c steps to one of the irreducible components S of A:
The mechanism to generate such a filtration consists of constructing a strictly decreasing filtration of intermediate ambient spaces, i.e.
, and each V k contains the same fixed irreducible component S of A. Then the decreasing filtration of subspace arrangements is obtained by intersecting A with the strictly decresing filtration of ambient spaces, i.e.
This can be seen equivalently as constructing a decreasing filtration of pairs (
How can we construct the filtration of the ambient spaces (3.2), having the apparently strong condition V k ⊃ S, ∀k? The answer lies in the heart of ASC: to construct V 1 pick a suitable vanishing polynomial of A and evaluate its gradient at a point x of A. Then take V 1 to be the hyperplane of R D defined by the gradient. We know from Proposition C.6 that V 1 must contain S 1 . To construct V 2 apply the same procedure on the pair (V 1 , A 1 ): take a suitable vanishing polynomial on A 1 and take V 2 to be the hyperplane of V 1 defined by the gradient evaluated at x, and so on. Now notice, that after precisely c steps, where c is the codimension of S, V c will be a (D − c)-dimensional linear subspace of R D that by construction contains S. But S is also a (D − c)-dimensional subspace and the only possibility is that V c = S. Observe also that this is precisely the step where the filtration naturally terminates, since there is no nonzero vanishing polynomial of S as an algebraic variety of V c . The relations between the intermediate ambient spaces and subspace arrangements are illustrated in the commutative diagram of (3.5), in which each arrow denotes an embedding and two parallel lines denote a vector space isomorphism.
Identifying a Single Irreducible
Component of a Subspace Arrangement. The goal of this subsection is to show how one can obtain a single irreducible component S i by means of a decreasing filtration of A, as in (3.5). Once again, the input data is just the pair (X , m), with X in general position inside A and m an upper bound on the number n of subspaces of A (see 3.1).
To begin with, we compute I X ,≤m = I X ,k ⊕ I X ,k+1 ⊕ · · · ⊕ I X ,m by means of the veronese maps (see 2.1) of degree up to m. Then by the general position hypothesis, we will have that I X ,k ′ = I A,k ′ , ∀k ′ ≤ m. Note that I X ,k ′ , k ′ ≤ m, are finite-dimensional real vector spaces and so is their direct sum I X ,≤m .
To construct the first step of the filtration, we need to find a first hyperplane V i1 of R D that contains some irreducible component S i of A. According to Proposition C.6, it would be enough to have a polynomial p that vanishes on the irreducible component S i together with a point x ∈ S i . Then ∇p| x would be the normal to a hyperplane V i1 containing S i . Even though the irreducible components are unknown, we still have access to polynomials that vanish on them, since every polynomial that vanishes on A does vanish on its irreducible components. So let p = 0 be a vanishing polynomial of A of minimal degree, e.g. a basis vector of I A,k . Note that k ≤ n, since (b
is a vanishing polynomial of degree n, where b i1 is some orthogonal vector to S i . Now take some x ∈ X . Then x must lie inside some irreducible component of A, say x ∈ S 1 . If ∇p| x = 0, Proposition C.6 guarantees that the hyperplane V 11 := ∇p| x ⊥ contains S 1 . As the next Lemma assures, we can always choose a point 0 = x ∈ X such that the gradient of p at x is non-zero. We will be calling x the reference point.
Lemma 3.2. Let 0 = p ∈ I X ,k . Then there exists 0 = x ∈ X such that ∇p| x = 0. Proof. Suppose that no such x ∈ X exists. Since p ∈ I X ,k , it can not be a constant polynomial and so there exists some j ∈ [D] such that ∂p ∂xj = 0. By hypothesis ∇p x = 0, ∀x ∈ X , hence ∂p ∂xj x = 0, ∀x ∈ X . But then, 0 = ∂p ∂xj ∈ I X ,k−1 and this consists of a contradiction on the hypothesis that k is the smallest index such that I X ,k = 0. Hence there exists x ∈ X such that ∇p| x = 0.
To show that x = 0, note that if k = 1, then ∇p is a constant vector and we can take x to be any non-zero element of X . If k > 1 then ∇p| 0 = 0 and so x can not be the zero vector.
Having x ∈ X 1 := X ∩ S 1 and p ∈ I X ,k such that ∇p| x = 0, the next Lemma assures that x can not lie in any other irreducible component, i.e. x ∈ X i , ∀i > 1.
Lemma 3.3. Let 0 = x ∈ X 1 . If there exists k ≤ n and p ∈ I X ,k such that
Proof. Suppose that x ∈ S 1 ∩ S ℓ , ℓ = 1. Since x = 0 there is some index j ∈ [D] such that x(j) = 0. Define g(x) := x n−k j p(x). Notice that g ∈ I A,n = I X ,n . Taking the gradient of g and evaluating at x we get ∇g| x = x(j) n−k ∇p| x = 0. Since g vanishes on A, Theorem C.8 implies that g has the form g(x) = ν∈I c ν l ν,1 (x) · · · l ν,n (x), where l ν,i ′ (x) is a linear form vanishing on subspace S i ′ and I is a finite set. But then
, which is a contradiction. Hence x can not lie in the intersection of two subspaces.
Having in our disposal a hyperplane V 11 of R D that contains the irreducible component of A associated to x, i.e. V 11 ⊃ S 1 , we can define a subspace sub-arrangement A 11 of A by
Observe that A 11 can be viewed as a subspace arrangement of V 11 , since A 11 ⊂ V 11 . Of course, A and V 11 are infinite sets and thus impalpable by any algorithm. As it turns out we can realize the intersection A∩V 11 in the algebraic domain: the algebraic analog of intersecting A with V 11 is that of enriching the generators of I A by all the generators of I V11 . To see why this is true, recall that by Proposition B.9
Since V 11 is a hyperplane with normal b 11 := ∇p| x , every polynomial that vanishes on V 11 must be a multiple of the linear form b x. But since we want to view A 11 as an algebraic variety of ambient space V 11 , we need to eliminate the polynomials that vanish identically on V 11 , since they offer no actual information about A 11 , other than the fact that A 11 is a subset of V 11 .
The formal way of obtaining these polynomials, is to take the quotient 8 of I A∩V11 by the ideal I V11 , i.e.
where the notation I (V11) A11 stands for vanishing ideal of A 11 as a variety of V 11 . Since all ideals appearing in the above formula are homogeneous, their quotient will be homogeneous as well, i.e.
Now recall that the actual object that we can compute and that contains all the useful information about A is the vector space I A,≤m . So algorithmically, we just need to compute the vector space
which amounts to setting to zero every element of I A,≤m that is a multiple of b ⊤ 11 x. Note that this guarantees that the dimension of I (V11) A11,n is at least one less than the dimension of I A,n , since at least one of the basis elements of the latter will be set to zero (i.e. a product of linear forms in which b ⊤ 11 x appears as a factor). This concludes the first step of the filtration.
Next, we need to decide whether we should take one more step in the filtration or not. The next Lemma reveals how this can be determined by checking whether the vector space I A11,m = 0. For the sake of contradiction suppose that S 1 is a proper subspace of V 11 . Then, there exists at least one vector b 12 ∈ V 11 orthogonal to b 11 such that b 12 ⊥ S 1 . Next, observe that the subspace arrangement A 11 = A ∩ V 11 will consist of n ′ ≤ n subspaces. Hence, there existb 2,1 , . . . ,b n ′ ,1 inside V 11 such thatb i1 ⊥ S i ∩ V 11 . Then the polynomial given by p(x) = (b
has degree m and is certainly vanishing on A 11 , i.e. p ∈ I A11,m = 0, then we must take at least one more step in the filtration. To do that, we need to take an element q ∈ I (V11) A11,≤m and compute its gradient at the reference point x. As before, we want the gradient to have non-zero evaluation at x. The next Lemma shows that we can always find a homogeneous basis vector q of I (V11) A11,≤m having an even stronger property. Lemma 3.5. Let x ∈ X 1 be the reference point and suppose that I Proof. Since I
A11,m = 0, S 1 is a proper subspace of V 11 by Lemma 3.4. Let b 12 be a vector of V 11 orthogonal to S 1 . As in the proof of that Lemma, we note that the subspace arrangement A 11 = A ∩ V 11 will consist of n ′ ≤ n subspaces. Since x ∈ S 1 − i>1 S i , we must also have that
and by a similar argument as in the proof of Lemma 3.4 q = 0 mod (b
Moreover ∇q| x is certainly not in the span of b 11 , since ∇q| x is colinear with b 12 , which is orthogonal to b 11 .
The above Lemma implies that we can directly test each basis element of I
A11 , starting from minimal degrees up to m, until we find a basis element q whose gradient at the reference point is not colinear with b 11 . Proposition C.6 guarantees that ∇q| x will be orthogonal to S 1 . In order though to obtain a hyperplane V 12 of V 11 that contains S 1 , we must project ∇q| x onto V 11 and guarantee that this projection is still orthogonal to S 1 . The next Lemma ensures that this is always the case. Lemma 3.6. Let 0 = q ∈ I (V11) A11,k ′ such that ∇q| x is not colinear with b 11 . Then π V11 (∇q| x ) = 0 and π V11 (∇q| x ) ⊥ S 1 .
Proof. For the sake of contradiction, suppose that π V11 (∇q| x ) = 0. Let us augment b 11 to a basis b 11 , . . . , b 1c for the orthogonal complement of S 1 in R D . In fact, we can choose the vectors b 12 , . . . , b 1c to be a basis for the orthogonal complement of S 1 inside V 11 . By proposition C.3, q must have the form
where q 1 , . . . , q c are homogeneous polynomials of degree k ′ − 1. Then
Projecting the above equation orthogonally onto V 11 we get
which is zero by hypothesis. Since b 12 , · · · , b 1c are linearly independent vectors of V 11 it must be the case that q 2 (x) = · · · = q c (x) = 0. But this implies that ∇q| x = q 1 (x)b 11 , which is a contradiction on the non-colinearity of ∇q| x with b 11 . Hence it must be the case that π V11 (∇q| x ) = 0.
Finally, notice that from (3.14) and (3.15) we have
But the right-hand-side is orthogonal to S 1 and so π V11 (∇q| x ) ⊥ S 1 .
Having in our disposal some q ∈ I (V11) A11,k ′ such that ∇q| x is not colinear with b 11 , we can define b 12 := π V11 (∇q| x ). The previous Lemma guarantees that b 12 defines a hyperplane V 12 of V 11 that contains S 1 . Then we can take a second step in the filtration by intersecting A 11 with the hyperplane V 12 . This will give us a subspace arrangement A 12 that is contained in A 11 . As before, this is the abstract geometric picture. Algorithmically, this intersection is realized algebraically by setting to zero all elements of I A,≤m that lie in the ideal generated by b 
Similarly to Lemma 3.4, S 1 will be equal to V 12 if and only if I (V12) A12,≤m . Let us provide a proof for the general case.
Lemma 3.7. Suppose that we are given vectors b 1,1 , . . . , b 1,c ′ , which define a decreasing filtration of ambient spaces
Let A 1,c ′ be the subspace arrangement obtained by intersecting A with V 1,c ′ and define the vector space
. Now, since A ⊃ S 1 we must have I A ⊂ I S1 and so I A + I S1 = I S1 . Then in the quotient ring
we have an equality of ideals A12,m = 0, the filtration terminates with output an orthogonal basis b 11 , b 12 for the orthogonal complement of S 1 in R D ; otherwise an additional step must be taken. Notice that after each step of the filtration, the codimension of S 1 is dropping precisely by one, since the dimension of the ambient space is dropping by one. This is reflected in the fact that each step of the filtration gives us a new basis element for the orthogonal complement of S 1 in R D . Hence, the filtration will terminate precisely after codim S 1 steps with output an orthogonal basis b 11 , . . . , b 1 codim S1 for S ⊥ 1 .
3.4. Identifying All Irreducible Components. In the previous subsection we gave the theory and abstract algorithmic description for the process of filtering out a single irreducible component S 1 of A by means of an algebraic-geometric filtration associated to S 1 . The goal of this subsection is to show how one can apply recursively this procedure in order to identify all irreducible components. Our approach is the natural one: since S 1 is known, remove all points of X that lie in S 1 and apply the procedure of the previous subsection to the pair (X − X 1 , m − 1), to find a basis for the orthogonal complement of say S 2 . For this however to be theoretically sound, we need to establish the following result:
Proposition 3.8. The set X − X 1 lies in general position inside the subspace arrangement S 2 ∪ · · · ∪ S n , in the sense of Definition 3.1.
Proof. Let p be a homogeneous polynomial of degree less or equal than m − 1. If p vanishes on S 2 ∪ · · · ∪ S n , then it certainly vanishes on X − X 1 . It remains to prove the converse. So suppose that p vanishes on X − X 1 . Suppose that we have a vector
. Then r vanishes on X and since X is in general position inside A, r must vanish on A. For the sake of contradiction suppose that p does not vanish on S 2 ∪ · · · ∪ S n . Then p does not vanish say on S 2 . On the other hand r does vanish on S 2 , hence r ∈ I S2 or equivalently (b ⊤ 1 x)p(x) ∈ I S2 . Since I S2 is a prime ideal we must have either b ⊤ 1 x ∈ I S2 or p ∈ I S2 . But the latter can not be true by hypothesis, thus we must have b ⊤ 1 x ∈ I S2 . By Proposition C.6, the gradient of b ⊤ 1 x, i.e. b 1 , must be orthogonal to S 2 . But this is a contradiction on the definition of b 1 . Hence it must be the case that p vanishes on S 2 ∪ · · · ∪ S n .
To complete the proof we show that such a vector b 1 always exists. If that was not the case, then we would have that S The above Proposition assures that we can iterate between identifying irreducible components of A and removing the corresponding points of X until all points of X have been assigned to their subspace. This leads to Algorithm 1 and its associated theorem of correctness: B ← ∅, X ← ∅;
3:
while X = ∅ do
5:
I ≤m ← I X ,≤m ;
6:
B ← ∅;
7:
take any 0 = p ∈ I ≤m of minimal degree;
find x ∈ X s.t. b := ∇p x = 0;
9:
B ← B ∪ {b};
10:
11:
find p ∈ I ≤m s.t. ∇p| x ∈ span(B);
13:
15:
end while
17:
B ← B ∪ {B};
18:
X ← X ∪ X ∩ span(B) ⊥ ;
19:
X ← X − X ∩ span(B) ⊥ ;
20:
21:
22:
return B, X; 23: end procedure 3.5. Towards Complexity Reduction. The discussion so far has been fairly abstract, in the sense that we have chosen a coordinate-free representation of the relevant quantities, such as the vanishing polynomials. This allowed us to establish the theory of Algorithm 1 in a clean and concise fashion. Even though we will not undertake a detailed description of a possibly optimized computational version of Algorithm 1, we nevertheless touch on some issues towards this direction.
First note that to take a single step in a filtration we only need a single vanishing polynomial. Also, to decide on the termination of a filtration we only need to check whether the space of relevant vanishing polynomials is zero or not (Lemma 3.4). This hints that we need not compute the entire vector space I X ,≤m a-priori. Instead, we can start by computing I X ,k and I X ,m , i.e. by computing a basis for the right nullspaces of the embedded data matrices ν k (X ) and ν m (X ).
In fact, the first step of each and every filtration can be performed using the same polynomial of minimal degree or its derivatives. To see why this is true, suppose that we used a polynomial p of minimal degree to perform the first step of the filtration associated to S 1 . To be able to use p for the first step of the filtration associated to a different irreducible component, we need to find a point x ∈ X − X 1 such that ∇p| x = 0; since p certainly vanishes on S 2 ∪ · · · ∪ S n . However, it may be the case that ∇p| x = 0. This is illustrated in Example 2 of subsection 3.6. This raises the theoretical question of when it is the case that the gradient of a vanishing polynomial of a subspace arrangement A is zero at all points of A. As it turns out this can happen only when the vanishing polynomial contains a certain degree of redundancy. The precise statement and its proof are given in Proposition C.7. Interestingly, if this is the case, i.e. if ∇p is zero at all points of X − X 1 , then this redundancy can be removed by means of differentiation. Proposition 3.10. Let 0 = p be a homogeneous polynomial of degree k ′ ≤ m that vanishes on A ′ := S 2 ∪ · · · ∪ S n . Then there exists x ∈ X − X 1 such that , we have 0 = q ∈ I A ′ ,k ′ −ℓ and ∇q x = 0.
Proof. We prove the Lemma by induction on the degree of p. If k = 1, then ∇p is a constant non-zero vector and we are done, since ∇p| x = 0, ∀x ∈ X − X 1 . If k > 1, suppose that ∇p| x = 0, ∀x ∈ X − X 1 . Since ∇p = 0, there exists some j ∈ [D] such that ∂p ∂xj = 0, the latter being a polynomial of degree k ′ − 1 ≤ m − 1 vanishing on X − X 1 . Since X − X 1 is in general position inside A ′ (see Proposition 3.8), we must have that ∂p ∂xj ∈ I A ′ ,k ′ −1 . Now the result follows by the induction hypothesis applied to ∂p ∂xj .
3.6. Illustrative Examples. Our first example illustrates Algorithm 1. Example 1. We consider given points X in general position inside an unknown underline subspace arrangement A, consisting of a plane S 1 and two lines S 2 , S 3 in general position in R 3 (Fig.1) . We are also given the upper bound 4 on the number of subspaces.
The first step of the algorithm is to find a homogeneous polynomial p of minimal degree that vanishes on X . By the general position hypothesis this must be a minimal vanishing polynomial of A = S 1 ∪ S 2 ∪ S 3 . In this example, I A,1 = 0, while the degree 2 component of I A has dimension 1 and is spanned by the polynomial p(x) = (b
, where b 1 is the normal to the plane S 1 and f is the normal to the plane spanned by S 2 and S 3 (Fig. 2) .
Given p, the algorithm picks a point x ∈ X , called the reference point, such that ∇p| x = 0. So suppose for the sake of an argument that the algorithm picks x ∈ X 2 := X ∩ S 2 . Then ∇p| x defines the normal to a plane V 1 , which by Proposition C.6 contains S 2 . A simple computation shows that ∇p| x is colinear with f , and as a result this plane contains S 3 as well. Notice also that V 1 intersects S 1 in a line S 4 (Fig. 3) .
Thus so far the algorithm has determined an element f of a basis for the orthogonal complement of the subspace associated to the reference point x, which happens to be the line S 2 . To determine whether the filtration stops or not, the algorithm checks if the vector space
is zero or not. Notice that dim I A,4 = 8, which can be deduced by applying the dimension formula of Corollary 3.4 in [5] . A particular basis for I A,4 is
where
Taking the quotient by (f ⊤ x) 4 amounts to setting to zero all basis elements that are multiples of the linear form f ⊤ x. Simple inspection reveals that
and that
This signifies that the filtration must continue. Note that taking the quotient by (f ⊤ x) 4 is geometrically equivalent to intersecting the underline subspace arrangement A with the hyperplane V 1 and viewing A as a subspace arrangement of V 1 . This arrangement is precisely equal to S 2 ∪ S 3 ∪ S 4 , which is a non-trivial subspace arrangement of V 1 , thus verifying geometrically that the filtration must continue.
Next, the algorithm proceeds by finding an element of
, whose gradient at the reference point x is linearly independent from f . Notice in particular that p 8 is such a polynomial. So suppose that the algorithm picks some q having a similar property, i.e. ∇q| x is not colinear with f . Then we can replace b 2 with ∇q| x to see that
This signifies that the filtration must stop with output the vectors ∇p| x , ∇q| x , which are to be interpreted as a basis for the orthogonal complement of the subspace associated to x. Indeed, S 2 has codimension 2 and the above two vectors are linearly independent and orthogonal to S 2 .
Next, the algorithm picks a point x from the set X − X ∩ span(f , b 2 ) ⊥ . Suppose that it so happens that x ∈ S 1 − S 2 ∪ S 3 . Then the gradient of the minimal polynomial (b 4 we see that the resulting quotient space is zero, which signifies that the filtration terminates. We can verify geometrically that this is correct, since S 1 is a plane with normal b 1 and intersecting A with the plane defined by b 1 gives precisely S 1 .
Finally, the algorithm picks a point from X − X ∩ span(f , b 2 ) ⊥ ∪ span(b 1 ) ⊥ , which necessarily lies in S 3 , and can be used in an entirely analogous fashion as in the case of S 2 to produce a basis for S and so there exist points x 2 ∈ l 2 , x 3 ∈ l 3 such that ∇p| x 2 = 0 and ∇p| x 3 = 0. This implies that we can use p for the first step of the filtration scheme described above to identify lines 2 and 3. Since however, p ∈ I 2 l1 , by Proposition C.7 we will have ∇p| x = 0, ∀x ∈ l 1 and so constructing the first step of the filtration using p is impossible. Notice that the j th entry of ∇p is given by the polynomial (∇p) j = (b
Since by the general position assumption b 1,2 is not colinear with b 1,3 , there will exist some j * ∈ [3] such that ∇(∇p) j * = 0, which implies that the first step of the filtration of l 1 can be performed by using the polynomial (∇p) j * , with any point of l 1 − l 2 ∪ l 3 serving equally well as a reference point.
Conclusions and Future
Research. In this we proposed a new subspace clustering algorithm termed Abstract Algebraic Subspace Clustering (AASC), as an alternative to the older Recursive Algebraic Subspace Clustering. Its main advantage over the latter method is that it is provably correct in the sense that given a finite subset lying in general position inside the algebraic variety of a union of an unknown number of subspaces of possibly different dimensions, it correctly decomposes the variety into its irreducible components, which are precisely the subspaces appearing in the union.
Future research will be concerned with two main challenges: to exploit the theoretically sound structure of AASC in order to develop robust algorithms that perform subspace clustering in the presence of noise, corruptions, and outliers, and to devise efficient computational implementations that are able to handle large-scale datasets. A polynomial f ∈ R[x] is called homogeneous of degree r, if all the monomials that appear in f have degree r. An ideal I is called homogeneous, if it is generated by homogeneous elements, i.e. I = (f 1 , . . . , f s ) where f i is homogeneous polynomial of degree r i . The reader can check that an ideal I is homogeneous if and only if I = ⊕ k≥0 I k , where I k = I ∩ R[x] k . It is not hard to see that the intersection and the sum of two ideals is an ideal.
In performing algebraic operations with ideals it is also useful to have a notion of product of ideals:
Definition A.2 (Product of Ideals). Let I 1 , I 2 be ideals of R[x]. The product I 1 I 2 of I 1 , I 2 is defined to be the set of all elements of the form
The notion of prime ideal is a natural generalization of the notion of a prime number. Prime ideals play a fundamental role in the study of the structure of general ideals.
Definition A.3 (Prime Ideal). An ideal p of R[x] is called prime, if whenever pq ∈ p for some p, q ∈ R[x], then either p ∈ p or q ∈ p.
We note that if p is a homogeneous ideal, then in order to check whether p is prime, it is enough to consider f, g homogeneous polynomials in the above definition.
Proposition A.4. Let p, I 1 , . . . , I n be ideals of R[x] with p being prime. If
Proof. Suppose p ⊃ I i for all i. Then for every i there exists
I i ⊂ p and since p is prime, some x j ∈ p, contradiction. For further information on commutative algebra we refer the reader to [1] and [7] or to the more advanced treatment of [22] . It can be shown that algebraic sets induce a topology on R D : Definition B.3 (Zariski Topology). The Zariski Topology on R D is the topology generated by defining the closed sets to be all the algebraic sets.
Applying the definition of an irreducible topological space in the context of the Zariski topology, we obtain: cl , where Y cl is the topological closure of Y in the Zariski topology. Finally, it should be noted that most of classic and modern algebraic geometry [13] assume that the underlying algebraic field (in this paper R) is algebraically closed
, which shows that g is inside the ideal generated by the linear forms that vanish on S.
In algebraic-geometric notation, the above proposition can be concisely stated as
. Interestingly, the vanishing ideal of a subspace is a prime ideal:
Proposition C.4. Let S be a subspace of R D . Then S is irreducible in the Zariski topology of R D or equivalently, I S is a prime ideal of R[x]. Proof. As in the proof of Proposition C.3 we can assume that (x 1 , . . . , x c ) is a basis for the linear forms of R[x] that vanish on S. Then I S = (x 1 , . . . , x c ) and our task is to show that I S is prime. So let f, g be homogeneous polynomials such that f g ∈ (x 1 , . . . , x c ). For the sake of contradiction, suppose that f ∈ (x 1 , . . . , x c ) and g ∈ (x 1 , . . . , x c ). Then f contains monomials that depend only on the indeterminates x c+1 , . . . , x D . Among such monomials, let u f be the monomial of maximal degree in the reverse lexicographic order [7] and let its coefficient be c f = 0. Similarly, let u g be the monomial of maximal degree in the reverse lexicographic order appearing in g that depends only on the indeterminates x c+1 , . . . , x D with coefficient c g = 0. Then the monomial of maximal degree in the reverse lexicographic order in the product f g is going to be u f u g . Since f g ∈ (x 1 , . . . , x c ) we will have f g = x 1 q 1 + . . . x c q c , where q i is some polynomial. However, every monomial appearing in x 1 q 1 + . . . x c q c is strictly less than u f u g , which implies that c f c g = 0 and so either c f = 0 or c g = 0, which is a contradiction.
Alternative Proof : A more direct proof exists if we assume familiarity of the reader with quotient rings. In particular, it is known that an ideal I of a commutative ring R is prime if and only if the quotient ring R/I has no zero-divisors [1] . By noticing that
Returning to the subspace arrangements, we see that a subspace arrangement A = S 1 ∪ · · · ∪ S n is the union of irreducible algebraic varieties S 1 , . . . , S n . This immediately suggests that the subspace arrangment itself is an algebraic variety. This was established in [21] via an alternative argument. Additionally, in view of Theorem B.6, the irreducible components of A are precisely its constituent subspaces S 1 , . . . , S n , which also proves that a subspace arrangement can be uniquely written as the union of subspaces among which there are no inclusions. We summarize these observations in the following theorem:
Theorem C.5. Let S 1 , . . . , S n be subspaces of R D such that no inclusions exist between any two subspaces. Then the arrangement A = S 1 ∪ · · · ∪ S n is an algebraic variety and its irreducible components are S 1 , . . . , S n .
The vanishing ideal of a subspace arrangement A = n i=1 S i is readily seen to relate to the vanishing ideals of its irreducible components via the formula
Since I Si is a prime ideal we see that formula (C.1) is precisely the primary decomposition of I A . If we assume that there are no inclusions between the subspaces S i , then the prime ideals I Si are all minimal with respect to inclusions and hence uniquley determined by I A , see Theorem ??. This fact implies that the problem of retrieving the irreducible components of a subspace arrangement is equivalent to that of computing the primary decomposition of its vanishing ideal I A .
A crucial property of a subspace arrangement A in relation to the theory of Algebraic Subspace Clustering is that for any non-zero vanishing polynomial p on A, the orthogonal complement of the space spanned by the gradient of p at some point x ∈ A contains the subspace to which x belongs. Proposition C.6. Let A = n i=1 S i be a subspace arrangement of R D , p ∈ I A and x ∈ A, say x ∈ S i for some i ∈ [n]. Then ∇p| x ⊥ S i .
Proof. Take p ∈ I A . From I A = I S1 ∩ · · · ∩ I Sn we have that I A ⊂ I Si . Hence p ∈ I Si . Now, from Proposition C.3 we know that I Si is generated by a basis among all linear forms that vanish on S i , i.e. by a basis of I Si,1 . If (b i1 , . . . , b ici ) is an R-basis for S , and so they will be linearly independent over R. Consequently, the square matrix B ⊤ i B i will be invertible over R and its inverse will also be the inverse of B We continue with a theorem lying in the heart of Algebraic Subspace Clustering, according to which, every polynomial of degree n that vanishes on a transversal subspace arrangement A of n subspaces is a linear combination of products of linear forms vanishing on A [5, 6, 4] .
Theorem C.8. Let A = n i=1 S i be a transversal subspace arrangement of R D . Then I A,n = n i=1 I Si,1 . In fact, more is true. H. Derksen showed in [5] that the vanishing ideal of a subspace arrangement is generated in higher degrees by products of linear forms:
Theorem C.9. Let A = n i=1 S i be a transversal subspace arrangement of R D . Then the vanishing ideal I A,m is generated by the elements of I A,n for every m ≥ n.
The set V/W can be given the structure of a linear space by defining
The interested reader is encouraged to be verify that these operations are well-defined. Perhaps not surprisingly, we have the following fundamental result:
Theorem D.1. Let V be a vector space of dimension D and W a linear subspace of dimension d < D. Then dim V/W = D − d.
Let U be another linear subspace of V. Then U corresponds to a linear subspace of V/W, which is formally obtained by forming the vector space sum U + W and then taking the quotient by W.
