Abstract. In this paper, we continue the study of quantum B-algebras with emphasis on filters on integral quantum B-algebras. We then study filters in the setting of pseudo-hoops. First, we establish an embedding of a cartesion product of polars of a pseudo-hoop into itself. Second, we give sufficient conditions for a pseudohoop to be subdirectly reducible. We also extend the result of Kondo and Turunen to the setting of noncommutative residuated ∨-semilattices that, if prime filters and ∨-prime filters of a residuated ∨-semilattice A coincide, then A must be a pseudo MTL-algebra.
Introduction
The term quantale was suggested by C.J. Mulvey at the Oberwolfach Category Meeting (see [23] ) as "a quantization" of the term locale. Locales form an ordertheoretic counterpart of topological spaces and are therefore able to describe commutative C * -algebras. The main aim of C.J. Mulvey has been to find a substitute of locales which could play the same rôle for general C * -algebras to establish a generalized Gelfand-Naimark duality for all C*-algebras and study non-commutative topology. Quantales are also applied in linear and other substructural logics and automaton theory. An important moment in the development of the theory of quantales was the realization that quantales give a semantics for propositional linear logic in the same way as Boolean algebras give a semantics for classical propositional logic (see [18] ). Quantales arise naturally as lattices of ideals, subgroups, or other suitable substructures of algebras, and then they are called spectra. Note that, as was mentioned in [26] and [27] , in any quantale the following conditions are satisfied:
This lead Rump and Yang in [27] to introduce quantum B-algebras which formalize the implicational part of the logic of quantales. Note that quantum B-algebras encompass pseudo-BCK algebras, partially ordered monoids with two residuals satisfying (R) and generalized pseudoeffect algebras. Moreover, in [27] they established a one-to-one correspondence between quantum B-algebras and so-called logical quantales.
In this paper, we continue the study of quantum B-algebras from [27, 26] with emphasis on filters on integral quantum B-algebras. Namely, the filter theory of logical algebras (see e.g. [15, 28] ) plays an significant role in studying these algebras and the completeness of the corresponding non-classical logics. It is natural to consider filters of algebras which are corresponding to congruences and to investigate quotient algebras by such filters. Recall that, from a logical point of view, filters correspond to sets of provable formulas.
During the last decade study of many-valued reasoning a lot of noncommutative generalizations, which generalize MV-algebras developed by C.C. Chang [7] , were introduced. Let us mention for example pseudo MV-algebras [16] (independently introduced also in [24] as generalized MV-algebras), pseudo BL-algebras [9, 10] and pseudo-hoops, [17] . We recall that pseudo BL-algebras are also a noncommutative generalization of P. Hájek's BL-algebras: a variety that is an algebraic counterpart of fuzzy logic [19] . Therefore, a pseudo BL-algebra is an algebraic presentation of a non-commutative generalization of fuzzy logic. These structures are studied also in the area of quantum structures, see [22] . However, as it was recently recognized, many of these notions have a very close connections with notions introduced already by B. Bosbach in his pioneering papers on various classes of semigroups: among others he introduced complementary semigroups (today known as pseudo-hoops). A deep investigation of these structures can be found in his papers [2, 3] ; more information is available in his recent papers [4, 5] . Nowadays, all these structures can be also studied under one common roof, as residuated lattices, [14] . The theory of filters, representations and normal-valued basic pseudo-hoops was studied in [6] . Now all these structures are intensively studied by many experts (see [20] , [11] , [1] , [12] ).
The paper is organized as follows. After introducing several necessary algebraic concepts as quantale or quantum B-algebra in Section 2 we introduce following [27, 26] a multiplication · on the complete lattice U (A) of upper subsets of a quantum B-algebra A that makes U (A) a quantale. Filters on an integral quantum B-algebra A are exactly idempotent elements of U (A).
In Section 3 we show that, for a filter F of an integral quantum B-algebra A, the set U (F ) of upper subsets of the filter F is a subquantale of the quantale U (A) using a map µ F : U (A) → U (A). Further, we establish basic properties of the map µ F .
In Section 4 we study filters in the setting of pseudo-hoops. First, we establish an embedding of a cartesion product of polars of a pseudo-hoop into itself. Second, we give sufficient conditions for a pseudohoop to be subdirectly reducible.
In Section 5 we extend the result of Kondo and Turunen (see [21] ) to the setting of noncommutative residuated ∨-semilattices that, if prime filters and ∨-prime filters of a residuated ∨-semilattice A coincide, then A must be a pseudo MTL-algebra.
The terminology and symbols used here coincide in general with those used in [13] .
Basic notions
Now, let us proceed by stating the definitions, some of them well known.
A quantum B-algebra is a poset A with two binary operations → and satisfying conditions
A quantum B-algebra A is unital if A admits an element u, the unit element, which satisfies u → x = u x = x for all x ∈ A. A unit element is unique.
The unit element reduces the relation ≤ to the operations → and :
y. Thus, if the unit element u is the greatest element of A, the relation x ≤ y just means that x → y is true.
An integral quantum B-algebra or a pseudo BCK-algebra is a unital quantum B-algebra A such that u is the top element of A, i.e. u = 1.
A residuated poset is a partially ordered semigroup (A; ·) with two binary operations → and which satisfy
Every residuated poset is a quantum B-algebra. A residuated poset (A; ·, →, , ≤) is called 2-sided if x·y ≤ x and x·y ≤ y for all x, y ∈ A. We say that residuated poset (A; ·, →, , ≤) is a residuated ∨-semilattice if (A; ∨) is a semilattice with respect to the order ≤.
A quantale is a complete lattice Q with an associative binary multiplication satisfying
for all x, x i ∈ Q, i ∈ I (I is a set).
An element x ∈ Q is called idempotent if x · x = x. 1 denotes the greatest element of Q, 0 is the smallest element of Q. The set of all idempotent elements of a quantale Q is denoted by E(Q). We shall say that a quantale Q is said to be idempotent if Q = E(Q). In the event that Q has only one element we shall speak about a trivial quantale.
Since the operators a · − and − · b : Q → Q, a, b ∈ Q preserve arbitrary suprema they have right adjoints. We shall denote them by a − and b → − respectively.
Evidently, any quantale is a residuated poset and hence a quantum B-algebra.
Since every quantale Q is a complete lattice, the inverse residuals
are well-defined, too.
A non-zero element c ∈ Q is balanced if it satifies c · i∈I
for all x i ∈ Q, i ∈ I (I is a set).
An element c of a complete lattice L is said to be supercompact if for any nonempty subset X ⊆ L, the inequality c ≤ X implies that c ≤ x for some x ∈ X.
For every quantum B-algebra A, the upper sets X ⊆ A (i. e. the subsets X with a ≥ b ∈ X implies a ∈ X) can be made into a quantale U (A) by defining
It can be shown [27] that this gives an associative multiplication which distributes over set-theoretic joins. Therefore,
If A is a residuated poset then
In this case, for any n ∈ N, n ≥ 1 and any x ∈ A we put x 1 = x and
A filter F of a quantum B-algebra A is a non-empty set F ∈ U (A) such that F · F ⊆ F . Note that this is equivalent with z ∈ A, y ∈ F , y → z ∈ F yields z ∈ F and that F is a non-empty upper subset of A. Recall also that any non-empty set F ∈ U (A) that is idempotent is a filter. We denote by F (A) the set of all filters of A. Recall that any non-empty intersection of filters is again a filter and any directed union of filters is a filter.
For every non-empty subset X ⊆ A, the smallest filter of A containing X (i.e., the intersection of all filters F ∈ F (A) such that X ⊆ F ) is called the filter generated by X and will be denoted by [X).
Moreover, for an 2-sided residuated poset A such that F is a filter and a ∈ A, a / ∈ F we have that
Furthermore, the set of supercompact elements of U (A) coincides with the image of the embedding A ֒→ U (A) given by x → ↑x, and every balanced element of U (A) is supercompact. Similarly, the embedding U (A) ֒→ U (U (A)) is given by X → ↑X. A quantale Q is called unital if there is an element e ∈ Q such that e · a = a = a · e for all a ∈ Q.
A subquantale S of Q is a subset of Q closed under all suprema and · . S is said to be a trivial subquantale if
A quantic conucleus g is said to be trivial if g(a) = a or g(a) = 0 for all a ∈ Q.
If g is a quantic conucleus on Q, then Q g = {a ∈ Q | g(a) = a} is a subquantale of Q. Moreover, if S is any subquantale of Q, then S = Q g for some quantic conucleus g.
Filters in Quantum B-algebras
In this section we show that, for a filter F of an integral quantum B-algebra A, the set U (F ) of upper subsets of the filter F is a subquantale of the quantale U (A) using a map µ F : U (A) → U (A). Further, we establish basic properties of the map µ F .
Let us put, for any F ∈ U (A) and X ∈ U (A), µ F (X) = F ∩ X. Then, for any
In what follows let A be an integral quantum B-algebra. Note also that, for any F ∈ U (A) and X ∈ U (A) such that 1 ∈ X ∩ F , F · X ⊇ F ∪ X, 1 ∈ µ F (X) → X and 1 ∈ µ F (X) X. In particular, F is an filter if and only if F · F = F and 1 ∈ F . Moreover, for any X ∈ U (A), X = {1} · X = X · {1}.
Proposition 3.1. Let A be an integral quantum B-algebra, X, Y, F ∈ U (A), F a filter of A. Then the following holds:
To show the converse direction let us compute:
Proposition 3.2. Let A be an integral quantum B-algebra, X, Y, F ∈ U (A), F a filter of A and 1 ∈ X ∩ F . Then the following holds
. The remaining part follows by analogous considerations.
To prove the converse direction let us compute:
As in (6).
Filters on pseudo-hoops
In the present section we study filters in the setting of pseudo-hoops. First, we establish an embedding of a cartesion product of polars of a pseudo-hoop A into A. Second, we give sufficient conditions for a pseudohoop to be subdirectly reducible.
We recall that according to [17] , a pseudo-hoop is an algebra M = (M ; ·, →, , 1) of type 2, 2, 2, 0 such that, for all x, y, z ∈ M,
It can be easily checked that any pseudo-hoop is a residuated poset, see e.g. [8,
If · is commutative (equivalently →= ), M is said to be a hoop. If we set x ≤ y iff x → y = 1 (this is equivalent to x y = 1), then ≤ is a partial order such that x ∧ y = (x → y) · x = x · (x y) and M is a ∧-semilattice.
We say that a pseudo-hoop M (i) is bounded if there is a least element 0, otherwise, M is unbounded, (ii) satisfies prelinearity if, given x, y ∈ M, (x → y) ∨ (y → x) and (x y) ∨ (y x) are defined in M and they are equal 1, (iii) is cancellative if x · y = x · z and s · x = t · x imply y = z and s = t, (iv) is a pseudo BL-algebra if M is a bounded lattice satisfying prelinearity.
For a pseudo BL-algebra, we define x − = x → 0 and x ∼ = x 0. A pseudo BL-algebra is said to be a pseudo MV-algebra if
From (v) of the definition of pseudo-hoops we have that a pseudo hoop is cancellative iff x · y ≤ x · z and s · x ≤ t · x imply y ≤ z and s ≤ t.
Let us have a pseudo-hoop A = (A; ·, →, , 1). Then we for any set M ⊆ A define the set M ⊥ = {x ∈ A | x ∨ y = 1 for any y ∈ M }. One can easily check that following conditions hold:
Consequently, ⊥⊥ is a closure operator on the subsets of A. If x 1 ∨ y = x 2 ∨ y = 1 then we can compute x 1 x 2 ∨ y = x 1 x 2 ∨ x 1 y ∨ y = x 1 (x 2 ∨ y) ∨ y = x 1 ∨ y = 1. Thus, the set M ⊥ is a filter for any M ⊆ A.
Lemma 4.1. Let A = (A; ·, →, , 1) be a pseudo-hoop and let x, y ∈ A be such that x ∨ y = 1 then x · y = x ∧ y = y · x and x → y = x y = y.
Proof. Assume that x, y ∈ A are such that x ∨ y = 1. Then, for any z ∈ A, we have
Due to divisibility we can compute 
and also x i ∨ y j = 1 for any i, j ∈ {1, 2}.
Firstly we prove that the mapping f is a injection. We can compute
Due to the Lemma 4.1 we can compute, for any (
Moreover, for any (
This yields, for any (
The previous Theorem shows that M ⊥ · M ⊥⊥ is both a filter and a sub hoop of A. Moreover, the sub hoop M ⊥ · M ⊥⊥ is directly reducible. The idea of our research leads us to decide whether some a ∈ A belongs to the sub hoop
, where x is minimal in M ⊥ with a ≤ x and analogously y is minimal in M ⊥⊥ with a ≤ y. Those facts are motivation for following definition. Definition 4.3. Let F be any filter in a pseudo-hoop A = (A; ·, →, , 1). Then for any X ⊆ A we define ν F (X) := {a ∈ F | x ≤ a for any x ∈ X}. If there is the least element of the set ν F (X) then we denote it byν F (X).
Note that, for any X ⊆ A, ν F (X) is a set of upper bounds of X that are in F . It follows that ν F (X) = µ F ({z ∈ A | z is an upper bound of X}. In particular, ν F (X) is an upper set such that 1 ∈ ν F (X).
In what follows we denote for any subsets X, Y ⊆ A, where A = (A; ·, →, , 1) is a pseudo-hoop, the following sets
Theorem 4.4. Let F be a filter in the pseudo-hoop A = (A; ·, →, , 1) and let X ⊆ A. Then the sets ν F (ν F (X) → X) and ν F (ν F (X) X) are a filters.
Proof. It is enough to verify the statement for the implication →. The remaining case for can be shown dually. Now, let us prove first that
for any X ⊆ A. Clearly, we have 1 ∈ ν F (ν F (X) → X) and thus
One can easily check that the set equality A → (B → C) = (A · B) → C holds. Thus we can compute
Denoting Y := ν F (X) → X in the previous equality we obtain
If the elementν F (x) exists and if x ≤ y then clearly y ≤ y ∨ν F (x) ∈ F . Moreover, any a ∈ F such that y ≤ a satisfies x ≤ a and consequentlyν F (x) ≤ a. Thus y ∨ν F (x) ≤ y ∨ a = a holds and we have proved thatν F (y) exists and that ν F (y) = y ∨ν F (x).
Lemma 4.5. Let A = (A; ·, →, , 1) be a pseudo-hoop and let F ⊆ A be a filter with a least element then F is a normal filter.
Proof. If a = F is the least element of the filter F then it is an idempotent element. Using the divisibility we obtain for any
Hence a · x = x · a holds.
Finally, x → y ∈ F if, and only if, a ≤ x → y if, and only if, x · a = a · x ≤ y if, and only if, a ≤ x y if, and only if, x y ∈ F . Thus F is a normal. 
Proof. Let us assume that the elementν M ⊥ ·M ⊥⊥ (x) exists. Then we denote the idempotent
Assume to the contrary that y ∈ M ⊥ . Then for any a ∈ M ⊥⊥ we have
⊥⊥ which is absurd. Analogously it can be proved that y ∈ M ⊥⊥ .
Because y ∈ M ⊥ · M ⊥⊥ , there exist elements 1 = y 1 ∈ M ⊥ and 1 = y 2 ∈ M ⊥⊥ such that y = y 1 ∧ y 2 (see Theorem 4.2). Clearly, Theorem 4.2 shows that y 1 , y 2 is an idempotent element in M ⊥ × M ⊥⊥ (because y is an idempotent in M ⊥ · M ⊥⊥ ). Consequently, both y 1 and y 2 are idempotent too. Lemma 4.5 shows that F (y 1 ) and F (y 2 ) are a normal filters. Moreover y 1 ∨y 2 = 1 yields F (y 1 ) ∩ F (y 2 ) = {1} and thus A is subdiretly reducible.
Several types of prime filters in residuated ∨-semilattices
In the paper [15] Van Gasse et al. asked whether, for any commutative residuated lattice L, if prime filters and ∨-prime filters coincide, then L must be an MTLalgebra. The affirmative answer was given in [21] by Kondo and Turunen. We extend their result to the setting of noncommutative residuated semilattices.
Definition 5.1. Let A be a residuated ∨-semilattice. A filter F of A is called a →-prime filter ( -prime filter) if x → y ∈ F or y → x ∈ F (x y ∈ F or y x ∈ F ) for all x, y ∈ A. A filter F of A is said to be a prime filter if it is both a →-prime filter and a -prime filter. A filter F of A is called a ∨-prime filter if x ∨ y ∈ F yields x ∈ F or y ∈ F for all x, y ∈ A. By PF (A) (PF → (A), PF (A), PF ∨ (A), respectively) we mean the class of all prime filters of L (→-prime filters, -prime filters, ∨-prime filters, respectively).
Proof. Let G be a maximal filter containing F that does not contain a. Let us show that G is ∨-prime. Assume that x, y ∈ A, x ∨ y ∈ G and x, y / ∈ G. Then, by maximality of G, we get that a ∈ [G ∪ {x}) = {z ∈ A | z ≥ u 1 · x · u 2 · x · · · · · x · u n for some n ∈ N, n ≥ 1 and u 1 , u 2 , . . . , u n ∈ G}. This yields that there are m, n ∈ N, m, n ≥ 1 and u 1 , u 2 , . . . , u n , v 1 , v 2 , . . . , v m ∈ G such that u 1 · x · u 2 · x · · · · · x · u n ≤ a and v 1 · y · v 2 · y · · · · · y · v m ≤ a. Let us put k = max{m, n} and w = 1≤i≤n,1≤j≤m u i · v j . Then w ∈ G. We also put w i = w for all i ≤ k.
Evidently, (wx) k = w 1 · x · w 2 · x · · · · · x · w k ≤ u 1 · x · u 2 · x · · · · · x · u n ≤ a and (wy) k = w 1 · y · w 2 · y · · · · · y · w k ≤ v 1 · y · v 2 · y · · · · · y · v m ≤ a.
Let us compute the element c = [w(x ∨ y)] 2k ∈ G. First, for any subset S ⊆ {1, . . . , 2k} we put c S = 1≤i≤2k (w · z i ), where z i = x if i ∈ S and z i = y otherwise. Clearly, if card(S) ≥ k then c S ≤ (wx) k ≤ a and similarly if card(S) ≤ k then c S ≤ (wy) k ≤ a. Since c = S⊆{1,...,2k} c S we get that c ≤ a, i.e. a ∈ G, a contradiction.
We then have the following corollary.
Corollary 5.6. Any filter of a 2-sided residuated ∨-semilattice is equal to the intersection of the prime filters that include it. ⇐=: Assume that PF → (A) = PF ∨ (A) and that A is not a →-MTL-algebra. Hence there are a, b ∈ A such that (a → b) ∨ (b → a) = 1. Let G 1 = {G ∈ F (A) | G = {1}}. Assume first that G 1 = {1}. Then there exists a ∨-prime filter P such that (a → b) ∨ (b → a) ∈ P . Since P is also a →-prime filter we have that (a → b) ∈ P or (b → a) ∈ P , i.e., (a → b) ∨ (b → a) ∈ P which yields a contradiction.
Second, assume that G 1 = {1}. Then {1} is a ∨-prime filter, hence a →-prime filter. It follows that either 1 ≤ a → b or 1 ≤ b → a, i.e., (a → b) ∨ (b → a) = 1, a contradiction again. 
