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Abstract
On a four-directional uniform mesh of the plane, we define and study C0 Gori–Pitolli (abbreviated as GP) quadratics and C1 GP
quartics generated by integer translates of GP box-splines generalizing respectively the classical C1 quadratic box-spline and one
of the C2 quartic box-splines. More specifically, we study the approximation of a bivariate function f by some quasi-interpolants
and interpolants with values in these generalized spline spaces.
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1. Introduction
Some years ago, L. Gori and F. Pitolli introduced new families of univariate refinable functions whose masks
are convex combinations of masks of classical polynomial B-splines [9,10]. We call them GP-refinable functions in
the following. More generally, GP splines are defined as linear combinations of translates of these basic functions.
Since then, GP splines have been studied and used in various approximation problems [11–13,18,19]. More recently,
some extensions to the bivariate case have been given in [7,8], mainly based on tensor products and convolutions
of univariate functions. In this paper we define and study some specific GP box-splines on a four-direction mesh,
whose masks are convex combinations of the masks of two classical box-splines [1,2,4,25]. We restrict our study to
the cases of GP pseudo-quadratic and GP pseudo-quartic box-splines and we consider the spaces generated by integer
translates of these functions. For both families of GP splines, we study some quasi-interpolants and interpolants. In
particular, for the quadratic case, we study a Lagrange interpolation problem, generalizing some results in [16] and, for
the quartic case, we study a Hermite interpolation problem with first-order derivatives, both in a rectangular domain.
For polynomial box-splines, the integer translates are linearly dependent on criss-cross triangulations. What is truly
remarkable here is that their extensions to GP box-splines are often linearly independent, at least in both cases of GP
quadratic and quartic box-splines.
∗ Corresponding author.
E-mail addresses: c.conti@ing.unifi.it (C. Conti), gori@dmmm.uniroma1.it (L. Gori), pitolli@dmmm.uniroma1.it (F. Pitolli),
psablonn@insa-rennes.fr (P. Sablonnie`re).
0377-0427/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2007.10.036
C. Conti et al. / Journal of Computational and Applied Mathematics 221 (2008) 310–329 311
Here is an outline of the paper. In Section 2, we give some notation and we recall some definitions concerning
masks and subdivision schemes in the bivariate case. In Section 3, we define the C0 GP pseudo-quadratic box-splines
used in Section 4 to construct some quasi-interpolants and to solve a Lagrange interpolation problem. In Section 5, we
define the C1 GP pseudo-quartic box-splines used in Section 6 to construct some quasi-interpolants and in Section 7
to solve a local Hermite interpolation problem.
2. Notation. Masks and symbols of box-splines
We denote by Pn the space of bivariate polynomials of total degree at most n. The monomials are denoted
mβ(x) = xβ11 xβ22 for β ∈ N2. We set |β| = |β|1 = β1 + β2 and |β|∞ = max{β1, β2}. Partial derivatives are
denoted as follows:
∂1 f = ∂ f
∂x1
, ∂2 f = ∂ f
∂x2
, ∂21 f =
∂2 f
∂x21
, ∂1∂2 f = ∂
2 f
∂x1∂x2
, ∂22 f =
∂2 f
∂x22
.
Let us recall some definitions about bivariate masks and subdivision schemes (see details in [3,5]). A subdivision
scheme is defined as a set of refinement rules relative to the set of nested meshes
N0 ⊂ N1 ⊂ N2 ⊂ · · ·R2,
where Nk = 2−kZ2, k ≥ 0. If f k are the values attached to the net Nk , i.e., f k = { f kα ;α ∈ Z2}, with f kα attached to
the point 2−kα, then the refinement rule at level k is of the form
f k+1α =
∑
β∈Z2
aα−2β f kβ ,
where a = {aα;α ∈ Z2} is the mask of the stationary subdivision scheme defined via the repeated application of the
subdivision operator Sa, that is f k+1 = Saf k , k ≥ 0. We also assume that the support of the mask, σ(a) = {α; aα 6= 0},
is a finite set. The symbol of the mask is the Laurent polynomial
a(z) =
∑
α∈Z2
aαz
α.
If Sa is uniformly convergent, then, denoting δ = {δα,0} (Kronecker symbol) the Dirac sequence, there exists a unique
compactly supported basic limit function ϕa = S∞a δ which satisfies the functional equation, called the refinement
equation,
ϕa(x) =
∑
α∈Z2
aαϕa(2x − α).
The notation S∞a δ means that, setting f 0 = δ and applying the refinement rules, one gets a sequence f k such that
lim
k→+∞ maxα∈Z2∩K
| f kα − ϕa(2−kα)| = 0,
where K is any compact set in R2.
In this paper, we shall use the following box-splines and their masks:
• The characteristic function χ of the unit square Σ1 = [0, 1]2.
Denoting by E = {e0 = (0, 0), e1 = (1, 0), e2 = (0, 1), e3 = (1, 1)} the set of vertices of Σ1, then the mask of
χ is c = {cα, α ∈ Z2}, with values cα = 1 for α ∈ E , and cα = 0 elsewhere.
• The characteristic function ρ of the unit rhombus R1 with vertices in the set F = {e1, e2, e1+e3, e2+e3}. Its mask
is denoted by r = {rα, α ∈ Z2} with values rα = 1 for α ∈ F , and rα = 0 elsewhere.
• The bilinear box-spline σ with support Σ2 = [0, 2]2. Its mask is s = 14 (c ∗ c), with values sα = 14 for α ∈ 2E ,
sα = 12 for α ∈ F , se3 = 1 and sα = 0 elsewhere.
• The C1-quadratic box-spline ϕ = χ ∗ ρ whose octagonal support Ω11 is centered at the point 32e3 and has vertices
(1, 0), (2, 0), (3, 1), (3, 2), (2, 3), (1, 3), (0, 2), (0, 1). Its mask is denoted by a = 14 (c ∗ r) with values aα = 14 for
α ∈ Γ1 = {(0, j), (3, j), j = 1, 2; (i, 0), (i, 3), i = 1, 2}, aα = 12 for α ∈ e3 + E , and aα = 0 elsewhere.
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• The C2-quartic box-splines Φ = χ ∗ ϕ = ρ ∗ σ whose octagonal support Ω21 is centered at 2e3 and has
vertices {(1, 0), (3, 0), (4, 1), (4, 3), (3, 4), (1, 4), (0, 3), (0, 1)}. Its mask is b = 14 (c ∗ a) or 14 (r ∗ s) with
values bα = 116 for α ∈ Γ2 = {(0, j), (4, j), j = 1, 3 ; (i, 0), (i, 4), i = 1, 3}, bα = 18 for α ∈
Γ3 = {(i, 2), i = 0, 4 ; (2, j), j = 0, 4}, bα = 14 for α ∈ Γ4 = {(i, 1), (i, 3), i = 1, 3}, bα = 38 for
α ∈ Γ5 = {(i, 2), i = 1, 3; (2, j), j = 1, 3}, b2e3 = 12 and bα = 0 elsewhere.
Here is an array collecting the properties of the box-splines and GP box-splines studied in this paper (ϕ¯ is defined
in Section 3 and Φ¯ in Section 5).
Function Mask Symbol Support
χ c c(z) = (1+ z1)(1+ z2) Square Σ1
χ¯ c¯ = c+ e3 c¯(z) = z1z2c(z) Square Σ1+e3
ρ r r(z) = (z1 + z2)(1+ z1z2) Rhombus R1
σ s = 14 (c ∗ c) s(z) = 14 (c(z))2 Square Σ2
ϕ a = 14 (c ∗ r) a(z) = 14c(z)r(z) Octagon Ω11
Φ b = 14 (c ∗ a) b(z) = 14c(z)a(z) Octagon Ω21
ϕ¯ a¯ = (1− γ )c¯+ γ a a¯(z) = (1− γ )c¯(z)+ γ a(z) Octagon Ω11
Φ¯ b¯ = 14 (c¯ ∗ a¯) b¯(z) = 14 c¯(z)a¯(z) Octagon Ω21
3. C0 GP quadratic box-splines
3.1. Definition
Definition 1. Given a parameter γ ∈ [0, 1], let us consider the mask a¯ defined by
a¯ = (1− γ )c¯+ γ a,
where c¯ = c+ e3, and its values are the following:
a¯α = 1− 12γ for α ∈ e3 + E, a¯α =
1
4
γ for α ∈ Γ1 and a¯α = 0 elsewhere.
We observe that a¯ is the mask of a subdivision scheme, say Sa¯, which turns out to be convergent, as proved in
Section 3.2. Then there exists a refinable function ϕ¯, which we name the GP pseudo-quadratic box-spline, having a¯
as mask [3]. Therefore, its symbol a¯(z) is the function
a¯(z) = (1− γ )c¯(z)+ γ a(z) = 1
4
(1+ z1)(1+ z2)[4(1− γ )z1z2 + γ (z1 + z2)(1+ z1z2)].
For the sake of brevity, we call ϕ¯ a GP quadratic box-spline, though it is not a piecewise quadratic function, except
for γ = 1.
3.2. Convergence of the subdivision scheme Sa¯
Theorem 1. The subdivision scheme Sa¯ is convergent.
Proof. From [5], this scheme is convergent if and only if the two difference schemes Sa¯(1) and Sa¯(2) associated
respectively with the symbols
a¯(1)(z) = a¯(z)
1+ z1 , a¯
(2)(z) = a¯(z)
1+ z2
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are contractive. The corresponding masks have the following values:
a¯(1)α =
1
4
γ for α ∈ {(0, j), (2, j), j = 1, 2; (1, j), j = 0, 3}
a¯(1)α = 1−
3
4
γ for α ∈ {(1, 1), (1, 2)} and a¯(1)α = 0 elsewhere
a¯(2)(α1,α2) = a¯
(1)
(α1,α2)
for all α ∈ Z2.
For α ∈ E = {e0, e1, e2, e3}, we have
|(Sa¯(1)λ)(e0)| ≤
∑
β
a¯(1)e0−2β |λβ | =
1
4
γ (|λ(0,−1)| + |λ(−1,−1)|)
|(Sa¯(1)λ)(e1)| ≤
∑
β
a¯(1)e1−2β |λβ | =
1
4
γ |λ(0,0)| +
(
1− 3
4
γ
)
|λ(0,−1)|
|(Sa¯(1)λ)(e2)| ≤
∑
β
a¯(1)e2−2β |λβ | =
1
4
γ (|λ(0,0)| + |λ(−1,0)|)
|(Sa¯(1)λ)(e3)| ≤
∑
β
a¯(1)e3−2β |λβ | =
1
4
γ |λ(0,−1)| +
(
1− 3
4
γ
)
|λ(0,0)|.
Therefore, for 0 < γ < 1, we obtain
‖(Sa¯(1)λ)‖∞ ≤
(
1− 3
4
γ
)
‖λ‖∞
and, since 0 < 1− 34γ < 1, the subdivision scheme Sa¯(1) is contractive. The proof is the same for Sa¯(2) . 
3.3. Values of the box-spline
The nonzero values of ϕ¯ on (Z)2 can be deduced by solving an eigenvalue–eigenvector problem obtained by the
refinement equation ϕ¯(x) =∑α∈Z2 a¯αϕ¯(2x − α) on the integers:
ϕ¯ (1, 1) = ϕ¯ (1, 2) = ϕ¯ (2, 1) = ϕ¯ (2, 2) = 1
4
.
The nonzero values of ϕ¯ on ( 12Z)
2 can be deduced recursively, again by using the refinement equation. Since the
obtained values display a symmetric behavior w.r.t. ( 32 ,
3
2 ), the center of the support of ϕ¯, we show here just the
following values:
ϕ¯
(
3
2
,
3
2
)
= 1− γ
2
, ϕ¯
(
2,
3
2
)
= 1
2
− γ
8
, ϕ¯
(
5
2
,
3
2
)
= γ
8
, ϕ¯
(
5
2
, 2
)
= γ
16
.
Fig. 1 shows a representation of the mask a¯ in Z2 (left) and the support of the function ϕ¯ with its values (right).
The functions ϕ¯ for γ = 12 and γ = 34 , obtained with just three steps of the subdivision algorithm, are displayed in
Fig. 2.
As the subdivision algorithm is convergent, the integer translates of ϕ¯ form a partition of unity (see e.g. [3], Section
8).
3.4. Linear independence of translates on the unit square Σ1
There are exactly nine GP-quadratic box-splines, integer translates of ϕ¯ denoted {ϕk, 1 ≤ k ≤ 9} satisfying
Σ1 ∩ int(supp(ϕk)) 6= ∅. Their supports are centered respectively at the points (see Fig. 3)((
i
2
,
j
2
)
, i = −1, 1, 3
)
j = −1, 1, 3.
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Fig. 1. Mask a¯ in Z2 (left). Support and values of ϕ¯ (right).
Fig. 2. Function ϕ¯ for γ = 12 (left) and γ = 34 (right).
Fig. 3. Centers of ϕ¯k , 1 ≤ k ≤ 9. Some of the corresponding support are also displayed.
Theorem 2. For 0 ≤ γ < 1, the GP box-splines {ϕ¯k, 1 ≤ k ≤ 9} are linearly independent on the unit square Σ1.
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Proof. Let us assume that S = ∑9k=1 λk ϕ¯k = 0, and let us compute the values of S at the nine points of the set
Σ1 ∩ ( 12Z)2. We obtain the following nine homogeneous equations:
(1) λ1 + λ2 + λ4 + λ5 = 0
(2) γ λ1 + (8− 2γ )λ2 + γ λ3 + γ λ4 + (8− 2γ )λ5 + γ λ6 = 0
(3) λ2 + λ3 + λ5 + λ6 = 0
(4) γ λ1 + γ λ2 + (8− 2γ )λ4 + (8− 2γ )λ5 + γ λ7 + γ λ8 = 0
(5) γ (λ2 + λ4 + λ6 + λ8)+ (8− 4γ )λ5 = 0
(6) γ λ2 + γ λ3 + (8− 2γ )λ5 + (8− 2γ )λ6 + γ λ8 + γ λ9 = 0
(7) λ4 + λ5 + λ7 + λ8 = 0
(8) γ λ4 + γ λ6 + (8− 2γ )λ5 + (8− 2γ )λ8 + γ λ7 + γ λ9 = 0
(9) λ5 + λ6 + λ8 + λ9 = 0.
From Eqs. (1), (3), (7), (9), we deduce the values of {λ1, λ3, λ7, λ9} that we substitute in Eqs. (2), (4), (6), (8): we
then obtain
λ2 = λ4 = λ6 = λ8 = −λ5.
Now, substituting these values in Eq. (5), we finally get
(1− γ )λ5 = 0.
For γ 6= 1, we deduce that λ5 and all other parameters are zero. 
4. GP quadratic quasi-interpolants and interpolants
4.1. GP quadratic quasi-interpolants
For the construction of some GP quadratic quasi-interpolant, let us denote by θα = α+ 32e3, α ∈ Z2, the data sites.
The simplest quasi-interpolant (abbreviated as QI) is the Schoenberg operator defined by
Q1 f =
∑
α∈Z2
f (θα)ϕ¯(· − α).
Since the family {ϕ¯(.− α), α ∈ Z2} is a partition of unity, we have
Q1m00 =
∑
α∈Z2
ϕ¯(· − α) = m00,
i.e. Q1 is exact on P0. However, Q1 is not exact on P1 for γ 6= 1. In fact, we find for instance Q1m10( 14 , 0) =
γ
8 (3 − γ ) 6= 14 . For γ = 1, it is well known that Q1 is exact on P1. Nevertheless, the following interesting result is
valid:
Theorem 3. For |β|∞ ≤ 1, Q1mβ interpolates mβ at the points of Σ1 ∩ ( 12Z)2.
Proof. Using the notations of Section 3.4, we can write
Q1m10 = −12 (ϕ¯1 + ϕ¯4 + ϕ¯7)+
1
2
(ϕ¯2 + ϕ¯5 + ϕ¯8)+ 32 (ϕ¯3 + ϕ¯6 + ϕ¯9)
from which we deduce the following values:
Q1m10(0, 0) = Q1m10(0, 1) = 0, Q1m10(1, 0) = Q1m10(1, 1) = 1,
Q1m10
(
1
2
, 0
)
= Q1m10
(
1
2
,
1
2
)
= Q1m10
(
1
2
, 1
)
= 1
2
, Q1m10
(
0,
1
2
)
= 0, Q1m10
(
1,
1
2
)
= 1.
This proves that Q1m10 interpolates m10 at the nine points of Σ1 ∩ ( 12Z)2. The proof is similar for Q1m01 and
Q1m11. 
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Remark. The previous theorem has important consequences for the error analysis. In fact, when studying the
error E := Q1 f − f one has E(xα) = 0 at interpolation points. On one triangle with vertices x1, x2, x3, let
L := ∑α λα f (xα) be the linear interpolant at vertices, in barycentric coordinates. Then |Q1 f (x) − f (x)| ≤|Q1 f (x) − L(x)| + |L(x) − f (x)|. The second error is standard. For the first, we have |Q1 f (x) − L(x)| =∑
α |Q1 f (x) − f (xα)|λα , with Q1 f (x) = Q1 f (xα) + DQ1 f (ξα).(x − xα) = f (xα) + DQ1 f (ξα).(x −
xα) since Q1 f interpolates f at the vertices (ξα is some intermediate point between xα and x). Thus we
obtain
|Q1 f (x)− L(x)| ≤ max
α
|DQ1 f (ξα).(x − xα)| ≤ ‖DQ1 f ‖∞‖x − xα‖
and we can then compute an upper bound for ‖DQ1 f ‖∞. This can help for the study of the approximation error of f
by Q1 f .
Using the Laplacian 1 f = ∂21 f + ∂22 f , we define a new differential QI as
Q2 f =
∑
α∈Z2
(
f − 1
8
1 f
)
(θα) ϕ¯(· − α).
It is known that Q2 is exact on P2 for γ = 1, while for 0 ≤ γ < 1 we obtain the following:
Theorem 4. For |β|∞ ≤ 1, Q2mβ interpolates mβ at the points of Σ1 ∩ ( 12Z)2. Moreover, Q2m20 interpolates m20
on Σ1 ∩ (Z× 12Z) and Q2m02 interpolates m02 on Σ1 ∩ ( 12Z× Z).
Proof. Since∆mβ = 0 for β ∈ {(1, 0), (0, 1), (1, 1)}, Q2 coincides with Q1 on these monomials and the interpolation
properties of Q2mβ are the same as in the previous theorem. For m20, we have ∆m20 = 2, hence
Q2m20 =
∑((
α1 + 32
)2
− 1
4
)
ϕ¯(· − α).
On the square Σ1, we have
Q2m20 = 34 (ϕ¯3 + ϕ¯6 + ϕ¯9),
and it is straightforward to check that Q2m20 interpolates m20 on Σ1 ∩ (Z× 12Z).
By symmetry w.r.t. x2 = x1, we see that Q2m02 interpolates m02 on Σ1 ∩ ( 12Z× Z). 
Another quasi-interpolant, using only discrete values of f , can be deduced from Q2 by substituting the Laplacian
for the classical five-point finite difference scheme in the coefficients of this QI. We thus obtain the following discrete
quasi-interpolant:
Q∗2 f =
∑
α∈Z2
(
3
2
f (θα)− 18 ( f (θα − e1)+ f (θα − e2)+ f (θα + e2)+ f (θα + e1))
)
ϕ¯(· − α).
As Q∗2mβ = Q2mβ for all |β| ≤ 2, it is clear that Q∗2 has the same interpolation properties as Q2. Moreover, a simple
majoration of the above expression shows that ‖Q∗2‖∞ ≤ 2 for all 0 ≤ γ ≤ 1. For several results on univariate and
multivariate quasi-interpolants, see for instance [6,14,17,20–23].
4.2. Interpolation by GP quadratics on a rectangle
One can perform Lagrange interpolation on a rectangular domain Ωmn = [0,m] × [0, n] by GP quadratic splines
with 0 < γ < 1. Let S2(Ωmn) be the space of GP quadratic splines generated by GP box-splines whose supports
have a non-empty intersection with the interior of Ωmn . Its dimension is equal to dmn = (m + 2)(n + 2) and a set of
generators is Gmn = {ϕ¯α = ϕ¯i j , (i, j) ∈ Am,n}, where Am,n = Nm+1 × Nn+1, Np = {0, 1, . . . , p}, and ϕ¯α is the GP
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box-spline with support centered at the point θα . We shall also use the notation N∗p = Np \ {0}. We take as data the
values of some function f on the set of points:
Xmn = X ′mn ∪ Bmn ∪ Vmn,
composed of the following subsets :
(1) the centers of subsquares of Ωmn (interior points)
X ′mn =
{
Mi, j =
(
i − 1
2
, j − 1
2
)
, (i, j) ∈ N∗m × N∗n
}
,
(2) the midpoints of subintervals on the four edges of Ωmn (boundary points)
Bmn =
{
Mi,` =
(
i − 1
2
, `
)
, ` = 0, n, i ∈ N∗m;Mk, j =
(
k, j − 1
2
)
, k = 0,m, j ∈ N∗n
}
,
(3) the four vertices of Ωmn
Vmn = {M0,0 = (0, 0),Mm+1,0 = (m, 0),M0,n+1 = (0, n),Mm+1,n+1 = (m, n)}.
Theorem 5. For any parameter 0 < γ < 1 and for an arbitrary set of dmn data values
Ymn = f (Xmn) = { f (Mi, j ), (i, j) ∈ Am,n}
there exists a unique GP quadratic spline S =∑(i, j)∈Am,n λi, j ϕ¯i j interpolating f on Xmn .
Proof. It suffices to prove that the zero function is the unique interpolant of itself on Xmn . Let us denote by
T ∈ Rdmn×dmn the matrix of the associated homogeneous system. Using the values given in Section 3.3, we get
the tridiagonal block matrix:
T =

T1 T1 0 · · · · · · 0
T3 T2 T3 · · · · · · 0
0 T3 T2 T3 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · T3 T2 T3 0
0 · · · · · · T3 T2 T3
0 · · · · · · 0 T1 T1

,
where the blocks are tridiagonal matrices in R(m+2)×(m+2) defined by
T1 =

1
4
1
4
0 · · · · · · 0
1
16
γ
1
2
− 1
8
γ
1
16
γ · · · · · · 0
0
1
16
γ
1
2
− 1
8
γ
1
16
γ · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 1
16
γ
1
2
− 1
8
γ
1
16
γ 0
0 · · · · · · 1
16
γ
1
2
− 1
8
γ
1
16
γ
0 · · · · · · 0 1
4
1
4

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T2 =

1
2
− 1
8
γ
1
2
− 1
8
γ 0 · · · · · · 0
1
8
γ 1− 1
2
γ
1
8
γ · · · · · · 0
0
1
8
γ 1− 1
2
γ
1
8
γ · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 1
8
γ 1− 1
2
γ
1
8
γ 0
0 · · · · · · 1
8
γ 1− 1
2
γ
1
8
γ
0 · · · · · · 0 1
2
− 1
8
γ
1
2
− 1
8
γ

T3 =

1
16
γ
1
16
γ 0 · · · · · · 0
0
1
8
γ 0 · · · · · · 0
0 0
1
8
γ 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · · · · 1
8
γ 0 0
0 · · · · · · 0 1
8
γ 0
0 · · · · · · 0 1
16
γ
1
16
γ

.
Let us set
µi = λi,0 + λi,1, 0 ≤ i ≤ m + 1;
then the vector µ ∈ Rm+2 is solution of the homogeneous system T1µ = 0. As µ0 = −µ1 and µm+1 = −µm , then
the reduced vector µ¯ = [µ1, . . . , µm]T is solution of the system T¯1µ¯ = 0, where T¯1 is the tridiagonal matrix
T¯1 =

1
2
− 3
16
γ
1
16
γ 0 · · · · · · 0
1
16
γ
1
2
− 1
8
γ
1
16
γ · · · · · · 0
0
1
16
γ
1
2
− 1
8
γ
1
16
γ · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 1
16
γ
1
2
− 1
8
γ
1
16
γ 0
0 · · · · · · 1
16
γ
1
2
− 1
8
γ
1
16
γ
0 · · · · · · 0 1
16
γ
1
2
− 3
16
γ

.
This matrix is invertible since it is strictly diagonally dominant for 0 < γ < 1; thus µ¯ = 0, which implies µ = 0 and
λi,0 = −λi,1, 0 ≤ i ≤ m + 1. With the same technique being applied to the boundary unknowns on the other three
edges of Ωmn , we also obtain, in the same way,
λi,n+1 = −λi,n, i = 0, . . . ,m + 1,
λ0, j = −λ1, j and λm+1, j = −λm, j , j = 0, . . . , n + 1.
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By substituting in the mn equations associated with the unknowns corresponding to interior points, we get the new
block tridiagonal system T¯ λ¯ = 0 with matrix
T¯ =

T4
1
8
γ I 0 · · · · · · 0
1
8
γ I T5
1
8
γ I · · · · · · 0
0
1
8
γ I T5
1
8
γ I · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 1
8
γ I T5
1
8
γ I 0
0 · · · · · · 1
8
γ I T5
1
8
γ I
0 · · · · · · 0 1
8
γ I T4

,
where T4 and T5 are the tridiagonal matrices
T4 =

1− 3
4
γ
1
8
γ 0 · · · · · · 0
1
8
γ 1− 5
8
γ
1
8
γ · · · · · · 0
0
1
8
γ 1− 5
8
γ
1
8
γ · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 1
8
γ 1− 5
8
γ
1
8
γ 0
0 · · · · · · 1
8
γ 1− 5
8
γ
1
8
γ
0 · · · · · · 0 1
8
γ 1− 3
4
γ

T5 =

1− 5
8
γ
1
8
γ 0 · · · · · · 0
1
8
γ 1− 1
2
γ
1
8
γ · · · · · · 0
0
1
8
γ 1− 1
2
γ
1
8
γ · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 1
8
γ 1− 1
2
γ
1
8
γ 0
0 · · · · · · 1
8
γ 1− 1
2
γ
1
8
γ
0 · · · · · · 0 1
8
γ 1− 5
8
γ

.
Now, the matrix T¯ is invertible because it is strictly diagonally dominant, which implies λ¯ = 0. 
Remark 1. This theorem also implies the global linear independence of the family of GP quadratic box-splines over
the domain Ωmn . It is interesting to notice that the result is not true for γ = 1, i.e. for classical C1-quadratic box-
splines. The question then arises of the size of the infinite norm of the associated interpolating projector, say Pγ ,
from the space of bounded functions defined on the domain, and of the limit of Pγ when γ → 1. Some numerical
experiments suggest that ‖Pγ ‖∞ ≤ 2.
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Remark 2. Though there exist linear independent C0-box splines on the three-directional mesh, our interest is in
the construction of linear independent box-splines on a four-directional mesh having symmetry properties. Thus,
there naturally arises a comparison with the two linear independent C0 box-splines on the four-directional mesh
(symmetric pyramids with square support) which, however, satisfy a matrix refinement equation and require a vector
subdivision algorithm to be generated. In contrast, the GP C0 quadratics here proposed, still symmetric, satisfy a
scalar refinement equation so that a scalar subdivision scheme can be used for their generation. Obviously, for
γ ∈ [0, 1), the linear independence of the integer translates enables one to use this function in applications like
interpolation.
4.3. Local study of GP quadratic quasi-interpolants and interpolants
In this section, we wish to compare some approximation properties of the quasi-interpolant Q∗2 f and of the local
interpolant L f over Σh = [0, h]2. We use the notations of Section 3.4 for the basis of the nine GP box-splines
{ϕ¯k,h = ϕ¯k( ·h ), 1 ≤ k ≤ 9} defined over this domain. We denote respectively by {Mk, 1 ≤ k ≤ 9} the centers
of the supports of these GP box-splines and by {Pk, 1 ≤ k ≤ 9} the nine interpolation points on which is defined
L f . They are respectively the points ( i2h,− 12h), ( i2h, 12h) and ( i2h, 32h), i = −1, 1, 3, for centers and the points
( i2h, 0), (
i
2h,
1
2h) and (
i
2h, h), i = 0, 1, 2, for interpolation points. Setting L f =
∑9
k=1 λk ϕ¯k,h , the interpolation
matrix has coefficients A(k, `) = ϕ¯k,h(P`). The vector λ ∈ R9 is then solution of the linear system Aλ = F , where F
is the vector with components Fk = f (Pk), 1 ≤ k ≤ 9. It can be computed exactly as λ = A−1F.
On the other hand, we have Q∗2 f =
∑9
k=1 µk ϕ¯k,h , where
µk = 32 f (Mk)−
1
8
( f (Mk − he1)+ f (Mk + he1)+ f (Mk − he2)+ f (Mk + he2)).
With the help of a computer algebra system, we obtain, for all 1 ≤ k ≤ 9,
λk − µk = (−1)k 14
(
1− γ
2− γ
)
h21 f (P5)+ O(h3).
From the expression L f − Q∗2 f =
∑9
k=1(µk − λk)ϕ¯k,h and the fact that GP box-splines form a positive partition of
unity (blending system), we deduce the inequality
|L f − Q∗2 f | ≤ max |λk − µk | = ‖λ− µ‖∞
and the following:
Theorem 6.
|L f − Q∗2 f | ≤
1
4
(
1− γ
2− γ
)
h2|1 f (P5)| + O(h3).
Therefore, the two approximants are quite close in the domain Σh .
Moreover, Q∗2 f has also interesting interpolation properties. Let us denote by
Ek = f (Pk)− Q∗2 f (Pk), 1 ≤ k ≤ 9,
the errors between the values of f and its quasi-interpolant at the nine interpolation points. Then, by using again
a computer algebra system, we obtain the following results, where 1 = ∂21 + ∂22 and 12 = ∂41 + 2∂21∂22 + ∂42 are
respectively the Laplacian and the bilaplacian operators:
E1, E3, E7, E9 = 3h
4
128
12 f (P5)+ O(h5),
E2, E8 = 18 (1− γ )h
2∂21 f (P5)−
1
16
(1− γ )h3∂21∂2 f (P5)+ O(h4),
E4, E6 = 18 (1− γ )h
2∂22 f (P5)−
1
16
(1− γ )h3∂1∂22 f (P5)+ O(h4).
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5. C1 GP quartic box-splines
5.1. Definition
Definition 2. Let γ ∈ [0, 1] be a parameter; then the mask b¯ is defined by
b¯ = 1
4
(c¯ ∗ a¯) = 1
4
c¯ ∗ [(1− γ )c¯+ γ a].
The mask b¯ has the following values (see Fig. 4):
b¯α = γ16 for α ∈ Γ2 = {(0, j), (4, j), j = 1, 3; (i, 0), (i, 4), i = 1, 3},
b¯α = γ8 for α ∈ Γ3 = {(i, 2), i = 0, 4; (2, j), j = 0, 4},
b¯α = 14 for α ∈ Γ4 = {(i, 1), (i, 3), i = 1, 3},
b¯α = 12 −
γ
8
for α ∈ Γ5 = {(i, 2), i = 1, 3; (2, j), j = 1, 3},
b¯(2,2) = 1− γ2 and b¯α = 0 elsewhere.
Its symbol b¯(z) is the function
b¯(z) = 1
16
(1+ z1)2(1+ z2)2[4(1− γ )z1z2 + γ (z1 + z2)(1+ z1z2)].
According to [3,5], as the mask b¯ is obtained by convolution of masks of two convergent subdivision schemes, the
associated subdivision scheme is also convergent, which assures the existence of a refinable function Φ¯ having mask
b¯.
As in the pseudo-quadratic case, for the sake of brevity, we call Φ¯ a GP quartic box-spline though it is not a
piecewise quartic function, except for γ = 1.
5.2. Linear independence of translates on Σ1
From the refinement equations for the derivatives DβΦ¯, with |β| ≤ 1, we deduce their values at the gridpoints:
w0 = 6− γ
δ
, w1 = 3γ2δ , w2 =
γ 2
4δ
, with δ = (γ + 2)(γ + 3).
p1 = q1 = 1
γ + 2 , p2 = q2 =
γ
4(γ + 2) .
Fig. 4 shows a representation of the mask b¯ in Z2 (left) and the support of the function Φ¯ with its function and
derivative values (right).
The functions Φ¯ for γ = 12 and 34 , obtained with just three steps of the subdivision algorithm, are displayed in
Fig. 5.
Consider the space S¯4(Σ1) of GP quartic splines on the unit square Σ1. It is generated by the 16 GP-quartic box-
splines Φ¯(·−α) whose supports have a non-empty intersection with int(Σ1). Let us denote by {Φ¯k, 1 ≤ k ≤ 16} these
functions, where indices and positions of centers are ordered as follows (see Fig. 6):
Φ¯13 Φ¯14 Φ¯15 Φ¯16
Φ¯9 Φ¯10 Φ¯11 Φ¯12
Φ¯5 Φ¯6 Φ¯7 Φ¯8
Φ¯1 Φ¯2 Φ¯3 Φ¯4
(−1, 2) (0, 2) (1, 2) (2, 2)
(−1, 1) (0, 1) (1, 1) (2, 1)
(−1, 0) (0, 0) (1, 0) (2, 0)
(−1,−1) (0,−1) (1,−1) (2,−1).
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Fig. 4. Mask b¯ in Z2 (left). Support and values of Φ¯ (right).
Fig. 5. Function Φ¯ for γ = 12 (left) and γ = 34 (right).
Fig. 6. Centers of Φ¯k , 1 ≤ k ≤ 9. Some of the corresponding support are also displayed.
Theorem 7. For any parameter 0 ≤ γ < 1, the 16 GP-quartic box-splines Φ¯k are linearly independent over the unit
square Σ1 and form a basis of the space S¯4(Σ1).
Proof. Let us assume that S =∑16j=1 λ j Φ¯ j . Then, at each vertex er , 0 ≤ r ≤ 3, of the unit square Σ1, we can write
the four equations Dβ S(er ) = 0 for |β|∞ ≤ 1. Thus we obtain the homogeneous system Pλ = 0 with the following
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16× 16 matrix P:
w2 w1 w1 w2 w0 w2 0 w1 w1 0 0 w2 0 0 0 0
−p2 0 −p1 p2 0 −p2 0 p1 0 0 0 p2 0 0 0 0
−q2 −q1 0 −q2 0 q2 0 0 q1 0 0 q2 0 0 0 0
1
4
0 0 −1
4
0 −1
4
0 0 0 0 0
1
4
0 0 0 0
0 w2 0 w1 w1 0 w2 w0 w2 0 w1 w1 0 w2 0 0
0 −p2 0 0 −p1 0 p2 0 −p2 0 p1 0 0 p2 0 0
0 −q2 0 −q1 0 0 −q2 0 q2 0 0 q1 0 q2 0 0
0
1
4
0 0 0 0 −1
4
0 −1
4
0 0 0 0
1
4
0 0
0 0 w2 0 w1 w1 0 w2 w0 w2 0 w1 w1 0 w2 0
0 0 −p2 0 0 −p1 0 p2 0 −p2 0 p1 0 0 p2 0
0 0 −q2 0 −q1 0 0 −q2 0 q2 0 0 q1 0 q2 0
0 0
1
4
0 0 0 0 −1
4
0 −1
4
0 0 0 0
1
4
0
0 0 0 0 w2 0 0 w1 w1 0 w2 w0 w2 w1 w1 w2
0 0 0 0 −p2 0 0 0 −p1 0 p2 0 −p2 p1 0 p2
0 0 0 0 −q2 0 0 −q1 0 0 −q2 0 q2 0 q1 q2
0 0 0 0
1
4
0 0 0 0 0 −1
4
0 −1
4
0 0
1
4

.
Using a computer algebra system, we obtain
det(P) = (2− γ )
6(6− γ )(γ − 1)
216(2+ γ )7(3+ γ ) ;
therefore P is invertible for 0 ≤ γ < 1. This implies λ = 0 and the linear independence of GP-quartic box-splines on
Σ1. 
5.3. Local Hermite basis in S¯4(Σ1)
A direct consequence of the preceding theorem is the existence of aHermite basis of S¯4(Σ1). We denote these basic
functions by φr , χr , ψr , ωr , for r = 0, 1, 2, 3 according to the vertex er ∈ E . They are defined at the vertices of Σ1 by
the following Hermite conditions on their partial derivatives of partial order at most equal to one (for s = 0, 1, 2, 3):
Dβφr (es) = δr,sδβ,e0 , Dβχr (es) = δr,sδβ,e1 , Dβψr (es) = δr,sδβ,e2 , Dβωr (es) = δr,sδβ,e3 .
The coefficients of GP box-splines in the Hermite basis are given by the columns of P . Conversely, the components
of the Hermite basis in the GP box-spline basis of S¯4(Σ1) are the column vectors of the inverse matrix P−1. Their
coefficients are rather complicated and we do not write them explicitly.
5.4. Polynomials in the space of GP quartic box-splines
Theorem 8. The space of GP quartic box-splines contains the monomials mβ with |β|∞ ≤ 1, i.e. the space P1,1 of
bilinear polynomials.
Proof. By Corollary 8.2 of [3], the subdivision operator Sb¯ maps mβ into a polynomial if and only if the symbol b¯(z)
satisfies Dm b¯((−1)e) = 0 for 0 ≤ m ≤ β, |β|∞ ≤ 1 and e ∈ E∗ = {e1, e2, e3}. It is easy to verify this property
because of the factor (1+z1)2(1+z2)2 in b¯(z). Now, Theorem 8.2 of [3] says that when Sb¯ is a convergent subdivision
scheme satisfying such a property, then the space generated by translates of box-splines contains the space P1,1 of
bilinear polynomials. 
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6. GP quartic quasi-interpolants
For a given function f defined in R2, we define the Schoenberg operator as usual by
Q1 f =
∑
α∈Z2
f (θ¯α)Φ¯(· − α),
where θ¯α = α + 2e3, α ∈ Z2.
From the results of Section 5.4, it is clear that Q1 is exact on bilinear polynomials, but it is not exact on P2.
We will study the interpolation properties of functions Q1mβ for |β| = 2. It is enough to consider the restrictions
of these functions to the unit square Σ1. Using the notations of Section 5.2 for the GP quartic box-splines generating
the local space S¯4(Σ1), we have
Q1m20 = Φ¯1 + Φ¯5 + Φ¯9 + Φ¯13 + Φ¯3 + Φ¯7 + Φ¯11 + Φ¯15 + 4(Φ¯4 + Φ¯8 + Φ¯12 + Φ¯16).
Then, we compute successively
Q1m20(e0) = Q1m20(e2) = γ
γ + 2 , Q1m20(e1) = Q1m20(e3) = 1+
γ
γ + 2 ,
∂1Q1m20(e0) = ∂1Q1m20(e2) = 0, ∂1Q1m20(e1) = ∂1Q1m20(e3) = 2,
∂2Q1m20(er ) = ∂1∂2Q1m20(er ) = 0 for r = 0, 1, 2, 3;
therefore Q1m20 interpolates the function m20 + γγ+2m00 and its derivatives of partial order at most one at the four
vertices of Σ1. A similar result holds for Q1m02. In the same way, we compute successively
Q1m30 = −(Φ¯1 + Φ¯5 + Φ¯9 + Φ¯13)+ (Φ¯3 + Φ¯7 + Φ¯11 + Φ¯15)+ 8(Φ¯4 + Φ¯8 + Φ¯12 + Φ¯16).
Q1m21 = (−Φ¯1 + Φ¯9 + 2Φ¯13)+ (−Φ¯3 + Φ¯11 + 2Φ¯15)+ 4(−Φ¯4 + Φ¯12 + 2Φ¯16).
We observe that Q1m30 interpolates m30 + 3γγ+2m10 at the vertices of Σ1, but not its partial derivatives. More
specifically, we obtain, for Q1m30,
Q1m30(e0) = 0, Q1m30(e1) = 1+ 3γ
γ + 2 , Q1m30(e2) = 0, Q1m30(e3) = 1+
3γ
γ + 2 ,
∂1Q1m30(e0) = 1, ∂1Q1m30(e1) = 4, ∂1Q1m30(e2) = 1, ∂1Q1m30(e3) = 4.
∂2Q1m30(e0) = 0, ∂2Q1m30(e1) = 0, ∂2Q1m30(e2) = 0, ∂2Q1m30(e3) = 0.
∂1∂2Q1m30(e0) = 0, ∂1∂2Q1m30(e1) = 0, ∂1∂2Q1m30(e2) = 0, ∂1∂2Q1m30(e3) = 0,
and for Q1m21,
Q1m21(e0) = 0, Q1m21(e1) = 0, Q1m21(e2) = γ
γ + 2 , Q1m21(e3) = 1+
γ
γ + 2 .
∂1Q1m21(e0) = 0, ∂1Q1m21(e1) = 0, ∂1Q1m21(e2) = 0, ∂1Q1m21(e3) = 2.
∂2Q1m21(e0) = γ
γ + 2 , ∂2Q1m21(e1) = 1+
γ
γ + 2 .
∂2Q1m21(e2) = γ
γ + 2 , ∂2Q1m21(e3) = 1+
γ
γ + 2 .
∂1∂2Q1m21(e0) = 0, ∂1∂2Q1m21(e1) = 2, ∂1∂2Q1m21(e2) = 0, ∂1∂2Q1m21(e3) = 2.
These results suggest defining the following differential QI:
Q2 f =
∑
α∈Z2
(
f − γ
2(γ + 2)∆ f
) (
θ¯α
)
Φ¯(· − α).
By construction, Q2 is exact on bilinear polynomials.
Theorem 9. The quasi-interpolant Q2 has the following interpolating properties on quadratic and cubic monomials,
at the vertices of Σ1:
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(1) Q2m2,0 (resp. Q2m0,2) interpolates m2,0 (resp. m0,2) and its derivatives of partial order at most one.
(2) Q2m2,1 (resp. Q2m1,2) interpolates m2,1 (resp. m1,2) and its derivatives of partial order at most one.
(3) Q2m3,0 (resp. Q2m0,3) interpolates m3,0 (resp. m0,3), but not its derivatives of partial order at most one.
Proof. From Q2m30 = Q1[m30 − 3γγ+2m10] = Q1m30 − 3γγ+2m10, we deduce
Q2m30(e0) = 0, Q2m30(e1) = 1, Q2m30(e2) = 0, Q2m30(e3) = 1.
∂1Q2m30(e0) = ∂1Q2m30(e2) = 2(1− γ )2+ γ , ∂1Q2m30(e1) = ∂1Q2m30(e3) = 3+
2(1− γ )
2+ γ ,
∂2Q2m30(e0) = ∂2Q2m30(e1) = ∂2Q2m30(e2) = ∂2Q2m30(e3) = 0.
∂1∂2Q2m30(e0) = ∂1∂2Q2m30(e1) = ∂1∂2Q2m30(e2) = ∂1∂2Q2m30(e3) = 0.
Similarly, from Q2m21 = Q2m21 = Q1[m21 − γγ+2m01] = Q1m21 − γγ+2m01, we deduce
Q2m21(e0) = Q2m21(e1) = m˜21(e2) = 0, Q2m21(e3) = 1.
∂1Q2m21(e0) = ∂1Q2m21(e1) = ∂1Q2m21(e2) = 0, ∂1Q2m30(e3) = 2.
∂2Q2m21(e0) = ∂2Q2m21(e2) = 0, ∂2Q2m21(e1) = ∂2Q2m21(e3) = 1.
∂1∂2Q2m21(e0) = ∂1∂2Q2m21(e2) = 0, ∂1∂2Q2m21(e1) = ∂1∂2Q2m21(e3) = 2.
The proof immediately follows. 
Remark. We see that for γ = 1 (polynomial quartic case), Q2m3,0 (resp. Q2m0,3) interpolates m3,0 (resp. m0,3) and
its derivatives of partial order at most one at the vertices of Σ1. It is not surprising in view of the fact that Q2 is then
exact on P3 (see [21]).
As in Section 4.1 for the quadratic QI Q2, it is possible to substitute the Laplace operator for a finite difference
scheme based on five points, in the above QI. We thus obtain the following discrete quasi-interpolant:
Q∗2 f =
∑
α∈Z2
[(
1+ 2γ
γ + 2
)
f (θ¯α)− γ2(γ + 2)
2∑
r=1
( f (θ¯α − er )+ f (θ¯α + er ))
]
Φ¯(· − α).
From this expression, we deduce the following upper bound for the infinity norm of Q∗2:
‖Q∗2‖∞ ≤ 1+
4γ
γ + 2 ≤
7
3
≈ 2.33 for all 0 ≤ γ ≤ 1.
7. Hermite interpolation by GP quartics on a rectangular domain
We want to extend Theorem 7 of Section 5.2 to larger domains. In particular, we consider the rectangular domain
Ω = Ωmn = [1,m] × [1, n] ⊂ [0,m + 1] × [0, n + 1]
endowed with the uniform criss-cross triangulation T = Tmn obtained by drawing diagonals in each subsquare
Σi, j = [i, i + 1] × [ j, j + 1] of the partition determined by parallels to the axes (see Fig. 7). We use the following
notations for the mn data sites:
Aα = Ai, j = (i, j), (i, j) ∈ K = {(i, j), 1 ≤ i ≤ m, 1 ≤ j ≤ n}.
Let S4(Ω) denote the space of GP quartic splines on the domain Ω , generated by the (m + 2)(n + 2) GP quartic
box-splines {φα, α ∈ K }, where
K = {α = (i, j), 0 ≤ i ≤ m + 1, 0 ≤ j ≤ n + 1}.
The support of φα is centered at the point Aα, α ∈ K .
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Fig. 7. The rectangular Ωmn .
We also use the following notations for the sets of indices of points on horizontal (resp. vertical) edges of Ω :
K1 = {(i, 1), 1 ≤ i ≤ m}, Kn = {(i, n), 1 ≤ i ≤ m},
K′1 = {(1, j), 1 ≤ j ≤ n}, K′m = {(m, j), 1 ≤ j ≤ n},
and finally, for the four vertices:
V = {(1, 1), (m, 1), (1, n), (m, n)}.
We want to prove the following:
Theorem 10. Given a function f ∈ C1(Ω), there exists a unique GP quartic spline S = ∑α∈K λαφα satisfying the
following interpolation conditions:
(1) S(Aα) = f (Aα), α ∈ K,
(2) ∂2S(Aα) = ∂2 f (Aα), α ∈ K1 ∪Kn,
(3) ∂1S(Aα) = ∂1 f (Aα), α ∈ K′1 ∪K′m,
(4) ∂1∂2S(Aα) = ∂1∂2 f (Aα), α ∈ V.
These equations lead to a linear system Aλ = b of size N × N, with N = (m + 2)(n + 2). It suffices to prove that
Aλ = 0 H⇒ λ = 0 to get both the linear independence of GP box-splines and the uniqueness of the solution of the
Hermite interpolation problem.
7.1. Reduction of the matrix A
The conditions (1) give rise to nm equations. In fact, holding fixed j = 1, 2, . . . , n, the conditions on the nodes
Ai, j , i = 1, 2, . . . ,m, translate into the following m equations:
w2λ0, j−1 + w1λ1, j−1 + w2λ2, j−1 + w1λ0 j + w0λ1 j + w2λ2 j + w2λ0, j+1 + w1λ1, j+1 + w2λ2, j+1 = 0
w2λ1, j−1 + w1λ2, j−1 + w2λ3, j−1 + w1λ1 j + w0λ2 j + w2λ3 j + w2λ1, j+1 + w1λ2, j+1 + w2λ3, j+1 = 0
· · · · · · · · · · · · · · ·
w2λm−1, j−1 + w1λm, j−1 + w2λm+1, j−1 + w1λm−1, j + w0λmj + w1λm+1, j
+w2λm−1, j+1 + w1λm, j+1 + w2λm+1, j+1 = 0.
The conditions (2) give rise to 2m equations, relative respectively to the nodes Ai,1, Ai,n , i = 1, 2, . . . ,m. Such
equations are as follows, where j = 1, n:
q2(λ0, j+1 − λ0, jn−1)+ q1(λ1, j+1 − λ1, j−1)+ q2(λ2, j+1 − λ2, j−1) = 0
q2(λ1, j+1 − λ1, j−1)+ q1(λ2, j+1 − λ2, j−1)+ q2(λ3, j+1 − λ3, j−1) = 0
· · · · · · · · · · · · · · ·
q2(λm−1, j+1 − λm−1, j−1)+ q1(λm, j+1 − λm, j−1)+ q2(λm+1, j+1 − λm+1, j−1) = 0.
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Analogously, the conditions (3) give rise to 2n equations, relative respectively to the nodes A1, j , Am, j , j =
1, 2, . . . , n. Such equations are as follows, where i = 1,m:
p2(λi+1,0 − λi−1,0)+ p1(λi+1,1 − λi−11)+ p2(λi+1,2 − λi−1,2) = 0
p2(λi+1,1 − λi−1,1)+ p1(λi+1,2 − λi−1,2)+ p2(λi+1,3 − λi−1,3) = 0
· · · · · · · · · · · · · · ·
p2(λi+1,n−1 − λi−1,n−1)+ p1(λi+1,n − λi−1,n)+ p2(λi+1,n+1 − λi−1,,n+1) = 0.
Finally, conditions (4) give rise to the following four equations relative to the nodes A1,1, Am,1, A1,n , Am,n :
λ00 − λ20 − λ02 + λ22 = 0,
λm−1,0 − λm+1,0 − λm−1,2 + λm+1,2 = 0,
λ0,n−1 − λ2,n−1 − λ0,n+1 + λ2,n+1 = 0,
λm−1,n−1 − λm+1,n−1 − λm−1,n+1 + λm+1,n+1 = 0.
Introducing the following auxiliary variables
µi0 = λi2 − λi0, µi,n+1 = λi,n+1 − λi,n−1, 0 ≤ i ≤ m + 1,
µ0 j = λ2 j − λ0 j , µm+1, j = λm+1, j − λm−1, j , 0 ≤ j ≤ n + 1,
from Eq. (4) one can derive
µ00 = µ02, µ0,n+1 = µ0,n−1, µm+1,0 = µm+1,2, µm+1,n+1 = µm+1,n−1,
µ00 = µ20, µm+1,0 = µm−1,0, µ0,n+1 = µ2,n+1, µm+1,n+1 = µm−1,n+1.
As a consequence, the equations in (2) become, for j = 0, n + 1,
q1µ1, j + 2q2µ2, j = 0
q2µ1, j + q1µ2, j + q2µ3, j = 0
· · · · · · · · · · · ·
2q2µm−1, j + q1µm, j = 0
and the equations in (3) become, for i = 0,m + 1
p1µi1 + 2p2µ22 = 0
p2µi1 + p1µi2 + p2µi3 = 0
· · · · · · · · · · · ·
2p2µi,n−1 + p1µin = 0.
It follows that the matrices of these systems are tridiagonal matrices of order n or m. Now, recalling that p1 = q1 =
1
γ+2 , p2 = q2 = γ4(γ+2) , both these matrices reduce, up a factor, to the form
4 2γ 0 · · · 0
γ 4 γ · · · 0
· · · · · · · · · · · · · · ·
0 0 γ 4 γ
0 0 0 2γ 4
 .
For matrices of this type, exploiting the properties of the Kronecker products (cf. [15,24]) it is possible to express the
eigenvalues in explicit form:
4+ 2γ cos
(
pi
i
m − 1
)
, 0 ≤ i ≤ m − 1
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if the matrix has order m, or
4+ 2γ cos
(
pi
i
n − 1
)
, 0 ≤ i ≤ n − 1
has order n.
From these expressions it follows that, for 0 ≤ γ ≤ 1, the above matrices are not singular and the solutions are
null vectors. Thus recalling the expressions of the auxiliary variables µ, one can conclude that there results
λi0 = λi2, λi,n+1 = λi,n−1, 0 ≤ i ≤ m − 1,
λ0 j = λ2 j , λm+1, j = λm−1, j , 0 ≤ j ≤ n − 1.
This means that the conditions (1) generate a system A′λ = 0, of dimension mn where the unknowns are
λi j , 1 ≤ i ≤ m, 1 ≤ j ≤ n.
7.2. Analysis of the matrix A′
The matrix A′ has a block tridiagonal structure with n blocks of dimension m on the diagonal
A′ =

D 2C 0 · · · 0
C D C · · · 0
· · · · · · · · · · · · · · ·
0 0 C D C
0 0 0 2C D
 ,
where the blocks D and C are of the type
D =

w0 2w1 0 · · · 0
w1 w0 w1 · · · 0
· · · · · · · · · · · · · · ·
0 0 w1 w0 w1
0 0 0 2w1 w0
 C =

w1 2w2 0 · · · 0
w2 w1 w2 · · · 0
· · · · · · · · · · · · · · ·
0 0 w2 w1 w2
0 0 0 2w2 w1

with
w0 = 4(6− γ )4δ , w1 =
6γ
4δ
, w2 = γ
2
4δ
, δ = γ + 2
γ + 3 .
Also in this case, we can exploit the quoted results in [15,24] and write the eigenvalues of A′ explicitly in the form
w0 + 2w1
(
cos
(
pi
i
m − 1
)
+ cos
(
pi
j
n − 1
))
+ 2
(
w1 + 2w2 cos
(
pi
i
m − 1
)
cos
(
pi
j
n − 1
))
.
Recalling the values of w0, w1, w2, the eigenvalues of A′ are given by
1
δ
[
6− γ + 3γ
(
cos
(
pi
i
m − 1
)
+ cos
(
pi
j
n − 1
))
+ γ 2 cos
(
pi
i
m − 1
)
cos
(
pi
j
n − 1
)]
.
From this expression we get that for 0 ≤ γ < 1, and for any value of m and n, all the eigenvalues are positive and then
A′ is not singular. In fact it is easy to see that the function γ 2xy + 3γ (x + y)− γ + 6 has positive absolute minimum
in the square [−1, 1] × [−1, 1].
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