INTRODUCTION
NOVIKOV'S conjecture on the homotopy invariance of higher signatures [28] can be formulated as follows: given a finitely presented group I and a compact oriented smooth manifold M, together with a continuous map +:M+BI, the generalized signatures (L(M)* $*(<), [Ml), where 5 runs over all classes in H*(BI, Q) and L(M) denotes the total Hirzebruch L-class of M, are homotopy invariants of the pair (M, $). In other words, if h: N+M is a hotiiotopy equivalence of oriented smooth manifolds, then (L(N)* h*($*(t)), [iV])=(L(M)*$*({), [Ml) . The validity of this conjecture has been established, by a variety of techniques, for many groups I, most notably for closed discrete subgroups of finitely connected Lie groups. The latter result is due to Kasparov [24] and its proofs is based on bivariant K-theory.
In this paper we present a new and more direct method for attacking the Novikov conjecture, which yields a proof of the conjecture for Gromov's (word) hyperbolic groups [ 183. These groups form an extremely rich and interesting class of finitely presented groups, which differs significantly, both in size and in nature, from the groups for which Novikov's conjecture was previously known. First of all, as pointed out by Gromov [18] , they are "generic" among all finitely presented groups in the following sense: the ratio between the number of hyperbolic groups and all groups with a fixed number of generators and a fixed number of relations, each of length at most 1, tends to 1 when I+co [18,0.2(A)]. Secondly, when adding at random relations to a (non-elementary) hyperbolic group, one obtains again a hyperbolic group [18,5.5] . Thirdly, the cohomology of any finite polyhedron can be embedded into the cohomology of a hyperbolic group [18, 0.2(c) ]. Also, many of the hyperbolic groups exhibit "exotic" properties, like Kazhdan's property T [ 18, 5.61 or being non-linear (in a non-trivial way).
Our approach is based on expressing the higher signatures in terms of the pairing between cyclic cohomology and K-theory (cf. [8] ). The hyperbolicity assumption plays a twofold role: first, it ensures, via a deep result of Gromov [18; 8. 3T-J, that every class < E Hk*' (BT, C) can be represented by a bounded group cocycle, and secondly, it enables us to make use of a critical norm estimate (first proved by Haagerup [20] for free groups), recently extended by Jolissaint [23] and de la Harpe [21] to hyperbolic groups.
The paper is organized as follows. Using the Alexander-Spanier realization of the cohomology of a smooth manifold, reviewed in $1, we define in $2 localized analytic indices tThis work was done under partial support of the National Science Foundation. 345 m ml-s for an elliptic operator. Then, in $3 we prove a refinement of the Atiyah-Singer Index Theorem, giving a cohomological formula for these "higher" indices. In $5, we extend this theorem to covering spaces, which provides us with a powerful tool for attacking the Novikov conjecture. An alternate route to the Higher Index Theorem for covering spaces is sketched in a remark at the end of $5. As a by-product of the proof of the Localized Index Theorem, we were led to construct a cohomology theory of de Rham type for arbitrary C*-algebras (to be discussed in another paper). This is touched upon in $4, where we digress to explain the link between localized indices and entire cyclic cohomology [9] . Finally, $6 contains the proof of the Novikov conjecture for hyperbolic groups.
The main results of this paper have been announced in [ 121. We have reasons to believe that by using entire cyclic cohomology rather than standard (polynomial) cyclic cohomology, the scope of our method can be enlarged to encompass the groups which Gromov calls semihyperbolic [18, 0.2(E), Non-definition].
$1. ALEXANDERSPANIER COHOMOLOGY
The Alexander-Spanier version of the cohomology of a smooth manifold will be an important ingredient in our construction of higher indices. For the convenience of the reader unfamiliar with it, we devote this preliminary section to a review of some aspects of it which are needed in the present paper.
Let us start recalling the definition of Alexander-Spanier cohomology with real coefficients, of a topological space A4 (for details, see [32; Chap. 63). With q 2 0, let Cq(M) be the vector space of all functions cp from M q+i to IX; a coboundary homomorphism 6: C'$Vf) + Cq+ l(M) is defined by the formula From now on we shall assume that M is an m-dimensional, oriented, C" manifold (Hausdorff and with a countable basis of open sets). A more appropriate Alexander-Spanier complex for this situation is C*,(M) = C*,(M)/C*,,, (M) defined in the obvious way by means of C" cochains. At some point we shall also need the Borelian version, cJ(M) = Ct(M)/Cz,,(M), defined in terms of Bore1 cochains. We let g*,(M), resp. R;(M) denote the corresponding graded cohomology spaces. Proof. The standard proof of the fact that a*(M) is naturally isomorphic to the Tech cohomology H*(M) with coefficients in the constant sheaf R [32; Sec. 6.83, applies as well to 27% (M), resp. flB* (M). 0 In view of the above lemma, we shall suppress the subscript co (resp. /3) in the notation of the Alexander-Spanier cohomology. In fact, since we shall always be dealing with Cm manifolds, we shall also omit from now on the subscript co in the notation of the Alexander-Spanier complex.
In order to define a homomorphism of complexes from C*(M) to the de Rham complex A*(M), we endow M with a Riemannian metric and choose an open covering g with the following properties:
(4 W I: (4 g is locally finite; each BED is a geodesically convex ball, whose center and radius will be denoted xg and rB, respectively; the square of the Riemannian distance, d*(x, y), is a C" function of x and y on .94*; if B EB and x0 ES, the function sending YE T,,M, ((u(( < rs to d2(x0, exp._o) has positive definite Hessian on exp,' (B); the sets B1,3 = {x E M; d(x,, x) < r-,/3} form a covering g1,3 of M.
All the required properties, except perhaps (d), are standard. Concerning(d), there is in fact a local expansion for the square of the distance in a normal coordinate neighborhood (cf. [ 13, (2. 2)]) which gives the strengthened version: Let Cq denote the standard simplex {t = (to, . . . , t,)E [0, 11"' '; to + . . . + t, = l} in lRq+'.
(1.2) LEMMA. Ijx = (x0, . . . , xq)~Cd814,f,' and t = (to, . . . , tq)cXq, theJunction sending yc M to f tid2(xi, y) has a minimum which is attained in a unique point t tixits M. . . . , XT(Q)) = xq(xO, . . . , x4), VT E 9, + I = the permutation.group of order (q + l)!.
Let now A*(M) = {Aq(M), d} be the de Rham complex of differential forms on M. Given o E Aq(M), we define p(o) E Cq(M) by p(w)(xO, . . . , x') = x4(x0, . . . , x') I 0. s,[P,...,xq
The vanishing of xq outside 9q+ ' gives an obvious meaning to the right hand side for any (x0,. . . , Xq)EM q+ l It is also clear that the class
is independent of the choice of W and 1 with the above properties. The map p:A*(M) + C*(M) thus defined is a homomorphism of complexes, ie.
Indeed, from the definition of the simplex s, [x] it follows easily that its boundary ds,[x] can be expressed as follows:
. . ,xq;
thus, the claimed identity is a consequence of Stokes' theorem for chains. 0 Proof: The map p induces a homomorphism of presheaves from the de Rham presheaf A* to the Alexander-Spanier presheaf C*. Since W(A*) and Hq(C*) are locally zero (see [32; Chap. 63 for terminology) if q > 0, and HO(A*) z H'(C*) z BB, the induced homomorphism p:: W(A*) + Hq(C*) is evidently a local isomorphism for all q 2 0. From the uniqueness theorem of the cohomology of presheaves [32, Thm. 6.8.91 , one obtains, for each q 2 0, an isomorphism
where the "roof' signifies passage to the sheaf completion. But A* is already a sheaf, and thus A* z A*, whereas C* r C*. 0 (ii) C:(M) = {CW), a}, C:(M) = CW)IC:(M) n CW),
where Cl(M) = (cp E C:(M); cp(x', . . . , x4, x0) = (-l)qcp(xo, xi, . . . , xq)}.
Proof: They are obviously subcomplexes of C*(M) and the cohomology of the associated presheaves is locally zero for q > 0.
0
In order to find an explicit formula for a left inverse to p*, it will be helpful to bring into the discussion the universal complex of the Frechet algebra d = Cm(M). We recall its definition: Q" (.&) There is a natural surjection v of Cq(M) z ~4 6 . . . &I .d (q + 1 times) onto fP(M), which sends an elementary tensor f" @J' @ . . . @fq~ Cq(M) to f"8f' @ . . . @ i?fq~ P(M). In particular, it sends 9+i &J-"@P@.
On the other hand, by the universality of (Q* Composing it with the morphism v: C*(M) + n*(a), we obtain a morphism of complexes 1= pov:C*(M)+A*(M), which evidently vanishes on C,*(M). Thus, it induces a morphism l:C*(M) + A*(M), characterized by:
For an arbitrary cochain @oC'r(M) one has therefore: To compute the right hand side, we can work in a neighborhood BEI of x and assume, without loss of generality, that
in normal coordinates centered at x. Thus, if (ul(t, e), . . . , u,,,(t, E)) are the coordinates of
one has:
Recall now that u(t, E) is the unique solution of the system:
Using the same expansion for d2 as in (d'), but in normal coordinates centered at x, the system becomes: The coboundary homomorphism 6 is well-defined on C:(M), giving a complex C:(M). Its cohomology A:(M) is the Alexander-Spanier cohomology with compact supports of M. This is of course, the smooth version, but again one can easily adapt the arguments in [32; Sec. 6.91 to show that A:(M) is naturally isomorphic to the singular cohomology with compact supports H:(M).
It is obvious that 1 maps C:(M) to A:(M) = the de Rham complex with compact supports, and it is also clear that p maps A:(M) to c,*(M). Since xop = Id, it follows that 1 is surjective and p is injective. The same is true about the induced homomorphisms In particular, if the cohomology with compact supports of M is finite dimensional, Z* and p* are seen to be isomorphisms. We leave to the diligent reader the task of proving this fact for an arbitrary C" manifold. We mention though the following consequence, which will be helpful in the next section. We shall need, and freely use, several basic facts of pseudo-differential calculus on manifolds, strictly included among those employed in [3, I] . Here is some related notation which will be used in what follows. Given two C" complex vector bundles E, F over M we denote by Y'(M, E, F) the set of order r classical pseudo-differential operators The subset of differential operators is denoted DO'(M; E, F) and the subset of elliptic operators is denoted Y'(M; E, F)-'. By Psy'(M; E, F) we denote the set of "principal symbols" of order r, i.e. the subspace of P(T* M -M, Hom(n*E, n*F)), where rr is the projection onto M, formed of sections which are homogeneous of degree r. The subset of elliptic symbols is denoted Psy'(M; E, F)-l. When E = F we shall suppress the second bundle from the notation and when E = F = the trivial bundle we shall omit the bundle altogether.
Let A", . . . , A'EY "(M; E) with at least one of them in distribution tr(AO, . . . , AQ) on Mq+ l by the formula r Y -"(M, E); we define the tr(AO, . . . , A4)(q) = (-l)q J cr(AO(xO, xi) . . . kyxq, xO))cp(xO, . , . ) x4), vcp E C~(Mq+ 1).
For a fixed cp E CT (Mq+ I), we also set t(cp)(AO, . . . , IP) = tr(AO, . . . , M)((p), VA'E Y "(M, E). and one has TrR = TrSi -TrSf = Index A, which explains why 8 can be regarded as the analytic index map. Evidently, the analytical index map does not capture fully the local information carried by the symbol. It disregards for instance the possibility of localizing at will, around the diagonal, the above construction. By taking advantage of this important feature, we shall construct a pairing of the above projections with arbitrary Alexander-Spanier cocycles on M, which will recapture the stable information carried by the symbols.
We now proceed to describe this pairing. Since the compactness of the manifold is not really relevant to this point, we shall drop this assumption and replace it with the use of cohomology with compact supports. Consider a cocycle q E Zf+( M), that is cp E Cj_( M) and&EC0 . 4 + ' (M) Let L be an invertible lift of the symbol ci such that L(x, y) = 0 outside a "small" neighborhood of the diagonal, the "size" of which depends on where 6rp vanishes, in a way which will be obvious from the context. Such a lift can be manufactured, for example, by localizing the support of A and B in the above construction. Denoting as before, One has to check that the definition makes sense, i.e. that the right hand side is independent of the lift L. If q is odd, in view of Lemma (2.1) (i), this is obvious; it is also uninteresting, since it gives Ind,(u) = 0. So, we shall assume from now on that q is even. This last expression is easily recognized to coincide with (q + 1 )br( cp)( T,, P,, . . . , P,), which by Lemma (2.1) (ii) is in turn equal to (q + l)r(6~)( T,, P,, . . . , P,).
We can now show that Z&,(a) is well-defined. Note that if q = 0 and cp f 0 then M must be compact, in which case this follows from the fact that a( [a]) is well-defined (see, e.g. Each member of this identity remains unchanged if one replaces Pi by F, = (z or:,)7 the advantage being that one can now employ a well-known recipe to construct a path of idempotents joining PO and Fi. Namely, one first defines a path of invertibles by setting and then one defines Fs = J,po J; ', Vs E [0, 11. Since in the process the support has been maintained localized, Lemma (2.2) gives the desired equality.
Evidently, if cp is altered by adding a locally zero cochain Ind,(a) remains unchanged.
Thus, we can in fact set, for u l Psy'( M; E, F)-l,
I&,-( a) = Ind,( a)
and the definition is unambiguous. The next lemma shows that the localized index map thus defined actually depends only on the cohomology class [g]. Proof: With P = Pr. and L as above, one has:
.Im&(u) = r(Sq)(P, . . . , P) = bx($)(P, . . . , P) = T($)(P,.
. . , PI = -7(ti)(P, *. * ,P);
here we made use of (2.1) (+0-(i) and of the fact that 4 is even. 0 Recalling Remark (1.6), we conclude that we have defined, for each class [ @] E fly ( M), an index map I&,,-r on the set of all elliptic principal symbols (of order 0). It remains to show that this map descends to K-theory. In particular each elliptic principal symbol a~ Psy"( M; E, F)-1 defines an element (a, x*E, x*F) in % = U( T*M, T*M -M), homogeneous of degree 0. Let %Z" be the subset of all such elements in %?. It is well-known and easy to see that the set of homotopy classes in %' O exhausts the whole group K" ( T* M, T* M -M). Indeed, since M is a deformation retract of T* M (which is paracompact), any (Q, E, F)E%? is isomorphic to a triple (a,, z* E,, z* Fo)~%", where E,, F, are the restrictions of E, F to the zero-section and a, is extended by homogeneity of degree 0 from the restriction of u to the co-sphere bundle S*M = (<ET*M, [I[11 = l} ( corresponding to a Riemannian metric on iv).
Moreover, this isomorphism is unique up to homotopy if the isomorphisms E z TI* E,, F z II* F, are chosen to be the identity on the zero-section.
The map IndI,-I being already defined on w", all we need to check is that if and AeY"(M; E, F)-', we define where a E Psy"( M; E, F) is uniquely determined by the condition a 1 S * M = apr( A) 1 S * M.
As in the case of the ordinary index, it will be useful to relate these indices to heat operators. Since for the computation of a [@]-index we can always pick a representative cp with compact support, there will be no loss of generality in restricting our attention to compact (oriented, even-dimensional) manifolds M. ( We shall elaborate a bit on this point later). Furthermore, since for M compact, K p( T* M) is generated modulo 2-torsion by signature-type symbols (see [2, 97] ), it will suffice to consider elliptic differential operators (actually generalized signature operators would already be enough).
So let us assume that M is compact and that
is a parametrix for D. Indeed, one has SCI = I -QD = e-fDID, S1 =I--DQ=e-fDD*.
The corresponding idempotent has the expression:
Via the one-parameter family of idempotents Passing to heat operators we have lost, of course, the localization property. Fortunately, this can be remedied by replacing D with the family tD, t > 0, and letting t -, 0. More exactly, one has the following "localized" version of the McKean-Singer formula.
W'(t) = W(t) -, t > 0. Then, for any @~zj(M) one has r(rp)( W'(t), -* * , W'(t)) = Ind,D + O(tm).
Proof, When q = 0 the statement follows from the classical McKean-Singer formula. We may therefore assume that 4 > 0.
Choose a E C O" (M x M) with support contained in a sufficiently small neighborhood of the diagonal (depending on brp), such that a = 1 on some neighborhood of the diagonal and a r 0 everywhere. Define, for t > 0, the operator Q(c)EY -'(M; F, E) by
Since Q(r) -Q(cD)E Y -"(M; F, E)
, each Q(t) is a parametrix for CD with support contained in the support of a. Thus, if we denote by p(t) the corresponding idempotent, one has r(cp)(Z%), * . . , F(t)) = Ind,tD = Znd,D.
Denote S,(t) = Z -Q(tD)tD, S,(t) = Z -tDQ(tD) and, correspondingly, g,(t) = Z -&t)tD, $(t) = Z -tD&t).
One easily checks that
Si(t)(x, Y) -fi(c)(x, Y) = O(trn)9
i = 0,l in the C" topology. Thus, with P(t) = P(tD), one has
P(t)(x,y) -m(x, Y) = O(trn).
On the other hand, P(t)(x, y) = 0( t -'), for some fixed v > 0, as can be seen, for instance, by regarding tD as a pseudo-differential family in the sense of Widom (cf. [33] , [34] ). Therefore, 7(cp)(P(t), * *. 9 P(t)) = +P)(fTt), * * *, p(t)) +
O(tm) = Znd,D + O(tm).
To pass from P(t) to IV(t), we apply Lemma (2.2) to the path s+ P,(t) 
(b)(T,(t), P,(t), * * * , P,(t))ds 0
and thus it remains to show that the larger integral is an 0( t ").
Since 6q is cyclic we can replace each P,(t) by R,(t) = P,(t) -
since 6q is locally zero we only need to estimate s
tr( T,(t)(x', x')R,(t)(x', x2) . . . R,(t)(x4+ ',x0)) C(P)
where C(p) = {(x0,. . . , x"'); d2(xo,x1) + . . . + ~'(x~+~,xO) 2 p} with p > 0 fixed. In turn, the above integral is a sum of 2q + ' integrals of the form I tr(A,O(t)(xO,xl).
. . A:+ '(c)(~~+~,x~)), C(P)
where for each 0 I; i Iq + 1, Af =fj(t2A) with A either D*D or DD* and jf a Schwartz function on R+ which has a holomorphic extension to a domain containing OX+. On the 4+ 1 other hand, since C(p) c u C'(p), where i=o
it is enough to estimate the integrals tr(f,0(t2A)(xo,x1).
By Cauchy-Schwartz, the square of the absolute value of such an expression is majorized by We shall now use the heat equation approach, in Getzler's improved version [14] , to find the topological expression of the localized analytic indices of elliptic operators. Actually, we shall prove a stronger, local formula which establishes the desired equality directly at the level of forms, belonging to R* A on one side and to A*(M) on the other side.
The "localization" of the problem will also enable us to reduce it, as usual, to the case of twisted Dirac operators. Therefore, we shall temporarily assume that M is compact, even dimensional, oriented and equipped with a spin structure. We denote by S = S + @ S -the corresponding spin bundle, endowed-with the standard metric and connection. Given any complex vector bundle E over M, with metric and connection VE, we denote by DE, or simply D, the corresponding Dirac operator, acting on the sections of S @ E. Since M has an underlying Riemannian structure, which in particular gives a volume element, we now stop using the bundle of half densities and revert to the more standard notation. We adopt, however, the Clifford algebra conventions in [14] ; in particular Di = -DE.
Given cp E 2 i'J( M), we want to compute
(cf. Lemma (2.5)), where Note that there is no a priori reason for the above limit to exist and it is rather remarkable that it can be calculated, as we shall see below.
It is easy to check that if A", Therefore, the quantity to be computed is In order to organize the computation, it will be convenient to introduce an auxiliary algebra &(JD). By definition, &( J7)) is the algebra generated (in a strictly algebraic sense) by -c9,y,V),(I+~2) where
Since pt (d (JD)) c Op 9 m (E), any operator A ES/ (JD) has a well-defined order (with respect to the Getzler filtration on OpY "(E)). We introduce the notion of asymptotic order for elements of d (JD) as follows. If A belongs to the subalgebra ~~i,,( V,) generated by d, y and JD, we form A(t), assign to t the order -1, then define the asymptotic order of A as being the total order of A(t). In particular JD2 has asymptotic order 0. We give the same asymptotic order 0 to any function of -p2. Finally, we extend the definition to the whole d(v)) in the usual fashion. We shall use superscripts to indicate the Getzler order and subscripts to indicate the asymptotic order. The following result is the "Fundamental Lemma" of Getzler's symbolic calculus. Although not explicitly stated, it is practically proved and implicitly used in [14] . 
Then, iff~OpY'(E), b,-,(A(t)) = a + O(E), O(t)EY'-l(E);
a will be c&led the asymptotic symbol of A E do (JD) and will be denoted go (A).
(ii) 
, + o(t),0(t)EY2(E); (vi) o,-,((A + t2P2)-l)(x, t) = (A -H(x, <))-I + O(t), O(~)E~~~(E),
where
(the notational conventions being the same as in 1141);
The first five formulae are easy to check, the sixth is proved in [ 14, p. 1773 and so is (vii) for the special case u(x) = e -x. To prove (vii) in the general case, one writes u = vfN), with v Schwartz, and then one employs a similar argument as for the exponential function. Cl
We now return to the operator lI. Denoting u(x) = e-bXw(x), Of course, we are only interested in the "diagonal part" II", more precisely in estimating Tr,lI(t) = TrJIe"(t) near E = 0. With this goal in mind, we shall make, in the course of the proof of the following lemma, a preliminary assessment of the terms involved in the expression of II'" (after the multiplications have been performed). Proof: As a general remark, we note that since A, A', Bj are odd, only the products containing an even number of them will occur in the expression of II '". Also, except for A which has asymptotic order 1, all other factors have asymptotic order 0.
We now take an inventory of the terms involved, beginning with those which will give no contribution to the asymptotic symbol. Here are the terms which will contribute to the asymptotic symbol: We are now ready to begin the actual calculations. Introducing these expressions in the above formula and, at the same time rearranging the df's, we obtain:
As before, we can rewrite the term in H as follows:
e-Hu2q-1(H)u'(H) = -LeWH-Lu2q A=H Adjusting the constants to these definitions, we summarize the preceding computation as follows. The constant multiplying the above integral looks rather mysterious at this point. The reason why precisely these constants should occur will be made clear in the next section. 
--o9
The computation is similar to the one above, only easier. In fact, it parallels the treatment of the terms which start with eP', except that the factor ePZ .
IS omitted. It is easy to see that the effect of this change is to replace the constant B4 in ( 
-A (-l)dimM(chop,(B)7(M);i[@J, [T*M]). (2ni)q (2q)! Here 7(M) = Todd( TM @I @) is the index class of M, H *( T* M, T* M -D* M) is regarded as a module over H,*(M) in the usual way and T*M is given the symplectic orientation.
Proof: For q = 0, this is precisely the cohomological statement of the Atiyah-Singer index theorem [3, 111] . We shall therefore assume henceforth that q > 0. The theorem can be reduced to Proposition (3.6) in a way which parallels the well-known reduction of the general index theorem to the case of Dirac-type operators (see [2] or [16] ). Let us indicate briefly the steps involved.
First, if M is not orientable, let $ be its orientable double cover. On lifting B to B' and [+I to [@I-on G, one obtains Zndc5,-B = 2ZndCrpI B. This can be easily seen if we choose the representative cp sufficiently localized around the diagonal in M 2q+ '. On the other hand, the cohomological formula also gets multiplied by 2. Thus, we may assume M orientable.
Secondly, since cp can be chosen with compact support (see Remark (1.6)) and can be constructed in an "almost" local fashion, one sees that Znd, B remains unchanged if we modify M outside a sufficiently large relatively compact domain, and so does the right hand side of the equation. This allows us to reduce the proof to the case when M is compact. Thirdly, when M is odd-dimensional, the proof can be reduced to the even-dimensional case as follows. Consider on the circle S' the operator C: Cco(S') + C"(S') defined by 
It is elliptic, pseudo-differential, Index(C) = 1 and (cha,,(C), [T*S']>
= -1 (see [16] , We can now let p + co, which has the effect of "decoupling" the two cocycles in the right hand side of the above equation. Indeed, since e-flZcc converges strongly to the projection 11) onto KerC = @* 1 and e-82cc to 0, one has e-'flzpDD* + e-SIPBB* @ 11)
strongly, therefore (s)-lim d(D,) = R"(B)
. This, in turn, implies that P-m therefore lim T((P 63 1)(&D), . .
. , l?(D)) = r(cp)(l?(O), . . . , i(O)),

6-m
In4 o 1 D = Znd,B.
On the other hand, it follows from [16; Lemma 3.9.31 that
(cha,,(D)r(N)J[@ @ 11, [T*N]) = (cha,,(B)+!f).q$@ 11, (T*M))
~(ChO,,(C), [T~S']) = -(cho,,(B)+4)~~[qq, [T*M]).
This completes the third reduction step. Thus, we are reduced to proving the theorem for an elliptic symbol on an evendimensional, oriented, Riemannian manifold. Since modulo 2-torsion, Kf (T * M) is spanned by symbols of generalized signature operators, it is enough to check the statement for such operators. But a generalized signature operator is a generalized Dirac operator (in the sense of [19] ). It remains to remark that the proof of Proposition (3.7), based on symbolic calculus, has a local nature and therefore applies not only to Dirac operators with twisted coefficients but to generalized Dirac operators as well. cl
ASYMPTOTIC CHERN CHARACTER IN K-HOMOLOGY
In this section we digress to relate the localized analytical indices to the Chem character in K-homology. The link is established via the notion of 'asymptotic Chern character" of a 8-summable Fredholm module, which is interesting in its own right and will be defined below in full generality.
We recall [9] that an even 8-summable Since we are interested in C*-algebras, it is perhaps appropriate to point out that the cyclic cohomology of a C*-algebra A, i.e. the cohomology of cocycles withfinite support in the above bicomplex, is known in many cases and not particularly interesting. At the opposite end, the cohomology with arbitrary supports is trivial (cf. [8; Lemma 361) for any Banach algebra. To obtain a more useful cohomology theory one needs to restrict the growth of the cocycles. Such a growth condition was employed in [9] for the definition of the entire cohomology of a unital Banach algebra d. In our present context, one would take .G/ to be
The growth requirement we shall introduce here, motivated by the following two lemmas, has the distinctive feature of applying to cochains defined on the whole C*-algebra. 
VqeN;
(ii) ~$7'; Z) < co and lim p(7', X) = 0.
r-0
Proof: (i) is straightforward (see [9] ).
(ii) The inequality 
4,+1EC
The .
. . [F,, f2q-']).
The equation (i) is checked by a calculation identical to that in the proof of Prop. 7.3 of [9] . The assertion (ii) is proved by the argument used in Lemma (4.2). cl One can develop, following the pattern of [9] , a cohomology theory based on asymptotic cocycles. For the purposes of the present paper however, only the pairing with the K-theory is needed. As mentioned before, the above construction leads naturally to the definition of a cohomology theory for arbitrary C*-algebras, as well as to the construction of a Chem character from K-homology to the cohomology with asymptotic cocycles. This will make the subject of another paper. Here we shall only restate the results of 53 in these terms. The limit of both terms was computed in Proposition (3.7) and Remark (3.8); although the result was stated only for twisted Dirac operators, it actually holds for generalized Dirac operators, as we already noted in the proof of Theorem (3.9).
The fact that c 7iq converges to 0 is a consequence of the finite summability of for any vector bundle with connection (E, V,). Thus, the constant cq can be determined from the Atiyah-Singer index formula:
. HIGHER I--INDICES
We shall now extend the r-index theorem of Atiyah and Singer ([l, 31] ), from the rtrace case to higher I-cocycles. Throughout this section r will denote a countable discrete group, acting properly and freely on a smooth manifold a, with compact quotient M = r\fi.
It will be convenient to fix a Riemannian metric on M end endow fi with the lifted metric.
To begin with, let us introduce an algebra which is needed in the construction of the higher r-indices. This algebra, to be denoted d, consists of all r-invariant, bounded operators A on L2(A?) whose Schwartz kernel A(?, j?), a priori only a distribution on h? x A? satisfying the r-invariance property
is actually a C" function with compact support modulo r. A more complete (and suggestive) notation for this algebra is C;(s x ,G). We now proceed to construct certain homomorphisms from d to Q=T @ gM and CT @ 9: where R, (resp. 9':) is the algebra of smoothing operators in L2(M) (resp. Hilbert Schmidt operators).
Let {B,, . . . , I?,} be an open covering of M by small balls Bi, domains of smooth crosssections Bi: Bi + h? for the canonical projection A: i + M. Let (~~)~=r,...,~ be a smooth partition of unity subordinate to the above covering. We shall assume, as we may, that each x!'~ is a smooth function. The following formula defines a I'-equivariant isometry U from L'(G) into L2(M x (1, . . . , r} x r):
The adjoint of this isometry is given by the following equality:
where _?/Bj(x)_~r is the unique element g of r such that gbj(x) = 2. (ii) Let {B;, /I?;, x;] b e another set of data as above. A straightforward computation shows that for any AE~, one has 8'(A) = Vd(A)V*, where V is the partial isometry v= iJ'u* = (vii), where yii = p(gij) @ (xixI)r'*, with gij~ r being the unique element of r such that pi(x) = gij8j(X) for Vx E B! n Bj, and (xix,)"* is the multiplication operator by the smooth function x;(x)"* x .(x)r/* in L*(M). Thus, V is a multiplier of the algebra @r @ M,(W,). By a generairesult of algebraic K theory, the induced K theory maps O* and 8; of K,(d) to K&T @ 9,) coincide. cl
Using an orthonormal basis of eigenfunctions for the Laplacian A on M associated to a given Riemannian metric one can identify the algebra 91M with the algebra W of matrices 
ind,c= @([R"])EK,(CT@W).
We shall now show that, at the expense of replacing the algebra WM by the algebra 9; of all Hilbert Schmidt operators in L2(M), we can simplify the construction of 8,, by means of a Bore1 cross-section /I of x: i%? + M. Indeed, let /I be a bounded Bore1 cross-section, i.e., Since we only deal with real or complex coefficients, the above complex can be replaced by the subcomplex %?:(T: I) (cf. [17] ), where q:(I:r) = {cE~p(r:r);c(g~(Oj9 .,. . , grtpj) = sdwh,.
. . , gp) v=S,+,), without altering the cohomology.
Let c E Z,p( r: r) be a p-cocycle of the latter complex. According to [8] , it defines a cyclic p-cocycle T, # tr, or abbreviated T_ on Q=T @ 9, via the formula tc(fO @ /lo,. . . This too is an isomorphism (cf. [17, lot. cit.] ), which moreover is independent of q. The composition I = vx 0 q* : H*(r) z H*(X) provides the canonical identifiation between the two graded cohomology groups.
We now return to our F-principal bundle n;iA M. Starting with a group cocycle c E ZP( F : F), we can consruct an Alexander-Spanier p-cocycle & on M as follows. Fix an arbitrary cross-section 8: it4 -+ B. Let (x0, . . . , X~)E MP + ' ; if there is a connected, open subset U of M, which admits a continuous local cross-section B,,: U + 0, such that (x0,. . . , xp) E Up + I, we define q%(xO,. -* ,x") = 4B"(X0)lB(X0), * * * 9 B"(x')/B(x')); otherwise, we set (pc(xo, . . . , xp) = 0. Since c is F-invariant, the cochain cpc is well-defined.
Moreover, since dc = 0, one has 6@, = 0. The Alexander-Spanier cocycle thus defined depends on the choice of the global cross-section /?. Its cohomology class, however, is independent of /I. As a matter of fact, the following strengthened statement holds. where c' is the cyclic cocycle on C" (M) associated to the current C and the left hand side is defined by means of the pairing between cyclic cohomology and K-theory introduced in [8] . For C = ch, (D), the Chem character in K-homology, the right hand side of (5.6) coincides with the right hand side of the r-index formula (5.4). Regarding 0' as the CT-operator Dy obtained from D by taking coefficients in the flat CT-bundle Y cl'g, the left hand side of (5.4) should then correspond to the result of pairing rc with the index (a la Mishchenko-Fomenko [27] ) of D, in K, (CT) @ Q. However, since K,( Cr) is in general reduced to Z, this can only be expected to hold after Cr is replaced by CT @ W.
$6. APPLICATION TO THE NOVIKOV CONJECTURE
The applications of the Higher r-Index Theorem (5.4) to the Novikov conjecture and its circle of ideas depend on the identification of the "C*-completion" of the r-index, attached in the previous section to a r-invariant elliptic operator, as a C,*(T)-index in the sense of Mishchenko-Fomenko [27] . We begin, therefore, by establishing this fact.
As before, let fi + M be a r-principal bundle over the compact manifold M, and let D: Cm( fi, Z?+ ) + Cm(fi, E-) be a r-invariant elliptic differential operator. Letting r act by right translations on C:(r), the reduced C*-algebra of r, we can form the induced flat C: (I-)-vector bundle V = C:(r) We now proceed to apply the previous results to the problem of the homotopy invariance of higher signatures. So let M be a compact, oriented, smooth manifold. For most of the discussion, we shall also assume that M is even-dimensional. Let JI: M + l?T be a continuous map to the classifying space of a countable discrete group I. We denote by Me-z M the pull-back, via $, of the universal covering ETABI'. By means of Iequivariant "algebraic surgery'* (cf. [26, 29] ), one associates to the r-principal bundle Proof (i) We shall construct a subalgebra W of C,* (r) @ X, which contains @r @ W, is closed under holomorphic functional calculus (see [8] , Chap. I, Appendix 3) and such that N,(A) < co for any AE~? and kElW.
To this end, we let A, resp. D, be the (unbounded) operator in 1 2 ( IV), resp. I2 (r), defined by: Ad1 = jSj (jE.N), resp. 06, = lgl6, (gEr). valid for p 2 1. cl We shall now apply the previous results to prove that Gromov's hyperbolic groups satisfy the Novikov conjecture. For technical reasons, it will be convenient to work with a larger class of finitely generated groups, namely the groups r satisfying the following two conditions: A finitely generated group I-which is hyperbolic (with respect to some word metric) enjoys both these properties. Indeed, according to a result of Gromov (c.f. [17] , 8.31), any t E HP( r, C), with p # 1, can be represented by a bounded cocycle. On the other hand, the inequality lla\l I const . vz(u), VUE CT, has first been proved by U. Haagerup [20] for free groups, then by P. Jolissaint [23] for classical hyperbolic groups and recently it was extended by P. de la Harpe [21] to the general hyperbolic groups of Gromov. One advantage of working with the class of groups satisfying (PC) and (RD) is that it is closed under the direct product operation.
(6.5) PROPOSITION. Let r be a finitely generated group satisfying (PC) and (RD). Then Hzx(r,c) = zf*(r,c).
Proof Let c E Zz4(r: r) be a cocycle of polynomial growth. This means that there exist a constant B > 0 (depending on c) and an integer m 2 0 such that for all gl,. . . , gp E r, where p = 24.
The following idea for estimating r,EZf;(CT) is due to Jolissaint [23] . Let j-o,. . . ,fP E CT and denote ~0' =If"I,r$=Ifil(l+I*l)2m,i=1,...,p.Then In the even-dimensional case, we can formulate a slightly more precise result, which extends the classical Hirzebruch Signature Theorem to higher I--cocycles. 
[Ml>.
Proof TO define F, for ISI small (as well as for 1j.j) sufficiently the polynomial growth of c~2,2q(r: I). The fact that F, extends _ large) one uses analytically to (C -SpecH)zq+ ' is a consequence of Proposition (6.5) (or rather of its proof). Notice that Spec H remains the same when H is viewed in Mk (C,* (I-)), so that e * can also be regarded as elements of Mk (C,* (r)). As such, Proof Since replacing P by r x B switches the parity of the K-groups, it suffices to treat the even case. We recall that BT can be realized as a locally compact, a-compact space, and that RK,,(BT) "z' ' zndlim { K,(X)( X compact, X c sr}. Furtermore, in terms of the Baum-Douglas realization [S] of the K-homology, the map /I can be desribed as follows (see also [4] ). Let (M, F, +) be a topological Ke-cycle on BT, i.e., M is an even-dimensional
