Decisions can be simple or complex depending on the alternatives available to the decision maker, and also, to the different state of the worlds. In classical decision theory, a pay-off table is analyzed in order to make an optimal decision. Here, the decision process involves the definition of different alternatives and state of the worlds, cost or profit calculations of the pay-off table, and probability values, if any, related to state of the worlds. In decision problems, sometimes, it may be necessary to involve emotional attachments in order to create pay-off table. In this setting, rather than using the usual cost or profit values, some satisfaction values can be assigned to the criteria and the rationality of different alternatives can be investigated. In this study, the rationality approach to decision pay-off matrix is demonstrated using a real life example regarding a cellular phone purchase. Furthermore, a compositional data analysis approach is also suggested, and the contributions of the compositional data analysis to decision theory are given. 
INTRODUCTION
Decision theory in business and statistics is usually concerned with identifying the values, uncertainties and other issues relevant in a given decision and the resulting optimal decision [1] . Decision analysis provides structure and guidance for thinking systematically about hard decisions. With decision analysis, a decision maker can take action with confidence gained through a clear understanding of the problem. Along with a conceptual framework for thinking about hard problems, decision analysis provides analytical tools that can make the required hard thinking easier. Although every decision may have its own special problems, there are four basic sources of difficulty. First, a decision can be hard simply because of its complexity. Second, a decision can be difficult because of the inherent uncertainty in the situation. Third, a decision maker may be interested in working toward multiple objectives, but progress in one direction may impede progress in others. Fourth, and finally, a problem may be difficult if different perspectives lead to different conclusions [2] . Modern decision theory has developed since the middle of the 20th century through contributions from several academic disciplines. Although it is now clearly an academic subject of its own right, decision theory is typically pursued by researchers who identify themselves as economists, statisticians, psychologists, political and social scientists or philosophers [3] .
A good decision is the one that gives the best outcome, but one can make a good decision but still have an unlucky outcome. On the other hand one may prefer to have lucky outcomes rather than make good decisions. Figure 1 . shows a flowchart for the decision analysis process [2] . A careful decision maker may cycle through the process shown in Figure 1 . several times as the analysis is refined. Emotional attachments also may play a role in decision making. Such decisions can be real and can have serious consequences for the organization or the decision maker. They can lead to poor decisions due to biases and lack of objectivity. The negatives of emotional decisions will be minimized if the decision maker, firstly, becomes aware of biases and makes allowances for them and, secondly, seeks out independent opinions -ask the opinion of some person who has no vested interest in the decision [4] .
In this study, a daily life decision regarding a cellular phone purchase is investigated for university students. The decision problem is investigated via two different techniques in this context. First, the decision problem is considered as a classical decision problem, but once the structure of the problem is laid out, it is seen that the data matrix is not the usual pay-off table used in the classical decision theory. For this purpose, the decision matrix is specially designed to be solved by the rationality approach to the decision theory. This new setting of the decision problem allowed the author to further investigate the data set using robust principal components analysis for compositional data. Therefore in the second part of the investigation, some further results obtained from the output of robust principal components analysis are shown. The second section of the study is a review of the materials and methods, and also, the definition of the data matrix obtained from the university students is given.
Materials and Methods
In this section, the materials and methods used in this study are shortly reviewed. Before the review of the techniques, the data set used in the analysis is described in detail.
Data Set
The main aim of this study is to show the relationship between rational decision making and create a solution using correspondence analysis. Therefore, rather then using a big population the study is restricted to a small population and a small sample size. For this purpose, the population of the study is defined to be the students in Faculty of Economics and Administrative Sciences, Anadolu University, Turkey. In order to obtain the sample size the following well known equation is used:
Since there are not any previous studies on the subject, p value is taken as 0.50 and the margin of error is assigned as 0.15. If the level of confidence to be used in the study is defined as 95%, then the sample size equation yields a value equal to:   Therefore, in order to get the projected values, the minimum sample size proposed from the equation is 43. In this study, 50 university students are chosen randomly from Department of Business, Anadolu University. First, all the students are asked "if they needed to buy a new cellular phone, what characteristics of the phone they would be interested in". Six major characteristics are chosen by students and these are Wi-fi, 3G, Video Calling, MP3/Radio, Touch Screen and Price. The other characteristics given by students are color, sound quality, technical support, and robustness of the phone material. The students, then, are asked to weight their preferences among the characteristics from an interval of 1 to 6, where 1 being least preferred and 6 most preferred. For each phone characteristic, the arithmetic mean of the preference scores of students is calculated and assigned as the weights to be used in this investigation. The weights are Wi-Fi = 4.03 , 3G = 3.60, Camera = 3.92, MP3/Radio = 3.64, Touch Screen = 4.65, Price = 5.16. At this stage of the investigation, the students are provided with computers with Internet connection and asked to browse the internet for different phone companies and their products. The purpose of the students is to find the different phones offered by the companies and weight the performance (from 1 up to 6 again) of the companies in terms of the characteristics they would prefer in a new phone. Consequently, if a telephone company produces a number of products with MP3/radio characteristic, then the firm will receive a score of 6. The students are left for browsing for 2 hours. Table 1 . shows the phone companies chosen by students and their average grades for the six characteristics given above. Note that the company names are the trademarks of the respective companies and to avoid any copyright infringement, the names of the companies are not given in this study but presented by numbers. It can easily be seen from Table 1 . that this data set is not usual pay-off table used in classical decision theory. In order to analyses this data set, the technique to be used is the rationality approach to the decision theory. The details of the rationality in decision theory are given in the following subsection. Also, once the
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The concept of rationality has an action-guiding dimension. In its most basic sense, the concept of rationality applies to resolutions of decision problems. Some ways of resolving decision problems may be rational. Others not. In some cases, there may be more than one rational resolution. And nor, at this stage, should we rule out the possibility that in some circumstances there may not be any [5] . Physical sciences provide an alternative approach to decision making which is readily adaptable to business decisions. The rational approach to decision making is shown in Figure 2 . Once the need for making a decision has been recognized, the firm has to identify its constraints and establish criteria [4] . Criteria and alternatives used in the analysis should be carefully selected in order to avoid a bias on the results. Once a decision maker decides on necessary criteria, the next step is to rank and weight the criteria according to their relative importance. The number of criteria defines the scale to be used for the weighting scheme, if there are k different criteria available for the decision maker, then the weights should be given to each criterion from a scale of 1 up to k, where the small values represent smaller importance and the higher values or values closer the k show higher importance to the criteria. The next step is to identify and collect information about alternatives and then evaluate each one of them via a grading system subject to all criteria and their weights. In the last step, the weights and the grades of each alternative are multiplied to give a total score for the pair (of alternative, criteria). Then for each alternative, the row sums are calculated to get the highest score so as to represent the best alternative of the decision problem. In Table 2 ., the rational approach to pay-off table is shown. Once the pay-off table is constructed for the decision problem, then the decision maker selects the alternative as the best alternative with the highest row sum total. In each row, the total represents the alternative in a whole.
Compositional Data Analysis
Compositional data are vectors of proportions describing the relative contributions of each of k categories to the whole. Compositional data occur frequently in official statistics (tax components in tax data, income components, wage components, expenditures, etc.), in environmental and technical sciences, and in many other fields. An observation = ( 1 , … , ) is by definition a D-part composition if, and only if, all its components are strictly positive real numbers, and if all the relevant information is contained in the ratios between them [6] . As a consequence of this formal definition ( 1 , … , ) and its c > 0 multiple ( 1 , … , ) contain essentially the same information. One can thus define the simplex, which is the sample space of D-part compositions, as
the constant represents the sum of the parts. The application of standard statistical methods such as correlation analysis, principal component analysis or factor analysis directly to compositional data can thus lead to meaningless results [7] [8] [9] . This is also the case for imputation methods. Thus, this type of data needs to be transformed first with an appropriate transformation before any statistical analysis can be applied.
Filzmoser [9] introduce the idea of multivariate methods such as (robust) factor analysis, (robust) principal components to be used for analysis and procedures for outlier detection in compositional data. For compositional data, a special transformation is needed prior to applying multivariate data analysis tools. If this is not done, the correlation structure can be completely biased and results become useless. If robust multivariate techniques like principal component analysis (PCA) are used, the transformed data need to have full rank, and thus a transformation like the centered logratio transformation cannot be used. Principal component analysis (PCA) is one of the most important multivariate statistical methods. It is widely applied for data pre-processing and dimension reduction, and the resulting PCs are then used for plotting or for subsequent multivariate analyses [10] . Filzmoser [9] shows how Principal component analysis for compositional data is analysed. Once a principal components analyses of a data set is obtained, then it is not too diffucult to show graphical form of the results via Bi-Plot [11] .
In this study, the compositional data analysis connection is obtained through each row total. Remember that the data set used in this study is designed as a pay-off table in which the pay-off table is a row sum number representing the alternative as a whole. It can be clearly seen from this that each alternative in the study is a D-part composition. Therefore, the techniques suitable for the compositional data can be applied to this rather quirky pay-off table.
Results
In Table 1 ., grades and weights of different phone companies obtained from the university students are given. Now, a compositional or rationality pay-off table can be constructed. For this purpose, each alternative value is multiplied by its corresponding weight. The resulting pay-off table is given in Table  3 . Now in order to choose the best alternative, the best phone company according to the students' preferences is given by the maximum value of the total column in Table 3 . It can be seen that company 17 is the first company in the list with an overall score of 116.94 and the runner-up is company 19 with 110.65 points. The third company is company 22 with a score of 135.
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In the next step, robust principal components analysis, based on the approach suggested by Filzmoser [9] , is applied to the pay-off table. The resulting Bi-Plot of the analysis is given in Figure 3 .
From Figure 3 ., it can be seen that the company 24 might be an outlier. Also, the first phone company 17 is around the center of the figure. This shows that the phone company in the center meets different criteria for a phone purchase. The surprise of this figure is the company 8, which sits almost in the middle of the figure. This happens since the results for this company for each criterion is close to average values. The main result that can be obtained from the Biplot is that the three criteria are found to be very important in terms of first principal component since their arrow makes a tight angle with this component. These criteria are 3G, Wi-Fi and Price. As it can be seen, these criteria are the result of the new technologies in mobile networking. Therefore, it can be said that the students pay attention to the new technologies offered by the phone companies. Also when the size of the variable arrows is investigated in detail, it can be seen that the longest arrow is for 3G criteria. This shows the quality of this variable or criteria in our problem. The second longest arrow is drawn, almost equally, for the price and touch screen criteria. This is not a surprising result since in the original pay-off table, the weights given to these criteria are also high values.
Conclusion
Decision making is an important aspect for any company. While good decisions may increase the prosperity of a company, a bad decision can equally become a doomsday scenario for the company. One of the easiest techniques to be used for decision analysis is to analysis a pay-off table, but in pay-off tables, usually a decision maker puts numerical values obtained from profit or cost for the given state of the worlds and alternative pairs. If the emotional attachments are given to the decision, the usual payoff table is of no use. In this study, the emotional attachments to the different alternatives are introduced in to the pay-off table via rationality approach. In this new setting of the pay-off table, the best alternative can be chosen as the highest score obtained from a row sum. The new structure of the pay-off table allows a decision maker to deal with the problem as a compositional data problem where a row represents the components of a given situation. Once the pay-off table is recognized as compositional data matrix, further statistical analysis of the problem becomes possible providing extra information such as the positions of different alternatives in terms of the criteria investigated. In this study, the phone company preferences of the university students are investigated and their preference tendencies are shown using robust principal components analysis. This extra knowledge for any alternative may influence the decision makers' decision where a decision maker may further investigate the improvements possible for a given alternative. Then, the analysis can be repeated for new findings until an optimal decision is made. 
