Sectorial operators that act in complex Banach spaces and map real subspaces into themselves should be called real sectorial operators. These operators have already been used implicitly in the study of various diusion equations. Meanwhile, in the Lojasiewicz Simon theory which provides longtime convergence of solutions to stationary solutions, the real valued Lyapunov functions play an important role. In order to make general methods for studying longtime convergence problems on the basis of the Lojasiewicz Simon theory, it may therefore be meaningful to give an explicit denition for these real sectorial operators and to show their basic properties that are inherited from those of complex sectorial operators.
Introduction
When we want to study diusion equations, there is an advantage of handling them in complex valued function spaces than in real valued function spaces, because the second order elliptic operators often generate an analytic (holomorphic) semigroup in a suitable complex Banach space. Using the techniques of functional analysis including such analytic semigroups, construction of local or global solutions can easily be carried out, see Krein [1] , Tanabe [2] , Favini, Yagi [3] and Yagi [4] . In the meantime, unknown functions of diusion equations often denote densities or concentrations of some physical objects or chemical substances and they are real valued. Thereby, only real parts of unknown functions are meaningful in applications.
Fortunately, when diusion equations are well posed, the solutions are always real if their initial functions are real. This fact means that one can construct desired real solutions in the framework of complex function spaces. Even more, as seen by [5, 6] for example, one can use the Lojasiewicz Simon theory in order to prove longtime convergence of real solutions to stationary solutions. Furthermore, the arguments in [5, 6] suggest that one could make general methods for studying the longtime convergence problems in a unied way for various diusion equations employing the Lojasiewicz Simon theory. To the ends, however, we have to begin by constructing rm frameworks.
In the Lojasiewicz Simon theory, the gradient inequality (see Chill [7] and Haraux, Jendoubi [8] ) for the Fr echet derivatives of real valued Lyapunov functions plays a crucial role. So, everything must be set in the sense of "real", namely, real Banach spaces, real sectorial operators, real analytic semigroups, interpolations of real Banach spaces by the complex methods, and so on. As a matter of fact, these things have already been used implicitly in the various complex settings. The objectives of this Note are then to introduce an explicit denition of real sectorial operators acting in the real subspaces and Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2017. Ò. 10, 1. Ñ. 97112
A. Yagi to show their basic properties which are reasonably analogous to those of complex sectorial operators.
When a densely dened, closed linear operator acting in a complex Banach space has its spectrum contained in a sectorial complex domain and satises an optimal decay estimate of resolvent, the operator is called a sectorial operator (Brezis [9] and Yosida [10] ). This notion has naturally been dened only for complex linear operators. Meanwhile, when an underlying complex Banach space X admits a conjugation f → f and is decomposed into X = X + iX, where X is a real Banach subspace of X, and when a sectorial operator A of X maps D(A) ∩ X into X, we call its part A |X restricted in X a real sectorial operator induced from A. It is veried that A |X inherits basic properties from A.
Complex Banach Spaces with Conjugation
We begin with dening conjugation acting on a complex Banach space. Let X be a complex Banach space with norm ∥ · ∥. Assume that X is equipped with a correspondence f → f satisfying:
It is immediate to verify that the correspondence is continuous on X and one-to-one and onto. In particular, 0 = 0. The vector f is called the conjugate vector of f . Such a correspondence is called a conjugation on the space X.
For f ∈ X, we put 
We want to consider the space X = {f ∈ X; Imf = 0, i.e., f = f }.
By (1) and (2), X is a real vector space equipped with the norm ∥ · ∥. We see the following fact.
Theorem 1. X is a closed subset of X and is a real Banach space.
Proof. By denition, X = Im
Since X is a real normed space, it suces to verify its completeness. But, as X is a closed subset of a complete space X, X is naturally complete.
2
We call X the real Banach subspace induced from X. Thereby, we have a decomposition of any f ∈ X into the form
Indeed, such a decomposition is unique.
Theorem 2. For any f ∈ X, f can be written
Proof. Since (7) gives such a decomposition, it is sucient to prove the uniqueness. Let
at the same time, considering this conjugate, we have (
Hence, (7) is the only possible decomposition.
By (4), we see that
This readily yields that f → Ref and f → Imf are continuous from X onto X.
Corollary 1. When X is a complex Hilbert space with inner product (·, ·), its real Banach subspace X is a real Hilbert space with the same inner product.
Proof. Since
it follows that
In view of (4), we observe that
If f, g ∈ X, then (f, g) = (f, g). Thus, (·, ·) denes a real inner product on X which provides a Hilbert structure. 
Real Sectorial Operators
We now state a denition of real sectorial operators. Let X be a complex Banach space with norm ∥ · ∥. Assume that X is equipped with a conjugation f → f and let X be its real Banach subspace. 
Re Au = A(Re u) and Im Au = A(Im u) for u ∈ D(A).
These conditions can be described in terms of conjugate. Proposition 1. In order that a linear operator A : D(A) → X satises (10) and (11) , it is necessary and sucient that A satises:
Proof. Let A satisfy (10) and (11) . Then, u ∈ D(A) if and only if Re u, Im u ∈ D(A); and these are obviously equivalent to u ∈ D(A). Moreover, by (6) , it holds for u ∈ D(A) that
Hence, (11) implies (13).
Conversely, let A satisfy (12) and (13). (10) is veried. Moreover, under (13),
Hence, (11) is veried.
2 We thus observed that (10) and (11) 
and that A maps D(A) ∩ X into X. In this sense, we call A a real linear operator of X. In addition, we are naturally led to consider a part of A restricted in the real subspace X which is dened by
By (11), we then have
Theorem 3. Let A : D(A) → X be a densely dened, closed linear operator of X satisfying (10) and (11) . Then, its part A |X in X is a densely dened, closed real linear operator of
X.
Proof. First, let us prove density of D(A |X ) in X. For any f ∈ X, there exists a sequence
Second, let us prove closedness of A |X . Consider sequences u n ∈ D(A |X ) and f n = Au n such that, as n → ∞, u n → u and f n → f in X. By the closedness of A, u ∈ D(A) and f = Au. As X is closed in X (due to Theorem 1), u must be in X; thereby, u ∈ D(A |X ).
We here remember the denition of sectorial operators of X (see [4] ). A densely dened, closed linear operator A is said to be a sectorial operator of X if its spectrum σ(A) is contained in a sectorial domain
and its resolvent satises the estimate
with some constant M ≥ 1. When a sectorial operator A of X is a real linear operator, A is called a real sectorial operator of X. We can show various properties of real sectorial operators by the following theorems. (17)
(18)
In particular,
is a real operator and λ belongs to the resolvent set ρ(A |X ) of the part A |X .
Proof. From (13), the relation
This then shows that (17) holds true.
As seen, we have
Theorem 5. Let A be a real sectorial operator of X. Let, for 0 < θ < ∞, A θ be its fractional powers. Then, for every exponent θ, A θ is also a real operator.
Proof. The spectrum condition (15) implicitly means that 0 ̸ ∈ σ(A). So, there exists δ > 0 such that {λ ∈ C; |λ| ≤ δ} ⊂ ρ(A). We then introduce an integral contour 
Taking the conjugate of each hand side, we obtain by (18) that
Here, λ −θ = e −θ(log |λ|−i arg λ) = (λ) −θ . And, as λ varies on Γ in the positive sense, λ varies on the same contour Γ in the negative sense. It therefore follows that 
2 Consider a real sectorial operator A of X. As observed by Theorem 3, its part A |X in X is a densely dened, closed operator acting in X. Then, we can give a denition of fractional powers for A |X . In fact, noting that A θ is an operator from
with the domain
Then,
Theorem 6. Let A be a real sectorial operator of X with angle ω < π 2
. Then, for the
is a real operator for any
Proof. Let Γ be a similar integral contour used in the proof of Theorem 5. As well known, for 0 < t < ∞, the semigroup e −tA is given by
Taking the conjugate of each hand side, we obtain by the similar arguments as in the proof of Theorem 5 that
This means that e −tA satises (13) of Proposition 1 and is a real operator of X. Consequently, e −tA is a real bounded operator acting on X.
2 Under the assumptions of Theorem 6, we dene a semigroup on X generated by −A |X by the formula
Moreover,
Interpolation and Real Subspaces
Let Z and X be two complex Banach spaces such that Z ⊂ X densely and continuously. We assume that X has a conjugation f → f on it. In addition, we assume that this conjugation is consistent to that of Z in the sense that
For 0 ≤ θ ≤ 1, let [ X, Z] θ denote the complex interpolation space ( [11] ). This space can also be decomposed into a sum of real part and imaginary part as in Theorem 2. We remember that
any holomorphic function in G satisfying the properties mentioned above}.
Then, (21) also follows immediately from this denition.
2
This theorem means that, when X has a conjugation f → f which is consistent with a conjugation on Z (i.e., (20) and (21)), the conjugation induces a conjugation on any interpolation space [ X, Z] θ , too. We can then apply Theorems 1 and 2 to [ X, Z] θ . Let X = X + iX and Z = Z + iZ be the decompositions for X and Z, respectively, into real part and imaginary part. We naturally dene
Then, it holds true that
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Triplet and Real Subspaces
In this section, we want to consider a triplet of complex spaces Z ⊂ X ⊂ Z * ( [12] ). Here, X is a complex Hilbert space, its inner product and norm being denoted by (·, ·) and | · |, respectively. The space Z is a complex reexive Banach space, its norm being denoted by ∥ · ∥, such that Z is densely and continuously embedded in X. The third space Z * is a complex adjoint space of Z with norm ∥ · ∥ * . There is a scaler product ⟨·, ·⟩ between Z and Z * which is sesquilinear and satises
We assume that a conjugation f → f is dened on X. Corollary 1 and Theorem 2 yield that X = X + iX with a real Hilbert space X. We assume in addition that the conjugation is consistent with that on Z, i.e., (20) and (21) being satised. Let Z be the real subspace of Z induced by this conjugation. Then, the conjugation can be extended on the space Z * , too. In fact, due to (9) we have
which shows that f → f is continuous in the norm ∥ · ∥ * , too. Density of X in Z * then provides that the conjugation is extended on Z * continuously. Of course, it holds true that
Moreover, from (9) and (27) it is veried that 
Proof. For f ∈ X, there exists a sequence u n ∈ Z such that u n → f in X. Since f → Ref is continuous, it follows that Re u n ∈ Z and Re u n → f in X; hence, Z is dense in X. Similarly, we verify that X is dense in Z * .
For u ∈ Z, there exists an element φ ∈ Z * such that ∥φ∥ * = 1 and ∥u∥ = ⟨u, φ⟩. In view of (28), ∥u∥ = ⟨u, φ⟩ = ⟨u, φ⟩. Therefore, we see that ∥u∥ = ⟨u, Re φ⟩ together with ∥Re φ∥ * ≤ ∥φ∥ * ≤ 1. Hence, (29) is proved.
For φ ∈ Z * , there exists a sequence u n ∈ Z such that ∥u n ∥ ≤ 1 and ⟨u n , φ⟩ → ∥φ∥ * . It is easy to see that it is the same for the sequence u n . Then, ⟨Re u n , φ⟩ → ∥φ∥ * together with ∥Re u n ∥ ≤ ∥u n ∥ ≤ 1. Hence, (30) is proved.
2
This proposition has thus proved the following result for Z ⊂ X ⊂ Z * .
Theorem 8. Let Z, X and Z * be real subspaces introduced above. Then, Z ⊂ X ⊂ Z * make a triplet.
We nally remark an important property
In fact, it is known ( [4, 12] ) that
Then, by (24), we have
Real Sectorial Operators Determined from Sesquilinear Forms

Real Sesquilinear Forms
Let Z and X be two complex Hilbert spaces with inner products ((·, ·)) and (·, ·) and norms ∥ · ∥ and | · |, respectively, such that Z ⊂ X densely and continuously. Then, there is a unique third Banach space Z * , its norm being denoted by ∥ · ∥ * , which composes a triplet
The scaler product between Z and Z * is denoted by ⟨·, ·⟩ Z× Z * .
We assume that X has a conjugation f → f on it which is consistent with a conjugation on Z. As seen in Section 4, the conjugation induces a conjugation on Z * . Let Z = Z + iZ, X = X + iX and Z * = Z * + iZ * be the decompositions of Z, X and Z * , respectively. We know by Theorem 8 that these real subspaces also make a triplet
Consider a sesquilinear form a(u, v) dened on Z. We assume that a(u, v) is continuous and coercive on Z, i.e.,
Re a(u, u) ≥ δ∥u∥
with some constants M > 0 and δ > 0. 
Proof. Let (34) be satised. By sesquiliniarity, we have
Therefore,
According to the theory of variational methods ( [12] ), the sesquilinear form a(·, ·) satisfying (32) and (33) denes a linear operator from Z into Z * by the formula
It is also known as a linear operator of Z * that A is a sectorial operator of angle < π 2 with the domain D(A) = Z. In addition, its part in X, denoted by A, is dened by
and is a sectorial operator of X of angle < π 2 . The condition (34) in fact implies the following fact. Proof. It follows from (36) that
Then, it is obtained by (28) and (35) that
Since v → v is onto Z, we must have Au = Au for any u ∈ Z. Hence, A fullls (13). Similarly, since
Then, in view of (9), we can repeat the same argument to conclude that A also fullls (13).
2
We therefore arrive at the following result. It is known that A satises ∥(λ − A) −1 ∥ L( X) ≤ 1/|λ| for λ < 0 and this implies that A is maximal accretive, i.e., Re(Au, u) ≥ 0 for u ∈ D(A). Then, A possesses bounded purely imaginary powers A iy (−∞ < y < ∞), and consequently the domains of its fractional powers A θ coincide with the interpolation spaces, that is,
Thereby,
In view of (19) and (24), it then follows that
Real Elliptic Operators
We conclude this section with presenting an example of real sectorial operator which is determined from a real sesquilinear form.
Let Ω be a bounded domain in R n . Let L 2 (Ω; C) (resp. H 1 (Ω; C)) be the complex L 2 -space (resp. the complex Sobolev space of rst order) in Ω with norm ∥ · ∥ L 2 (resp. ∥ · ∥ H 1 ). We consider a complex triplet
where H 1 (Ω; C) * is the adjoint space of H 1 (Ω; C). Let f → f be the complex conjugation on L 2 (Ω) which obviously satises (1)∼(4) and is consistent with the conjugation on H 1 (Ω; C). Thereby, this induces a conjugation on H 1 (Ω; C) * , too.
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According to Theorem 2, the conjugation yields the decomposition of functions in H 1 (Ω; C), L 2 (Ω; C) and H 1 (Ω; C) * into real part and imaginary part. But, it is nothing more than
here L 2 (Ω; R) (resp. H 1 (Ω : R)) is the real L 2 -space (resp. the real Sobolev space of rst order) in Ω and H 1 (Ω; R) is the adjoint space of H 1 (Ω; R). As shown by Theorem 8, we have a real triplet
Consider a sesquilinear form
for almost ∀x ∈ Ω and ∀ξ = (ξ 1 , . . . , ξ n ) ∈ R n ; and (42)
here δ > 0 is some constant. By (41), the form a(u, v) satises (32). In the meantime, since
yields that
This together with (43) shows that a(u, v) satises (33), too. So, by (36) and (37), we can dene sectorial operators. Let A be the associated linear operator in H 1 (Ω; C) * . Then, A is a sectorial operator of
Hence, (36) implies in the sense of distribution that
In Ω, A is thus a realization of the elliptic dierential operator
where ν(x) = (ν 1 (x) , . . . , ν n (x)) is the outer normal vector of ∂Ω at x ∈ ∂Ω, u must implicitly satisfy the boundary conditions
In this sense, A is a realization of −
It is immediate to verify that (41) yields (34). Hence, Theorem 9 and Corollary 2 are available to the operators A and A to conclude that A is a real sectorial operator of H 1 (Ω; C) * and A is a real sectorial operator of L 2 (Ω; C). Furthermore, in view of (39), A |H 1 (Ω;R) * is a densely dened, closed linear operator of H 1 (Ω; R) * having the domain H 1 (Ω; R) and A |L 2 (Ω;R) is a densely dened, closed linear operator of
In applications, it is often very important to know the domains of fractional powers
, we wonder if
. Such a problem is called the square root problem, however, the answer is already known to be no in general (although (31) and (38) are the case). We have to restrict the class of sesquilinear forms to handle to that of, for example, symmetric forms. So, in addition to (41) and (42), let us assume that
Consequently, taking intersections with L 2 (Ω; R) for both hand sides, we verify by (19) and (24) that
where H 2θ (Ω; R) is the real Sobolev spaces with the exponent 2θ. 
Consequently, taking intersections with H 1 (Ω; R) * for both hand sides, we verify by (19) and (24) that
It is equally possible to set Z = H 
The sesquilinear form (40) is considered on H 
Real Sectorial Operators Obtained by Complexcation
This section is devoted to considering how to construct real sectorial operators from real linear operators.
Let X be a complex Banach space with norm ∥ · ∥ and with conjugation f → f , and let X = X + iX be the decomposition into real and imaginary parts. We set also σ R (A) = R 2 − ρ R (A). Assume that
and that the inverse
] −1 satises the estimate
with some constant M ≥ 1. These conditions are then shown to be sucient conditions in order that A is a real sectorial operator. ) .
Therefore, if (ξ, η) ∈ ρ R (A), then this equation has a unique solution given by
) ,
i.e., ξ + iη ∈ ρ(A). Moreover, we verify that, if the estimate (48) holds true for (ξ, η) ∈ ρ R (A), then the estimate (16) holds for the corresponding ξ + iη. Hence, (48) implies (16). 
