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Abstract 
 
Importance sampling is a technique that is commonly used to speed up Monte Carlo simulation of rare events. 
Estimating probabilities associated to rare events has been a topic of great importance in queueing theory, and in applied 
probability at large. We analyze the performance of an importance sampling estimator for a rare event probability in a 
Jackson network. The present paper carries out strict deadlines to a two-node Jackson network whose arrival and service 
rates are modulated by an exogenous finite state Markov process. We derive a closed form solution for the probability of 
missing deadline. Then the results have employed in an importance sampling technique to estimate the probability of 
total population overflow which is a rare event. We have also shown that the probability of this rare event may be 
affected by various deadline values. 
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I.  Introduction 
 
Importance sampling is a variance reduction method for simulating rare events. The idea in importance 
sampling is to change the sampling distribution (and modify the Monte Carlo (Asmussen, 2003) estimator 
accordingly) to reduce estimator variance. For more than two decades, there has been a growing of interest 
in fast simulation with importance sampling for estimating probabilities of rare events(Juneja et al,2006) 
(Asmussen,2003). Rare event simulation involves estimating extremely small but important probabilities. 
Such probabilities are of importance in various applications: In modern packet-switched 
telecommunications networks, in-order to reduce delay variation in carrying real-time traffics, the buffers 
within the switches are of limited size. This creates the possibility of packet loss if the buffers overflow. 
These switches are modelled as queueing systems and it is important to estimate the extremely small 
overflow probabilities in such queuing systems (Boer et al, 2002) (Chang, 1994). 
The importance sampling simulates the system under a different probability distribution i.e., change of 
measure (Boer et al, 2006). In this paper the event of interest is total population overflow in a two-node 
Jackson network (Dupuis et al, 2007) (Kleinrock, 1975) that allows feedback. Assuming the stability 
condition (Asmussen, 2003) ensures that the overflow event indeed is a rare event. The stability 
assumption says that the average arrival rate into the network is less than the average service rate at each 
node.  
In (Dupuis et al,2007) an importance sampling technique for estimating probability of the rare event is 
used but the feedback probability is considered constant and no deadline is assumed in the network. In 
(Movaghar, 2006) (Movaghar, 2000) a comprehensive study is given on the probability of missing deadline 
of customers in an M/M/1 queue and we extend it for the two-node Jackson network.  
In this paper we assume that each customer in the second queue has a deadline until the end of its service 
at node two. Under such condition, we have extended importance sampling technique of (Dupuis et al,     International journal of Computer Science & Network Solutions          September.2013-Volume 1.No2 
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2007). 
The paper is organized as follows. Section 2 gives a brief review of the basics of importance sampling. In 
section 3 and analysis of the probability of missing deadline in the two-node Jackson network, its 
dynamics and the importance sampling estimator are derived. Section 4 examines some examples to 
illustrate the efficacy of our model. 
 
II.  Basics of importance sampling 
 
We are interested in efficient importance sampling technique for estimating the buffer overflow 
probability  n p when n is large. Importance sampling simulates the system under a different probability 
distribution, i.e., change of measure. Denote by  n A  the event of buffer overflow, and rewrite () nn pPA = . An 
importance sampling scheme generates samples from a new probability measure, say n Q , such that n PQ << . 
The estimator is then given by the average of independent replications of 
 
ˆ 1
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n
dP
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dQ
= &                                                                                              (1) 
Where  n dPdQ  is the Radon-Nikodym derivative (Asmussen, 2003) or likelihood ratio and  1
n A  is the 
indicator of the event n A . Clearly  ˆn p  is unbiased for any such n Q . The goal of importance sampling is to 
choose  n Q  to minimize the variance, or the second moment of ˆn p . An obvious lower bound follows from 
Jensen’s inequality (Dupuis et al,2007) and the large deviations properties of ˆn p , 
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An importance sampling scheme, or the change of measure n Q , is said to be asymptotically optimal if this 
lower bound is achieved, i.e., if 
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For future analysis, it is worthwhile to note that the second moment equals 
 
2 ˆˆ [][] n Q P
nn EpEp =                                                                                    (4) 
 
III.  Analysis of missing the deadline 
 
Consider a two-node Jackson network whose service and arrival processes are modulated by a finite 
state Markov chain. In this network the arrival process to the network is Poisson with ratel  and customers 
are served in the order of their arrival, i.e., service discipline is First-Come-First-Served (FCFS) and the 
arrival rate to the first queue is 1 l . Service times are exponentially distributed with rates  1 m and  2 m at node 
one and two.      International journal of Computer Science & Network Solutions          September.2013-Volume 1.No2 
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We assumed that whenever a customer in node one has been served completely, it receives a deadline once 
entering the second queue, and it should finish its service at node two and leave the network before 
missing the deadline. 
The difference between the deadline of a customer in the second queue and its arrival time from node one, 
referred to as a relative deadline, is a random variableh  known as customer impatience with a probability 
distribution function () D t . In this paper, we consider a model with deterministic customer impatience that 
has already been studied in (Barrer, 1957). The probability distribution function of customer impatience 
h is given by 
 
(,)0 , D ht =    if  , th <  
(,)1 , D ht =    if  , th ‡                                                                                (5) 
 
where h  is a constant denoting the mean customer impatience and t  is a variable with values in the set of 
non-negative real numbers. In this network customer service times and relative deadlines form sequences 
of iid random variables that are mutually independent. Let  
 
V ≡ the time an arriving customer from node one with  
           infinite (no) deadline must wait before it completes              (6) 
           its service at node two in the long run. 
 
V is called the offered sojourn time in the network. The probability distribution function of V is  
 
()(), V FPV tt =£                                                                                       (7) 
 
Therefore the probability of missing deadline, defined as, 
 
0
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d j Represents the steady-state probability that a customer misses its deadline. A close-form solution for  d j  
is derived as 
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i V is the time an arriving customer from node one with infinite (no) deadline must wait in the second queue 
before it completes its service at node two in the long run, given it finds  i customers in the second queue. 
i h is the relative deadline of the ith customer in the second queue, P is the probability measure and  n  is the 
maximum buffer size of the second queue.  i q  is the probability that there are  i customers in the second 
queue and is given by 
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Where  2 () i m F is the Laplace transform of 
0
(1 ())
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The proof of equations in this section is straightforward and can be found in( Movaghar,2006) 
( Movaghar,2000) that had been used for a single queue and we apply it for our network.  
A.   The system dynamics 
Let  { } ():0,1,2,... NNkk ==   be the embedded discrete time Markov chain that represents the queue lengths 
at the transition epochs of the network and suppose that  12 ()((),()) NkNkNk =  where  () i Nk is the length of 
the queue at node i  after the kth transition. Obviously,  N  can only take values at 
2
+   and  n p  equals the 
probability that  12 NN +  reaches  n  before returning to 0, given that the system is initially empty. Then the 
dynamics of  N  can be modelled by  (1)()[(),(1 )] NkNkNkYk p +=++  where { } () Yk  are iid random variables 
taking values in { } 0123 (1,0),(1,1),(0,1),(1,1 ) wwww W===-=-=- , and the mapping  p  is defined for every 
2
12 (,) NNN + =˛   as 
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The distribution of  N  is completely determined by that of the sequence { } () YYk = . 
Define { } 0123 ()(,,,) P qqqqq + W== &  , q  is a probability on  W and  [] ii qqw =  for every  0,1,2,3 i =  under the original 
probability measureP , the distribution of  () Yk is just 
 
122 (,,(1 ),)() dd lmjmjm
+ Q=-˛RW &                                                    (14) 
 
To be more precise, for a given threshold n , define the scaled state process /
n XNn = , where  N  is defined 
in above. Since the definition of  p  implies  [,][,] nxyxy pp =  for every
2 x + ˛ , it is not difficult to see that 
n X  
satisfies the equation 
 
1
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n
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with initial condition  (0)(0)/ 0
n XNn == .  
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B.   The importance sampling estimator and its asymptotics 
 
The importance sampling generates { } () Yk  as follows. The conditional probability of  (1) i Yk w +=, that is 
described in the previous section, given{():1,2,...,} Yjjk = , is just  [|()] nn
i Xk w Q  for each  i = 0, 1, 2. The 
importance sampling scheme we consider use state-dependent changes of measure that can be 
characterized by stochastic kernels  [.|.] n Q  on  W  given 
2
+  , i.e,  [.|]()
n xP
+ Q˛W  for every 
2 x + ˛ .  
Define the hitting times 
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Let  n A be the event of interest, that is, 
12 {
nn
n AXX =+Reaches 1 before returning to 0 0}{} n TT =<      (17) 
 
The importance sampling estimator is just 
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whose proof can be found in (Dupuis et al,2007). The second moment of  ˆn p , thanks to (4), equals  ˆ [] P
n Ep. 
The goal is to choose a stochastic kernel  n Q  so that this second moment (whence the variance of  ˆn p ) is as 
small as possible. Another important consideration is that one would like  n Q  to be simple and easy to 
implement. 
Before we proceed to construct importance sampling technique, we collect some notation and terminology. 
We Define in figure 1, 
 
1212 {(,):0,1 } i Dxxxxx =‡+< &  
122 {(0,):01 } xx d =<< &  
211 {(,0):01 } xx d =<< &                                                            (19) 
1212 {(,):0,1 } ei xxxxx d =‡+= &  
 
Sometimes we refer to  e d  as the “exit boundary”. 
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The importance sampling change of measure is determined by 
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where  k r is defined as in (23), the formulae for  * Q   and  *
i d Qcan be found in (22) and  ,
k
ed ris probability 
vector that can be found in (26). According to theorem 1 we will allow e and d to be n-dependent, denoted 
by n e , n d . 
Theorem 1. The importance sampling estimator ˆ n p is asymptotically optimal if 0 n d ﬁ, 0 nn ed ﬁ, 
and n ne ﬁ¥. 
 
One can also use a fixed pair of parameters e   and d   for all n . A good choice is to set  log nnn dee =- . 
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where  12 ((,)) pp ¡ ,  12 ((,)) ipp ¡  are normalizing constants so that all these vectors are probability vectors (i.e., 
elements in  () P + W ). The value of  k r for  1,2,3 k =  is given by  
 
1 2(1,1 ) r g =-- &     2 2(1,0)2()(0,1 ) r gga =-+-- &      3 (0,0) r = &     (23) 
 
where a is given by 
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C.   Piecewise affine subsolutions and mollification 
 
Smooth subsolution for the rare event in this paper is smoothed version of piecewise affine function and 
lead to efficient and easily implementable importance sampling technique. One of the key characteristics 
of the subsolution based importance sampling schemes is that, as opposed to the importance sampling 
schemes with iid increments, the distribution of the increment under them depends on the current state of     International journal of Computer Science & Network Solutions          September.2013-Volume 1.No2 
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the random walk representing the queue lengths and indeed change as the queues transition between being 
empty and nonempty.  
As in (Dupuis et al, 2005) (Dupuis et al, 2005), the construction of classical subsolution is divided into 
two steps. We first identify a subsolution as the minimum of affine functions and then mollify it to obtain 
a classical subsolution. 
There are many different choices in the construction of piecewise affine subsolutions. We consider 
piecewise affine subsolutions that take the form  123 WWWW dddd =￿￿ &  where 
 
11 (),2 Wxrx d gd =+- &  
22 (),22 Wxrx d gd =+- &                                                                      (25) 
33 (),2(12/). Wxrx d ggad =+-+ &  
 
Note that , i rx,  1,2,3 i = , is the inner product between  i r  and  x . There are different ways to mollify the 
piecewise affine subsolution W d . We will adopt a mollification called  exponential weighting  that is 
specialized here to the minimum of a finite set of smooth functions. The exponential weighting produces a 
smooth mollification of W d  by 
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where  e  is obtained according to the theorem 1. 
 
D.   Computation of exact probabilities  
 
The transition probabilities in the network are related to each other linearly through the Markov property 
(Dupuis et al,2007). For small values of  n , one can accurately compute n p  simply by iterating this relation 
and using the initial condition of  n p .The same method can be used in principle for any Jackson network, 
however, because the size of the state space grows like d n  where d  is the number of queues, it is only 
feasible for small values of  d  and  n . The exact values of excessive backlog probabilities in this paper 
were computed using this method. The precision in these computations were up to seven digits after the 
floating decimal point. 
 
IV.  Numerical results and discussion 
 
Two experiments have been investigated to show the relation between the relative deadline,h , and the 
probability of missing deadline,  d j  then we use the results in the importance sampling technique to 
estimate the probability of total population overflow in the network. In the first experiment 2 0.5 m = , and for 
various values ofl , it is shown that how a change in h  affects the probability of missing deadline. As 
illustrated in Fig. 2, the increase in relative deadline reduces  d j  like a decay function. Further increase in 
the relative deadline moves the probability of missing deadline towards zero, in such case, the possibility     International journal of Computer Science & Network Solutions          September.2013-Volume 1.No2 
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of missing deadline of customers is very low. On the contrary, assigning low values for h  increases the 
probability of missing customers' deadline leading to raising the feedback rate in the network.  
The customers' arrival rate at the second queue is 1 l , thanks to the stability assumption in the network, thus 
the value of  1 m  will not affect the probability of missing deadline.  
In the second experiment we evaluate the performance of the network for arbitrary values of the offered 
load ( 2 m
l
). Figure 3 represents the probability of missing deadline for a set of offered loads,  12 n = and 
various values ofh . In this figure the network has the best performance for  6 h = and it has the worst one 
for 1 h = .  
 
 
Figure. 2. Probability of missing deadline for various arrival rates 
 
 
 
Figure. 3.  Probability of missing deadline for various service rates 
 
The above results have been used in the importance sampling technique to estimate the probability of total 
population overflow in the network for arbitrary values of d j . For the buffer size of the network we set 
12 n = , and each estimate consists of 15000 replications. We run simulations for  0.2, d j = 0.4  and 0.6 . The 
theoretical value is obtained using a numerical iterative algorithm described in section 3.4.      International journal of Computer Science & Network Solutions          September.2013-Volume 1.No2 
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TABLE I  
IMPORTANCE SAMPLING ESTIMATION, 0.1 l = ,  1 0.5 m = ,  2 0.4 m =  
 
 
TABLE II  
IMPORTANCE SAMPLING ESTIMATION, 0.1 l = ,  1 0.4 m = ,  2 0.5 m =  
 
 
In Table 1 we set  0.1 l = , 1 0.5 m =  and 2 0.4 m = , In Table 2 we set 0.1 l = ,  1 0.4 m =  and 2 0.5 m = . In all tables, "Std. 
Err" stands for "Standard Error" and "C.I." for "Confidence Interval". The results of simulations indicate 
that the performance of the importance sampling technique is stable across different simulations, with 
estimates that are close to the theoretical value with small standard errors.  
 
V.  Conclusion 
 
In this paper, we deal with the concept of deadline on a two-node Jackson network with feedback in 
which arrival and service rates are modulated by an exogenous finite state Markov process. Based on the 
definition of deadline for customers in the second queue, we have calculated the probability of missing 
deadline, and have shown how the feedback rate of the network is affected by the deadline value, the 
results have used in an importance sampling estimator. It was found that an increase in the probability of 
missing deadline raises the probability of total population overflow. Likewise, it was known that how the 
probability of total population overflow affected by service rates in the network. 
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