Abstract In recent years, there has been a growing interest in studying evolutionary algorithms (EAs) for dynamic optimization problems (DOPs). Among approaches developed for EAs to deal with DOPs, immigrants schemes have been proven to be beneficial. Immigrants schemes for EAs on DOPs aim at maintaining the diversity of the population throughout the run via introducing new individuals into the current population. In this paper, we carefully examine the mechanism of generating immigrants, which is the most important issue among immigrants schemes for EAs in dynamic environments. We divide existing immigrants schemes into two types, namely the direct immigrants scheme and the indirect immigrants scheme, according to the way in which immigrants are generated. Then experiments are conducted to understand the difference in the behaviors of different types of immigrants schemes and to compare their performance in dynamic environments. Furthermore, a new immigrants scheme is proposed to combine the merits of two types of immigrants schemes. The experimental results show that the interactions between the two types of schemes 
Introduction
It is well-known that evolutionary algorithms (EAs) are powerful techniques for solving various kinds of optimization problems in real-world applications [1, 2] . Traditionally, researchers have been concentrating their attentions on EAs applied to stationary optimization problems, where problems are given in advance and maintain fixed during the evolutionary process. However, in many real-world applications, we have to deal with dynamic optimization problems (DOPs) [3] . In DOPs, the environment, including the objective function, the decision variables, the problem instance, constraints and so on, may vary over time. When the changes take place, it may take some time for the EA to adapt to the new environment. Due to this characteristic of DOPs, the EAs designed specifically for the stationary optimization problems, in which the environment will not change at all, may no longer be efficient.
Recently, developing EAs for DOPs has attracted a growing interest due to its importance in real-world applications [3, 4] . The simplest strategy to cope with a change of the environment is to regard every change as the arrival of a new optimization problem that has to be solved from scratch [5] . However, this strategy is undesirable because it generally requires substantial computational efforts. Thus, more complicated strategies are required to reduce the computational efforts and maintain a high quality of the output solutions at the same time. Over the years, several specific strategies have been proposed for EAs on DOPs, including diversity reinforcing or maintaining schemes [6] [7] [8] [9] [10] [11] , memory schemes [12] [13] [14] [15] [16] [17] [18] [19] , multi-population schemes [20] [21] [22] , and their hybridizations [23, 24] . Some comprehensive surveys can be found in the books by Branke [25] , Morrison [26] , and Weicker [27] . There is also a frequently updated online repository [28] .
As we have seen, many approaches for EAs on DOPs concentrate on maintaining or reinforcing the diversity of EAs, among which, immigrants schemes are the simplest approaches to implement and have been validated to be efficient [8, 24, 29, 21, [30] [31] [32] . Immigrants schemes attempt to maintain the diversity of the population via introducing new individuals into the current population. In this paper, compared with works in literature, the mechanism of generating immigrants, which is the most important issue of the immigrants schemes, is examined intensively. According to the way in which immigrants are created, we categorize the existing immigrants schemes into two types, i.e., the direct immigrants scheme and the indirect immigrants scheme. Then, an experimental study is carried out on several immigrants schemes to analyze the behaviors of the two types of immigrants schemes. Based on the analysis, a new immigrant scheme is proposed, which tries to combine the merit of the direct immigrants scheme and the merit of the indirect immigrants scheme. Experimental results validate the benefit of the proposed immigrants scheme for EAs in dynamic environments.
The rest of this paper is outlined as follows. Section 2 examines design decisions related to immigrants schemes. Section 3 describes measures of performance to understand the behavior of EAs in dynamic environments. Section 4 details some EAs investigated in this paper including the EA with the newly proposed immigrants scheme. Section 5 briefly reviews existing DOP generators and then presents the dynamic test environments constructed for the experimental study in this paper. Section 6 presents the experimental results and analysis. Finally, Sect. 7 concludes this paper with discussions on relevant future work.
Immigrants schemes for EAs in dynamic environments
When addressing DOPs, traditional EAs cannot adapt well to the new environment when changes occur once converged. The application of immigrants schemes has proved to be able to enhance the performance of EAs in dynamic environments [8, 24, 29, 21, [30] [31] [32] . The basic principle of immigrants schemes is to introduce new individuals into the evolving population to replace a predefined portion of the population, and thus, the diversity of the population can be maintained throughout the run. Immigrants schemes mainly involve four concerns: how to generate immigrants, how to set the number of immigrants, how to design replacement strategy, and how to boost the survival probability of the newly introduced immigrants [32] . For the first concern, in order to increase the diversity of the population, the most prominent approach to generate immigrants seems to create immigrants randomly. Grefenstette [8] used randomly generated individuals to replace the worst individuals of the population in each generation. The random immigrants scheme works on the analogy of the flux of immigrants that wander in and out of a population between two generations in nature [29] . His study shows that the random immigrants scheme works well in environments where there are occasional, large changes in the location of the optimum.
As has been argued by Branke [13] , continuous adaption only makes sense when problems to be studied feature "small to medium" environmental changes, otherwise to restart the search from scratch would be the proper choice. Under this presupposition, random immigrants scheme may not be suitable, since random immigrants may actually be of little use when individuals in the previous environment may still be quite fit in the new environments. To handle these problems, the information of the population can be used to help to generate immigrants. It is hoped that the information guided immigrants would be more adapted to different kinds of environmental changes.
The approaches of utilizing the information of the population can be categorized into two types, i.e., direct approaches and indirect approaches, which produce the direct immigrants scheme and the indirect immigrants scheme, respectively. The direct immigrants scheme generates immigrants based on the current population. Examples are elitism-based immigrants scheme [30] in which immigrants come from mutating the elite from previous generation, and a hybrid immigrants scheme combing the elitism-based, the traditional random, and the dualism-based immigrants schemes for GAs to deal with DOPs [31] . The former scheme aims to improve the performance on GAs in slowly and slightly changing environments while the latter scheme makes GAs adapted to more severely changing environments. On the other hand, the indirect immigrants scheme first builds a model based on the current population, then generates immigrants according to the model. For example, in [24] , a memory was used as the model to generate immigrants. Besides, in [32] , a vector with the allele distribution of the population was first calculated and then was used to generate immigrants for GAs to address DOPs with some preliminary results.
As to the number of immigrants, in order to prevent immigrants from disrupting the ongoing search progress too much, the ratio of the number of the immigrants to the population size, i.e., the replacement rate, is usually set to a small value, e.g., 0.2 [30, 32] or 0.3 [31] . However, the most appropriate replacement rate may vary at different stages of evolutionary process. For example, the replacement rate should be small when there is no change, while a large replacement rate would be more preferable when a change occurs, so that the population will have higher probability to move to new promising area. Hence, adapting the replacement rate during the evolutionary process might be a better choice that deserves some further investigation.
For the third concern, there are two questions: which individuals should be replaced by the newly introduced immigrants and when should the replacement take place. Regarding the first question, two commonly used methods are to replace random individuals and the worst individuals of the population, respectively. The former approach aims at increasing the diversity of the population whereas the search progress might be disturbed. For example, in the stationary environment (i.e., between two consecutive changes), fitter individuals should be kept in order to pass down their useful genes to the next generation. However, to replace random individuals in the population with immigrants may drive away these fitter individuals, and thus disturbs the current search progress. The latter approach tries to minimize the interruption of the search progress and meanwhile increase the diversity of the population via immigrants. Furthermore, in [33] , the individuals are numbered and the worst individual and its next neighbors are replaced by immigrants, leading the proposed GA to present a kind of self-organized behavior called self-organized criticality (SOC), which helps to maintain the diversity of the population in dynamic environments. With regard to when to employ replacement, immigrants are usually created at each generation and replacement takes place after that [8, [30] [31] [32] . In this way, the diversity of the population can be maintained throughout the whole search progress.
The survival probability of the immigrants after being introduced into the current population is another important issue, yet easily tends to be neglected. For example, when the population locates in the area near the local optimum, the best fitness found by the population might be much higher than the mean fitness of all possible solutions of the search space. Therefore, the probability that new immigrants have higher fitness than individuals in the current population is generally small. However, these immigrants may take potentially useful ingredients with them though they might have lower fitness, and thus, they should be protected from being eliminated via selection. Taking binary deceptive function for example, some low-fitness immigrants may take schemata which help to form global optimum, so these immigrants should be reserved. In [33] , the immigrants are put in a subpopulation and the replacement is avoided for individuals between subpopulation and the main population. In this way, new immigrants are protected from being replaced by fitter individuals.
Measures for understanding the behavior of EAs in dynamic environments
In order to analyze and compare the performance of EAs in dynamic fitness landscapes, appropriate measures must be decided first, such as "collective mean fitness" [34] , "optimization accuracy, stability and reactivity" [35] , and "accuracy and adaptability" [36] . More details about the overview of existing measures for EAs in dynamic environments can be found in [34, 35] . Generally speaking, researchers view the behavior of EAs from two different perspectives [37] . Some pay more attention on extreme behaviors of the system, in particular, the best that system can do. These measures are preferred by application practitioners who wonder the best results their systems can obtain. Others are concerned for measures which can characterize the population as a whole, e.g., average, standard deviations, and distributions. These measures are often adopted when EAs are understood as representations of evolutionary systems. In this case, EAs are used to model these systems and hence the behavior of the best individual is not so important. On the basis of these considerations, measures in this paper except diversity, i.e., performance and robustness, are all examined in the way of both a best measure and an average measure. These measures are all based upon discussions in [37] and are formulated as follows.
First, performance is the standard measure of how well the system can do. Simply and intuitively, fitness function is used as a measure of performance in this paper. The overall Best Performance and the overall Average Performance of an algorithm on a DOP are defined as
and
respectively, where G is the total number of generations for a run, N is the total number of runs, and F BOG i j and F Avg i j are the best-of-generation fitness and the average fitness of the population of generation i of run j, respectively. Second, robustness is to some extent complicated, since it has many different notions and hence its definition depends on a particular problem. Jen [38] stated that "robustness is an approach to feature persistence in systems that compels us to focus on perturbations, and assemblages of perturbations, to the system different from those considered in the design of the system, or from those encountered in its prior history". Hence it is necessary to specify both the feature and the perturbation of interest before discussing robustness. In the field of dynamic optimization, an important feature is the performance of the system, which is defined as the fitness in this paper. Moreover, the perturbations in dynamic optimization include system influence and control influence [39] , of which the former is considered in this paper. System influence is the response of the dynamic system to the changes over time of itself, and the control influence is the response of the dynamic system at current time to the decisions made by the solver in the past. Based on these considerations, the Best Robustness of generation i and the Average Robustness of generation i are defined as
respectively, where R Best i j and R Avg i j are the Best Robustness and Average Robustness of generation i of run j, respectively, which are defined as
1, if
respectively. From the equations defining robustness above, we can see that higher robustness level indicates more persistent fitness level. Finally, diversity is a measure of how different of individuals of the population are. It indicates how much of the search space the EA is now exploring. In this paper, the diversity of generation i is defined as
where Div i j is the diversity of generation i of run j, and for binary encoding, Div i j can be calculated as
where l is the encoding length, n is the population size, and HD( p, q) is the Hamming distance between the pth and qth individuals in the population. 
Description of algorithms investigated
All algorithms to be investigated derive from the standard genetic algorithm (SGA). SGA progresses via selecting and recombining a population of candidate solutions. The population is initialized randomly. In each generation, parents are selected based on their fitness, and based on these parents, offsprings are created via crossover and mutation. This procedure is iteratively repeated until a certain stop criterion is satisfied, e.g., the max predefined number of generations t max is reached. Table 1 shows the pseudo-code for SGA, where p c and p m are the probability of crossover and mutation, respectively.
Genetic algorithms with direct immigrants scheme
As discussed in Sect. 2, the direct immigrants scheme generates immigrants based on the current population. The simplest way is to use individuals in the current population as the base to generate immigrants. In this paper, the GA with elitism-based immigrants (denoted EIGA) in [30] and the GA with individual information-based hybrid immigrants (denoted IIHIGA) in [31] are re-investigated. EIGA aims at improving the performance of GAs in slightly or slowly changing environments while IIHIGA tries to make GAs more adapted in more severely changing environments. The pseudo-code of them is shown in Table 2 . Within EIGA, for each generation t, after normal genetic operations, the elite E(t − 1) from previous generation is used as the base to create immigrants. By mutating E(t − 1) bitwise with a probability p m ei , a set of r ei × n individuals are iteratively generated, where n is the population size and r ei is the replacement rate. Then the worst individuals in the current population are replaced with these newly introduced immigrants. On the other hand, within IIHIGA, for each generation t, apart from elitism-based immigrants generated in the same way as in EIGA, r ri × n random immigrants and r di ×n dualism-based immigrants are also generated, where n is the population size and r ri and r di are the ratios of the number of random immigrants and dualism-based immigrants to the population size respectively. Dualism-based immigrants Table 2 Pseudo-code for GAs with elitism-based immigrants (EIGA) and hybrid individual information-based immigrants (IIHIGA) are generated from mutating the dual of the elite E(t − 1) bitwise with a probability p m di . The dual of an individual is the one that is symmetric to it with respect to the central point of the search space. Specifically, given a binary-encoded individual x = (x 1 , . . . , x l ) ∈ I = {0, 1} l of length l, its dual x d is defined as
where
. Then these three types of immigrants are used to replace the worst individuals in the current population. In IIHIGA, the replacement rate r i = r ei + r ri + r di , and the ratios of the number of three kinds of immigrants to the population size are adaptively adjusted based on their relative performance within the range of [r min , r i − 2r min ], where r min is the minimum ratio of the number of one type of immigrants to the population size. If the three immigrants schemes tie, no changes of ratios occur, otherwise, for the worst two immigrants schemes, r xi (i.e., r ri , r ei , or r di ) will be reduced by r xi − max{r min , r xi − α}, where α is a constant value, and the ratio for the winner immigrants scheme will be increased to make the replacement rate r i fixed.
Genetic algorithms with indirect immigrants scheme
As examples of the indirect immigrants scheme, the GA with environmental information-based immigrants (EIIGA) and the GA with environmental information-based hybrid immigrants (EIHIGA) in [32] are investigated in this paper. The Table 3 Pseudo-code for GAs with environmental information-based immigrants (EIIGA) and hybrid environmental information-based immigrants (EIHIGA) goal of EIIGA is to enhance the performance of GAs in slowly or slightly changing environments while EIHIGA attempts to improve the performance of GAs in more severely changing environments. The pseudo-code of them is shown in Table 3 .
Within EIIGA, the allele distribution in the population is calculated at first and then acts as the base to generate immigrants. For generation t, after normal genetic operations, the allele distribution vector D P (t) is extracted from current population and for binary encoding, the frequency of ones over the population in a gene locus can be regarded as the allele distribution for that locus. Then a set of r eii ×n individuals are generated by sampling D P (t), where n is the population size and r eii is the replacement rate. A new individual
is the encoding length) as follows:
The generated individuals then act as immigrants and replace the worst individuals in the current population. Within EIHIGA, in addition to r eii ×n immigrants created via sampling the allele distribution vector D P (t) of the population, r ceii × n immigrants are also created via sampling the complementary allele distribution vector D c P (t) of D P (t) in the same way as shown in equation (10), where r ceii is the ratio of the number of complementary environmental information-based immigrants to the population size and D c P (t) = 1 − D P (t). These two sets of immigrants will then replace the worst individuals in the current population. In EIHIGA, the replacement rate r i = r eii + r ceii , and r eii and r ceii are adaptively adjusted based on the performance of corresponding immigrants schemes within the range [r min , r i − r min ], where r min is the minimum ratio of the number of immigrants of one type to the population size. If one immigrants scheme performs worse than the other, its relative ratio r xi (i.e., r eii or r ceii ) will be reduced by r xi − max{r min , r xi − α}, where α is a constant value, meanwhile the winner immigrants scheme will increase its ratio accordingly to ensure that r i is fixed. If the two immigrants schemes tie, no changes to ratios occur. As another example of the indirect immigrants scheme, memory-based immigrants scheme for GAs [24] mainly aims at addressing DOPs in cyclic environments and is not in the scope of study of this paper.
Genetic algorithms with both direct and indirect immigrants schemes
In the field of automation, robotics, mechanics, and manufacturing, many researchers have been engaging in studying the tradeoff of performance and robustness over the years [40] [41] [42] [43] [44] . Under definitions in this paper, we believe the performance and the robustness are still to some extent conflicting with each other. Specifically, algorithms reveal better performance on DOPs lose more robustness. Intuitively speaking, EAs with direct immigrants schemes might beat those with indirect immigrants schemes with respect to the performance while be beaten by them with respect to the robustness.
On the other hand, direct immigrants schemes investigated in this paper can be regarded as using the individual information to generate immigrants, and indirect immigrants schemes investigated in this paper can be viewed as utilizing the environmental information (i.e., the allele distribution is treated as the representation of the environment) to create immigrants. Since the evolution of a population can be recognized as the process of the interaction between the environment and individuals, we propose a new immigrants scheme for EAs in dynamic environments, which hybrids immigrants generated based on two kinds of immigrants schemes.
Taking the interaction between individuals and the environment into account, we expect our new approach will show much better performance, or will at least strike a balance between the performance and the robustness. The proposed immigrants scheme just simply hybridizes the elitism-based, the dualism-based, the environmental information-based and the complementary environmental information-based immigrants in each generation. This GA with hybrid immigrants is denoted as HIGA in this paper and its pseudo-code is shown in Table 4 .
Within HIGA, for each generation t, after normal genetic operations, r ei ×n elitism-based immigrants, r di ×n dualism- Table 4 Pseudo-code for GA with hybrid immigrants (HIGA) based immigrants, r eii × n environmental information-based immigrants, and r ceii × n complementary information-based immigrants are generated, where n is the population size and the replacement rate r i = r ei + r di + r eii + r ceii . Then the worst individuals of the population are replaced with these immigrants. Similar to other immigrants schemes investigated in this paper, the ratios of the number of four kinds of immigrants to the population size are adaptively adjusted based on their relative performance within the range of [r min , r i −3r min ], where r min is the minimum ratio of the number of one type of immigrants to the population size. If four immigrants schemes tie, no changes of ratios occur, otherwise, for the worst three immigrants schemes, r xi (i.e., r ei , r di , r eii or r ceii ) will be reduced by r xi − max{r min , r xi − α}, where α is a constant value, and the ratio for the winner immigrants scheme will be increased to make the replacement rate r i fixed. All in all, algorithms investigated in this paper are summarized in Table 5 .
Dynamic test environments

Dynamic environments generator
Over the ages, in addition to developing approaches into EAs to deal with DOPs, many researchers have been applying their energies to conceiving dynamic test environments to study the performance of the developed approaches. Generally speaking, there are three types of generators for dynamic test environments. For the first type of dynamic environment generators, the environment just switches between two or more states of a problem. For example, many researchers have frequently used dynamic knapsack problem as the test environment, where the weight capacity of the knapsack oscillates between two or more fixed values [10, 15, 16] . For this type of generators, environmental dynamics are characterized by the speed of change measured in EA generations.
The second type of generators construct dynamic environments based on a predefined fitness landscape. The base landscape is usually defined in n-dimensional real space and is made up of a number of component landscapes, each of which can change its own morphology independently with such parameters as peak height, peak slope, and peak location. The optimum solution of the landscape is the center of the peak with the highest height [13, 45, 46] . For this type of generators, environmental dynamics are characterized by the step size of parameter change and the speed of changes in EA time.
The third type of generator was proposed in [17] and [47] , which can construct dynamic environments from any binaryencoded stationary function f (x) (x ∈ {0, 1} l ) by a bitwise exclusive-or (XOR) operator. Suppose the environment changes periodically every τ generations, the dynamics can be formulated as follows:
where ⊕ is the XOR operator (i.e., 1
is the index of the period, t is the current count of generations, and M(k) is the XORing mask for period k. An XORing mask M(k) can be generated incrementally as follows:
where T (k) is an intermediate binary template randomly created for period k containing ρ×l ones. At first environmental period, i.e., k = 1, M(1) is initialized to be a zero vector indicating there is no change in the environment. With this XOR DOP generator, the speed of the environmental changes is controlled by the parameter τ while the severity of the environmental changes is controlled by the parameter ρ ∈ [0.0, 1.0]. Bigger ρ indicates severer changes while smaller τ means faster changes. It can be seen that the XOR DOP generator does not change the search space. It just rotates the candidate solutions by some degree before each function evaluation. For example, if l = 100, τ = 10 and ρ = 0.5, then after every 10 generations, values of 50 randomly chosen bits of each individual will be flipped (i.e., 1 → 0 and 0 → 1).
Generating dynamic test environments for experiments
The OneMax function
The OneMax function is a function for a binary string x of length L. The goal is to maximize the number of ones in a string. In this paper, we assume L = 100 and thus, the function is defined as follows:
where f (x) is the fitness of a binary string x = (x 1 , . . . , x 100 ) ∈ I = {0, 1} 100 .
The Royal Road function
The Royal Road function is a binary problem with only one optimum and many large plateaus. The function used in this paper is similar to the Royal Road function introduced in [48] . It is defined on a 100-bit binary string that consists of 25 contiguous building blocks, each of which is 4-bit long and contributes c i = 4 (i = 1, . . . , 25) to the total fitness if and only if every bit is one. Therefore, the fitness of a string x is the sum of the coefficients c i corresponding to each given schema s i , of which x ∈ s i , i.e.:
The deceptive function
Deceptive functions are a family of GA-hard functions where there exists low-order schemata that instead of combining to form high-order schemata, form schemata resulting in a solution called deceptive attractor [49] , which is sub-optimal itself or near a sub-optimal solution. A 4-bit fully deceptive function can be defined as follows:
where u(x) is the unitation function, which returns the number of ones in the string x. In this paper, a deceptive function is constructed consisting of 25 copies of the above 4-bit fully deceptive function. The fitness is the sum of contribute of each sub-problem. The maximum fitness is 100 for the Deceptive function as well as for the OneMax and Royal Road function in this paper.
Constructing dynamic test environments
Since the three stationary problems above are all binary functions, the XOR DOP generator is used in this paper. Generally speaking, the difficulty of the three stationary problems above for EAs is increasing in the order from OneMax to Royal Road to Deceptive. The fitness landscape of each stationary problem periodically changes every τ generations during the run. To study every algorithm's capability of adapting to dynamic environment at different searching stages, τ is set to 10 and 50 respectively. To test each algorithm's performance under different degree of changes, ρ is set to 0.1, 0.2, 0.5, and 1.0 respectively for each run of an algorithm on a problem, representing different degree of changes from slight (ρ = 0.1) to medium (ρ = 0.2, 0.5) to significant (ρ = 1.0). In total, we systematically generate a series of 8 DOPs, 2 values of τ with 4 values of ρ, from each stationary test problem.
Experimental study on algorithms investigated
Since the behaviors of EIGA, EIIGA, IIHIGA and EIHI-GA in dynamic environments have already been solely and thoroughly studied [30] [31] [32] , we mainly focus on comparing the behaviors between two types of immigrants schemes and studying the effect of the interaction between them.
Experimental design
In the experiments, all algorithms were investigated on DOPs constructed above. The parameters' settings for all algorithms are shown in Table 6 . Note that population size n = 100 and replacement rate r i = 0.3 hold for all algorithms such that each algorithm has 130 evaluations per generation.
For each algorithm on a DOP, 30 independent runs were executed with the same set of random seeds. For each run of an algorithm on a DOP, 50 environmental changes were allowed and in order to calculate experimental results according to measures of performance aforementioned, the bestof-generation fitness, the average fitness of the population, and the diversity of the population were recorded every generation.
Experimental analysis regarding comparisons between two types of immigrants schemes
The experimental results with respect to overall performance are presented in Table 7 . The best results among algorithms in each environment are shown in bold. The statistical results of comparing algorithms with respect to performance via nonparametric Wilcoxon rank sum tests at a 0.05 level of significance are given in Table 8 . In Table 8 , the result regarding algorithm 1 -algorithm 2 is marked as "s+" or "s−" when algorithm 1 is significantly better than or significantly worse than algorithm 2, respectively, and "∼" indicates there is no statistical difference between two algorithms. To better understand the behaviors of algorithms, the dynamic Best Performance regarding the best-of-generation fitness against generations and Average Performance regarding the average fitness of the population against generations of algorithms on DOPs for the first 10 environments with τ = 50, ρ = 0.1 and ρ = 1 are plotted in Figs. 2 and 3 , respectively, where the data were averaged over 30 runs. The dynamic population diversity of algorithms against generations on DOPs for the first 10 environments with τ = 50 and ρ = 0.5 is plotted in Fig. 1 , where the data were averaged over 30 runs. From Tables 7 and 8 Table 8 . This is because immigrants generated via direct immigrants schemes are more concentrated in the new promising searching space than those generated via indirect immigrants schemes. In some cases, direct immigrants schemes can even generate the optimal individual for a new environment. Therefore, direct immigrants schemes can quickly focus the searching force of EAs on the new optimal area and move the population there. This can be obtained from Figs. 2 and 3 that after a change of the environment, algorithms with direct immigrants schemes recover more quickly and can reach a higher fitness level than algorithms with indirect immigrants schemes. This result can be also observed from the dynamic population diversity in Fig. 1 that after a change of the environment, the diversity of the population using indirect immigrants schemes is increasing for a moment at first, implying the new promising area is been searching, and then decreases, indicating some fitter individuals have already been found. On the other hand, after a change of the environment, the diversity of the population using direct immigrants schemes promptly arrives at a high level and then decreases immediately, which indicates that Bold values are significant at α = 0.05 by Wilcoxon rank sum test some fitter individuals or even the new optimal individuals are already in the population. Also, it can be clearly seen that algorithms with indirect immigrants schemes maintain higher diversity level than algorithms with direct immigrants schemes. This interesting result indicates that approaches that try to maintain higher diversity level in the population do not naturally lead to better performance of EAs in dynamic environments. Second, indirect immigrants schemes investigated in this paper seem not suitable for dynamic Deceptive problems. This can be clearly observed from Table 7 that the difference of the overall performance is very obvious between algorithms with direct immigrants schemes and the corresponding algorithms with indirect immigrants schemes. At the same time, seeing dynamic performance of algorithms on Deceptive problems in Figs. 2 and 3 , algorithms with indirect immigrants schemes keep much lower fitness level than the corresponding algorithms with direct immigrants schemes. Worse off, when ρ = 1 EIHIGA even can not obtain a satisfying result. This is because immigrants based on environmental information and its complementation can easily break global optimal building blocks existing in the Deceptive functions via crossover.
Third, on dynamic Royal Road problems with respect to the Best Performance, the situation seems six of one, half a dozen of the other for algorithms with direct immigrants schemes and indirect immigrants schemes. Specifically, algorithms with direct immigrants schemes outperform algorithms with indirect immigrants schemes in most cases when τ = 50 while are beaten mostly when τ = 10, see statistical-test results of the Best Performance on dynamic Royal Road problems regarding EIGA-EIIGA and IIHIGA-EIHI-GA in Table 8 . Taking into account the landscape features of the Royal Road problem and the working mechanism of the two types of immigrants schemes, these results can be explained as follows. The Royal Road problem in this paper features schema hierarchies and intermediate stepping stones. It can be represented as "a tree of increasingly higher- order schemas, with schemas of each order being composable to produce schemas of the next higher order" [48] . In other words, there are many plateaus between fit schemata. To jump out of these plateaus will cost substantial time via bitwise mutation (which is adopted by direct immigrants schemes in this paper, i.e., immigrants are generated by bit flip mutation of some individuals) with probability 1 l , where l is the chromosome length [50, 51] . Nevertheless, the capability to maintain higher diversity level of indirect immigrants schemes in this paper can help the population to jump out of such plateaus. At the early searching stage, the population is dominated by lower-order schemata, and hence, jumping out of plateaus is more likely to produce higher-order schemata. As the search goes on, higher-order schemata become dominating the population. Therefore, jumping out of plateaus can sometimes yield lower-order schemata. This is why when τ = 10 algorithms with indirect immigrants schemes perform better while when τ = 50 they are surpassed by the corresponding algorithms with direct immigrants schemes in performance. This can be also observed from Fig. 2 that on the Royal Road problem algorithms with indirect immigrants schemes keep higher fitness level at first and lower fitness later on than the corresponding algorithms with direct immigrants schemes.
To compare the robustness of the two types of immigrants schemes, the experimental results with respect to overall robustness are presented in Table 9 . The best results among algorithms in each environment are shown in bold. The statistical results of comparing algorithms with respect to robustness via nonparametric Wilcoxon rank sum tests at a 0.05 level of significance are given in Table 10 . In Table 10 , the result regarding algorithm 1-algorithm 2 is marked as "s+" or "s−" when algorithm 1 is significantly better than or significantly worse than algorithm 2 regarding Best Robustness and Average Robustness, respectively, and "∼" indicates there is no statistical difference between two algorithms. Note that only the robustness at generations when there are changes are used for calculation since the robustness in this paper is mainly a measure of how the system responds to changes of the environment. The dynamic Best Robustness regarding the Best Robustness against generations and the dynamic Average Robustness regarding the Average Robustness against generations on DOPs for all the environments with τ = 50, ρ = 0.1 and ρ = 1 are plotted in Figs. 4 and 5 respectively, where the data were averaged over 30 runs and only the robustness at generations when there are changes is plotted for the same reason above.
Comparing the robustness of the two types of immigrants schemes, EAs with indirect immigrants schemes outperforms those with corresponding direct immigrants schemes on nearly all DOPs with respect to both Best Robustness and Average Robustness, see statistical-test results regarding EIGA-EIIGA and IIHIGA-EIHIGA in Table 10 . Seeing  Figs. 2 and 3 , when the environment changes, except for the dynamic Deceptive problem with τ = 50 and ρ = 1, it is clear that the performance of direct immigrants schemes drops more sharply than the corresponding indirect immigrants schemes. This result can also be apparently observed from dynamic robustness in Figs. 4 and 5 that indirect immigrants schemes manage to keep higher robustness level than the corresponding direct immigrants schemes except for the dynamic Deceptive problem with τ = 50 and ρ = 1. These phenomena can be regarded as the result of different capability of immigrants schemes to maintain the diversity of the population which has already been examined above. To sum up, the results above confirm our expectation in Sect. 4 that the performance and the robustness can not be optimized simultaneously. Generally speaking, EAs with direct immigrants schemes have higher performance level and lower robustness level than EAs with indirect immigrants schemes. In order to investigate the interaction between two types of immigrants schemes, the dynamic Best Performance and Average Performance of immigrants in investigated algorithms on DOPs for the first 10 environments with τ = 50, ρ = 0.1 and ρ = 1 are plotted in Figs. 6 and 7, where "HIGADirect" and "HIGAIndirect" denote immigrants in HIGA generated directly and indirectly respectively, and the data were averaged over 30 runs. First, comparing the proposed algorithm with indirect immigrants schemes, HIGA outperforms EIIGA and EIHI-GA on nearly all DOPs with respect to the Average Table 8 show. HIGA maintains nearly the same dynamic Best Performance level as IIHIGA and sometimes even higher Best Performance level than IIH-IGA on dynamic OneMax and Royal Road problems when there is no change. Even if on dynamic Deceptive problems, IIHIGA keeps only a little higher Best Performance level than HIGA when there is no change. Therefore, the degradation in overall Best Performance of HIGA over IIHIGA is due to its larger fitness drop than IIHIGA when change occurs, which can be clearly observed in Fig. 2 , especially when ρ = 1. This can be also seen from the dynamic Best Performance of immigrants in Fig. 6 that on DOPs when τ = 50 and ρ = 1 "HIGADirect" maintains higher fitness level than IIH-IGA or nearly the same fitness level as IIHIGA in stationary environmental period while drops more largely than IIHIGA.
On the other hand, on most DOPs IIHIGA has much higher Average Performance level than HIGA. Nevertheless, seeing the dynamic Average Performance of immigrants in Fig. 7 , "HIGADirect" maintains much higher level than IIHIGA. Hence the degradation in Average Performance of HIGA over IIHIGA is the result of much lower Average Performance level of immigrants generated indirectly, see the curve "HIGAIndirect" in Fig. 7 . Second, examining the interaction between direct immigrants schemes and indirect immigrants schemes, in most cases, immigrants generated directly in HIGA performs better than those in IIHIGA with respect to the Best Performance, especially with respect to the Average Performance. 
On the other hand, immigrants generated indirectly in HIGA performs much better than those in EIHIGA on all DOPs with respect to the Best Performance. These results can be also observed from Figs. 6 and 7 that "HIGADirect" maintains nearly the same fitness level as IIHIGA or higher fitness level than IIHIGA on most DOPs regarding both kinds of performance, and "HIGAIndirect" has much higher fitness level than EIHIGA regarding the Best Performance. These phenomena demonstrate the positive effect on the performance of algorithms via the interaction between the Direct Immigrants Scheme and the Indirect Immigrants Scheme. More concretely, the interaction between two types of immigrants schemes probably lies on the way in which the population distribution vector D P is working. Instead of incrementally updated, D P in this paper is updated globally. Specifically, in each generation, a new vector D P is constructed based on the whole new population. Consequently, immigrants generated directly are involved when constructing D P . As aforementioned, immigrants generated directly are generally fit in the new environment, and thus individuals generated via sampling this vector are naturally fitter than immigrants in EIHIGA. On the other hand, individuals generated via sampling D P are more close to a point in the searching space whereas individuals generated via mutating a individual will sometimes produce individuals far apart from promising area. This will lead to a greedy behavior of the algorithm, which is beneficial to the local performance.
Finally, comparing the robustness of HIGA with other two types of immigrants schemes, HIGA performs worse than EIHIGA and EIIGA, and better than IIHIGA and EIGA on most DOPs with respect to both Best Robustness and Average Robustness, see statistical-test results regarding HIGA-EIHIGA, HIGA-EIIGA, HIGA-IIHIGA and HIGA-EIGA Table 10 . These results can be explained from the dynamic diversity of the population in Fig. 1 . We can see that HIGA has much lower diversity level than EIHIGA and EIIGA, and it maintains a little higher diversity level than IIHIGA and much higher level than EIGA. In a word, the results of HIGA confirm our expectation in Sect. 4 that taking into account the interaction between two types of immigrants can benefit the performance of the algorithm in dynamic environments. However, to pay a price for this promotion in performance, HIGA can not maintain satisfying robustness level as EAs with indirect immigrants schemes. More interestingly, in some cases, HIGA can outperform EA with lose their adaption to the new environment and thus their fitness falls greatly. However, there are some individuals which will be more fit in the new environment than they are in the old environment, these potential new best individuals will mitigate the fall of the best performance. Second, taking stock of dynamic Best Robustness and Average Robustness of algorithms on DOPs, in most cases, decreases of robustness are relatively small at first, then become larger, and finally small again. The probable reason can be depicted as follows. The XOR operator used in experiments influences a individual via changing intermediate schema in it. At early searching stage, the population is dominated by individuals that have a few elementary schemata and very few intermediate schemata, and then the algorithm is devoting itself to exploring particular intermediate schemata. Therefore, the robustness decreases slightly first and then significantly. However, as the searching process goes on, the algorithm has found most of the intermediate schemata. In this case, imposing XOR operator on these intermediate schemata would most likely to result in intermediate schemata which already exist in the population, and hence the robustness decreases slightly.
6.5 Experimental analysis regarding the general effect of environmental dynamics on the performance of algorithms
Carefully studying results in Table 7 , and examining the effect of dynamic environments on the performance of investigated algorithms, several results can be observed as follows. First, for a DOP with fixed ρ, the performance of algorithms rises as τ increases from 10 to 50. This result is natural, since when the environment changes slowly, i.e., τ = 50, the algorithm has enough time to attain higher fitness level before any changes occur. Second, for a DOP with fixed τ , the performance of algorithms generally decreases as ρ increases from 0.1 to 0.2 to 0.5. It is easy to understand, since a bigger value of ρ means more severely changing environment. However, when ρ = 1, the performance of algorithms seems much better, especially on dynamic Royal Road and Deceptive problems. This indicates that environmental changes especially significant changes sometimes can help the population to jump out of particular schemata and to explore a wider range of beneficial intermediate schemata. This can be also observed from dynamic performance in Figs. 2 and 3 that on dynamic Deceptive problem with τ = 50 and ρ = 1, the performance of EIGA and EIIGA arises abruptly after the first change of the environment and some environmental changes thereafter. Besides, on dynamic Royal Road problem with τ = 50 and ρ = 1, after some environmental changes, the performance of EIGA and EIIGA does not fall or only drops slightly, but then the performance of them will attain a much higher level until the next change of the environment. Finally, with the same ρ and τ , the performance of algorithms on dynamic OneMax problems is usually better than that of corresponding algorithms on dynamic Royal Road problems. This seems natural, since the stationary OneMax problem is easier for EAs to solve than the stationary Royal Road problem, and for each environmental period every problem can be regarded as a stationary problem. However, on some dynamic Deceptive problems, the performance of algorithms seems better than that on dynamic Royal Road problems. This is because although deceptive attractors are not global optimum, they are suboptimum with relatively higher fitness.
Conclusions
In this paper, the mechanism of generating immigrants, which is the most important issue among strategies designing immigrants schemes for EAs on DOPs, are closely examined. According to the way in which immigrants are generated, we categorize existing immigrants schemes for EAs on DOPs into direct and indirect schemes, and we investigate them with respect to average behavior and extreme behavior through the experiments. Furthermore, we propose a new immigrants scheme which takes into account the interactions between two types of immigrants schemes for EAs on DOPs. From experimental results, we can draw several conclusions as follows:
First, performance and robustness cannot be optimized simultaneously. Generally speaking, EAs with direct immigrants schemes beat EAs with indirect immigrants schemes with respect to the performance while are beaten by them regarding the robustness. In addition, higher diversity level can mitigate the fall of the robustness of EAs when any changes occur and does not always lead to good performance of EAs in dynamic environments.
Second, the interaction of direct and indirect immigrants schemes does strike a balance between the performance and the robustness. Specifically, it promotes the performance of HIGA over EAs with indirect immigrants schemes at the price of degrading the robustness. On the other hand, this interaction improves the robustness level of HIGA over EAs with direct immigrants schemes while degrades its performance slightly in most cases. More importantly, this interaction reveals positive effect in the performance of EAs, which encourages us to develop more carefully designed interaction between two types of immigrants schemes that will lead to EAs with much better performance in dynamic environments.
Finally, the speed and the severity of the change of the environment, and the difficulty of the base stationary problems can influence the difficulty of DOPs. Generally speaking, fast and severely changing environments pose much of difficulty for EAs. However, in some cases, especially when the environment is changing significantly, better performances of EAs have been observed. This indicates that the change of the environment may sometimes alleviate the difficulty of the problems being solved.
For now, several relevant works remain worthy of future study. A primary work is to explore the potential of interaction of two types of immigrants schemes. Based on the encouraging results presented in this paper, we believe that a more careful design of interaction of two types of immigrants schemes will improve the performance of EAs in dynamic environments. Another future work is to analyze the work theoretically and carry out more comprehensive computational studies using the design of experiment methodology. Besides, finding other forms of indirect immigrants schemes for EAs to address DOPs would be another interesting future work. For example, some prediction model can be used as the base to generate immigrants. Meanwhile, the other three issues of designing immigrants schemes, i.e., the replacement rate, the replacement strategy, and to promote the survival probability of new immigrants, still need to be carefully studied in the future.
Furthermore, since an immigrants scheme mainly concerns incorporating new individuals into the current population, it is naturally applicable for any population-based search algorithm, but not merely EAs. In particular, it would be interesting to apply immigrants schemes to the memetic algorithms (MAs). As a family of meta-heuristic search methods that combine global search strategies (e.g., conventional EAs) with local search heuristics, MAs have been shown to be capable of obtaining high quality solutions more efficiently than conventional EAs [52] . Such characteristic is of great importance in the context of dynamic optimization, for which we are usually provided a tighter time budget than for static optimization. Therefore, it is reasonable to expect that the combination of immigrants schemes and MAs will lead to further improved performance. Two straightforward start points are to make use of a meme to generate new immigrants, and to introduce new memes instead of new individuals to address a dynamic situation.
