Abstract. We study the normalized eigenvalue counting measure dσ of matrices of longrange percolation model. These are (2n + 1) × (2n + 1) random real symmetric matrices H = {H(i, j)} i,j whose elements are independent random variables taking zero value with probability 1−ψ
Introduction
Spectral theory of random matrices is a relatively new branch of mathematics that intensively develops due to its rich mathematical content and also due to numerous applications in theoretical physics, wireless communications, financial mathematics and other fields (see review monographs [5] , [13] , [19] , [20] and references therein).
In theoretical physics, random matrices of infinitely increasing dimensions are used for the statistical description of systems with a large number of degrees of freedom.
The first application was in nuclear physics, where E. Wigner proposed to consider the eigenvalues of real symmetric random matrices as a model for the energy levels of heavy atomic nuclei (see the monograph [13] ). The real symmetric random matrix A n of size 2n + 1 introduced by E. Wigner is defined by A n (i, j) = N −1/2 a(i, j), |i|, |j| ≤ n, (1.1) where N = 2n + 1 and {a(i, j) : i ≤ j} are independent and identically distributed random variables defined on the same probability space (Ω, F, P) such that
where E is the mathematical expectation with respect to P.
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Denoting by λ
n the eigenvalues of A n , the normalized eigenvalue counting function is defined by
E. Wigner [21] proved that in the case when a(i, j) has all moments finite, the eigenvalue counting measure dσ n (λ, A n ) weakly converges in average as n → ∞ to a distribution dσ sc (λ), where the nondecreasing function σ sc (λ) is differentiable and its derivative ρ sc writes as follows
if |λ| ≤ 2v, 0 otherwise.
(1.4)
The limiting distribution (1.4) is referred to as the Wigner distribution, or the semicircle law.
Since then, the convergence to the semicircle distribution was proved for various random matrix ensembles that generalize the Wigner ensemble [4, 12, 16] . Among them, we cite the band and the dilute random matrix ensembles [3, 9, 14, 15, 18] .
In the band random matrices model, the matrix elements take zero value outside of the band of width b n along the principal diagonal, for some positive sequence of real numbers. This ensemble can be obtained from A n in (1.1) by multiplying each a(i, j) by I (−1/2,1/2) ((i − j)/b n ), where
The ensemble and main results
Let us consider a family of independent real random variables A n = {a(i, j) : |i|, |j| ≤ n} satisfying (1.2) and defined on the same probability space (Ω, F, P). Let ψ(t), t ∈ R, be a real continuous even function such that: 0 ≤ ψ(t) ≤ 1 and Introduce a family of independent Bernoulli random variables D n = {d(i, j) : |i|, |j| ≤ n} as in (1.5) , that is independent of the family A n . We assume that A n and D n are defined on the same probability space.
Define a real symmetric N × N random matrix H n by:
where 0 < b n ≤ N , N = 2n + 1. We study asymptotic spectral properties of the ensemble {H n } in the limit when n → ∞ with This limit (2.3), when 1 b n n, is known as the limit of relativity narrow band width.
Here and below, the family {H n } is referred to as the ensemble of random matrices of long-range percolation model.
Let us introduceμ
the absolute moments of a(i, j). Our main result is as follows.
Theorem 2.1. Ifμ 3 < ∞ (2.4), then the normalized eigenvalue counting function σ n (λ, H n ) in (1.3) for the ensemble given in (2.2) with ψ satisfying (2.1) converges in probability in the limit (2.3) to a nonrandom distribution function:
where σ sc (λ) is given by (1.4).
Let {µ n } n be a sequence of probability measures that converges weakly to a probability measure µ. Let g n and g denote the Stieltjes transforms of µ n and µ respectively, defined by 6) for z ∈ C \ R. Then the weak convergence of µ n is equivalent to the convergence of the Stieltjes transforms (in the uniform topology on compact sets [2] ). Let σ n (dλ, H n ) be the counting measure of the eigenvalues of H n :
where δ λ i is the Dirac measure at λ i . Then Theorem 2.1 is equivalent to the following statement.
Semicircle law for percolation model 5 Theorem 2.2. Let g n (z) be the Stieltjes transform of the normalized eigenvalue counting measure σ n (dλ, H n ) in (1.3). Ifμ 3 < ∞ (2.4), then in the limit (2.3), there exists a nonrandom function w(z) such that for all nonreal z
where w sc (z) is the Stieltjes transform of the semicircle law given by (2.5).
Remarks.
1. The limiting function w sc (z) is the solution of the equation
that maps C + → C + , when
and the parameter v is determined by (1.2).
2. To prove (2.8), we start by proving it for z ∈ Λ η , where
The convergence in probability (2.8) is shown in a standard way: First we prove that E{g n (z)} converges to w sc (z) (2.9) and that Var{g n (z)} vanishes. More precisely, we are going to prove the following statement. Theorem 2.3. Ifμ 3 < ∞ (2.4) and z ∈ Λ η (2.10) , then in the limit n → ∞ with (2.3),
and 12) where w sc (z) is given by equation (2.9). Theorem 2.2 follows then using Tchebychev's inequality and gives Theorem 2.1. To prove Theorem 2.3, we mainly follow papers [10, 8] . We apply the cumulant expansions method of [8] and get similar relations to the ones obtained in [10] . So, combining these two approaches, we develop a method to study the resolvent of H n . It is rather general and can be used to study other random matrix ensembles with jointly independent entries.
It is not hard to show that the estimate (2.11) together with (2.12) imply convergence in probability (2.8). We give the details at the end of Section 3. Then (2.8) implies convergence (2.5) (see Section 3 for the proof).
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Then, in Section 3, we give the limiting equation from E{g n (z)}. In Section 4, we prove Theorem 2.3 and we deduce from this the results of Theorem 2.2 and Theorem 2.1. In Section 5, we give more details on the asymptotic behavior of the variance and prove auxiliary statements.
For the sake of simplicity we omit the subscript n in b n , G n and H n , so that G n = G (defined in the next section) is the resolvent of the matrix H n = H in (2.2).
Limiting equation for E{g
is widely exploited in the spectral theory of operators. Its normalized trace coincides with the Stieltjes transform g n (z) in (2.6) of the normalized eigenvalue counting mea-
Let us consider the resolvent identity for two hermitian matrices H and H :
where
Regarding (3.1) with H = H n as in (2.2) and H = 0, we obtain the relation
where δ denotes the Kronecker symbol
, |i|, |j| ≤ n, are the entries of the matrix H n , and G(i, j) are the entries of the resolvent G n = (H n − zI) −1 . Relation (3.2) implies that
To compute the mathematical expectation E{G(i, p)H(p, i)}, we use the cumulants expansion method proposed in [8] .
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Cumulant expansions and principal equation
Let us start with the description of our basic technical tools.
(i) The cumulant expansions formula. Let us consider a family {X j , j = 1, . . . , m} of independent real random variables defined on the same probability space such that E{|X j | q+2 } < ∞ for some q ∈ N and j = 1, . . . , m. Then, for any complex-valued function F (t 1 , . . . , t m ) of the class C(R m ) and for all j, one has
where K r is the r-th cumulant of X j [8] and the remainder ε q can be estimated by the inequality
where C is a constant depending only on q. Relations (3.4) and (3.5) can be proved by using Taylor's formula (see e.g. [8] ). At the end of Section 5, we prove (3.4) in the case of q = 5 and give more details on the form of the remainder terms ε j q of (3.4). It is known that the cumulants can be expressed in terms of the moments of X j . If we set E{X j } = E{X 3 j } = E{X 5 j } = 0 and µ r = E{X r j } with j = 1, . . . , m, then we obtain:
If H is a real symmetric N × N matrix with elements H(i, j), |i|, |j| ≤ n, and
The relation (3.6) follows from the resolvent identity (3.1). Now, let us explain the main idea of the proof of relation (2.11). Applying (3.4) to the resolvent identity (3.3), one gets
Substituting this equality in (3.3) and using (3.6), we arrive at the relation
where R n,b (i) vanishes as n, b → ∞ with (2.3) (see Subsection 3.2 for more details).
S. Ayadi
If one assumes that the average
Assuming that the value 
Derivation of relations for E{G(i, i)}
Let us consider the average
Its derivatives are bounded because of equation (3.6) and the inequality
which holds for the resolvent of any real symmetric matrix. Here and below, we denote by e 
Ge 2 .
, where M is an absolute constant. In what follows, we use the notation D r pi = ∂ r /∂H r (p, i). According to (2.2), (1.5) and the conditionμ 3 < ∞, the third absolute moment of H(p, i) is of order b −3/2 . Applying (3.4) to E{G(i, p)H(p, i)} with q = 1, we get the relation
where K r is the r-th cumulant of H(p, i) and ε ip satisfies the estimate
for some constants C and M .
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To compute the partial derivatives, we use (3.7). For a complex symmetric matrix
, with a = 1, 2 and
for distinct i and p. Using formulas (3.4) and (3.5), the cumulants can be expressed in terms of the moments. Considering X = H(p, i), we get
Using (3.10), (3.12) and (3.13), we rewrite (3.8) in the form
Substituting (3.14) in (3.3), we obtain the equality
Relations (3.9) and (3.11) imply the following estimate
for some constant C. For a given a random variable ζ, we write ζ 0 for: 
where G 0 = {G(i, j) − E{G(i, j)}} ij and ε ip is given by (3.16). We are interested in the average value of the normalized trace of the resolvent
where G(i, i), |i| ≤ n, are the diagonal entries of the resolvent. Taking the normalized sum of (3.15) and using the notation g n (z) = g n,b (z), we obtain
Proof of relation (2.11). To prove (2.11), we need the following statement concerning the pointwise convergence in average of the diagonal entries
for sufficiently large b, n satisfying (2.3).
Semicircle law for percolation model 11 Lemma 3.1 will be proved in the next subsection. Let us assume that (3.22) is true. Then, regarding the definition of B L , we deduce from inequality (3.7) that
Now (2.11) follows from Lemma 3.1, inequality (3.23) and the limiting condition (2.3). 2
Proof of Lemma 3.1
Let us have a step back and rewrite (3.17) as
where φ 1 , φ 2 and ε ip are given by the relations (3.18), (3.19) and (3.16) . Let us denote the average E{G(i, i)} by g(i) and rewrite (3.24) in the following form:
Let us consider the solution {r(i) : |i| ≤ n} of the equation
Given z ∈ Λ η , one can prove that the system of equations (3.26) is uniquely solvable in the set of N -dimensional vectors { − → r } such that
(see Lemma 6.1 of [10] ). Certainly, r(i) and g(i) (3.25) depend on particular values of z, n and b, so we shall use the notations r(i) = r n,b (i; z) and g(i) = g n,b (i; z). The following statements concern the differences
where w(z) verifies equation (2.9).
S. Ayadi
Lemma 3.2. Given ε > 0, there exists a positive integer L = L(ε) such that for all sufficiently large b and n satisfying (2.3), the inequality
holds, with B L given by (3.21).
Lemma 3.1 follows from (3.28) and (3.29) . Under the same conditions of Lem-
Relation (3.30) follows from (3.22) and (3.27), the a priori estimate
and the observation that L has to satisfy the condition ψ(L − L ) ≤ ε.
Proof of Lemma 3.2. Let us consider the constant function w i (z) = w(z) satisfying (2.9) that we rewrite in the following form similar to (3.26):
Subtracting this equality from (3.26), we see that
is given by the relation
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Then
as b → ∞ and the Beppo Levy Theorem implies the convergence of the corresponding integrals of (3.33). Using the equality
we obtain the relation
where we write w = w(z). This relation, together with the estimates (3.27) and
Given ε > 0, let us find a number Q such that 2
where we used the condition (2.1) and the estimate 1 b
that follows from the monotonicity of ψ(t). Now, it is easy to conclude that
This inequality shows that (3.28) holds for sufficiently large L and 1 b n. 2
Proof of Lemma 3.3. Subtracting (3.26) from (3.25), we obtain, for
S. Ayadi
This relation can be written as
where we denote by W (g,r) a linear operator acting on the vectors e = (e s ) −n≤s≤n as
It is easy to see that if z ∈ Λ η , then the estimates (3.27) and (3.31) imply
Let us accept for the moment that
in the limit n, b → ∞. Then Lemma 3.3 follows from (3.37) and estimate (3.38). Now, let us prove (3.38). Using inequality (3.16), we obtain the first estimate concerning ε ip ,
where we used condition (2.1) and
The term φ 1 in (3.18) is estimated with the help of the elementary inequality
which follows from (3.7) and the inequality G 2 (z) ≤ |Im z| −2 . Then (3.40) implies
15
Using relations (2.1), (3.7) and the identity
we obtain that
(3.42) Thus, to prove (3.29), it is sufficient to prove inequalities (3.39), (3.41), (3.42) and the estimate sup
We prove estimate (3.43) in Section 4. Assuming that this is done, one can say that Lemma 3.1 and relation (2.11) are proved. 
Proof of the main theorems
In this section, we study the variance Var{g n,b (z)} and complete the proof of Theorem 2.3. Finally, we prove Theorem 2.2 and Theorem 2.1.
The variance and the proof of Theorem 2.1
In Section 3, we proved relation (2.11) assuming that the asymptotic relation (3.43) holds. To complete the proof of Theorem 2.3, we follow mainly two steps. The first step is to remark that the estimates (3.43) and (2.12) are consequences of the fact that the variance of the diagonal entries G(i, i; z),
vanishes as n, b → ∞. The second step is to prove the following two relations that concern the moments of the diagonal elements of G.
Lemma 4.1. If z ∈ Λ η (2.10) andμ 3 < ∞ (2.4), then the estimates
and sup
2)
are true in the limit n, b → ∞.
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It it easy to show that estimate (3.43) follows from (4.2). Finally, (2.12) follows from (4.2) and the inequalities
Then Theorem 2.3 is proved.
We close this subsection with the proof of Lemma 4.1.
Proof of Lemma 4.1. Let us denote
Regarding the average E{G 0 1 (i, i)G 2 (p, p)}, we apply to G 2 the resolvent identity and we use (3.2), to get
For each pair (s, p), the expression G 0 1 (i, i)G 2 (p, s) represents a smooth function of H(s, p) and its derivative is bounded because of (3.6) and (3.7). In particular,
where c 1 is a constant and D r sp = ∂ r /∂H(s, p) r . According to (2.2), (1.5) and the conditionμ 3 < ∞ (2.4), the third absolute moment of H(s, p) is of the order b −3/2 . Thus, applying (3.4) to E{G 0 1 (i, i)G 2 (p, s)} with q = 1, one obtains
with a constant c, and
Let us introduce the variables
Using (4.5) and the identity
we get the equality
Multiplying (4.7) by U (i, t) and summing over i, we get the relation
Inequalities (3.7) and (3.40) imply that the right-hand side of (4.9) is bounded by b −2 η −3 . Regarding the last term of (4.8) and using (4.4) and (3.7), we get |i|,|s|≤n
(4.10) The first term of the right-hand side of (4.8) can be estimated by
where we used estimate (3.7) and
Also, we use (3.40) and (4.12) to see that
(4.14)
Now, multiplying (4.8) by U (p, r) and summing over p, and taking G 1 =Ḡ 2 and i = r, we obtain a relation that together with (4.9), (4.10), (4.11), (4.13) and (4.14)
implies the following estimate for the variable M 12 = sup |i|≤n {E{|U 0
where A 1 and A 2 are constants. Regarding this inequality, it is easy to show that
. This proves (4.1).
In order to prove (4.2), we go back to relation (4.7) with G 1 =Ḡ 2 , p = i. Applying (3.7) and (4.12), we obtain the estimate 15) with η = 2v + 1. Regarding the last term of (4.15) and (4.4), we obtain the inequality
where c 2 is a constant. Applying (3.40), (4.1) and (4.16) to inequality (4.15), we obtain (4.2) and we are done. 2
Proof of Theorem 2.2 and Theorem 2.1
Proof of Theorem 2.2. It is easy to show that relation (2.11) together with (2.12) implies convergence in probability:
By definition (2.6), we rewrite this convergence in the form
Now we will prove that (4.17) is true for all non-real z. Representation (4.17) for g n (z) and w(z) implies that the function z → g n (z) − w(z) is analytic and uniformly bounded on any compact set Γ ⊂ Λ η . Thus, given ε > 0, there exists a finite set
Let {n 1 } be a subsequence from {n}. We have g n 1 (z 1 ) −→ w(z 1 ).
Now we see that there exists a subsequence
As a result, we get
Now we obtain g n (z) a.s.
−→ w(z), where {n } is common for all z ∈ Γ. Since g n (z) and w(z) are analytic functions in C \ R, and g n (z) a.s.
−→ w(z) for z ∈ Γ, then this convergence is true for all z ∈ C \ R. Thus, we rewrite (4.16) as
The sequence {n 1 } contains a subsequence {n } such that (4.18) holds, which implies the convergence in probability (2.9) (see Lemma in paper [11] ). 2
Proof of Theorem 2.1. It is well known that the set of linear combinations of 1 λ−z j : z j ∈ Λ 0 is dense in C 0 (R) (the set of counting functions), then (4.18) implies that
for all ϕ ∈ C 0 (R).
The sequence {n 1 } contains a subsequence {n } such that the convergence (4.19) is true. Using similar argument as those of the proof of Theorem 2.2 (see Lemma in paper [12] ), we conclude that the convergence in proba-bility (2.5) is proved and finishes the proof of Theorem 2.1. 2
Estimates of the Variance
In this section, we obtain more estimates of the variance under more restrictive conditions on the moments of a(i, p) and the function ψ(t) given by (2.1). Finally, we provide a proof of the cumulant expansions formula.
First estimate
Theorem 5.1. Assume that E{a 2l+1 (i, p)} = 0 with l = 0, 1, 2 and
holds for large enough n and b and for all z ∈ Λ η .
Proof of Theorem 5.1. We prove Theorem 5.1 by using the following estimates of the moments of the diagonal elements of the resolvent G.
Lemma 5.1. Under the conditions of Theorem 5.1, the estimates
hold in the limit n, b −→ ∞ and for all z ∈ Λ η .
Now it is easy to show that Theorem 5.1 follows from inequality (4.3) and estimate (5.3).
2
Proof of Lemma 5.1. We start with (5.2). Let us denote s) is a smooth function of H(s, p) and its derivative is bounded because of (3.7). In particular,
for some constant c 3 and D r sp = ∂ r /∂H r (s, p). According to (2.2), (1.5) and the conditionμ 7 < ∞ (2.4), the 7-th absolute moment of H(s, p) is of order b −7/2 . Thus, applying (3.4) to E{U 0
sp ,
22
S. Ayadi where
Regarding the terms involving the first derivative and using (3.6) and the definition (3.13) of K 2 , we get
sp .
This term does not contribute to the estimate (5.1). Applying (4.6) to the first term and using the definition (4.5) of q 2 (p), one gets
Inequality (4.9) implies that the third term of (5.5) is of order
Let us estimate each part of (5.5) with the help of U 0 G . Using (3.40) and inequality (4.12), we can estimate the first term of the right-hand side of (5.5) by
Also, we can write
If one assumes for a while that
holds, then (5.2) will follow. Indeed, multiplying (5.5) by u(p, r) and summing over p, taking G 1 =Ḡ 2 and i = r, we obtain a relation that together with (4.9), (5.6), (5.7) and (5.8) implies the following estimate for the variable M 12 = sup |t|≤n |U 0
where A 3 and A 4 are constants. Regarding this inequality, it is easy to show that
Let us prove (5.8). Using inequality (5.4), we get
for some constants c and c 3 . By the definition of the cumulants (see Subsection 3.1), we obtain
Using (3.6) and (3.7), we obtain that
with r = 1, 2, . . . which gives
where M 1 is a constant. One can estimate the terms with the third derivative by using similar estimates in relations (4.9) and (5.6):
and 3 terms of the form
where γ j = 1 or 2 and α j ∈ {i, s, p} and β j ∈ {i, s, p}. These terms can be gathered into three groups. In each group, the terms are estimated by the same values with the help of the same computations. We give estimates for the typical cases. Using (2.1) and (3.40), we get for the terms of the first group:
For the terms of the second group, we obtain estimates i,s
Finally, for the terms of the third group, we get inequalities
Gathering all the estimates of 47 terms, we obtain (5.13). Finally, notice that the term
is estimated using (4.14). Then (5.8) follows from (4.14), (5.9), (5.12) and (5.13). Let us prove (5.3). Using (3.2), one has
For each pair (s, p), G 0 1 (i, i)G 2 (p, s) is a smooth function of H(s, p) and its derivatives are bounded because of (3.6) and (3.7). In particular,
with a constant c 4 . According to (2.2), (1.5) and the conditionμ 5 < ∞ (2.4), the 5-th absolute moment of H(s, p) is of order b −3/2 . Thus, applying (3.4) 
Using the identity (4.6) and the definition (4.5) of q 2 , we write
It is easy to show that 19) for some constant M 3 . Finally, it is easy to show that (3.7) implies the estimate 
Second estimate for the variance
In this subsection, we derive estimates of the variance under stronger conditions on H n and ψ.
Theorem 5.2. Suppose that E{a 2l+1 (i, p)} = 0 with l = 0, 1, 2,
Then the estimates
hold for large enough n and b and for all z ∈ Λ η .
Proof of Theorem 5.2. We start with (5.21). The proof follows the lines of the proof of (5.3). Regarding (5.17) and summing it over i, using the notation g n (z 1 ) = g 1 , we obtain that
Using (5.2), (3.7), (3.40) and (4.12), it is easy to show that
and Then we obtain Using (3.7), we get
Regarding the second derivative, one obtains 
