In this paper, the perturbation analysis is presented for a class of fuzzy linear systems which can be solved by an embedding method. We deduce the nonlinear upper perturbation bounds for the solutions, and discuss the normwise, mixed and componentwise condition numbers. The results show how the perturbations of the coefficient matrix and the righthand vector impact the solutions to fuzzy linear systems.
Introduction
Systems of fuzzy and fuzzy linear equations occur in many fields, such as control problems, information, physics, statistics, engineering, economics, finance and even social sciences. In the 1990s, Buckley et al. [6] [7] [8] investigated them in series. Subsequently, Friedman et al. [10] considered a fuzzy linear system (FLS) as follows,
a 11 x 1 + a 12 x 2 + · · · + a 1n x n = y 1 , a 21 x 1 + a 22 x 2 + · · · + a 2n x n = y 2 , . . . a n1 x 1 + a n2 x 2 + · · · + a nn x n = y n , (1.1) where the coefficient matrix A = (a ij ) is a crisp matrix and y = (y i ) is a fuzzy vector, 1 i, j n. They proposed an approach to solve this kind of fuzzy system by an embedding method. Based on their work, many numerical methods [1] [2] [3] [4] [5] 9, 19] have been presented for FLS (1.1), however, the perturbation analysis has rarely been considered.
As is well known, perturbation analysis is very important for most numerical methods [12, 13] . It can assert whether the problem is well-conditioned or ill-conditioned and then help us find efficient numerical methods. Therefore, as the work in [15] , it is necessary to analyze the sensitivity of the computed solutions and propose the perturbation theory. Tang [16] consider the perturbation problems of a fuzzy matrix equation by perturbation methods [14] . In this paper, we will discuss the perturbations of A and y affecting the solution of FLS (1.1) based on numerical analysis. Though in fuzzy setting, the numbers are already assumed to be uncertain, because what all the numerical methods [1] [2] [3] [4] [5] 9, 19] solve is, in fact, the 2n × 2n crisp linear system, we can give the perturbation analysis for FLS (1.1) through crisp analysis approach, which makes the perturbation problems easy.
The remainder of the paper is organized as follows. In Section 2, we give some preliminaries for FLS (1.1). In Section 3, the perturbation analysis and the upper bounds of a fuzzy linear system are proposed. Section 4 presents the definitions of normwise, mixed and componentwise condition numbers. An illustrative example is provided in Section 5 and the concluding remarks are drawn in Section 6. The deductions of the perturbation bounds and the estimations of all the condition numbers are arranged as an Appendix.
Required preliminaries
Following [10] , a fuzzy number is defined as an ordered pair of functions (u(r), u(r)), 0 r 1, which satisfies the following requirements, To define a solution to system (1.1) we should recall the arithmetic operations of arbitrary fuzzy numbers x = (x(r), x(r)), y = (y(r), y(r)), 0 r 1, and real number k,
(1) x = y if and only if x(r) = y(r) and x(r) = y(r), (2) x + y = (x(r) + y(r), x(r) + y(r)), and
T given by
is called a solution of the fuzzy linear system (1.1) if
Using the embedding method given in [10] , from (2.1), Friedman et al. extend FLS (1.1) to a 2n × 2n crisp linear system
where S = (s kl ), s kl are determined as follows
and any s kl which is not determined by the above items is zero, 1 k, l 2n, and
In terms of [10] , we know that S has the following structure
where B, C 0, A = B − C, and (2.2) can be rewritten as follows
By solving crisp linear system (2.2), we can obtain the solution to FLS (1.1):
The following theorem implies when FLS (1.1) has a unique solution. If Theorem 3.2 fails to hold, the system will have no solution or infinite solutions, then we can consider its least squares solution, which has much difference from the nonsingular case (see [10, 20, 22] ), and it is out of the reach of this paper.
Perturbation analysis
In this section, we will present the upper perturbation bounds of nonsingular real fuzzy linear system (1.1). From Section 2 we know that solving FLS (1.1) is equivalent to solving the following system If we restrict the discussion to triangular fuzzy numbers, i.e., a fuzzy number u = (u(r), u(r)) has the form (u 1 + u 2 r, u 1 + u 2 r), where u 1 , u 2 , u 1 , u 2 ∈ R, problem (3.1) is equivalent to the following two systems
Therefore, we only need to consider the following system
where x, x, y, y ∈ R n . This is the key point of Friedman et al.'s method [10] . Finding out the solution of (3.3) is equivalent to solving (1.1). Thus, the perturbation analysis of FLS (1.1) is, in fact, the perturbation problem of crisp linear system (3.3). Now, consider the perturbed system of (3.3)
that is 
.
In the case S is nonsingular, a nonlinear nonlocal upper perturbation bound is given in the following theorem.
Theorem 3.1. In terms of the above analysis and notation, if ε 2δ
where σ min (S) is the smallest singular value of S.
In the following, we analyze the bounds of ∆x and ∆x, respectively. For the sake of simplicity, we denote S −1 as
].
From (A.8) and (A.9), by the notation
we can deduce the following nonlinear local bounds.
Theorem 3.2. Assume ε(δ 1 D 2 + δ 2 E 2 ) < 1 and ε 1, we have
Theorems 3.1 and 3.2 show how the perturbations of the coefficient matrix and the right-hand vector impact (3.3) . That is when the coefficient matrix and the right-hand vector have perturbations ∆B, ∆C, ∆y and ∆y, respectively, the solution of (3.3) and therefore the fuzzy solution to FLS (1.1) will perturb as in Theorems 3.1 and 3.2.
Condition numbers
In this section, we will discuss the condition numbers which are important in sensitivity analysis and express the worstcase sensitivity of the solution of a problem to small perturbations in the data [12] .
The classical normwise relative condition number measures the sensitivity of a matrix inverse [11] . Given A ∈ R n×n , which we will always assume to be nonsingular, and a matrix norm · , this condition number may be defined as
Note that in order to reduce the sensitivity measure to a single number, two simplifications have been introduced: (1) We look at the largest relative change in A −1 compared with a relative change in A of size ε; (2) We take the limit as ε → 0 + .
Hence a condition number records the worst-case sensitivity to small perturbations. When the matrix norm is induced by a vector norm, it is well known that cond(A) has the characterization
Here, first, we introduce three kinds of normwise joint condition numbers:
= lim
In the sequent analysis, we may use the following notations:
⊗ -Kronecker (or tensor) product, vec -vec operator, which stacks the columns of a matrix one underneath the other.
Theorem 4.1. In the notation above, we have
2cond (2) .
In the following, we discuss the mixed and componentwise joint condition numbers. We first give the definitions:
is an entrywise division, that is, The following theorem gives the explicit expressions of the mixed and componentwise joint condition numbers.
Theorem 4.2. In the notation above, we have
where
Next, we define normwise respective condition numbers for x and x:
Using the manipulation similar to that in the proof of Theorem 4.1, and noting the first-order expression of ∆x and ∆x, i.e.,
we can deduce the following theorem, which gives the explicit expressions or the upper bound of these normwise respective condition numbers.
Theorem 4.3. In the notation above, we have
x .
For condition numbers for x, we have
Now, we define the mixed and componentwise respective condition numbers: The following theorem gives the explicit expressions for the mixed and componentwise respective condition numbers. We omit the proof because the treatment is analogous to that of Theorem 4.2.
Theorem 4.4. In the notation above, we have
where D x = diag (x) and D x = diag (x).
An example
In this section, we use an example in [10] to illustrate our theory.
Example ([10] ). Consider the 2 × 2 fuzzy system From the above, we see how the perturbations impact the fuzzy solution to the system. These results indicate that the fuzzy solution is not sensitive to small perturbations, i.e., this fuzzy linear system is wellconditioned.
Concluding remarks
In this paper we present the upper perturbation bounds for nonsingular fuzzy linear systems, derive the condition numbers and analyze the sensitivity of the computed solutions. The numerical example illustrates the results. It is natural to ask, what about the singular and rectangular cases [20] [21] [22] , where the solution of (3.3) can be expressed by the generalized inverses of
such as the Moore-Penrose inverse
and the {1, 3}-inverse
+ (B − C) (1, 3) (B + C) (1, 3) − (B − C) (1, 3) (B + C) (1, 3) − (B − C) (1, 3) (B + C) (1, 3) + (B − C) (1, 3) , see [17, 18, [20] [21] [22] , which will be the future research topic. 
A.1. Proofs of theorems
Next, we will deduce the perturbation bound. Let
and
T , we have
By the trick of [13] , another bound of N w 2 will be obtained. We first partition N as
In the case that B + C and B − C are nonsingular, [10] indicates
which gives the expressions for N 13 , N 14 , N 23 and N 24 , i.e.,
and we can easily obtain
],
It is straightforward to show that
where N = ( n ij ) ∈ R 4×4 is a matrix with entries
N 2j 2 , and ':= ' stands for 'equal by definition'.
The bounds N 2 δ 2 and δ T Nδ are alternative, i.e., which is the smaller one of these expressions depends on the particular choice of δ and N [13] . Therefore, taking the 2-norm of (A.1), we have
This completes the proof.
Proof of Theorem 3.2. From (A.1), we have
Taking the 2-norm, we obtain
It is obvious that
, then there exists another upper bound
where N x = ( n xij ) ∈ R 4×4 is a matrix with entries n xij = N T xi N xj 2 , for example, n x11 = xx
Provided that ε(δ 1 D 2 + δ 2 E 2 ) < 1, it can be expressed as
.
In the same way, we have
Therefore,
It is obvious that .6) where
4×4 is a matrix with entries n xij = N T xi N xj 2 . From (A.5) and (A.6), we have
Substituting (A.7) into (A.4), we have
A.2. Proofs of the theorems in Section 4
Proof of Theorem 4.1. Neglecting the higher order of (A.1), we have the first-order expansion 
Then we obtain the equality, and (4.1) follows.
We rewrite (A.10) as
Taking 2-norms and noting the condition in the definition of cond (2) , we have
The equality is attainable, then we have (4.2).
Using (A.11) and noting that The proof is completed.
