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Abstract
It is common for people to access multiple social net-
works, for example, using phone, email, and social
media. Together, the multi-layer social interactions
form a “integrated social network.” How can we
extend well developed knowledge about single-layer
networks, including vertex centrality and community
structure, to such heterogeneous structures? In this
paper, we approach these challenges by proposing a
principled framework of network composition based
on a unified dynamical process. Mathematically, we
consider the following abstract problem: Given multi-
layer network data, (G1, . . . , Gl) over a vertex set V
and additional parameters for intra and inter-layer
dynamics, construct a (single) weighted network G
that best integrates the joint process. We use trans-
formations of dynamics to unify heterogeneous layers
under a common dynamics. For inter-layer compo-
sitions, we will consider several cases as the inter-
layer dynamics plays different roles in various social
or technological networks. Empirically, we provide
examples to highlight the usefulness of this frame-
work for network analysis and network design.
1 Introduction
As a powerful representation for many complex sys-
tems, networks model entities and their interactions
as vertices and edges. Studies of network structures,
including those of vertex centrality and community
structure have lead to fundamental insights into the
organization and function of social, biological and
technological systems [30, 7, 15]. On top of these
network structures, different dynamical processes un-
fold [8, 18, 19]. Our ability to model and predict
dynamic network phenomena has led to new applica-
tions ranging from ranking web pages to maximizing
social influence and controlling epidemics [31, 11, 23].
Traditionally, most research has focused on the
simple graph representation where all verticies and
edges are of a single type. More recently, there has
been great interest in going beyond such a homoge-
neous model to investigate networks that are capable
of capturing multiple types of connections. Exten-
sive efforts towards such heterogeneous models came
from both social [34, 35] and computational disci-
plines [25, 1], as the simple graph abstraction are
often too crude a description of reality. For exam-
ple, it is very common for people to have interactions
across multiple social networks, including neighbors,
coworkers, and also online interactions through email
and social platforms, such as Facebook and Twit-
ter. Each of these networks underlies a different type
of social interactions. Because of the different ori-
gins and motivations, many names have been given
to such heterogeneous models including but not lim-
ited to multiplex network, multi- relational networks,
and networks of networks. For a comprehensive re-
view see [24]. In this paper, we adopt their termi-
nology and use the general model of multi-layer net-
works, with multiplex network being a special case
when inter-layer structures are absent.
Structure and dynamics of multi-layer networks
have been explored in both theoretical graphs and
real world data [4, 10, 12, 20, 16], with several re-
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searchers generalizing community structure and cen-
trality measures to multiple edge types [29, 28, 22, 6,
32, 33]. However, it remains an open research ques-
tion as how to build a multi-layer network in the first
place. Such networks are often constructed simply
by stacking or projecting layers into a single network.
When inter-layer edges are explicitly modeled, they
usually appear as tunable parameters, despite the
fact that general theoretical framework allows much
richer representations [24]. One challenge for model-
ing inter-layer structures is that they are empirically
difficult to measure in most cases [16, 17].
In this paper, instead of proposing multi-layer gen-
eralizations of network measures, we approach the
problem by constructing a single composed network
which integrates the multi-layer data. We propose
a two-stage framework for multi-layer network com-
position based on a unified dynamical process, as il-
lustrated by Figure 1. Specifically, the first stage
address the layer heterogeneity through layer trans-
formations. In Section 3, we discuss how to transform
the layers into homogeneous Markov processes using
the framework of the parameterized Laplacian [19].
In Section 4, we will discuss the second stage, which
consists of several ways of combining layers in com-
monly seen social and technological networks. They
include how to construct multiplex networks as well
as multi-layer structures with observed inter-layer dy-
namics. In the multi-layer case, we choose to model a
vertex’s inter-layer transitions, i.e., its participation
in the different network layers, as another Markov
process. Therefore, we can treat the combined layers
of interlinked dynamical processes as a joint Markov
process itself. We will prove that under this view
a unique composition of a multi-layer network ex-
ists. In practice, however, it is difficult to fully ob-
serve inter-layer transitions. Hence, we will also con-
sider the problem of network composition with par-
tial information, for example, knowing only the sta-
tionary distribution of a inter-layer Markov process.
Together, these dynamical process based transfor-
mations and compositions capture the heterogeneous
structure while leaving a unified underlying topology.
As a result, we can directly apply existing network al-
gorithms of vertex centrality and community detec-
tion to the correctly composed joint structure. Some
Layer transformation Inter-layer composition 
Figure 1: A two-stage framework for multi-layer com-
position
of the applications of multi-layer formalism to real-
world data are discussed in Section 5.
2 Preliminaries
In this section, we introduce some basic notations for
multi-layer networks and dynamical processes.
Single-layer data: A standard network is represented
by weighted directed graph G = (V,E,A), where
V = {1, ..., n} and for u, v ∈ V , auv ≥ 0 assigns
an affinity weight to edge (u, v) ∈ E. We follow the
convention that auv = 0 if and only if (u, v) 6∈ E.
G may have self-loops, and edges in G are assumed
to be directed. In other words, the weighted adja-
cency matrix A can be asymmetric and can have
none-zero entries on the diagonal. For u ∈ V , let
doutu =
∑n
v=1 au,v denote the out-degree of vertex u.
Similarly, let dinu =
∑n
v=1 av,u denote the in-degree of
vertex u. In this paper, we use DA (or D when the
context is clear) to denote the diagonal matrix whose
entries are out-degrees.
Multi-layer data: We consider vertex-aligned multi-
layer networks [24]. We usually use l to denote num-
ber of layers, and use Gi = (V,Ei,Ai) to denote
the network at ith layer. For clarity, we will use su-
perscripts i, j, r for the layers and subscripts u, v, w
for vertices. Note that the vertex set V is the same
across the layers. Figure 2 is a toy example of a three-
layer network, consisting of (hypothetical) phone con-
tacts, email exchanges and Facebook friendships of
four users. In the figure, users appear in multiple
layers, connected by a dashed line.
2
In this paper we take a dynamical view of the net-
work structure. The simplest dynamical process on
graphs G is the discrete time unbiased random walk
(URW), represented by the transition matrixM . For
their connections we have the following lemma:
Lemma 1 For every directed network G =
(V,E,A), there is a unique transition matrix, MA =
AD−1A , that captures the URW Markov process on G.
Conversely, given a transition matrix M , there is in
fact an infinite family of adjacency matrices whose
random walk Markov process is consistent with M :
AM = {MΓ : Γ is a positive diagonal matrix.}
In other words, every directed network uniquely de-
fines a random walk process. However, given a tran-
sition matrix M , there remains n degrees of freedom
to specify the underlying network. Intuitively, they
are vertex scaling factors bacause each random walk
distribution remains the same as along as the whole
column is multiplied together. We will use this fact
in some of our construction.
Recall that an n-dimensional probability vector pi
is the stationary distribution of M if Mpi = pi. The
Markov process defined by M is detailed-balanced if
for all u, v ∈ V , piumuv = pivmvu. It is well known
that [3]:
Lemma 2 Suppose M is a detailed-balanced transi-
tion matrix with stationary pi. Let Π be the diagonal
matrix defined by pi. Then, for all α > 0, α ·MΠ
is symmetric. Namely, AM = {α ·MΠ} contains
symmetric adjacency matrices if and only if M is
detailed-balanced.
Therefore, for undirected graphs, there is only one
degree of freedom to specify the underlying network
for a given detailed-balanced transition matrix, which
can be interpreted as the global scaling factor.
3 Layer Transformation
In [19], Ghosh et al. argued that perceived network
structure is a result of the interplay between the net-
work topology and the dynamical process on top of
it. We believe this interplay is even more pronounced
in multilayer networks, with each layer represents a
different type of connection. It is essential to account
for the different intra-layer dynamics before the com-
position.
Taking Figure 2 for example, if we want to trace a
message in the combined network, one should take
into account the different propagating patterns in
each layer. We might weigh the edges in the phone
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Figure 2: A toy example of multi-layer social network
in horizontal perspective
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layer much heavier if it is a business message. Simi-
larly, each user may also has its own habits in terms
of how often they check their email and Facebook
accounts.
In Section 2, we showed the mathematical mapping
from the adjacency matrices to the transition ma-
trices representing simple URWs. The parametrized
Laplacian operator introduced in [19] can model a
richer family of dynamical processes. As a conserva-
tive operator, it has a dominate eigenvalue 0, and
models continuous time random random walks or
consensus processes with various biases and delays at
vertices. In this paper, we shall focus on the random
walk formulation:
(1) L = (D′ −BA)(D′T )−1.
where A represents the adjacency matrix of the and
D′ is the reweighed diagonal degree matrix 1.
Compared with traditional Laplacians, the
parametrized Laplacian has two additional param-
eters: T and B. The diagonal matrix T controls
the time delay factors, or local clock rate, at each
vertex. In the toy example Figure 2, T can be
used to capture the checking frequency of email and
Facebook accounts, or the limited attention a user
has in face of information overload [21]. It models
user activities as Poison processes where the waiting
time between logins are exponentially distributed
with means specified by T [26]. Without loss of
generality, we constrain all the entries in T with
τu ≥ 1. 2
The bias factors form the other diagonal matrix B.
It changes the trajectory by giving random walk tar-
gets different weights. Note that the degree matrix
D′ is now defined as: d′u =
∑
v[BA]uv. In Figure 2,
B can be used to model different routing strategies in
each layer. Such routing biases can based on struc-
tural properties like vertex degree or some external
attributes specified by B. Entries bi of B can be
quite general, as long as the entries of BA remains
non-negative.
1The general solution of the continuous time model is θ(t) =
e−Ltθ(0), although P = I −L can also be interpreted as the
stochastic matrix of a discrete random walk.
2Others have argued for more realistic models such as [5],
we stick to Poison processes for its mathematical simplicity.
To reach homogeneity across the layers, we need
to transform each input layer to equivalent graphs
with URWs as the unifying dynamics. Using the two
graph transformations under the parametrized Lapla-
cian framework, we have
Theorem 1 For a directed network G =
(V,E,A), the dynamics L = (D′ − BA)(D′T )−1 is
equivalent to a URW on another transformed graph.
Proof The first transformation under the
parametrized Laplacian framework is the bias
transformation, which is already defined in the
parentheses of Equation (1). A biased random
walk from vertex u to v with transition probability
Pvu ∝ bvavu is equivalent to an unbiased random
walk on a reweighed adjacency matrix: A′ = BA,
because
P ′vu =
a′vu∑
v a
′
vu
∝ bvavu ∝ Pvu .
The second transformation is to view the delay fac-
tors T as self-loops. Under the parametrized Lapla-
cian framework, delays can be understood as rescal-
ing the mean waiting time of random walks at ver-
tices. They can be absorbed in to the scaled adja-
cency matrix W , which we call the interaction ma-
trix. On top of a bias transformed random walk ad-
jacency A′, we apply the delay factors:
(D′ −A′)D′−1T−1 = IT−1 −A′D′−1T−1
=I − (I − T−1)−A′D′−1T−1
=I − (T − I +A′D′−1)T−1
=(Dw − (T − I)DwT−1 −A′DwD′−1T−1)D−1w I
=(Dw − (T − I)D′ −A′)D−1w I
=(Dw −W )D−1w I ,
where the interaction matrix W is the reweighed A′
plus the self loops represented by the diagonal matrix
(T − I)D′, with Dw represents its diagonal degree
matrix. Delay transformation allows us to rescale dif-
ferent T to I. A simple special case is when T = αI
is a scalar matrix. It can be understood as rescaling
the global time of that layer.
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Remark: Giving the dynamical parameters B and T ,
we can always find the interaction matrix W by
W = BA+ (T − I)D′ .
Although by Lemma 1, it is not unique, the inter-
action matrix W serves the purpose of unifying dy-
namics across the layers.
Theorem 2 For an undirected network G =
(V,E,A), the dynamics L = (D′−BAB)(D′T )−1 is
equivalent to a URW on another transformed graph.
Proof The bias transform in the undirected case is
discussed in [27, 19]. A biased random walk with
transition probability Pij ∝ biaij is equivalent to an
unbiased random walk on a reweighed adjacency ma-
trix: a′ij = biaijbj . Notice that the matrix products
on both sises ensure that the resulting random walk is
detailed balanced. The delay transformation remains
the same as in Theorem 1.
By Lemma 2, the layer transformations of an undi-
rected graphs produce a unique interaction matrix
Corollary 1 For an undirected network G =
(V,E,A), and the dynamical parameters B,T , the
interaction matrix
W = BAB + (T − I)D′ .
is unique up to a global scaling factor.
With the transformed layers W 1,W 2, ...W l now
all underly the same simple URW, we are ready to
discuss the second stage of the framework in Figure 1:
how to combine them into a joint structure.
4 Inter-layer composition
Inter-layer composition is the problem of construct-
ing inter-layer edges that connects the transformed
layers into a coherent structure. We base our compo-
sition on the observed inter-layer dynamics. Depend-
ing on the data source and problem of interest, the
way layers interact with each other differs. We will
consider several commonly seen situations in social
and technological networks.
4.1 Multiplex composition
We start with the simplest case of all, when inter-
layer structures are absent. In this case, simple ma-
trix addition does the trick, and we have the following
algorithm
Algorithm 1 Multiplex network composition
Input: weighted network layers: G1 =
(V,E1,A1), G2 = (V,E2,A2), ..., Gl =
(V,El,Al), parameters of the dynamics:
T 1, B1,T 2, B2, ...,T l, Bl,
Algorithm
• Apply the reweighing transformation A′i =
BiAi (A′i = BiAiBi for undirected graphs)
• Apply the scaling transformation W i = A′i +
(T i − I)D′i
Output the n× n adjacency matrix W =∑li=1W i
4.2 Multi-layer composition
While we recommend Algorithm 1 for purely mul-
tiplex networks, we need a more general framework
when inter-layer structures do matter. Consider the
following mathematical problem:
Formulation 1 (Super-adjacency Composition)
Given l transformed layers G1 =
(V,E1,W 1), ..., Gl = (V,El,W l), and egocen-
tric inter-layer dynamics (Mv : v ∈ V ), compose
a (ln × ln) weighted super-adjacency matrix, where
n = |V |,
W =

W 1 W 12 ... W 1l
W 21 W 2 ... W 2l
...
W l1 W l2 ... W l

to integrate the multi-layer network data. In addi-
tion, we require all off-diagonal blocks of W are di-
agoal matrices. In other words, W represent a diag-
onal multi-layer networks, as defined in [24], which
means that all inter-layer edges are between the same
vertex at different layers.
5
Remark: Here, in W, the l diagonal (n × n)-blocks
are directly fed from the first stage W 1,W 2, ...,W l.
We have used the model of egocentric inter-layer
dynamics for each vertex (Mv : v ∈ V ), with Mv
being the stochastic transition matrix for the inter-
layer instances of the same vertex v. Such egocen-
tric models are considered to be fundamental in the
formation of social structures[14, 9], and might be
readily available from existing social studies. They
are also easy to crawl in social networks that provide
cross-platform interfaces.
Together with the traditional horizontal perspec-
tive in Figure 2, egocentric inter-layer dynamics form
a vertical perspective of the same joint system, where
a unified dynamical process unfolds. For illustration,
consider our toy example of Figure 3. Suppose when
Alice receives a message from a phone call, she might
pass on the message directly by calling with proba-
bility 0.6 = 0.4 + 0.2, or relay the message through
emails with probability 0.3, or post it on a Facebook
wall with probability 0.1.
Our plan is to first formulate the network compo-
sition problem in the complete-information setting.
The mathematical characterizations of this ideal set-
ting can then be used to find feasible solution spaces
when only partial-information is available. The ad-
ditional degrees of freedom will also allow us to opti-
mize the design space of inter-layer edges, or predict
missing links. In this section, we will first show that
a “Dynamic view of network composition” leads a
feasible and unique formulation of W.
Which composed super-adjacency matrix W
properly integrates the multi-layer network
data with egocentric inter-layer dynamics?
To answer this questions, recall that the input is
specified by l transformed adjacencies W 1, ...,W l,
and n egocentric Markov models (Mv : v ∈ V ). In
the “dynamical view”, by Lemma 1 each layer W i
also uniquely defines a Markov model, MW i . To-
gether, these l + n Markov models define a joint
Markov model, whose ajacency structure is the de-
sired super-composition. Thus, we aim to identify
a weighted (ln × ln)-adjacency matrix W, whose
random-walk Markov model, MW, satisfies the fol-
lowing two basic conditions:
Alice
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Figure 3: Inter-layer dynamics of the toy example
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1. Layer Consistency: The random-walk Markov
model of each layer, MAi , i ∈ [1, 2, .., l], is the
projection of MW to that layer, and
2. Ego Consistency: The egocentric inter-layer
dynamics, Mv, of vertex v ∈ V , is the layer
marginals of MW at vertex v.
Recall that the projection of a Markov model M
onto a subset is simply the stochastic normalization
of corresponding principal submatrix of M . Thus,
Condition 1 is automatically achieved by setting di-
agonal blocks of W as W 1, ...,W l in Formulation 1.
Condition 2 addresses egocentric inter-layer dy-
namics. Notice that for each v ∈ V ,W defines an l×l
interlayer adjacency matrix Wv. The random-walk
process, MWv , is the projection of the joint Markov
process MW to the vertical slice consists of instances
of v in different layers. Condition 2 then requires
that MWv should be consistent with v’s egocentric
inter-layer dynamics Mv.
To be more specific, let qv,i denote the transition
probability according to MW for going from vertex v
in the ith layer to some u in the same layer. Let Qv
be the l × l diagonal matrix of [qv,i : i ∈ [l]]. Then,
Qv + MWv · (I − Qv) denote the layer marginals
of the joint Markov model MW at vertex v. Con-
sequently, Condition 2 requires that layer marginals
Mv = Qv +MWv · (I −Qv). Intuitively, egocentric
inter-layer dynamics Mv bridges between the orthog-
onal projections by including Qv as well as MWv .
Now we ready to present the main theorem of this
paper:
Theorem 3 For any multi-layer data (Ai : i ∈
[l],Mv : v ∈ V ), there exists a unique and feasible
super-composition W that satisfies both Layer Con-
sistency and Ego Consistency.
Proof Because Formulation 1 requires that all off-
diagonal blocks of W are diagonal matrices, we have
(l2 − l)n degrees of freedom after meeting Condition
1.
Notice that (Mv : v ∈ V ) are n stochastic l× l ma-
trices. Thus, Condition 2 represents (l2 − l)n dimen-
sional constraints, which matches perfectly with the
remaining degrees of freedom. Uniqueness proven.
To prove the feasibility of the unique solution, we
introduce the algorithmic framework Algorithm 2,
Algorithm 2 Multilayer network composition
Input: weighted network layers: G1 =
(V,E1,A1), G2 = (V,E2,A2), ..., Gl =
(V,El,Al), parameters of the dynamics:
T 1, B1,T 2, B2, ...,T l, Bl, and n l × l egocentric
inter-layer Markovian matrix Mu for each vertex
u ∈ V .
Algorithm
• Apply the reweighing transformation A′i =
BiAi (A′i = BiAiBi for undirected graphs)
• Apply the scaling transformation W i = A′i +
(T i − I)D′i
• Create a ln× ln empty matrix W
• Fill the l diagonal blocks (each of size n×n) with
W 1,W 2, ...,W l
• Construct the off diagonal blocks W ij (each of
size n × n) for all layer pairs i and j based on
Algorithm 3 with W 1,W 2, ...,W l as inputs
Output The super adjacency matrix
W =

W 1 W 12 ... W 1l
W 21 W 2 ... W 2l
...
W l1 W l2 ... W l

We need a subroutine Algorithm 3 to satisfy inter-
layer constraints at each node. we rearrange the row
and column ofW so that the counterparts of the same
vertex are grouped together. The rearrangement ex-
press W with the following block structures:
W¯ =

W1 W12 ... W1n
W21 W2 ... W2n
...
Wn1 Wn2 ... Wn,

where Wu,v are l× l matrices that have already been
fixed by Condition 1. The n matrices, Wv : v ∈
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V on the diagonal blocks, contains all entries that
we will need to set using Condition 2. Because the
rearrangement ofW preserves the diagonal entries up
to reordering, the diagonal entries of Wv, v ∈ V , are
also set by Condition 1. The rest n(l2−l) entries lead
to the same degrees of freedom we discussed earlier.
The reordered Wu blocks are closely related to the
egocentric adjacencies Xu underlying the egocentric
inter-layer dynamics Mu. The vertical slice in Fig-
ure 3 demonstrates such aXa, where intra-layer tran-
sitions are captured using self-loops. Subroutine Al-
gorithm 3 can now be specified as
Algorithm 3 Building inter-layer blocks
Input: transformed layers: G1 = (V,E
1,W 1), G2 =
(V,E2,W 2), ..., Gl = (V,E
l,W l), and a l × l ego-
centric inter-layer transition matrix Mu for vertex
u ∈ V .
Algorithm
• Create a l × l empty matrix Xu
• Fill the diagonal elements with Xiiu = diu(out)
• Construct the off diagonal elements
Xiju =
M iju
M iiu
diu(out)
Output Block Xu and repeat for each u ∈ V
Using Lemma 1, we can rewrite the steps in Algo-
rithm 3 as Xu = MuΓ, by setting the i
th entry of Γ
uniquely as diu(out)/M
ii
u . Intuitively, we are simply
respecting the layer inputs and using the intra-layer
dynamics to determine the vertex scaling factor.
From Figure 3, it is clear that the off-diagonal parts
ofXu is exactly what we are looking for inWu blocks.
Or Wu = Xu −Du(out), where the diagonal matrix
Du(out) is composed of d
i
u(out) entries. With the
uniquely solvable Xu blocks, we can now complete
the output W by filling its off diagonal blocks W ij
with reordered Wu blocks. On top of that, Algo-
rithm 3 will always lead to feasible solutions with the
constrains Xiju ≥ 0, provided that Mu entries are
well defined. Uniqueness and feasibility proven.
4.3 Overdetermined Composition
Based on Theorem 3, we have a fully determined sys-
tem for consistent network composition when we have
complete information about the personalized inter-
layer dynamics. In practice, depending on the in-
puts and constrains, we might have underdetermined,
overdetermined or even mixed systems.
If the network is undirected, the Markov process is
under the detailed balance condition. They also be-
come reversible, leading to a additional dependency
for each independent loop in Xu because of Kol-
mogorov’s criterion. To count the number of indepen-
dent loops, we simply subtract the number of edges
in a connected tree (l − 1) from the total number of
edges, as each additional edge on the tree will intro-
duce an independent loop. In our case, we consider
all possible inter-layer connections (a complete graph
Xu). Then the undirected Markov matrix would lead
to
l(l − 1)− [ l(l − 1)
2
− (l − 1)] = l(l + 1)
2
− 1
constrains. The degree of freedom of an undirected
marginalized adjacency Xu is
l(l−1)
2 . There are l − 1
more constrains than variables. Leading to:
Conjecture 1 In undirected graphs, the existence of
a Layer Consistent and Ego Consistent solution to
Formulation 1 depends on the inputs.
In our example Figure 3, we have dpa = 3 and
Xpea =
Mpea
Mppa
dpa =
0.1× 3
0.2 + 0.4
=
1
2
.
If Xu is undirected as shown in Figure 3, we have
Mepa =
Xepa∑
rX
er
a
=
0.5∑
rX
er
a
.
If the inputs does not satisfy the above constrain,
there will not be any feasible solution to Formulation
1.
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Other overdetermined systems can arise when we
have some direct measures of the inter-layer struc-
tures, and approximate solutions can be found by
minimizing some error terms. In real applications,
however, it is much more likely that we have less
empirical measures, and we will be facing systems
with additional degrees of freedoms. Such underde-
termined systems leave spaces for other considera-
tions, and are often associated with network design
and other optimization Formulations.
4.4 Underdetermined Compositions
In our combined social networks example Figure 2, we
might not know each user’s message routing strate-
gies, but we can can track the marginal distribution
among the layers of how the messages are propagated
for each user. In mixed membership community mod-
els [2], we can measure or infer the percentage of edge
type each vertex is associated with. Such information
is captured by the stationary distributions of Xu (for
example, the vertical slice in Figure 3). In these sit-
uations, we can restate the Formulation as
Formulation 2 Network composition with
inter-layer stationary distributions
Given transformed network layers: G1 =
(V,E1,W 1), G2 = (V,E2,W 2), ..., Gl = (V,El,W l),
and the stationary distributions over the layers piu
for each vertex u ∈ V , compose a super adjacency
matrix W satisfying Markovian consistency.
Algorithm 2 remains a valid framework for Formu-
lation 2. However, there will generally be no unique
solution with Algorithm 3 as the subroutine. The
inter-layer stationary distributions amounts to l − 1
constrains by considering the normalization condi-
tions. This leads to
l(l − 1)− (l − 1) = (l − 1)2
degrees of freedom for each user. A algorithmic solu-
tion to this underdetermined system can be specified
as Algorithm 4.
If we assume the underlying network is undirected,
the symmetry will reduce the degree of freedom to
l(l − 1)
2
− (l − 1) = (l − 2)(l − 1)
2
.
Algorithm 4 Building inter-layer blockXu with sta-
tionary distributions
Input: weighted network layers: G1 =
(V,E1,A1), G2 = (V,E
2,A2), ..., G2 = (V,E
l,Al),
and n l× 1 stationary distribution vector piu for each
vertex u ∈ V .
Algorithm
• Create a l × l matrix Xu with l2 free variables
• Constrains the diagonal elements with Xiiu =
diu(out)
• Solve for the off diagonal elements with the con-
strains
∀i 6= j, pi
i
u
piju
=
∑
∀r
Xiru
Xjru
Output Block Xu and repeat for each u ∈ V
With l = 2, we recover a fully determined system. In
Algorithm 4, the solution will be
X12u =
pi1ud
2
u − (1− pi1u)d1u
(1− 2pi1u)
=
pi1u(d
2
u + d
1
u)− d1u
(1− 2pi1u)
.
For it to be feasible, we need X12u ≥ 0 or
0.5 ≤ pi1u ≤
d1u
d1u + d
2
u
or 0.5 ≥ pi1u ≥
d1u
d1u + d
2
u
.
For underdetermined systems in general, we can
specify an optimization objective function and use
the additional degrees of freedom for network designs.
Assuming the feasible solutions to Algorithm 4 form
a family of {W} whose random-walk Markov process
is consistent with the constrains, we may have
• Minimum network volume:
minW∈{W}
∑
u,i,jW
ij
u ;
• Maximum conductance:
maxW∈{W}minS∈V
cut(S)∑
u∈S doutu
, where V is
the super composed vertex set with layer copies;
as potential objective functions.
Another common scenario leading to underdeter-
mined systems is when we have inter-layer distance
9
measures. Fully specified pair-wise layer distances
amounts to l(l − 1) − 1 constrains, leaving a single
degree of freedom which can also be interpreted as
the scaling of the inter-layer edge weights relative to
their intra-layer counterparts.
This construction is particularly suitable for com-
bining time series of networks into multilayer struc-
tures. The temporal structure forms a one dimen-
sional line. In the case when all vertices in the same
layer shares the same time stamp, and we measure
the distance between layers simply by the time differ-
ence, inter-layer adjacencies Xu become the same for
all vertices. Similarly, the degree of freedom for each
vertex combines into a global parameter of inter-layer
strengths. Such “layer coupled” multilayer structures
have appeared in many previous studies as we dis-
cussed in Section 1.
We will demonstrate how Algorithm 4 and inter-
layer distance models might be applied to real data
set in Section 5.
5 Empirical examples
We apply the framework to study real world data
sets. We demonstrate that community structure in a
multi-layer network is sensitive to details of the inter-
layer and intra-layer dynamics. Community struc-
ture is produced through graph bisections using the
sweeping algorithm in [19].
5.1 Impact of layer transformations
To illustrate how layer transformation affect the
structure of the resulting multi-layer network, we use
the road network in the city of Washington DC. As
shown in Figure 4, we modeled local roads and high-
ways as two layers, with inter-layer edges represent-
ing highway entrances and exits. The data are based
on the attributed undirected network provided by
the 9th DIMACS implementation challenge–Shortest
Paths [13]. The top highway layer combines road cat-
egory A1, A2, A3. Inter-layer edges are constructed
by matching vertex labels at both layers. After
removing the disconnected components, we have a
Figure 4: Bisection of road networks in DC with dif-
ferent composition rules
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multi-layer network with 10834 vertices and 28137
edges.
For comparison, we first used a conventional con-
struction. Each highway connection received a weight
of 2.0 while a local road or a highway entrances and
exits received weights of 1.0. This is based on the av-
erage speed estimates listed by road categories [13].
Applying the graph bisection algorithm, we identi-
fied the traffic bottleneck along the Anacostia River
as demonstrated on the top of Figure 4.
In contrast, when we applied our general compo-
sition framework Algorithm 2 to the dataset, a very
different picture emerged. Using the total degree as
a measure, the conventional construction leads to a
12.7% traffic load on the highways. On the bottom
of Figure 4, we scaled the high way layer by a con-
stant factor of 3.14, leading to a 20% highway traffic
load. We also introduced traffic delays at each in-
tersection, with a delay factor τ proportional to its
degree. We lack empirical observations for inter-layer
Markovian matrices Mu. Here we made a simple as-
sumption that vertices with both highway and local
road accesses all follow a 20 − 80% inter-layer sta-
tionary distribution with 4-times the traffic on the
highway layer. This allows us to use Algorithm 4
in the last step of Algorithm 2 and recover a fully
determined system.
Using the same graph bisection algorithm, the new
composition finds the traffic bottleneck at the cen-
ter of the city, as demonstrated on the bottom of
Figure 4. Based on more realistic traffic patterns,
our composition framework puts more weight on the
highway layer whose structure is less bottlenecked by
the Anacostia River.
5.2 Impact of inter-layer edges
We illustrate the impact of inter-layer compositions
using a multilayer coauthorship networks. Specifi-
cally, we represent coauthorship networks over time
as a multi-layer network, where each layer corre-
sponds to a snapshot of the coauthorship network at
some time. As in other real world applications, how-
ever, the inter-layer dynamics is difficult to specify.
Here we use the interlayer distance approach intro-
duced in Section 4.3.
Figure 5 presents a collaboration networks centered
around four authors: Shang-hua Teng, Daniel Spiel-
man, Gary Miller and Kristina Lerman, as well as
their coauthors on papers appearing in the ACM Dig-
ital Library. Each layer represents a separate time
period: from bottom to top, it is 1985-1994, 1995-
2004, and 2005-2014. The weight of an intra-layer
edge represents the number of times two authors col-
laborated during that time period, while inter-layer
edges connect the same author between neighboring
decades, with weights reflecting the relative time dis-
tances.
Since the distance between layers is uniform, all
inter-layer edges have the same weight. Changing the
global parameter of inter-layer edge strength, we get
three different bisections of the network into com-
munities using the normalized Laplacian [19]. In
Figure 5(a), the weight of each inter-layer edge 0.5
(half of the weight of a collaboration), resulting in
a mostly horizontal bisection. In Figure 5(c), the
weight of inter-layer edges is 5.0, resulting in a ver-
tical bisection, as separating layers is much more ex-
pensive. The most interesting case is when we set the
weight on inter-layer edges to 1.0. For the earlier two
decades, authors surrounding Shang-hua Teng and
his Ph.D. advisor Gary Miller forms the red com-
munity largely consist of theoretical computer scien-
tists. In the latest decade, however, the algorithm
put Shang-hua Teng into the cyan group together
with Kristina Lerman where the focus has switched to
graph mining and modeling. The algorithm has con-
sistently put Shang-hua Teng and Daniel Spielman in
the same community as they collaborated extensively
throughout the years.
6 Conclusion
In this work, we proposed a mathematically princi-
pled framework for multilayer network composition
based on a unifed dynamical process. We developed
theorems and algorithms to construct a joint struc-
ture that can reflect the different intra and inter-layer
dynamics in the inputs.
We also discussed and demonstrated a few prac-
tical situations when the system is not fully deter-
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(a)
(b)
(c)
Figure 5: Bisection of coauthor networks using dif-
ferent inter-layer strengths
mined. In future works, we plan to explore approx-
imate solutions for overdetermined systems and in-
vestigate in greater details of the associated network
design and optimization problems for overdetermined
systems.
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