In this work we use the extremization method of various information-theoretic measures (Fisher information, Shannon entropy, Tsallis entropy) for d-dimensional quantum systems, which complementary describe the spreading of the quantum states of natural systems.
I. INTRODUCTION
Let us consider a d-dimensional system of N fermions with spin s characterized by the wavefunction ψ( r 1 , . . . , r N ; σ 1 , . . . , σ N ), for r i ∈ R d and σ i ∈ {1, 2, . . . , q ≡ 2s + 1}, being antisymmetric in the pairs ( r i , σ i ) for all i. Then the norm ψ|ψ is ψ|ψ = 
which is completely characterized by the knowledge of its radial expectation values r k = R d r k ρ( r) d d r. A similar statement can be written in momentum space for the momentum (i.e.,
Fourier-transformed) wavefunctionψ( p 1 , . . . , p N ; σ 1 , . . . , σ N ), the momentum single-particle density γ( p) and the momentum moments
Moreover, the notation r = | r|, p = | p|, and atomic units (e = m = = 1) have been used throughout the paper.
The search for relationships (generally of inequality type) which interconnect properties of the position and momentum densities of quantum systems has been of permanent interest from the very beginning of quantum mechanics [1] up to now [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] for both fundamental (e.g., mathematical realizations of the Heisenberg uncertainty principle, stability of matter) and applied (e.g., electronic structure of natural systems) reasons. These single-particle densities are completely characterized by the knowledge of the radial expectation values in the two conjugate spaces which often describe (aside of a numerical factor) numerous fundamental quantities of the system (see e.g., [9, 12, 13] ), for instance the magnetic susceptibility r 2 , the height peak of the Compton profile p −1 the kinetic energy p 2 , the relativistic Breit-Pauli energy p 4 , the total electron-electron repulsion energy p 3 , etc. Emphasis is usually centered about the inequality-type relations among the expectation values r n of the position density ρ( r) and the momentum radial expectation values p n [11, 12, [14] [15] [16] [17] [18] ] not only in three dimensions but also for quantum systems of arbitrary dimensionality d [19] [20] [21] [22] . All these inequality-type relations rely on some mathematical constraints on the momentum density γ( p).
In this work, we have employed a novel procedure to obtain direct links between the expectation values r α and the momentum expectation values p k for d-dimensional quantum systems, which starts with the inequality-type relationships between the momentum radial expectation values p k and the entropic moments of the position density, W n [ρ] defined as
The position entropic moments W n [ρ] describe, and/or are closely related to, some fundamental and/or experimentally accesible quantities (see e.g., [9, 11] ), such as e.g. Thomas-Fermi kinetic energy W 5
3
[ρ], the Dirac-Slater exchange energy W 4
[ρ], the Patterson function of x-ray crystallog-
, etc. In fact, the energetic quantities of the many-electron systems can be expressed in terms of these entropic moments as already pointed out [23, 24] in the framework of the density theory functional [7] Recently, it has been argued that the the momentum expectation values and the position entropic moments for d-dimensional systems of N fermions with spin s fulfil the following semiclassical spin-dependent uncertainty-like relations of Daubechies-Thakkar type [9, 11, 25] (see also [26] ):
where k > 0, and
Note that for k < 0, the sign of inequality (3) is inverted. Also note that these expressions simplify for three-dimensional systems as
and
and s = 1/2) , which were previously found by means of numerous semiclassical and Hartree-Fock-like ground-state calculations in atoms and diatomic molecules [9, 11, 14, [27] [28] [29] . Moreover, the case k = 2 in Eq. (3) was previously conjectured by Lieb (see e.g. [2] ) and weaker versions of it have been rigorously proved, as discussed elsewhere [11] . In fact, Eq. (3) with constant
Daubechies [25] . Let us also mention that a number of authors have published some rigorous d-dimensional bounds of the same type [3, 30] with much less accuracy. Furthermore, let us point out that the inclusion of the spin s in the lower bound (3) for the expected value of p 2 was considered by Hundertmark [30] and applied to obtain uncertainty-like relations in [31] ; the extension to p k has been recently used [26] in a similar sense.
The second step in our procedure is to invoke the information-theoretical grounds of Tao [15, 16, 32] and other authors [12, 20, [33] [34] [35] [36] [37] [38] ] to estimate to a very good approximation the position entropic moments W n [ρ] by means of the bounds provided by the entropic moments of the extremum-entropy distribution obtained with the extremum-entropy principle of information theory. This principle provides an interesting constructive method which objectively estimates the unknown distribution when only partial information (e.g., some radial expectation values) is given about a probability distribution. This method gives rise to an extremum-entropy distribution which is the 'leastbiased' (minimally prejudiced) one among all those compatible with the known data, which are the constraints to be imposed in the variational problem when solving it by determining the values of the associated Lagrange multipliers. Indeed, for a generic information-theoretic measure Q [ρ] subject to the constraints r 0 ≡ ρ( r) d d r = N and r α = r α ρ( r) d d r, α > 0, we extremize it by taking variations of the form
where λ and µ are Lagrange multipliers (see e.g. [37, 38] ). The best known and most useful information-theoretic quantities, which complementary describe the spreading properties of the probability distribution ρ( r), being r = (x 1 , x 2 , . . . , x d ), all over the space are the Shannon entropy
the Tsallis entropy T q [ρ] given [40] by
and the Fisher information I[ρ] of the density which is defined [41] by
(where ∇ d denotes the d-dimensional gradient operator), respectively. Let us point out the well-known fact that for t → 1 the Tsallis entropy T q is equal to the Shannon value S ρ . The corresponding extremization problems associated to the Shannon and Tsallis entropies are the maximization entropy problems, briefly called as MaxEnt and MaxTent problems; and the one associated with the Fisher information is called by minimization Fisher problem (briefly, MinInf problem); see e.g. [37, 38] ) and references therein for further details.
Hereafter we use this two-step method to obtain the lower bounds to the Heisenberg-like products r α p k of N -fermion systems by use of the analytical solutions of the MaxEnt (see Section II), MinInf (see Section III) and MaxTent (see Section IV) problems with the above mentioned constraints ( r 0 = N, r α ). Some particular cases are numerically examined for a large set of neutral atoms and, moreover, they are compared with the corresponding ones obtained by other authors.
II. MAXENT-BASED HEISENBERG-LIKE UNCERTAINTY RELATION
Here we will apply the methodology described in the previous section to find the Heisenberglike uncertainty products r α p k of d-dimensional N -fermion systems by use of the analytical solution ρ S (r) of the MaxEnt problem with the constraints ( r 0 = N, r α ). Then, we center around the corresponding products in the three-dimensional case, and finally we consider a few particular cases.
Following the lines described in [37, 38] , the d-dimensional density which maximizes the Shannon entropy (7) when the constraints correspond to one radial expectation value r α in addition to the normalization to the number of particles N is given by
where the Lagrange multipliers have the form
Now, we compute the entropic moments (2) of the maximizer solution (10) and insert them into the semiclassical position-momentum inequality (3). We have found the following set of d-dimensional uncertainty-like relations:
with α > 0, k > 0 and q = 2s + 1. It is straightforward to obtain that for real N-electron systems (d = 3 and q = 2), one has that the uncertainty-like relations simplify as
Some particular cases of these inequalities are shown in the Table II the approximate values for the lower bounds of a few Heisenberglike products. The accuracy of these uncertainty-like relations has also been studied for almost all the neutral atoms [15] and numerous diatomic molecules [16] . 
III. MININF-BASED HEISENBERG-LIKE UNCERTAINTY RELATION
In this section we apply the methodology to obtain the Heisenberg-like uncertainty products According to the lines developed in [36] (see also [37, 38] ) we have determined the following expression for the minimizer density
which simplifies for the three dimensional case as
Then, the semiclassical position-momentum inequality (3) together with the entropic moments of the minimizer density ρ I,d (r) allow us to obtain the uncertainty-like products
with k > 0, and q denotes the number of spin states of each constituent fermion as already mentioned. In the particular case where d = 3 and s = 1/2, this inequality reduces to the following uncertainty-like relation
which is valid for all antisymmetric wavefunctions of N -electron systems.
In Table III a few particular cases of this Heisenberg-like relation are given for the lowest values of k. Let us now compare these lower bounds on the Heisenberg-like products r −1 p k (obtained here by use of the MinInf density) with the corresponding MaxEnt-based results obtained by Tao et al [15, 16] , which seems to be the best one published in the literature, at least for the instance r −1 −2 p 2 . In particular, in Table IV we can appreciate that the MinInf-based lower bound on the uncertainty-like product r −1 −2 p 2 is a factor 1.25 better than the corresponding MaxEnt-based one [15, 16] . Finally, we should point out that there exist other lower bounds on the Heisenberg-like products r −1 p k , but they only take into account the proper contribution of the spatial degrees of freedom.
In particular, an interesting Rényi-based bound on the product r −1 −2 p 2 , has been recently published [42] , where the electron density has been averaged for spin and normalized to unity.
Hence, proper care has to be taken in comparing this with our results. The proper consideration of the contribution of the spin degrees of freedom decreases the lower bound, thus worsening its accuracy.
IV. MAXTENT-BASED HEISENBERG-LIKE UNCERTAINTY RELATION
Let us now use the previous methodology to determine the Heisenberg-like uncertainty products r α p k of three-dimensional N -fermion systems by use of the analytical solution ρ T (r) of the MaxTent problem (i.e., the maximization of the Tsallis entropy T t [ρ]) with the constraints ( r 0 = N, r α ).
According to the lines given in [37, 38] , we first determine the density ρ T (r) which maximizes the Tsallis entropy (8) when the constraints are (N, r α ). There are two different cases:
• If t > 1 and α > 0, the maximum entropy density only exists for a finite interval r ∈ [0, a], where a is a parameter to be determined within the framework of our variational procedure, as a function of the corresponding Lagrange multipliers.
• If 0 < t < 1 and α > 3 1−t t , the maximum entropy density exists for any value of r.
A. Case 0 < t < 1, α > 3 1−t t and k < 0
In this case the Tsallis maximizer density is
where
Now we compute the entropic moments (2) of the maximizer solution (19) and insert them into the semiclassical position-momentum inequality (3), obtaining the following set of uncertainty-like relations:
with α > 3 1−t t , 0 < t < 1 and k < 0, which are valid for all antisymmetric states of real systems of N fermions with spin s.
In the particular case where k = −1, α = 2 and s = 1/2 one obtains with t ≥ 0.78 the uncertaintylike product
which is valid for all antisymmetric states of N-electron systems. A similar expresssion can be derived for an upper bound on the product p 2 r −1 −2 . Their interest lies in the fact that the former uncertainty product allows one to correlate the diamagnetic susceptibility and the peak of the Compton profile (which are equal, except for a factor, to r 2 and p −1 , respectively, as previously mentioned), whilst the latter involves the kinetic and electron-nucleus attraction energy (which, except for a factor, are equal to p 2 and r −1 , respectively, as already mentioned).
Moreover, we have
where we have used the upper bound (23) with t = 0.78 and the lower bound (12N ) In this case the Tsallis maximizer density is
Γ(x+y) . Then, the calculation of the entropic moments (2) of the maximizer solution (25) and the semiclassical position-momentum inequality (3) allows us to determine the following set of uncertainty-like relations:
with α > 0, k > 0 and t > 1, which are valid for all antisymmetric states of real N fermions with spin s. A few particular cases of this set obtained with t = 2 are given in Table V . In summary, the resulting MaxEnt-based and MinInf-based uncertainty-like inequalities given by Eqs. (13) and (17), respectively, not only extend to d-dimensional systems the corresponding ones previously obtained in the literature for three-dimensional systems by use of different methodologies, but they often improve them. Moreover, the MaxTent-based inequality-like relationships given by Eqs. (22) and (28) , here obtained for three-dimensional systems, seem to have in general a better accuracy than the corresponding MaxEnt-based ones (which are the most accurate values reported so far), as it is numerically shown here for various particular cases applied to a large variety of neutral atoms from He to Xe for illustrative purposes.
Nevertheless, there is still large room for improving these inequalities. Much work along the lines of the present study is needed, not only because of the insufficient accuracy of these uncertainty-like relations but also because of the the correlation between fundamental and/or experimentally accessible quantities (e.g., the volume, the ionization energy, electronegativity, hardness and other atomic and molecular properties) is very relevant in the framework of the density functional theory, as already pointed out elsewhere [6, 9-11, 14, 16, 17, 45] .
Finally, we are aware that there exist other information-theoretic approaches to the uncertainty principle such as for example the application of majorization theory [46] [47] [48] [49] [50] [51] , which relies on the partial order on probability vectors to characterize uncertainty. Majorization-based formulations of the uncertainty principle, although mathematically more complex, complement the entropic and variance-based formulations, leading to a deeper knowledge of the fundamental aspects of uncertainty and disorder in quantum theory. They have been developed for finite-dimensional quantum systems, showing a great interest in the theory of quantum information. However, its extension to infinite-dimensional Hilbert spaces is presently very challenging. We wonder whether our work might provide hints towards the generalization of the majorization-like ideas for continuous variables. This is an open problem which deserves to be separately considered.
[51] Rudnicki L., Pucha la Z., and Zyczkowski K. 2014 Phys. Rev. A 89 052115
