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Abstract
k is a field of characteristic p, λ ∈ k, λ = 0 or 1, and g(x, y, z) = zD − xy(x + y)(x + λy) with
p ≡ ±1 (D). Under a certain hypothesis, Z∗(l) on l = p/D (which has been verified for l  11)
we calculate en(g) = deg(xpn, ypn, zpn, g) for all n. The technique is based on the p-fractals of
Teixeira and the author; the very concrete results are stated in terms of a family of dynamical systems
parametrized by λ.
 2005 Elsevier Inc. All rights reserved.
Introduction
Let k be a field of characteristic p and g = zD − H(x,y) with H ∈ k[[x, y]]. Teixeira
and the author [3] have used techniques based on p-fractals to derive general results about
the Hilbert–Kunz function n → en(g), en = deg(xpn, ypn, zpn, g). (Here and throughout,
degJ denotes the colength of the ideal J in k[[x, y]].) We have shown that en = cp2n +
(periodic function of n) · pn + O(1), and have given conditions under which the periodic
term is zero. When k is finite we have shown that the above c, known as the “Hilbert–Kunz
multiplicity” of g, is in Q, and that the O(1) term is eventually periodic.
The present paper, which is independent of [3], treats a special case of the above prob-
lem in detail, using a p-fractal based method developed in Section 4 to calculate the
numbers en+1(g) − p2en(g). We assume that H is a smooth form, p4, of degree 4 andE-mail address: monsky@brandeis.edu.
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would show that en = cp2n + (eventually periodic), but we are after completely explicit re-
sults, determining both c and the error term for all the above zD −p4 in all characteristics.
Throughout the rest of this section H is a smooth form of degree 4 and en = en(g) =
en(z
D −H) with p ≡ ±1 (D). We shall assume D > 2, the cases D = 1 and D = 2 being
easy.
Let l = p/D. We shall need a hypothesis Z∗(l) on l; a computer-aided verification of
Z∗(l), 0 l  11, has been made by Teixeira. There seems to be no doubt that Z∗(l) holds
for all l—there may be an approach to a proof using the “triple resultants” of Teixeira and
the author.
To state our results it’s necessary to introduce the notion of the l-level of H . This is
an element of the set {1,2, . . .} ∪ {1∗,2∗, . . .} ∪ {∞}; the precise definition makes use of a
dynamical system depending on a cross-ratio, λ, of the 4 zeros of H ; it may be effectively
and efficiently computed. We will show that the en (for fixed p and D) only depend on this
l-level. Indeed:
Theorem (See Theorems Ia,b and IIa,b of Section 5).
(1) If the l-level of H is ∞, en = ( 4D−4D )(p2n − 1), n > 0.
(2) If the l-level is d∗ and p ≡ 1 (D) or if the l-level is d and p ≡ −1 (D), then en =
( 4D−4
D
)(p2n − 1)+ ε where ε = 1 if d | n and is 0 otherwise.
(3) If the l-level is d and p ≡ 1 (D) or if the l-level is d∗ and p ≡ −1 (D), then en =
( 4D−4
D
+ (D−2)2
p2dD
)p2n for n > d .
When l = 0 the l-level of H is easily described. Let λ be a cross-ratio of the 4 zeros of H
in P1 (an algebraic closure of k). Then:
(a) If λ is transcendental over Z/p, the l-level is ∞.
(b) If λ is algebraic over Z/p, the l-level is d∗ where d is the degree of λ over Z/p.
Example 0.1. Suppose that p = 3 and D = 4, so that l = 0. Then, from (1) and (3) above
we conclude that the Hilbert–Kunz multiplicity of z4 − xy(x + y)(x + λy) is 3 + 1/9d ,
where d is the degree of λ over Z/p.
Our techniques may be a bit daunting to those unfamiliar with [2], which is the essential
prerequisite for this paper, so we shall conclude the introduction with a guide for the (po-
tentially) perplexed. Suppose h = ∏r1 hi , with hi pairwise prime irreducible elements of
k[[x, y]], chark = p. Set B = k[[x, y]]/h. As this paper is an extended application of [2] to
Hilbert–Kunz functions, the reader will appreciate dossiers on the main characters of [2].
They are:
(1) 
, the rationals in [0,1] with denominator a power of p, and the Q-vector space of
functions 
r →Q, called V here, and F r in [2].
352 P. Monsky / Journal of Algebra 291 (2005) 350–372(2) The set X of ideal classes in B , and the subset X2 of 2-generator ideal classes. X2 iden-
tifies with an orbit space. Recall that two ideals of B (ideals are always assumed to
contain a non-zero-divisor) are in the same class if they are isomorphic as B-modules.
(3) The element ϕI of V attached to an ideal I of B .
(4) The magnification maps T(p|b) :V → V where b is an r-tuple, (b1, . . . , br ), 0 b1 <p.
These are introduced at the start of Section 2 of [2].
(5) The magnification maps τ(p|b) :X2 → X2, b as above.
(6) The principal reflection map R :X2 → X2.
A smaller role is played by a certain elementary 2-group of “reflections,” acting on X2.
We will use them when r = 4 and the hi are linear. Then, for each S ⊂ {1,2,3,4}, one has
an involution RS of X2. The R{i} (i = 1,2,3,4), commute. RS is the composition of the
R{i}, i ∈ S. For convenience we will abbreviate R{1,2} to R12, etc.
Starting with Proposition 1.5 we will place occasional signposts directing the reader to
parts of [2] that develop these characters. Explicitly:
• [1X] is a reference to Section 5, through Lemma 5.4 (this treats X, X2 and the τ(p|b)),
and to Lemma 5.14 and the discussion following it, identifying X2 with an orbit space.
• [1ϕ] refers to Definition 3.1 and Lemma 3.4, dealing with ϕI .
• [1R] directs the reader to material from Definition 5.5 through Remark 5.10, dealing
with R.
• [1ref] directs the reader to Definition 5.15 through Proposition 5.22, treating the re-
flections RS .
• Finally, [1Ex3] is a referral to [2, Section 6, Example 3], where r = 4 and the hi are
linear. In that section, X2, R, the RS and the action of τ(p|0,0,0,0) are described in
detail. A useful fact is that R fixes every element of X2, with the exception of the 16
reflections of the class of (x, y).
The reader is also advised to keep the following outline of the paper in mind.
Section 4, which can be read independently, is of a general “machine-building” char-
acter, giving a method for analyzing en(g) = en(zD − H) for an arbitrary square-free H
in k[[x, y]] when p ≡ ±1 (D). (The method has narrower applicability than that of [3],
but is more explicit, and more convenient for our purposes.) We build a dynamical sys-
tem on X2(H) with initial state the class of (x, y), and we show how to determine
en+1(g) − p2en(g) from the nth state of the system. If we set l = p/D, the operator
generating the system is the magnification operator τ = τ(p|l,...,l) when p ≡ 1 (D), and is
R ◦ τ , R being the principal reflection operator, when p ≡ −1(D).
In Sections 2, 3, and 5, H is a product of 4 linear forms, and we continue the analysis of
X2(H), under the action of magnification operators, begun in Example 3 of [2]. Throwing
away some elements of X2(H) we get a set Y , with Y − O almost parametrized by P1(k)
(one point, Eλ, has a “double,” R(Eλ), attached to it). Y is stable under the various mag-
nification operators τ(p|l,l,l,l), and under R (which merely interchanges Eλ and R(Eλ)).
We describe the action of the magnification operators in terms of the parametrization; they
are essentially morphisms P1 → P1. In Section 3 we fix an l with 0 < l < (p − 1)/2,
assume Conjecture Z∗(l) (see the next paragraph), and attach to H and l a certain invari-
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τ = τ(p|l,l,l,l) are needed to transform the class of (x, y) into the principal class O , or to
return it to the class of (x, y). The l-level is a basic invariant of the dynamical system that
we introduced in Section 4, and in Section 5 we use the l-level to compute the numbers
en+1(g) − p2en(g) when H is a product of 4 linear forms, g = zD − H , p ≡ ±1 (D) and
l = p/D. The desired formulæ for the en(g) follow.
There is one point at which the computation in Section 5 appears to be inconclusive.
This is in determining en+1 − p2en at the point when the state of the dynamical system
passes from some E = O to O , and E is not R(Eλ), the principal reflection of the class
of (x, y). We do not believe this can occur. This is our Conjecture Z∗(l), presented with
computer-aided evidence (thanks to Pedro Teixeira) in Section 1. (However a weaker con-
jecture, Z(l), which we recently succeeded in proving, allows us to determine en+1 −p2en
in this “impossible” case.) As we noted in the previous paragraph, Conjecture Z∗(l) is
assumed once we enter Section 3 in which the l-level is defined.
1. Conjectures Z(l) and Z∗(l)
l is a positive integer and k a field of characteristic p with p > 2l. λ and α are elements
of k with λ = 0 or 1. H = h1h2h3h4, where h1 = x, h2 = y, h3 = x + y, h4 = x + λy.
Take t ∈ k1/p with (λt)p = α. The essential content of the conjectures of this section is that
certain homogeneous colon ideals in k[x, y] cannot have principal image in k[[x, y]]/H .
See the conclusion of the introduction for an explanation of the relevance of this conjecture
to our Hilbert–Kunz function calculations.
Definition 1.1. For t = 1, F = (x + y)2 and G = (x +λy)(x + ty). For t = 1, F = (x + y)
and G = (x + λy).
Conjecture Z(l). Let p, λ and α be arbitrary as above. Then the colon ideals (Fp,Gp) :
Hlh1h3 and (Fp,Gp) : Hlh2h3 cannot each contain a form of degree p(degF)− 2l − 2.
Remark 1.2. Conjecture Z(l) turns out to be a special case of a far more general conjec-
ture; namely that made in the final sentence of Section 7, question (4) of [2]. We will, in
work to appear, prove that conjecture and related ones, and so establish Z(l).
I will sketch a computer-assisted proof of Z(3). Suppose first that t = 1. Then
(Fp,Gp) : H 3h1h3 = (C1,C2) : x4y3 where C1 = (x+y)2p−4 and C2 = (x+λy)p−3(xp+
tpyp). If this colon ideal contains a form of degree 2p − 8 then some k-linear combina-
tion of x3C1, x2yC1, xy2C1, y3C1, λ4x2C2, λ5xyC2 and λ6y2C2 is a non-zero multiple of
x4y3. In other words, the coefficients of the monomials x2p−1, x2p−2y, x2p−3y2, x3y2p−4,
x2y2p−3, xy2p−2 and y2p−1 in this linear combination must all be 0. Since p > 3 these
monomials are distinct, and the 7-by-7 matrix formed from the appropriate coefficients of
x3C1, . . . , λ6y2C2 must have determinant 0.
Now the coefficients of x3C1 = x3(x + y)2p−4 are 1,
(2p−4
1
)
,
(2p−4
2
)
, 1, 0, 0, 0.Since chark = p and p > 2, the first row of our matrix is (1,−4,10,1,0,0,0).
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3
)
λptp ,
(2p−3
2
)
λp+1tp ,
(2p−3
1
)
λp+2tp , λp+3tp . So the final row of the matrix is
(0,0, λ6,−10α,6αλ,−3αλ2, αλ3). The entire matrix, M1, is
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −4 10 1 0 0 0
0 1 −4 −4 1 0 0
0 0 1 10 −4 1 0
0 0 0 −20 10 −4 1
λ4 −3λ5 6λ6 −3α αλ 0 0
0 λ5 −3λ6 6α −3αλ αλ2 0
0 0 λ6 −10α 6αλ −3αλ2 αλ3
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Suppose next that t = 1. Then (Fp,Gp) : H 3h1h3 = (C1,C2) : x4y3 where C1 =
(x + y)p−4 and C2 = (x + λy)p−3, and we are assuming that this colon ideal contains
a form of degree p − 8. An entirely similar calculation then shows that the matrix above,
with α = λp , has determinant 0.
In like fashion we show that if the colon ideal (Fp,Gp) : H 3h2h3 = (C1,C2) : x3y4
contains a form of degree p(degF)− 8 then the following matrix M2 has determinant 0:
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −4 10 −20 0 0 0
0 1 −4 10 1 0 0
0 0 1 −4 −4 1 0
0 0 0 1 10 −4 1
λ3 −3λ4 6λ5 −10λ6 α 0 0
0 λ4 −3λ5 6λ6 −3α αλ 0
0 0 λ5 −3λ6 6α −3αλ α2λ
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Now let L and A be indeterminates over Z and M∗1 , M∗2 be the matrices obtained from
M1 and M2 by replacing λ by L and α by A. Let f1 ∈ Z[L,A] and f2 ∈ Z[L,A] be the
determinants of M∗1 and M∗2 . A Maple calculation shows that the A-resultant of f1 and
f2 is −211 · 34 · 54 · L40(L − 1)28. So some Z[L,A]-linear combination of f1 and f2
is −211 · 34 · 54 · L40(L − 1)28. Now under our hypothesis, f1(λ,α) = f2(λ,α) = 0. So
211 · 34 · 54 · (λ− 1)28(λ)40 = 0. But p > 6 and λ = 0 or 1, giving a contradiction!
One may make a similar computation for any l. When l = 1, the resultant is
−2L(L − 1)2, when l = 2 it is 211 · 34 · L11 · (L − 1)10 and when l = 4 it is 212 · 516 ·
74 · L98(L − 1)60. So Z(l) holds for l  4. Teixeira has extended these calculations to all
l  13. In each case the resultant is the product of a power of L, a power of L − 1, and
powers of primes  2l.
For our application to Hilbert–Kunz functions we need a consequence, Proposition 1.5,
of Z(l).
Lemma 1.3. If p  2l, the ideal (Fp,Gp) : Hl of k[x, y] can be generated by non-zero
forms u3 and v3 with degu3 + degv3 = 2p degF − 4l.
Proof. If Hl ∈ (Fp,Gp), take v3 = 1 and u3 arbitrary of degree 2p degF − 4l. Suppose
Hl /∈ (Fp,Gp). By the Hilbert syzygy theorem, the module of k[x, y] relations between
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and vi are forms, degu1Fp = degu2Gp = degu3Hl = m1 and degv1Fp = degv2Gp =
degv3Hl = m2. Note that v3 = 0. For if v3 = 0, since (Fp,Gp) : Hl = (u3, v3) and
(u3, v3) ⊃ (Fp,Gp) has finite colength, u3 must be a constant, 1 ∈ (Fp,Gp) : Hl and
Hl ∈ (Fp,Gp).
It is well known that u1v2 − u2v1 = (an element of k∗) · Hl ; see for example the
argument given in [2, Lemma A1]. Multiplying by FpGp we find that m1 + m2 =
degFpGpHl = 2p degF + 4l. So degu3 + degv3 = m1 +m2 − 8l = 2p degF − 4l. 
Remark 1.4. It’s easy to see that the ideal (Fp,Gp) : Hl of k[[x, y]] is also generated by
u3 and v3.
Proposition 1.5. Suppose that Z(l) holds, and that the image in k[[x, y]]/H of the ideal
(u3, v3) = (Fp,Gp) : Hl of k[[x, y]] is principal. Then degu3 and degv3 differ by 2.
Proof. We may assume degu3  degv3. By Lemma 1.3, what we need to show is
that degv3 = p degF − 2l − 1. Suppose first that degv3  p degF − 2l − 2. Then v3
is a non-zero element of both (Fp,Gp) : Hlh1h3 and (Fp,Gp) : Hlh2h3 having de-
gree  p degF − 2l − 2; this contradicts Z(l). It remains to eliminate the possibility
degu3 = degv3 = p degF − 2l.
Our references are [1X, 1Ex3]. L is the full ring of fractions of B = k[[x, y]]/H , and
Li the field of fractions of k[[x, y]]/hi . Then P1(L) identifies with the Cartesian product
of P1(Li) = Li ∪ {∞},1  i  4. The set of 2 generator ideal classes, X2(H), of B is
the quotient of P1(L) by the action of GL2(B). Now if degu3 = degv3, the point
(
u3
v3
)
of P1(L) has its 4 coordinates in P1(k) = k ∪ {∞}. Since (u3, v3) is principal in B , the
point
(
u3
v3
)
is in the same orbit as (0,0,0,0). It follows easily that it’s in the same GL2(k)
orbit, and that all 4 of its coordinates are the same. We may assume that all 4 coordinates
are 0. Then u3 = Hw for some form w, h2h4w is in (Fp,Gp) : Hlh1h3, and h1h4w is in
(Fp,Gp) : Hlh2h3. This contradicts Z(l). 
There is strong empirical evidence for the following strengthening of Z(l):
Conjecture Z∗(l). Suppose λ,β ∈ k with λ = 0 or 1, and p = chark > 2l + 1. Let E be
the element of X2(H) represented by (0,∞,1, β). (See [1X, 1Ex3] for notation.) Then
τ(p|l,l,l,l)(E) is not the principal class O of X2(H).
I sketch a proof of Z∗(3). Let t = λ−1β; choose F and G as in Definition 1.1. Then the
point
(
G
F
)
of P1(L) has coordinates (λt,1,∞,0). This point is in the same GL2(k) orbit as
(0,∞,1, λt) and so represents E. Z∗(3) thus asserts that the image of the ideal (Fp,Gp) :
H 3 of k[[x, y]] in B is non-principal. Now we know that (Fp,Gp) : H 3 = (u3, v3) where
u3 and v3 are forms with degu3 + degv3 = 2p degF − 12. Since Z(3) holds, Proposi-
tion 1.5 allows us to assume that u3 and v3 have degrees p degF − 5 and p degF − 7.
Then each coordinate of
(
u3
v3
)
is cix2, ciy2 or ∞ with ci in k. If all 4 coordinates are ∞,
v3 = Hw for some form w, and we argue as in the last sentences of Proposition 1.5. If
1, 2 or 3 coordinates are ∞, we modify u3 by a k-linear combination of x2v3, xyv3 and
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(
u3
v3
)
represents some non-trivial
reflection of O rather than O itself; see [2, Remark 5.19]. If no coordinate is ∞, we may
similarly arrange that the first 3 coordinates are 0. Then
(
u3
v3
)= (0,0,0, cx2). If c = 0, this
represents R (the class of (x, y)) rather than O . So c = 0, and u3 = Hw for some w.
Now:
(1) (Fp,Gp) : H 3 contains v3, and degv3 = p degF − 7.
(2) (Fp,Gp) : H 4 contains w, and degw = p degF − 9.
Let α = βp = (λt)p . Proceeding as in the proof of Z(3) we use (1) and (2) to construct
matrices M3 and M4 of determinant 0. Explicitly these are:
∣∣∣∣∣∣∣∣∣∣∣
1 −3 6 1 0 0
0 1 −3 −3 1 0
0 0 1 6 −3 1
λ3 −3λ4 6λ5 α 0 0
0 λ4 −3λ5 −3α αλ 0
0 0 λ5 6α −3αλ αλ2
∣∣∣∣∣∣∣∣∣∣∣
and
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −4 10 −20 1 0 0 0
0 1 −4 10 −4 1 0 0
0 0 1 −4 10 −4 1 0
0 0 0 1 −20 10 −4 1
λ4 −4λ5 10λ6 −20λ7 α 0 0 0
0 λ5 −4λ6 10λ7 −4α αλ 0 0
0 0 λ6 −4λ7 10α −4αλ αλ2 0
0 0 0 λ7 −20α 10αλ −4αλ2 αλ3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Once again we let L and A be indeterminates over Z and M∗3 , M∗4 be the matrices over Z
obtained from M3 and M4 by replacing λ by L and α by A. A Maple calculation shows that
the A-resultant of f3 = detM∗3 and f4 = detM∗4 is 28 · 33 · 53 · 73 ·L58(L− 1)28. Arguing
as in the proof of Z(3) and noting that p > 2l + 1 = 7, we get a contradiction!
A similar calculation may be made for any l. When l = 1, the resultant is −3L3(L−1)2,
when l = 2 it is −33 ·52 ·L19(L−1)10, and when l = 4 it is 28 ·37 ·515 ·73 ·L130(L−1)60.
So Z∗(l) holds for 1 l  4. Also, by [1Ex3], τ(p|0,0,0,0) takes E to the class represented
by (0,∞,1, βp). So Z∗(0) holds. Teixeira has extended these calculations to all l  11.
2. The action of τ on Y
Throughout, λ ∈ k, λ = 0 or 1 and H = h1h2h3h4 with the hi being x, y, x + y and
x + λy. X2(H) is the set of 2 generator ideal classes in k[[x, y]]/H as in [2], p = chark,
0 l < (p−1)/2 and τ :X2(H) → X2(H) is the function τ(p|l,l,l,l). See [1X] and [1Ex3].
(Recall that if (F,G) represents an element C of X2(H), F and G in k[[x, y]], then τ(C)
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that follows are spelled out in the final paragraphs of the introduction.
Definition 2.1. Suppose β ∈ P1(k) = k ∪ {∞}.
(1) If β = 0, ∞ or 1, Eβ is the element of X2(H) represented by (0,∞,1, β). (Note that
Eλ is the class of (x, y).)
(2) E0 = R14(O), E∞ = R13(O), E1 = R12(O). See [1ref] and [1Ex3]. Here O is the
class of principal ideals. Recall that R(O) = O , so that R14(O) = R23(O), etc.
Definition 2.2. Y ⊂ X2(H) consists of O , R(Eλ) and the Eβ .
Y is stable under R; indeed R interchanges Eλ and R(Eλ) and fixes all other elements
of Y (see [2, Proposition 6.3]). We shall show that Y is stable under τ as well, and write
the action explicitly when l = 0 or 1.
Lemma 2.3. Let F and G be forms in k[x, y] with no common factor, and s = degF −
degG. Let C ∈ X2(H) be the class of (F,G). Then:
(1) If s  3, C is a reflection of O .
(2) If s = 2, C is R(Eλ) or a reflection of O .
(3) If s = 0, C is some Eβ , some Rij (Eλ) or a reflection of O.
Proof. C is represented by
(
F
G
) = (a1, a2, a3, a4) where ai is either cixs , ciys or ∞, with
ci ∈ k. Suppose s  3. Replacing F by F −UG with U a form of degree s we can arrange
that every ai is 0 or ∞, giving (1). Suppose s = 2. If some ai = ∞, the argument is similar.
If no ai = ∞, by replacing F by F −UG with U a form of degree 2, we may arrange that
a1 = a2 = a3 = 0. Then a4 = cx2, and C = O or R(Eλ) according as c = 0 or c = 0.
Suppose finally s = 0 so that each ai ∈ k ∪ {∞}. If there are at most 2 distinct ai we may
assume each ai = 0 or ∞, so that C is a reflection of O . Suppose a1, a2 and a3 are distinct.
We may assume they are 0, ∞ and 1. If a4 = 0, ∞ or 1, C is an Eβ while in the remaining
cases, C = R23(Eλ), R13(Eλ) or R12(Eλ). The other possibilities are treated similarly. 
Now let F and G be as in Definition 1.1, with degF = d . Assume further that
λt = 0 or 1. (Then (G
F
)
has coordinates (λt,1,∞,0) ∼ (0,∞,1, λt) and represents Eλt .)
Lemma 1.3 shows that the colon ideal (Fp,Gp) : Hl in k[x, y] is (u3, v3) with u3 and v3
forms, degu3 + degv3 = 2pd − 4l and s = degu3 − degv3  0. Since degu3 + degv3 is
even, s is even. Note that if β = λt , then Eβ is the class of (F,G) and τ(Eβ) is the class
of (u3, v3).
Lemma 2.4. Suppose s > 0. Then if v3 is divisible by one hi it is divisible by all 4 hi .
Proof. We use material referenced by [1ϕ]. Consider the automorphism γ of k[[x, y]]
taking x to λy and y to x. γ multiplies H by λ2, and so gives rise to a function
X2(H) → X2(H). One sees easily that γ fixes each Eβ ; in particular it fixes the class
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ϕI (t2, t1, t4, t3) differ by a linear combination of the ti . Evaluating at (1,0,0,0), . . . ,
(0,0,0,1) we find that ϕI (t1, t2, t3, t4) = ϕI (t2, t1, t4, t3). Taking t1 = (l + 1)/p and
t2 = t3 = t4 = l/p, we see that deg((Fp,Gp) : Hlx) = deg((Fp,Gp) : Hly). So
deg((u3, v3) : x) = deg((u3, v3) : y). Since degu3 > degv3, we conclude that x divides v3
if and only if y divides v3; the other cases are treated similarly. 
Lemma 2.5. Let E be the class of (u3, v3). Then one of the following occurs:
(1) s = 2 and E = R(Eλ).
(2) s = 0 and E is some Eβ .
(3) E = O .
Proof. We use [1ref] and [1Ex3]. Suppose s  4. The proof of Lemma 2.3 shows that
we can assume that the coordinates of
(
u3
v3
)
are 0 or ∞. Lemma 2.4 then shows that if
one coordinate is ∞, all are ∞. So the class of (u3, v3) is O . When s = 2, an entirely
similar argument shows that E = R(Eλ) or O . Suppose finally that s = 0. Lemma 2.3 puts
restrictions on the class E; to complete the proof we only need show that E = any Oi or
any Rij (Eλ). Now the automorphism γ of Lemma 2.4 fixes Eλt and commutes with τ . So
it must also fix τ(Eλt ) = E. Since γ (O1) = O2, and γ (R13(Eλ)) = R24(Eλ), E cannot be
O1 or R13(Eλ). The other cases are treated similarly. 
Proposition 2.6.
(1) Y is stable under τ .
(2) τ fixes O, E0, E∞ and E1 and takes R(Eλ) to O.
Proof. Suppose β = 0, 1 or ∞. Write β as λt . Then Eβ is the class of (F,G), τ(Eβ) is
the class of (Fp,Gp) : Hl = (u3, v3), and Lemma 2.5 shows that τ(Eβ) ∈ Y . So it only
remains to prove (2). Only the last part of (2) requires proof. Let a = (p − l − 1,p −
l − 1,p − l − 1,p − l − 1). Then τR(Eλ) = Rτ(p|a)Eλ, by [2, Proposition 5.13]. Now
τ(p|a)Eλ is the class of the ideal (xp, yp) : Hp−l−1. Since 4(p − l − 1) > 2p − 1, this
colon ideal is (1), giving the result. 
When l = 0, τ :Y → Y is easily described. By the last paragraph of [1Ex3], τ takes
the class represented by (0,∞,1, β) to the class represented by (0,∞,1, βp). So
τ(Eβ) = Eβp .
When l > 0 the action of τ on Y is more complicated. We’ll treat the case l = 1 (so that
p  5); for the general case it’s best to use the theory of “triple resultants” mentioned in
the introduction.
Suppose first that β = 0, ∞, 1, or λ. Set α = βp . Let t = λ−1β; as we saw in the
remarks preceding Lemma 2.4, the ideal ((x +λy)(x + ty), (x + y)2) lies in Eβ . It follows
that ((x + λy)p(x + ty)p, (x + y)2p) : H is in the class of τ(Eβ). We may write this ideal
as (C1,C2) : xy where C1 = (x + y)2p−1 and C2 = (x + λy)p−1(xp + tpyp).
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(C1,C2) : xy. Furthermore if βp = λ (so that λp−1tp = 1), (C1,C2) : xy = (F,G). A brief
calculation gives:
Lemma 2.7. The point
(
F
G
)
has coordinates (u1, u2, u3, u4) where u1 = α(1 − λ)/
λ(λ− α), u2 = (α − λ)/(λ2 − λ), u3 = −1 and u4 = −α/λ2.
When α = λ2, (u1, u2, u3, u4) = (1,1,−1,−1) which represents R12(O) = E1. Sim-
ilarly, when α = 2λ − λ2, we get R14(O) = E0 and, when α = λ2/(2λ − 1) we get
R13(O) = E∞. When α = λ2, 2λ− λ2 or λ2/(2λ− 1), the ui are distinct and we find:
Lemma 2.8. The cross ratio λ′ = (u4−u1)(u2−u3)
(u3−u1)(u2−u4) is
α(α−2λ+λ2)2
(α−2λα+λ2)2 , where α = βp .
Definition 2.9. f :P1(k) → P1(k) is the map z → z(z−2λ+λ2)2
(z−2λz+λ2)2 .
Note that f fixes 0, 1, ∞ and λ, that f (λ2) = 1, that f (2λ − λ2) = 0 and that
f (λ2/(2λ− 1)) = ∞.
Lemma 2.10. τ(Eβ) = Ef (α), except perhaps when β = λ or βp = λ. (Recall that
α = βp .)
Proof. The cases β = 0, 1, or ∞ and βp = λ2, 2λ − λ2 or λ2/(2λ − 1) are handled by
the observations that follow the proof of Lemma 2.7 and Definition 2.9. In all other cases,
(u1, u2, u3, u4) ∼ (0,∞,1, λ′) and we apply Lemma 2.8. 
Lemma 2.11. Suppose that βp = λ (so that f (α) = λ). Then τ(Eβ) = R(Eλ).
Proof. Now (C1,C2) : xy = ((C1 −C2)/(xy),C1) is generated by two forms whose de-
grees differ by 2. In the notation of Lemma 2.5, s = 2. Since Z∗(1) holds, E = O , and
Lemma 2.5 gives the result. 
It remains to treat the case β = λ, βp = λ. Now Eβ is the class of (x + y, x + λy) and
τ(Eβ) is the class of (C1,C2) : xy where C1 = (x + y)p−1, C2 = (x + λy)p−1. Set F =
(λp−1C1 −C2)/x and G = (C1 −C2)/y. Then (C1,C2) : xy = (F,G) and we proceed as
in the proof of Lemma 2.10, establishing that τ(Eβ) = Ef (α). Our conclusion is
Proposition 2.12. Suppose l = 1. Then:
(1) If βp = λ, τ(Eβ) = Ef (α), where α = βp .
(2) If βp = λ, τ(Eβ) = R(Eλ).
What happens for arbitrary l < (p − 1)/2? In Section 1 we sketched the definition of
polynomials fi(L,A), i = 1,2,3,4. Set f (z) = (zf1(λ, z)2)/f2(λ, z)2. Using the theory
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f1(λ,α) and f2(λ,α) are not both 0. Then:
(1) If f3(λ,α) = 0, τ(Eβ) = Ef (α).
(2) If f3(λ,α) = 0, f4(λ,α) = 0 then τ(Eβ) = R(Eλ).
(3) If f3(λ,α) = 0, f4(λ,α) = 0 then τ(Eβ) = O .
(4) Finally, if f1(λ,α) = f2(λ,α) = 0, τ(Eβ) = O .
Note that if Z(l) holds then (4) is excluded, while if Z∗(l) holds, both (3) and (4) are
excluded.
3. The l-level
Notation is as in the last section; assume furthermore that Z∗(l) holds. Consult [1X,
1R, 1Ex3] as needed. This section defines the “l-level” of H which can be calculated by
examining the iterates of a certain morphism P1 → P1. An algorithm for computing the
l-level when l = 1 is presented in Proposition 3.6 and the sentences preceding it.
Definition 3.1.
(1) C0 = C∗0 = Eλ, the class of (x, y).
(2) Cn+1 = τ(Cn), C∗n+1 = Rτ(C∗n).
Since Y is stable under R and τ , C0,C1,C2, . . . and C∗0 ,C∗1 ,C∗2 , . . . are sequences in Y .
Suppose that some Cd+1 = O . Take d as small as possible. Then Cd ∈ Y and τ(Cd) = O .
Evidently Cd = O . Since Z∗(l) holds, and τ(Cd) = O , Cd = any Eβ ; it follows that Cd =
R(Eλ).
To each natural number d we associate a symbol d∗. We next define the l-level of H ;
it is an element of the set {1,2,3, . . .} ∪ {1∗,2∗,3∗, . . .} ∪ {∞}.
Definition 3.2.
(1) Suppose some Cn = O . By the remarks above there is a unique d with Cd = R(Eλ);
clearly d > 0. The l-level of H is defined to be d .
(2) If C0,C1,C2, . . . is periodic of minimal period d , the l-level of H is d∗.
(3) In all other cases the l-level of H is ∞.
Example 3.3. Suppose l = 0. Then the sequence C0,C1,C2, . . . is Eλ,Eλp ,Eλp2 , . . . . So
if λ is transcendental over Z/p, H has 0-level ∞, while if it is algebraic of degree d , the
0-level is d∗.
Remark 3.4. Let H ′ and H ′′ be H with λ replaced by λ−1 and 1 − λ respectively. Then
H , H ′ and H ′′ all have the same l-level. To see this, first consider the automorphism of
k[[x, y]] interchanging x and y. Since this automorphism maps H to λH ′ it induces a
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shows the function maps Y to Y , taking Eα to Eα−1 , R(Eλ) to R(Eλ−1) and O to O . It
follows easily that H and H ′ have the same l-level. To show that H and H ′′ have the same
l-level we use the automorphism of k[[x, y]] taking x to −x − y, y to y, and consequently
H to −H ′′, arguing similarly.
Remark 3.5. The last remark allows us to define the l-level of any smooth form G of
degree 4. In some extension, k′, of k, G has 4 distinct zeros in P1(k′) = k′ ∪ {∞}. Let
H = xy(x + y)(x + λy) where λ is some cross ratio of these 4 zeros. We define the l-
level of G to be the l-level of H ; by Remark 3.4 it is independent of the choice of cross-
ratio.
We next describe an algorithm for computing the 1-level. Let f (z) = z(z−2λ+λ2)2
(z−2λz+λ2)2 , and
F(z) = f (z)p . Define a sequence γ0, γ1, . . . in P1(k) by:
(1) γ0 = λp .
(2) γn+1 = F(γn).
Proposition 3.6.
(1) If for every n > 0, γn = λp , then H has 1-level ∞.
(2) Suppose on the contrary that γ0, γ1, . . . is periodic of minimal period d . If γd−1 = λ,
H has 1-level d ; if γd−1 = λ, H has 1-level d∗.
Proof. By Proposition 2.12, τ takes Eα1/p to E(F(α))1/p if α = λ. Suppose that the hy-
pothesis of (1) holds. Since F(λ) = λp , no γn is λ. An induction shows that Cn = E(γn)1/p
for all n. So no Cn,n > 0, is Eλ or O and the 1-level is ∞. Suppose that γ0, γ1, . . . has
minimal period d . Again an induction shows that Cn = E(γn)1/p for n < d , and in particu-
lar that Cd−1 = E(γd−1)1/p . If γd−1 = λ, Cd = τ(Eλ1/p ) = R(Eλ) by Proposition 2.12, and
the 1-level is d . If γd−1 = λ, Proposition 2.12 shows that Cd = Eγ 1/pd = Eλ = C0, and the1-level is d∗. 
Example 3.7. Let G be a smooth degree 4 form in Z/13 [x, y] and j ∈ Z/13 be the j -
invariant of G—explicitly, j = 256 · (λ2 − λ+ 1)3/(λ2 − λ)2 with λ as in Remark 3.5. The
1-level of G only depends on j (G). Using Proposition 3.6 and calculating the γn by Maple
we get the following table:
j 0 1 2 3 4 5 6 7 8 9 10 11 12
1-level 1 3 2 6∗ ∞ 3∗ 1∗ 4∗ ∞ 3∗ ∞ 1 1
The l-level, defined in terms of the sequence C0,C1, . . . , gives information about the
sequence C∗0 ,C∗1 , . . . .
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(1) If the l-level of H is d∗, C∗d = R(Eλ).
(2) If the l-level of H is d , C∗0 ,C∗1 , . . . is periodic with minimal period d .
(3) If the l-level of H is ∞, no C∗n is O and C∗0 ,C∗1 , . . . is not periodic.
Proof. In cases (1) and (2) each of C1, . . . ,Cd−1 is an Eα with α = λ, and so is fixed
by R. So C∗n = Cn for n < d and C∗d = R(Cd). So in case (1), C∗d = R(Eλ) while in
case (2), C∗d = Eλ = C∗0 , giving the periodicity. In case (3), C∗n = Cn for all n, and the
conclusion follows easily. 
4. Some preliminaries
In this section g = zD − H(x,y) with H ∈ k[[x, y]] square-free and chark = p ≡
±1 (D). We use results from [2] to build a machine for calculating the numbers en+1(g)−
p2en(g). The basic results are Propositions 4.6, 4.12 and their corollaries.
Suppose H = h1h2 . . . hr , with the hi irreducible and coprime. 
 consists of the ratio-
nals in [0,1] with denominator a power of p. V is the space of functions 
r → Q, and W
is a free abelian group on the symbols [P ],P ∈ 
r . There is an evident bi-additive map
V × W → Q with (ϕ, [P ]) = ϕ(P ). If T :
r → 
r is a function, T induces a homomor-
phism T∗ :W → W with T∗[P ] = [T (P )]. Note that (ϕ ◦ T ,w) = (ϕ,T∗(w)). W0 consists
of all w ∈ W orthogonal to the constant function 1 and the coordinate functions ti in the
pairing ( , ).
Let I be an ideal of k[[x, y]] with deg(I,H) < ∞. In [2] the authors attached a function
ϕI :
r → Q to I . Explicitly ϕI (a1/q, . . . , ar/q) = q−2 deg(I [q],∏haii ). Let X be the set
of ideal classes in k[[x, y]]/H in the sense of [2]. Replacing I by another ideal in its class
modifies ϕI by a linear combination of the ti (see [1X, 1ϕ]). If C ∈ X and w ∈ W0 we set
〈C,w〉 = (ϕI ,w) where I is any ideal in the class of C. Since w is orthogonal to the ti ,
this is well defined. We use the following simple fact.
Lemma 4.1. Let ai be integers, 0 ai < q , and a = (a1, . . . , ar ). Let τ = τ(q|a) :X → X
be the magnification map of [2] and T = T(q|a) be the map (t1, . . . , tr ) → ((t1 + a1)/q,
. . . , (tr + ar)/q). Then
〈
C,T∗(w)
〉= q−2〈τ(C),w〉.
Proof. Take I ∈ C and let J = (I [q],∏haii ), so that J ∈ τ(C). By [2, Lemma 3.6],
ϕJ = q2(ϕI ◦ T ) + constant. So 〈τ(C),w〉 = (q2(ϕI ◦ T ),w) = q2(ϕI , T∗(w)) =
q2〈C,T∗(w)〉. 
We shall also use the identity 〈R(C),w〉 = 〈C,R∗(w)〉 where R :X → X is the reflec-
tion map of [2] and R :
r → 
r takes (t1, . . . , tr ) to (1 − t1, . . . ,1 − tr ). This is immediate
from Corollary 5.8 of [2].
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and C0 ∈ X2 be the class of (x, y). We begin our study with the case p = lD+1, assuming
temporarily that H is irreducible.
Definition 4.2. Cn = τ(q|(q−1)/D)C0, where q = pn.
Lemma 4.3. Let τ = τ(p|l). Then Cn+1 = τ(Cn).
Proof. This follows from the fact that
pq − 1
D
= p
(
q − 1
D
)
+ l. 
We are now ready to study en(g), where g = zD −H(x,y).
Lemma 4.4. en(g) = (D − 1)deg(xq, yq,H (q−1)/D)+ deg(xq, yq,H (q+D−1)/D).
Proof. Let B = k[x, y]/(xq, yq) and B ′ = k[x, y, z]/(xq, yq, zD − H), so that en =
dimB ′/zqB ′ = dimB ′/(H(q−1)/DzB ′). Now B ′ is a free B-module having 1, z, . . . , zD−1
as a basis. Furthermore z(b0 +b1z+· · ·+bD−1zD−1) = HbD−1 +b0z+· · ·+bD−2zD−1.
So under the identification of B ′ with B ⊕ B ⊕ · · · ⊕ B , H(q−1)/DzB ′ identifies with
H(q−1)/D(HB ⊕B ⊕ · · · ⊕B). The lemma follows immediately. 
We now translate Lemma 4.4 into a formula for en+1(g)− p2en(g).
Proposition 4.5. Let w be the element (D − 1)[l/p] + [(l + 1)/p] − [1] − (D − 1)[0]
of W0. Then
en+1(g)− p2en(g) = p2〈Cn,w〉.
Proof. Let m = (x, y). By Lemma 4.4,
en = q2
(
(D − 1)ϕm
(
q − 1
qD
)
+ ϕm
(
q +D − 1
qD
))
.
It follows that en+1 − p2en = p2q2(ϕm,un) where
un = (D − 1)
[
pq − 1
pqD
]
+
[
pq +D − 1
pqD
]
−
[
q +D − 1
qD
]
− (D − 1)
[
q − 1
qD
]
.
Now let T :
 → 
 be T(q|(q−1)/D). Then T takes l/p, (l + 1)/p, 1 and 0 to (pq − 1)/
(pqD), (pq +D − 1)/(pqD), (q +D − 1)/(qD) and (q − 1)/(qD). So T∗(w) = un
and p2〈Cn,w〉 = p2〈τ(q|(q−1)/D)(C0),w〉. By Lemma 4.1 this is p2q2〈C0, T∗(w)〉 =
p2q2(ϕm,un) = en+1 − p2en. 
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irreducible. Let Cn = τ(q|(q−1)/D,...,(q−1)/D)(C0), where C0 is the class of (x, y). The ar-
guments giving Proposition 4.5 go through to give:
Proposition 4.6. Let τ = τ(p|l,...,l). Then Cn+1 = τ(Cn). Set
w = (D − 1)
[(
l
p
, . . . ,
l
p
)]
+
[(
l + 1
p
, . . . ,
l + 1
p
)]
− [(1, . . . ,1)]− (D − 1)[(0, . . . ,0)].
Then
en+1(g)− p2en(g) = p2〈Cn,w〉.
Corollary 4.7. In the situation of Proposition 4.6, let (F,G) be an ideal in the class of Cn.
Then
en+1(g)− p2en(g) = (D − 1)deg
(
Fp,Gp,H l
)+ deg(Fp,Gp,H l+1)
− p2 deg(F,G,H).
Suppose next that p ≡ −1(D). Write p = lD + D − 1. Once again C0 is the class of
(x, y). Assume temporarily that H is irreducible. Let τ = τ(p|l).
Definition 4.8. C∗2s = τ(q|(q−1)/D)(C0), C∗2s+1 = Rτ(pq|(pq+1−D)/D)(C0) where q = p2s .
Since (pq + 1 −D)/D = p((q − 1)/D)+ l, C∗2s+1 = Rτ(C∗2s). Since (p2q − 1)/D =
p(pq + 1 −D)/D + p − l − 1, C∗2s+2 = τ(p|p−l−1)(RC∗2s+1) = RτC∗2s+1. We conclude:
Lemma 4.9. C∗0 = C0 and C∗n+1 = Rτ(C∗n).
An argument similar to the proof of Lemma 4.4 gives:
Lemma 4.10.
e2s(g) = (D − 1)deg
(
xq, yq,H
q−1
D
)+ deg(xq, yq,H q+D−1D ),
e2s+1(g) = deg
(
xpq, ypq,H
pq+1−D
D
)+ (D − 1)deg(xpq, ypq,H pq+1D ).
Proposition 4.11. Let w∗ be the element [l/p] + (D − 1)[(l + 1)/p] − [1] − (D − 1)[0]
of W0. Then
2 2〈 ∗ ∗〉en+1 − p en = p Cn,w .
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e2s = q2
(
(D − 1)ϕm
(
q − 1
qD
)
+ ϕm
(
q +D − 1
qD
))
,
e2s+1 = p2q2
(
ϕm
(
pq + 1 −D
pqD
)
+ (D − 1)ϕm
(
pq + 1
pqD
))
,
e2s+2 = p4q2
(
(D − 1)ϕm
(
p2q − 1
p2qD
)
+ ϕm
(
p2q +D − 1
p2qD
))
.
It follows that
e2s+1 − p2e2s = p2q2(ϕm,u2s),
e2s+2 − p2e2s+1 = p4q2(ϕm,u2s+1)
where
u2s =
[
pq + 1 −D
pqD
]
+ (D − 1)
[
pq + 1
pqD
]
−
[
q +D − 1
qD
]
− (D − 1)
[
q − 1
qD
]
,
u2s+1 =
[
p2q +D − 1
p2qD
]
+ (D − 1)
[
p2q − 1
p2qD
]
−
[
pq + 1 −D
pqD
]
− (D − 1)
[
pq + 1
pqD
]
.
Now let T and U , 
 → 
 be the operators T(q|(q−1)/D) and T(pq|(pq+1−D)/D). Then T takes
l/p, (l − 1)/p, 1 and 0 to (pq + 1 −D)/(pqD), (pq + 1)/(pqD), (q +D − 1)/(qD)
and (q − 1)/(qD). So T∗(w∗) = u2s+1, and as in the proof of Proposition 4.5 we find that
e2s+1 − p2e2s = p2〈C∗2s ,w∗〉.
Now let R :
 → 
 be the map t → 1 − t . Then U ◦ R takes l/p, (l + 1)/p, 1 and 0 to
(p2q +D − 1)/(p2qD), (p2q − 1)/(pqD), (pq + 1 −D)/(pqD) and (pq + 1)/(pqD).
So U∗R∗(w∗) = u2s+1 and p2〈C∗2s+1,w∗〉=p2〈RC∗2s+1,R∗w∗〉=p2〈τ(pq|(pq+1−D)/D)C0,
R∗w∗〉. By Lemma 4.1, this is p4q2〈C0,U∗R∗(w∗〉 = p4q2(ϕm,u2s+1); as we have seen
above this is e2s+2 − p2e2s+1. 
Suppose now that p is still lD + D − 1 but that H = h1 . . . hr with hi pairwise prime
and irreducible. The arguments giving Proposition 4.11 yield:
Proposition 4.12. Let C∗0 be the class of (x, y), and C∗n+1 = Rτ(C∗n), where τ = τ(p|l,...,l).
Set
w∗ =
[(
l
p
, . . . ,
l
p
)]
+ (D − 1)
[(
l + 1
p
, . . . ,
l + 1
p
)]
− [(1, . . . ,1)]− (D − 1)[(0, . . . ,0)].
2 2 ∗ ∗Then en+1(g)− p en(g) = p 〈Cn,w 〉.
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of C∗n . Then
en+1(g)− p2en(g) = deg
(
Fp,Gp,H l
)+ (D − 1)deg(Fp,Gp,H l+1)
− p2 deg(F,G,H).
Remark 4.14. Suppose that the field k is finite, so that X2 is a finite set by [2, Lemma 3.2].
Since τ :X2 → X2 takes Cn to Cn+1 for all n, the sequence C0,C1, . . . is eventually peri-
odic. When p ≡ 1 (D), Proposition 4.6 then shows that en+1(g) − p2en(g) is eventually
periodic, and we conclude that en(g) = µp2n + (an eventually periodic function of n) for
some µ ∈ Q. When p ≡ −1 (D), Proposition 4.12 leads to the same conclusion. Bren-
ner [1] comes to the same conclusions for the en(g) when g is a smooth form in k[x, y, z]
and k is finite; his argument has interesting affinities with ours.
In [3], Teixeira and I generalized the above result; see the first paragraph of this paper.
In the following final section, however, we shall specify H to be a smooth form in x and
y of degree 4, and determine µ and the eventually periodic function explicitly, assuming
Z∗(l). Here, k need not be finite.
5. Calculation of en(g) when H is a quartic form
Suppose p = lD + 1 or lD + (D − 1) and g = zD − H(x,y), where H is a smooth
form of degree 4. Throughout this section we assume that Z∗(l) holds; we shall compute
all of the en(g). The cases D = 1 and D = 2 are easy—in both cases the Hilbert–Kunz
multiplicity is D. So we shall assume D > 2; now p > 2l + 1, so we are in the situation
of Sections 2 and 3, and the l-level of H is defined. We shall describe the en(g) in terms
of p, D, and this l-level. We are free to extend k without changing the en(g) or the l-level
and so can assume that H = xy(x + y)(x + λy), λ = 0 or 1. Let τ :X2(H) → X2(H) be
the map τ(p|l,l,l,l).
Suppose first that p = lD + 1 (so that l > 0). Let C0 be the class of (x, y) and Cn+1 =
τ(Cn). Let w ∈ W be as in Proposition 4.6. Then en+1(g)−p2en(g) = p2〈Cn,w〉. We are
faced with the problem of computing 〈C,w〉 for each C ∈ Y where Y consists of R(Eλ),
O and the Eβ , β ∈ k ∪ {∞}.
Of course, 〈O,w〉 = 0. Furthermore:
Lemma 5.1. 〈R(Eλ),w〉 = 1.
Proof. Since 4(p − l − 1) 2p − 1, Hp−l−1 ∈ (xp, yp). Now
p2
〈
R(Eλ),w
〉= p2〈Eλ,R∗(w)〉= p2(ϕm,R∗(w))
= (D − 1)deg(xp, yp,Hp−l)+ deg(xp, yp,Hp−l−1)
− (D − 1)p2 deg(x, y,H)
= (D − 1)p2 + p2 − (D − 1)p2 = p2. 
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degree d , with no common factor, so that (F,G) is in C; d may be taken to be 1 when
α = λ and 2 otherwise. By Lemma 1.3, (Fp,Gp) : Hl = (u3, v3) with u3 and v3 forms,
and s = degu3 − degv3 even and  0. Let E = τ(C) be the class of (u3, v3). Note that the
conclusion of Lemma 2.5 holds. (This was proved in Section 2 provided β = 0, 1 or ∞.
But in these three cases we see easily that s = 0 and E = C. For example, when F = h1h2
and G = h3h4, (Fp,Gp) : Hl = ((h1h2)p−l , (h3h4)p−l ).) Furthermore since Z∗(l) holds,
possibility (3) in Lemma 2.5 is excluded. So either s = 2 and E = R(Eλ), or s = 0 and E
is some Eβ . We examine these two cases further.
Lemma 5.2. Suppose s = 2 and E = R(Eλ). Then
(1) deg(u3, v3) = (pd − 2l)2 − 1.
(2) deg(u3, v3,H) = 4(pd − 2l)− 5.
Proof. degu3 + degv3 = 2pd − 4l by Lemma 1.3. Since degu3 − degv3 = 2, we get (1).
Now let
v = [ε1] + [ε2] + [ε3] + [ε4] −
[
(1,1,1,1)
]− 3[(0,0,0,0)],
where ε1 = (1,0,0,0), etc. Then
〈E,v〉 = 〈R(Eλ), v〉= (ϕ(x,y),R∗(v))= 1 + 1 + 1 + 1 − 0 − 3 = 1.
So (ϕ(u3,v3), v) = 1. This tells us that
degv3 + degv3 + degv3 + degv3 − deg(u3, v3,H) = 1.
So
deg(u3, v3,H) = 4(pd − 2l − 1)− 1. 
Lemma 5.3. Suppose s = 0 and E = Eβ . Then
(1) deg(u3, v3) = (pd − 2l)2.
(2) deg(u3, v3,H) =
{
4(pd − 2l)− 3, if β = λ,
4(pd − 2l)− 4, if β = λ.
Proof. (1) is proved as in Lemma 5.2. Also, 〈Eβ,v〉 = (ϕ(F,G), v) = 1+1+1+1−1 = 3
if β = λ, and 2+2+2+2−4 = 4 if β = λ. So (ϕ(u3,v3), v) = 3 or 4 and deg(u3, v3,H) =
4 degv3 − 3, or 4 degv3 − 4. 
We now compute p2〈C,w〉 where C = Eβ . This is p2(ϕ(F,G),w) = (D − 1)×
deg(Fp,Gp,H l)+ deg(Fp,Gp,H l+1)− p2 deg(F,G,H). Now
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(2) deg(Fp,Gp,H l+1)=p2d2−deg((u3, v3) :H)=p2d2−deg(u3, v3)+deg(u3, v3,H).
(3) deg(F,G,H) = 1 if β = λ and 4 if β = λ. In other words, it is 4d − 4+ ε where ε = 1
if β = λ, and ε = 0 otherwise.
It follows that p2〈C,w〉 = p2d2D −D deg(u3, v3)+ deg(u3, v3,H)−p2(4d − 4 + ε).
Let M = p2d2D−D(pd−2l)2 +4(pd−2l)−p2(4d−4). Applying Lemmas 5.2 and 5.3
we find:
(a) If τ(C) = R(Eλ), p2〈C,w〉 = M +D − 5 − p2ε.
(b) If τ(C) = Eλ, p2〈C,w〉 = M − 3 − p2ε.
(c) Otherwise, p2〈C,w〉 = M − 4 − p2ε.
It remains to evaluate M . Expanding M in powers of d , we find that the coefficients of
d2 and d are zero. The constant term is
4
(
p2 − l2D − 2l)= 4
D
(
Dp2 − (p − 1)2 − 2(p − 1))= 4
D
(
(D − 1)p2 + 1).
So
M =
(
4D − 4
D
)(
p2 − 1)+ 4
and we have proved:
Proposition 5.4. Suppose p = lD + 1, and C is the class of Eβ . Let ε = 1 if β = λ, and 0
otherwise. Then:
(1) If τ(C) = R(Eλ), p2〈C,w〉 = 4D−4D (p2 − 1)+D − 1 − p2ε.
(2) If τ(C) = Eλ, p2〈C,w〉 = 4D−4D (p2 − 1)+ 1 − p2ε.
(3) Otherwise, p2〈C,w〉 = 4D−4
D
(p2 − 1)− p2ε.
Suppose now that the l-level of H is ∞ or some d∗, so that each Cn is an Eβ . Let εn = 1
if Cn = Eλ, and εn = 0 otherwise. Set e∗n = en − εn. Equalities (2) and (3) above tell us
that
en+1 − p2en = p2〈Cn,w〉 = 4D − 4
D
(
p2 − 1)+ εn+1 − p2εn.
We conclude that
e∗n+1 − p2e∗n =
4D − 4
D
(
p2 − 1).Since e∗0 = 1 − 1 = 0, an induction gives:
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e∗n = 4D−4D (p2n − 1). Thus en(g) = 4D−4D (p2n − 1) + a, where a = 0 unless either n = 0,
or the l-level is d∗ and d divides n; in these cases a = 1.
We next prove:
Theorem Ib. Suppose p = lD+1, Z∗(l) holds, and the l-level of H is d . Set µ = ( 4D−4
D
)+
(D−2)2
p2dD
. Then for n > d , en(g) = µp2n.
Proof. Cd = R(Eλ) while Cd+1 = Cd+2 = · · · = O . By Lemma 5.1, p2〈Cd,w〉 = p2. So
ed+1 = p2(ed + 1). Also, if n > d , p2〈Cd,w〉 = 0. This tells us that en+1 = p2en. To
complete the proof it suffices to show that p2(ed + 1)/p2d+2 = µ, or in other words that
ed = µp2d − 1 =
(
4D − 4
D
)
p2d + D
2 − 5D + 4
D
.
Now the argument of Proposition 5.4 shows that
ed−1 =
(
4D − 4
D
)(
p2d−2 − 1)+ εd−1.
Also by (1) of Proposition 5.4,
ed − p2ed−1 = p2〈Cd−1,w〉 =
(
4D − 4
D
)(
p2 − 1)+D − 1 − p2εd−1.
So
ed = 4D − 4
D
(
p2d − p2)+ p2εd−1 + 4D − 4
D
(
p2 − 1)+D − 1 − p2εd−1
=
(
4D − 4
D
)
p2d − 4D − 4
D
+D − 1,
and this is µp2d − 1. 
We turn now to the case p = lD + D − 1. Let C∗0 be the class of (x, y) and C∗n+1 =
Rτ(Cn). Let w∗ ∈ W be as in Proposition 4.12. Then
en+1(g)− p2en(g) = p2
〈
C∗n,w∗
〉
.
Clearly 〈O,w∗〉 = 0.Lemma 5.5. 〈R(Eλ),w∗〉 = 1.
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p2
〈
R(Eλ),w
∗〉= p2(ϕm,R∗(w∗))
= deg(xp, yp,Hp−l)+ (D − 1)deg(xp, yp,Hp−l−1)
− (D − 1)deg(xp, yp,Hp)
= p2 + (D − 1)p2 − (D − 1)p2 = p2. 
Suppose now that C is some Eβ . We shall compute the 〈C,w∗〉 just as we com-
puted the 〈C,w〉. Adopt the notation following the proof of Lemma 5.1, and note that
Lemmas 5.2 and 5.3 hold. p2〈C,w∗〉 = p2(ϕ(F,G),w∗) = deg(Fp,Gp,H l) + (D − 1)×
deg(Fp,Gp,H l+1) − p2 deg(F,G,H). Using the (1), (2) and (3) following Lemma 5.3
we find that this is p2d2D − D deg(u3, v3) + (D − 1)deg(u3, v3,H) − p2(4d − 4 + ε).
Let M∗ = p2d2D−D(pd −2l)2 + (4D−4)(pd −2l)−p2(4d −4). Lemmas 5.2 and 5.3
give:
(a) If τ(C) = R(Eλ), p2〈C,w∗〉 = M∗ − 4D + 5 − p2ε.
(b) If τ(C) = Eλ, p2〈C,w∗〉 = M∗ − 3D + 3 − p2ε.
(c) Otherwise, p2〈C,w∗〉 = M∗ − 4D + 4 − p2ε.
A brief calculation shows that M∗ = 4D−4
D
(p2 − 1)+ 4D − 4. We conclude:
Proposition 5.6. Suppose p = lD + D − 1 and C is the class of Eβ . Let ε = 1 if C = Eλ,
and 0 otherwise. Then:
(1) If τ(C) = R(Eλ), p2〈C,w∗〉 = 4D−4D (p2 − 1)+ 1 − p2ε.
(2) If τ(C) = Eλ, p2〈C,w∗〉 = 4D−4D (p2 − 1)+D − 1 − p2ε.
(3) Otherwise, p2〈C,w∗〉 = 4D−4
D
(p2 − 1)− p2ε.
Suppose now that the l-level of H is ∞ or some d . By Proposition 3.8, each C∗n is
an Eβ . Let εn = 1 if C∗n = Eλ, and εn = 0 otherwise. Set e∗n = en − εn. If C = C∗n , τ(C) =
R(C∗n+1). So (1) and (3) above tell us that
en+1 − p2en = p2
〈
C∗n,w∗
〉= 4D − 4
D
(
p2 − 1)+ εn+1 − p2εn.
Arguing as in the proof of Theorem Ia we find:
Theorem IIa. Suppose p = lD+D−1, Z∗(l) holds, and the l-level of H is ∞ or d . Then
e∗n = 4D−4D (p2 − 1). Thus en(g) = 4D−4D (p2n − 1) + a, where a = 0 unless either n = 0,
or the l-level is d and d divides n; in these cases a = 1.
Theorem IIb. Suppose p = lD + D − 1, Z∗(l) holds, and the l-level of H is d∗. Set
2µ = 4D−4
D
+ (D−2)
p2dD
. Then for n > d , en(g) = µp2n.
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p2〈C∗d ,w∗〉 = p2. So ed+1 = p2(ed + 1). As in the proof of Theorem Ib we see that
en+1 = p2en for n > d . So once again it suffices to show that
ed = µp2d − 1 =
(
4D − 4
D
)
p2d + D
2 − 5D + 4
D
.
The argument used to prove Theorem Ia shows that
ed−1 = 4D − 4
D
(
p2d−2 − 1)+ εd−1.
Also, by (2) of Proposition 5.6,
ed − p2ed−1 = p2
〈
C∗d−1,w∗
〉= 4D − 4
D
(
p2 − 1)+ (D − 1)− p2εd−1.
We now argue as in the final sentence of the proof of Theorem Ib. 
Now take p = D − 1, so that l = 0 and Z∗(l) holds. Theorems IIa, IIb and Example 3.3
give us:
Theorem III. If chark = p, the Hilbert–Kunz multiplicity of zp+1 − xy(x + y)(x + λy)
is 4p/(p + 1) + (p − 1)2/((p + 1)p2d) if the degree of λ over Z/p is d (and λ is = 0
or 1), and is 4p/(p + 1) if λ is transcendental over Z/p. In particular, when p = 3, the
Hilbert–Kunz multiplicity of z4 − xy(x + y)(x + λy) is 3 + 1/9d for λ of degree d , and 3
for transcendental λ.
We also get results about the Hilbert–Kunz multiplicity of z4 −xy(x+y)(x+λy), λ = 0
or 1, in characteristics p > 3. Take D = 4 and l = p/D. Then p = lD + 1 or lD + 3.
So if Z∗(l) holds, Theorems Ia, Ib, IIa and IIb tell us that the Hilbert–Kunz multiplicity of
z4 − xy(x + y)(x + λy) is the following:
• 3 when p ≡ 1 (4) and H has l-level d∗ or ∞.
• 3 when p ≡ 3 (4) and H has l-level d or ∞.
• 3 + p−2d when p ≡ 1 (4) and H has l-level d .
• 3 + p−2d when p ≡ 3 (4) and H has l-level d∗.
In fact the en can be calculated with little trouble. Suppose for example that p = 5,
so that l = 1. Then the algorithm of Proposition 3.6, using iterates of the rational
function z → (z(z − 2λ+ λ2)2/(z − 2λz + λ2)2)5 allows us to compute the 1-level of
xy(x + y)(x + λy), and Theorems Ia and Ib give us all the en(g). Similarly, when p = 7,
l again is 1, and the same algorithm, together with Theorems IIa and IIb, gives the en(g).
We have no proof that Z∗(l) always holds. But as mentioned in Remark 1.2 we now
(February 2005 [6]) have a proof of Z(l). This has a consequence. Suppose that in defiance
372 P. Monsky / Journal of Algebra 291 (2005) 350–372of our belief in Z∗(l) there is a d  1 such that Cd−1 = some Eβ but Cd = O . We shall
say that H has l-level “d-impossible.” In this case, C∗n = Cn for all n.
Now the arguments of this section show that en = 4D−4D (p2n − 1) for 1  n < d , and
that en+1 = p2en for n  d . But they do not cast light on the value of ed . Using Z(l)
however we can show that ed − p2ed−1 = 4D−4D (p2d − 1) + D, and thereby calculate all
the en. So we find that the l-level of H , whether d , d∗, ∞, or d-impossible, together with
p and D, completely determines the Hilbert–Kunz function of g. In particular the Hilbert–
Kunz multiplicity in the case of l-level d-impossible is (4D − 4)/D + (D − 2)2/(p2dD),
just as it is in the cases of l-level d , p ≡ 1 (D) or l-level d∗, p ≡ −1 (D).
Remark 5.7. Dynamical systems connected with the iteration of a rational function have
occurred in other calculations of Hilbert–Kunz functions. See [4,5].
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