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Preface
The German-Japanese Workshop on Multi-Phase Flow was held on August 25 to 27,
2002 at Forschungszentrum Karlsruhe, Germany. It was the third meeting of aseries
of formerly bilateral Symposia on Two-, Three-, or Multi-Phase Flows held in 1994 at
Karlsruhe and in 1997 at Tokyo.
The purpose of the workshop was to provide a forum für specialists from Japan,
Germany, and also für partners from neighbouring countries in order to consolidate
reGent advances in various basic and applied areas of multi-phase flow in science
and technology. Thus, it brought together scientists and engineers working on
experimental, theoretical and numerical investigations of multi-phase flows, and
those working on related engineering applications.
The announcement of the German-Japanese Workshop had been warmly accepted
in both countries, as weil as in same other countries. In total 24 papers were
submitted which were focussed on
the measurements and predictions of
three-dimensional flow phenomena in multi-phase flow.
In detail, the presentations cover of the following topics:
Phase distribution and separation
Flow patterns in macro and micro channels
Interfacial phenomena and instabilities
-Instrumentation and measurement techniques
-Flow visualizations
-3D-modeling and computational methods
Numerical simulation of flows with interfaces
The proceedings include all these contributions and are arranged accordingly.
Dr. Günther Grötzbach and Prof. Mamoru Ozawa look the responsibility für the
technical organization of the meeting and the handling of the papers to produce the
proceedings. Prof. G. Schnerr and Prof. M. Shoji helped to select the papers to focus
the workshop on the intended subject. I like to thank all of them für their excellent
organization to make this workshop a great success.
Great thanks also to Günther Grötzbach and Heide Hofmann für arrangement of the
accommodation and transportation and für the wonderful evening in the Palace of
Heidelberg.
Karlsruhe, October 2002
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OBSERVATION OF CONTACT AREA OF BUBBLES WITH HEATING SURFACE 
IN POOL BOILING OF WATER UNDER MICROGRAVITY 
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Burnout heat flux was measured in subcooled pool boiling of water under attached boiling bubbles 
on heating surface with bubble holding plate in ground experiment. A thin stainless flat plate was 
employed for heating surface. The experimental setup and the heating procedures were same as used 
in reduced gravity experiment performed by a parabolic flight of jet aircraft. Same burnout heat flux 
as in the reduced gravity was obtained by adjusting the clearance between the bubble holder and the 
heating surface. They were 100 ~ 400 percent higher than the widely accepted existing theories. 
As extending heating time longer than the reduced gravity duration until burnout occurred, burnout 
heat flux decreased gradually and became a constant value calculated from the existing theories. In a 
result of observing contact area of boiling bubbles with transparent heating surface, the contact area 
was smaller in quick heating time than that in long time heating at same heat flux. The experimental 
results suggest in microgravity that liquid layer is remained between rapidly expanded bubbles and 
heating surface.  
In microgravity experiment by a drop shaft facility, contact area of bubbles with heating surface 
increased considerably at starting of microgravity. 
1. INTRODUCTION 
In the widely accepted theories on critical heat flux, it has been decreased in proportion to the 
one-quarter power of gravity in microgravity [1][2]. But the critical heat flux observed in 
microgravity experiments obtained by a parabolic flight of aircraft and a drop tower has been 
100~300 percent higher than the existing theories [3]. It has been reported in some previous 
experiments, boiling bubbles detach from a heating surface in microgravity [4]. Recently, boiling 
bubbles are considered to detach from a heating surface by Marangoni flow or thermo-capillary flow 
activated on the boundary surface of liquid and vapor, then the liquid is supplied into the heating 
surface. This is considered to be acceptable reason why the higher critical heat flux is obtained in 
microgravity. However, it is difficult to understand the mechanism of boiling in microgravity 
because a lot of factors such as wettability of liquid and solid surface, inertia of bubble growth and 
g-jitter are strongly related to the bubble detachment and bubble behavior. In fact, critical heat flux is 
very difficult to be obtained in microgravity, because the heating surface is easy to dry out and 
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high-powered electric current is needed. Therefore, no or few data on the bubble behavior near the 
critical heat flux and the burnout of heating surface have been found in the many experiments on 
boiling in the very high heat flux region under microgravity condition. Then the details of boiling in 
microgravity are still unknown. 
The present paper introduces authors’ previous works on boiling experiment in reduced gravity 
and discusses a mechanism of boiling and bubble behavior. 
2. BURNOUT HEAT FLUX OBTAINED UNDER REDUCED GRAVITY 
In the experiment on subcooled pool boiling of water under reduced gravity realized by a 
parabolic flight of aircraft, a thin stainless steel plate of 20 mm length, 5 mm width and 0.1 mm 
thickness, was physically burned out by an alternate electric current and the bubble behavior was 
observed until the heating surface was burned [5]. The level of g was 0.01 ~ 0.04g and it lasted 25 
seconds. An alternative electric current supplied by the aircraft was applied into the heating surface 
at 10 seconds before the reduced gravity started and was increased at constant rate of power until the 
burnout. The burnout heat flux (critical heat flux) was 100 ~ 400 percent higher than the existing 
theories [1][2] as shown in Figure 1. No bubble detachment was observed at any liquid subcooling 
until the burnout under the microgravity.  
According to the bubble behavior in the reduced gravity, the ground experiment on subcooled 
pool boiling water was performed and the burnout heat flux was obtained by the attaching boiling 
bubbles on the heating surface over a flat plate with a small clearance [6]. The heating surface and 
the experimental conditions were used same as in the reduced gravity. Same heat burnout flux as in 
the reduced gravity was obtained by adjusting the clearance between the heating surface and the 
cover plate as shown in Figure 1 [6]. 
In the ground experiment, heating time until burnout was extended to 400 seconds. The burnout 
heat flux decreased rapidly until about 80 seconds over 20 seconds (reduced gravity period), then it 


















Figure 1: Burnout heat flux obtained in reduced gravity and ground experiment in subcooled pool 
boiling of water. 
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The constant heat flux is coincident with a value calculated from the existence theory [7]. No 
remarkable effect of heating time on the burnout heat flux was observed for the boiling experiment 
without bubble holder (cover plate) as shown in Figure 2. As a result of dependence of heating time 
on the burnout heat flux, we consider that microlayer of liquid or liquid layer remained between the 
heating surface and boiling bubbles expanded rapidly is closely related to the higher burnout heat 
flux in quick heating conducted under the reduced gravity as illustrated in Figure 3. 
3. EXPERIMETAL SETUP FOR OBSERVING CONTACT AREA OF BUBBLES WITH 
HEATING SURFACE 
As mentioned above, the higher burnout heat flux in microgravity is closely associated with the 
remained liquid layer on the heating surface. Thus, the visual observation of contact area of boiling 
bubbles with heating surface was tried experimentally by using an experimental setup as shown in 
Figure 4. The experimental setup consists of three sections, which are a power supply section, a 
control section and a boiling section.  
The heating surface is ITO film coated on a transparent soda lime glass with 1.8 mm of thickness 
and placed horizontally in a transparent boiling vessel shown in Figure 5. The thickness of ITO film 
is 0.4 m and the dimension of heating surface is 20 mm in length and 5 mm in width. Heat flux is 
calculated by an electric power applied into the ITO surface. Temperature of heating surface is 
calculated from an electric resistance of ITO film. A bubble holding plate is placed over the heating 
surface with a suitable clearance. 
Contact area of boiling bubbles with heating surface was visually observed from backside of the 
heating surface by CCD video camera as shown in Figure 5. In the video pictures, a dry surface is the 
lightest part by a complete reflection of light beam and a liquid contact surface is dark by a 




















Figure 2: Change of burnout heat fluxes with heating time in subcooled pool boiling of water at  
10 K and 40 K of liquid subcooling. 
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Tested subcoolings of water were 10 K and 40 K. Subcooled pool boiling of water was 
conducted according to the same heating procedure as employed in the reduced gravity and the long 




























Figure 4: Experimental setup for observing contact area of boiling bubbles with ITO coated 














Figure 5: Test section of observing boiling bubbles with heating surface in subcooled pool boiling 
of water and recording system. 
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4. EFFECT OF HEATING TIME ON CONTACT AREA OF BOILING BUBBLES WITH 
HEATING SURFACE: GROUND EXPERIMENT 
A contact angle of water droplet was measured for temperature of the ITO surface, stainless 
surface and rough stainless surface. The stainless surface was a same one used in the reduced gravity 
experiment. The contact angle of the droplet increases with temperature rise for the stainless surface 
but it is not so changed for the ITO surface as shown in Figure 6. The contact angle of the stainless 
surface closes to the one of the ITO surface. The result means that the wetting condition of the 
droplet is nearly the same for both surfaces. 
An effect of heating time on the contact area of boiling bubbles with heating surface is shown in 
Figure 7 for 10 K of liquid subcooling and Figure 8 for 40 K of liquid subcooling. As seen from both 
experimental results, the ratio of contact area of boiling bubbles to the area of heating surface in 
quick heating is smaller than that in longtime heating. Accorting to the results, the quick heating 
suggests liquid layer remained between the boiling bubbles and the heating surface by the rapid 
































Figure 7: Effect of heating time on contact area of boiling bubbles with heating surface in 




5. CONTACT AREA OF BUBBLES WITH HEATING SURFACE IN SUBCOOLED POOL 
BOILING OF WATER UNDER MICROGRAVITY: DROP SHAFT EXPERIMENT 
An experiment on subcooled pool boiling of water was performed in microgravity practiced by a 
drop shaft facility in JAMIC (Japan Microgravity Center). Same experimental set up shown in 
Figures 4 and 5 employed in ground experiment was used but DC power for heating was supplied by 
integrated solid batteries. 
10-5g of gravity was obtained for 10 seconds in JAMIC. The heating was started at 10 seconds 
before the starting drop. Subcooled pool boiling of water was performed in the five drops. Tested 
liquid subcooling was 38 K and heating power was applied into the heating surface at constant 
voltage of 72 V, 96 V, 108 V, 132 V and 144 V for the each drop.  
Change of contact area of boiling bubbles with dropping time is shown in Figure 9 for an 
example. Only the case of 108 V was succeeded in the experimental observation. As shown in Figure 
9, contact area of bubbles increases instantaneously just starting microgravity. This result means that 
















Figure 8: Effect of heating time on contact area of boiling bubbles with heating surface in 














Figure 9: Contact area of boiling bubbles with heating surface in subcooled pool boiling of water 
in microgravity practiced by drop shaft. 
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Contact area of bubbles with heating surface in the microgravity is displayed in the ground 
experimental result on contact area and heat flux at 40 K of liquid subcooling as shown in Figure 11. 
The microgravity data are well agreed with the contact area of bubbles with heating surface in 
quick heating. Accordingly, in case of quick heating such as short time microgravity duration, 
boiling bubbles expand rapidly on the heating surface and larger liquid layer is remained between the 

















Figure 10: Contact area of boiling bubbles in subcooled pool boiling water in quick heating at  
40 K of liquid subcooling including microgravity data. 
6. CONCLUSION 
In the simulated experiment on the bubble behavior in subcooled pool boiling of water observed 
under the reduced gravity, same burnout heat flux was obtained. It was 100 – 400 percent higher than 
widely accepted existing theories. As the heating time was extended until the burnout the heat flux 
gradually decreased over reduced gravity duration and became constant at longer than 100 seconds. 
In the simulated experiment of bubble behavior, contact area of bubbles with heating surface was 
observed using transparent heating surface for quick heating and long time heating. The contact area 
was smaller in quick heating than long time heating at same heat flux. In the drop shaft experiment, 
observed contact area of bubbles increased considerably in microgravity. 
According to the series of authors’ experiments, it is suggested the following conclusion. 
In short time microgravity condition performed by a drop shaft and a parabolic flight of aircraft, 
boiling bubbles expand rapidly and liquid layer is remained between boiling bubbles and heating 
surface. The rapid evaporation of liquid layer near burnout is one of the reasons for the higher 
critical heat flux in microgravity.  
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STUDY ON THE GAS-LIQUID INTERFACIAL BEHAVIOR  
DURING TRIGGER PROCESS OF VAPOR EXPLOSION 
 
 
Yutaka Abe1) and Hideki Nariai1) 
1)Institute of Engineering Mechanics and Systems, University of Tsukuba, 







In the present study, the vapor film collapse behavior around high temperature solid particle 
submerged into water was experimentally investigated by applying a pressure pulse to the vapor 
film on a high temperature sold particle. Microscopic interfacial phenomena between vapor and 
water were visually observed by using a high-speed video camera. The visual data obtained were 
processed by visual data processing techniques. Furthermore, the transients of the temperature and 
pressure were simultaneously measured. The interfacial temperature was estimated by solving the 
heat conduction equation with the data obtained at the boundary conditions. 
It is clarified that vapor collapse by pressure pulse occurs homogeneously around the vapor film 
surface on a high temperature particle. Microscopic information is obtained from the visual data by 
using visual data processing technique, PIV technique and digital auto-correlation technique. At the 
time the vapor film surface changes to white, the saturation temperature exceeds the interfacial 
temperature. The microscopic vapor film collapse behavior indicates the possibility of the phase 
change at the vapor film collapse. 
1. INTRODUCTION 
During severe accident of a light water reactor, various thermal hydraulic phenomena including 
vapor explosion could threaten the integrity of the containment vessel. The occurrence of the severe 
accident is extremely unlikely since LWRs are designed based on the defence-in depth concept. 
However, it is important to investigate the thermal hydraulic phenomena including vapor explosion 
in order to evaluate the safety margin and potential risks of the accident management measures to 
prevent and mitigate the severe accident. 
In order to achieve the vapor explosion, several processes should be sequentially satisfied. The 
process is called “trigger process”. The most important processes for the trigger process for the 
vapor explosion are the vapor film collapse around high temperature molten material droplets and 
the following atomization. If the trigger process is not satisfied, the vapor explosion does not occur 
but violent boiling occurs. The model proposed by Board and Hall is based on the categorization of 
the break up mechanism of liquid droplet by flow as shown in this Fig. 1. The mechanism of the 
fragmentation in the previously proposed model is based on the instability due to flow. 
On the other hand, Koshizuka conducted the calculation with MPS method that the water 
column comes homogeneously from the surrounding water to the molten material droplet.  The 
middle figures are the shadow images of the calculation and the lower figures are the experimental 
X-ray pictures taken by Ciccarelli and Frost. It is indicated that the calculation results are quite 
similar to the experimental results observing homogeneous filaments generation around the molten 
Tin material. The result indicates that the violent boiling of the water homogeneously immersed 
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into the molten material causes the fine fragmentation. One of the biggest questions is what is the 
driving force of such a homogeneous liquid-liquid contact? Can differential acceleration by relative 
flow velocity between molten material and surrounded liquid cause the homogeneous liquid-liquid 
contact? 
The objective of the present study is to investigate what is the driving force of such a 
homogeneous liquid-liquid contact. Since the fragmentation follows the vapor film collapse, the 
driving force of the water surrounding the molten droplet could be caused by the vapor film 
collapse behavior. In order to achieve the present objective, it is necessary to investigate only the 
vapor film collapse behavior separately from the following fragmentation. 
 
 
Figure 1: Schematic diagram of thermal detonation model. 
 
2. EXPERIMENTAL APPARATUS AND PROCEDURE 
2.1. Experimental apparatus 
Figure 2 shows the schematic diagram of the experimental apparatus. Test section is composed 
of the stainless steel square vessel. Its inner dimension is 54 mm, thickness is 3 mm, and length is 
316 mm. Polycarbonate plates for the visual observation are installed on three sides of the test 
vessel. Strain-gauge type pressure transducers are installed on the center of a rest side in order to 
measure the pressure and to obtain the trigger signal for high-speed video camera. The sheathed 
thermocouple to measure the water temperature is in the test vessel 30 mm above the center. The 
pressure pulse generator is located at the bottom of the test vessel. The pressure pulse is generated 
by hitting the piston at the bottom of the test section with a bullet driven by nitrogen gas. The 
nitrogen gas flow is operated with electromagnetic valve to obtain good repeatability. Experimental 
data are recorded as voltage data into analyzing recorder through amplifier. Those data are 
transferred to the computer through GP-IB. Visual data are obtained by the high-speed video 
camera with the maximum speed of 40,500 fps. The high-speed video camera starts with trigger 
signal from the pressure transducer through analyzing recorder. 
 
 
Figure 2: Schematic diagram of the experimental apparatus. 
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2.2. Experimental procedure 
This figure shows the experimental procedure. At first, steel ball was heated up to the specified 
temperature by a burner. Next, the steel ball was submerged into the water to generate the film 
boiling on the high temperature ball surface. Finally, pressure pulse was generated at the bottom of 
the test vessel to attack the film boiling on the high temperature ball surface. The vapor film 
collapse behavior is observed with high-speed video camera. The maximum recording speed of the 
video camera is 40,500 fps. The graphic data are stored in the memory unit as 8-bits digital data. 
 
 
Figure 3: Schematic diagram of the experimental procedure. 
3. EXPERIMENTAL RESULTS 
3.1. Experimental results 
This is one of the direct measurement results in the experiment, Fig. 4. At first you can see 
transparent and smooth vapor film around a high temperature particle surface. At the moment when 
the pressure pulse arrives at the particle, you can see homogeneous vapor generation around the 
high temperature particle. Although the pressure pulse comes from bottom to top, it is clearly 
observed that vapor is generated homogeneously around the high temperature particle. 
Besides with the visual data, pressure around the particle and the particle surface temperature 
are simultaneously measured as shown in this figure. The figure shows the experimental results of 
pressure and surface temperature with the pictures of the visual data. Horizontal axis shows time in 
ms. The surface temperature started to decrease when the pressure pulse arrived. Symbols of A to F 
correspond to the pictures right. A clear and smooth vapor film was observed at time A before 
pressure pulse arrived. The peak of the pressure pulse arrived at time B. At the time, vapor film 
surface changed white. After the pressure pulse passed away, vapor generation occurred 
homogeneously all over the surface as shown in C through F. 
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3.2. Estimation of mean film thickness 
The digital graphic data are processed to estimate vapor film thickness on the steel particle 
surface by using the graphical image data processing technique. The schematic diagram of the 
determination procedure of vapor film thickness is shown in Fig. 5. 
The procedure is  
1. Capture graphic data of steel particle without vapor film before experiment. 
2. Capture graphic data of vapor film collapse on steel particle.  
3. Change the 8-bits digital graphic data into binary information. Turn over the binary information 
of the graphic data with vapor film. 
4. Superimpose two graphic binary data. 
5. Count the number of pixels of vapor film. 
Divide the number of pixels of vapor film by the length of the particle outer surface to estimate the 
vapor film thickness. The minimum spatial resolution is estimated as 0.02 mm. 
 
 
Figure 5: Determination procedure of vapor film thickness. 
3.3. Two dimensional velocity field of interface movement 
In order to obtain microscopic vapor film collapse behavior, it is very important to estimate the 
two dimensional velocity field of the interface movement, as well as the above mentioned mean 
vapor film thickness. PIV technique is tried to apply to estimate the interface movement. In usual 
PIV technique, visual pattern of the tracer particles are correlated to reproduce the velocity field. In 
the present study, the pattern of the binary line data of the interface obtained from the visual 
observation is used to correlate the interfacial movement. That is, the outlines of the vapor film in 
following two times are converted into binary data as shown in Figure 6. Then the 64 pixels by 64 
pixels full picture is divided into 4 by 4 equal 16 elements. When the two patterns of the lines in 
different time is matched, the distance and the angle between two elements is estimated to 
reproduce the velocity vector field of the interface movement. 
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3.4. Interface movement by digital auto-correlation 
Although the velocity field of the interface obtained with the PIV technique is useful to grasp 
the two dimensional interfacial movement, the results include some error since PIV technique traces 
the image of the binary visual data pattern. In order to precisely determine the location of the 
interface at each time, digital auto-correlation technique is applied as shown in Figure 7. At first, 
the visual data is changed into a matrix of the brightness information. The matrix of the brightness 
information and a reference matrix function are cross-correlated with the equation to yield the 
cross-correlation function as shown in the Fig. 7. The reference function is chosen to make the 
cross-correlation function highest at the gas liquid interface. 
Once the locations of the interface at different times are obtained, it is possible to estimate the 
interfacial velocity. This figure shows the estimated location of the interface with the Gaussian 
fitting function. The difference of the locations at two different times make it possible to estimate 
the interfacial velocity in x direction. 
 
 
Figure 7: Auto-correlation function and determination of the interface location. 
 
3.5. Heat conduction analysis 
From the above visual data processing technique, the mean vapor film thickness can be 
estimated. By using the mean film thickness as a boundary condition, it is possible to estimate the 
vapor-liquid interfacial temperature with the following heat conduction equation. The Following 
heat conduction equation (1) is numerically solved to yield the temperature distribution as shown in 
Fig. 8. Once the temperature distributions were obtained, the vapor-liquid interface temperature is 
estimated. 

























Figure 8: Schematics of heat conduction analysis 
 
3.6. Summary of the data estimation  
Figure 9 shows the summary of the estimated results from the visual observation data and 
pressure measurement results simultaneously obtained in the experiment. 
The upper graph shows the estimated mean film thickness and the measurement result of the 
pressure. The middle graph shows the measured particle surface temperature, saturation temperature 
from the pressure measurement, and the interfacial temperature calculated by solving the heat 
conduction equation. The lower graphs show the visual data, the velocity distribution estimated 
with the PIV technique, and the x-direction velocity estimated by the digital auto-correlation 
technique. 
The symbols A through E are corresponding to the pictures on the right hand side. At first vapor 
film is smooth and transparent as shown at time A. At the time B, pressure pulse arrived at the 
particle. And the vapor film surface changes to white and the saturation temperature estimated from 
the pressure exceeds the interfacial temperature. The interfacial velocity toward the horizontal 
direction is very small at the moment. After time B, vapor generation starts from time C. The 
interface movement changes its direction at time D. Finally, violent vapor generation occurs from 
time E when the saturation temperature decreases below the interfacial temperature. 
Considering the present results, the vapor film collapse occurs homogeneously in all directions 
and the vapor surface turns white when the pressure pulse arrives. Furthermore, it is estimated that 
the saturation temperature exceeds the interfacial temperature. These results of the microscopic 
vapor film collapse behavior indicate the possibility that the phase change occurs at the time when 
the vapor film changes white. 
4. CONCLUSIONS 
• It is clarified that vapor collapse by pressure pulse occurs homogeneously around the vapor film 
surface on a high temperature particle. 
• Microscopic information are obtained from the visual data by using visual data processing 
technique, PIV technique and digital auto-correlation technique. 

















The microscopic vapor film collapse behavior indicates the possibility that experimentally obtained 
homogeneous vapor film collapse behavior is caused not by differential acceleration due to relative 
flow difference but by pressure force due to phase change within vapor film. 
 
 
Figure 9: Summary of microscopic vapor film collapse behavior 
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NOMENCLATURE 
f(x,y) : Brightness function  Greek 
g(x,y) : Reference function  	
	 
r(x) : Correlation function  
			 
r : Distance from the center of the particle, 
t : Time 
T :  Temperature distribution 
Tl(r) : Temperature distribution in liquid 
Ts(r) : Temperature distribution in steel 
Tv(r) : Temperature distribution in vapor film  
Tl : Bulk liquid temperature 
Tw, : Particle surface temperature 
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This study was carried out to understand the bubble or particle interaction in multiphase flows. We 
used light polstyrol particles (density 0.05 g/cm3) which were colored to detect the particles at 
higher void fractions. To investigate the influence of the shape on the particle interaction  spherical 
as well as ellipsoidal particles were used. The polystyrol particles behave similar as air bubbles in 
water because of their relative low density. This was documented by several experiments of the 
motion and wake structure with single rising bubbles and particles [1]. The particles were studied in 
a water tank in counter-flow. A stereoscopic three-dimensional PTV systems was built up to record 
the particle motion. By using different concentration of water/glycerine mixture we are able to 
simulate different Reynolds-numbers. The results demonstrates that the shape of the particles plays 
a dominant role on the interaction, see the particle pair distribution shown in Fig. 1.  In case of the 
spherical particles, most of the particle pairs are horizontally aligned which is a clear trend of 
bubble pairing. This agrees with the observations made by Fortes et al. (1987). In contrast, the 
prolate spheroids show a different distribution which can only be attributed to the different shape. It 
is likely, that the additional degree of freedom of the prolate spheroids to tilt or to align with the 
flow is the main reason which has also great influence on the drag and lift-forces. 
 
 
Figure 1: Radial profiles of the temperature variance at three different axial positions. 
Comparison between measurements and calculation. 
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In the present experiment, an isokinetic sampling probe technique was used for the measurement 
of the local droplet flow rate generated from an imitated disturbance wave, which was constructed 
by injecting liquid through a slit mounted on the bottom wall of a horizontal rectangular duct. The 
experimental data on the distribution of entrained droplets and their deposition on the duct wall 
are presented. As a result, it is clarified that the droplet generation is periodic and the distribution 
of the droplet flow rate is not uniform in both axial and height directions. And accordingly the 
droplet flow is fundamentally unsteady. Furthermore, the correlation of the entrainment fraction 
proposed by Paleev-Filippovich is superior to that by others. 
1. INTRODUCTION 
Gas-liquid annular two-phase flow is an important flow pattern in terms of the liquid film dry 
out in the high quality region in various kinds of heat exchangers. In the past, many investigations 
on an annular-dispersed flow in horizontal pipelines were conducted, and the behaviors of 
entrained droplets have been discussed. They, however, focused only on spatially averaged values 
of the droplet parameters. On the other hand the disturbance waves are not uniform in the height 
and scale even under the same flow condition of both phases. Therefore, we measure 
entrainments as well as crests of disturbance waves together at the location near the wave height 
if we use an isokinetic sampling method. If we use the suction method in which liquid film is 
subtracted from the bottom of the duct, the accuracy of the measurement is not satisfactory 
[1]~[4] because the disturbances run fast. These facts give us the common understanding that 
nobody has got entrainment data with high accuracy and detailed information. 
In the present experiment we tried to measure entrainment parameter from the relative frame 
of reference fixed to the disturbance wave. For this purpose an imitated disturbance wave is 
constructed by injecting liquid through a slit mounted on the bottom of a horizontal rectangular 
duct. This enabled us to measure the distribution of the entrainment flow rate in the height 
direction at the axially different distance from the imitated disturbance wave. From the measured 
data we also discussed the droplets deposition rate and compared the measured droplet flow rate 
with the correlations which have been proposed previously by the other investigators. 
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2. EXPERIMENTAL APPARATUS AND MEASUREMENT 
Figure 1 shows the schematic view of the experimental apparatus. The horizontal test section 
with a square cross section of 40×40mm and 7m in axial length was made of transparent acrylic 
resin so as to observe the flow phenomena. Air was introduced from a compressor and water from 
a pump was introduced into the horizontal duct from the bottom of the test section. Figure 2 
shows the detail of the water injection part of the test section where the imitated disturbance wave 
was created. Fig. 3 shows the isokinetic prove which was axially moved in the range of 
z=20~90 mm at the interval of 10 mm as well as z=200 mm and 350 mm from the slit for 
introducing water. The isokinetic prove was also traversed in the height direction. 
The time averaged wave height and the maximum height were measured by a needle 
contacting prove which could be traversed in the height direction. From the on-off signal from the 
needle contacting prove we defined the maximum wave height as the 1 % of the contacting liquid 
phase. We observed the behavior of the imitated disturbance wave which was fixed on the water 
introducing slit by a high speed video camera. 
We used air and water of 20~30 degree C. The superficial velocities of air and water were 
10~40 m/s and 0.001~0.10 m/s, respectively. 
3. EXPERIMENTAL RESULTS AND DISCUSSION 

















































φ   0.5












for droplet flow rateAir
Water
Cross-section of test duct
y
x
1  :  Blower
2  :  A ir-water joining section
3  :  W ater tank
4  :  Pump
5  :  Underground tank
















f1 ,   f2         :   Float type flow meters
m1 ,   m 2      :  U-type mano meters
O              :  Orifice flow meter













1  :  Probe
2  :  D ia l gauge
3  :  Porous plate
4  :  Slit
5  :  Vacuum pump
6  :  Rubber pump
f1               :  Digital flow meter
f2               :   Volumetric vessel
m              :  U-type manometer
V 1             :  Needle valve
V 2 ,  V3       :  Control valves
V1 V3V 2
m











Figure 4 shows the experimental points by marks and the area map for droplet onset pattern.  
The broken line shows the boundary of droplet onset, above of which droplets generated from the 
crest of the imitated wave. It is generally understood that the droplets are generated from the 
disturbance wave, but the mechanism of generation has not been clarified. In the present 
experiment we observed droplet generation in detail because the disturbance wave was fixed on 
the water supplying slit. Fundamentally the droplets generated periodically. Typical patterns are 
shown in Fig. 5. The arrows show the phenomena repeats this direction.  
In the pattern (a): droplets generated periodically when the wave crest is accelerated with 
undulation by the action of gas flow. In the pattern (b): Due to the high velocity of gas flow the 
wave crest is accelerated more strongly by the gas flow and the wave crest was sliced off then 
generated droplets became very fine instantaneously. The change of the shape of the wave was 
large. In the pattern (d): the wave crest was stretched and droplets generated. The wave crest 
fluctuated violently and periodically. The amount of generation of droplets was large because of 
the larger liquid flow rate into the imitated disturbance wave. Small air bubbles were involved in 
the downstream side of the disturbance wave due to the separation of air flow. In the pattern (e): 
the generation of droplet was also intermittent and periodic, but the frequency was so high that it 
was seen to be continuous from the whole body of the disturbance wave. From the observation 
discussed above it is concluded that the droplets are generated periodically from the wave crest by 
the action of gas flow. 
3.2 The wave height of the disturbance wave 
In Figure 6 shown is the maximum and the mean height of the disturbance wave, hm and hmax. 
Both of them increase with increasing liquid flow rate and decrease with increasing gas flow rate. 
The larger difference in value between hm and hmax show the violent change of the wave crest due 
to the generation of droplets. 
3.3 Frequency of the droplet generation 
Figure 7 shows the frequency of the droplet generation, n, from the crest of the disturbance 
wave. The value of n was 30~100 1/s and increases with increasing both air and liquid phases. In 






















Fig. 4: Classification of droplet onset patterns Fig. 5: Frequency of droplet generation 
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3.4 Distribution of local droplet flow rate and the total droplet flow rate 
Figs. 8(a) and (b) show the distributions of local droplet mass flow rate GEy in the duct height 
direction, (a) being for the high air flow rate case and (b) for jL=0.05m/s. In the case of jL=0.01m/s 
droplets flow rate was zero in the range of y/H<0.6, which means that in this case droplets did not 
diffuse up to the top of the duct even at the location of z=350mm while in the cases of jL=0.04 and 
0.07m/s the droplets diffused almost whole cross section of the duct even at z=90mm. Figure 8(b) 
shows that the upward diffusion is stronger in the case of larger jG under the same flow rate of jL.  




×= ∫  (1) 
Figure 9 shows the change of GE in the axial direction. It sharply decreases with the axial 
distance in the case of large jL and reaches the asymptotic value which differs depending on the 
magnitude of jL. This shows the distribution has reached to the equilibrium state at z ≅ 150mm. On 
the other hand in the case of smaller jL the change is slow because the droplet generation rate is 
small due to the low wave height and the upward velocity component given by the interaction 




























































(a)  jG= 40m/s (b)  jL= 0.05m/s 
Figure 8: Local droplet mass flow rate 
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In the present experiment the effect of the base film flow which exist upstream of the disturbance 
wave on the droplet generation was examined. The result shows that the effect of the existence of 
the base film is negligibly small. In the actual disturbance wave flow base film does not flow into 
the disturbance wave from the rear side of the disturbance wave because the velocity of the 
disturbance wave is much faster than that of base film, the situation of which corresponds to the 
case without the upstream base film in the present experiment. Then the data shown in the present 
paper are taken under the condition without upstream base film. 
3.5 Droplet generation rate 
We assumed that the total droplet flow rate measured at z = 20 mm is equal to the total 
droplets generation rate. And we defined the droplets generation rate in one shot of the generation 
WE0 ( ≡ GEz=20/n). WE0 is plotted against wave height hm in Fig. 10, which shows clearly that the 
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3.6 Droplet deposition coefficient 
By using GE the droplet deposition coefficient by the turbulent air flow on to the walls is 
defined as [8], 






here Hm=A/S is the hydraulic mean depth m, s = VG/Vd  the velocity ratio between air flow and 
droplet, which was assumed to be unity in the present paper. Many researchers discussed the 
droplet deposition coefficient K. It, however, is time averaged value, in other words, space 
averaged value while in the present paper the local value is discussed. 
Figure 11 shows the changes of K plotted against the distance from the disturbance wave. It is 
shown that there are two regions in the process of droplet deposition, i. e., Region 1: K decreases 
sharply along the duct axis and Region 2: K asymptotically decreases in the downstream region of 
z = 150 mm, the trend of which is similar to one described in Fig. 9. This fact means an important 
thing that the distribution of the droplets along the duct axis is not uniform, i. e., the droplet flow 
rate repeatedly changes every times the disturbance wave passes by the measurement station 


































Figure 12: Classification of droplet onset patterns by jLm 
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3.7 Correction of the liquid flow rate 
The imitated disturbance wave formed by injecting water flow from the bottom of the duct is 
possibly different from one generated naturally in actual annular flow. The droplet flow rate is 
strongly dependent on the wave height as discussed in section 3.5. Taking this fact into 
consideration the water flow rate is experimentally corrected so as to agree the maximum wave 
height of the imitated disturbance wave with that of actual disturbance. It must be noticed that, 
however, the disturbance wave in actual annular flow is large and small, so the above correction 
is not enough and still has problem. The area map of the classification of droplet onset pattern 
changes if we use the corrected water flow rate as shown in Fig. 12. Where we did not correct in 
case of jG = 40 m/s because the maximum wave height in both cases is approximately equal with 
each other. 
3.8 Droplet flow rate ratio 
Droplet flow rate ratio is defined as the rate of local droplet flow rate to the total droplet flow 
rate in the region where the droplet generation rate is balanced with the droplet deposition rate 
and therefore both the droplet flow rate and the liquid film flow rate do not change along the duct 
axis. 
(1)  Mean local droplet flow rate: We calculated the mean local droplet flow rate at the height of y 





z2∫ dz  (3) 
WEy is shown in Fig. 13. Generally the distance between two disturbance waves is 
200~500 mm, and we considered that z2-z1 corresponds to the disturbance distance and took 
z1
 = 20 mm and z2
 = 350 mm. The shape of each curve in Fig. 13 is similar to that of the droplet 
flow rate at z = 350 mm as already shown in Fig. 8 while the amount is one or two order smaller. 
It is clearly shown that droplets did not diffuse up to the top wall in the case of jLm
 = 0.01m/s and 
jG
 = 40 m/s. 
In the actual annular flow many droplets flow into the region between two disturbance waves 
from upstream side of the disturbance wave then the distribution must be more uniform. We can 


















Figure 13: Axially mean droplet mass flow rate 
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(2)  Correlation of droplet flow rate: Integrating WEy in the height direction from hm to H and 
assuming that the droplet distribution is uniform in the width direction of the duct we 




∫×=  (4) 
The relation between WE and hm is shown in Fig. 14. This shows again the close relation 
between those parameters and the data with same air flow rate are on one straight line 
independent of liquid flow rate. This relation is correlated by the next equation 
LmGE hjW ρ
89.008.261001.1 −×=  (5) 
where the unit of hm is mm. The straight lines in Fig. 14 mean Eq. 5. As a whole the agreement of 
the data points with Eq. (5) is satisfactory. 
(3)  Comparison between the proposed correlations with the present data: The ratio of the droplet 
flow rate to the total liquid flow rate is calculated for the present experimental data by the 


































Figure 15: Comparison of correlations with present experimental data against droplet fraction 
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Figure 15 shows the comparison of the present data with the proposed correlations. Ousaka 
correlation [4] was obtained by modifying Ishii-Mishima correlation so as to be useful for the 
annular flow in an inclined pipe line. Ishii-Mishima correlation gives larger values than the 
experimental values while Ousaka correlation gives smaller values in the case of jG
 = 20m/s. 
These two correlation have been obtained in the case of circular pipes, and therefore the 
experimental condition is different to the present one. On the other hand Paleev-Filppovich 
correlation [11] has been obtained for the horizontal rectangular duct and gives more accurate 
estimations. Wallis correlation [12] gives accurate estimation in case of jG = 40m/s. But it has a 
problem that it gives negative values in the case where jG is smaller than 28 m/s. It is noticed that 
the droplet flow rate flowing into the region between the disturbance waves is neglected in the 
experimental values. 
The wave height is one of the controlling factors for the generation of droplets as discussed 
above. But no correlations proposed so far do explicitly include this parameter, while the 
correlation proposed by the present authors has this parameter. The wave height, however, 
changes depending on the flow rate of both phases, the geometry of the test section and properties 
of the fluids. Further there exist disturbance waves with various dimensions even under the 
identical flow condition. Therefore it is noticed that the present correlation which includes the 
wave height must be investigated further in the future. 
4. CONCLUSIONS 
Detailed experimental examination is made into the generation and the deposition of droplets 
generated from an imitated disturbance wave which is fixed to the absolute frame of reference. 
The results are summarized as follows. 
(1) Droplets are generated by the action of the shear force of air flow mainly from the crest of the 
disturbance wave periodically with the frequency of 20~120 Hz depending on the flow 
condition. The generation patterns are classified into five. 
(2) Deposition of droplets on the bottom wall is large in the region just downside of  the 
disturbance wave due to the gravity force acting on larger droplets and the separated air flow 
and diffuse uniformly by the turbulence of the air flow in the region far downstream of the 
disturbance wave. 
(3) Droplet flow rate is large just downstream of the disturbance wave and decreases with the 
distance from the disturbance wave. And accordingly the axial distribution of droplet is not 
uniform, which means that the droplet flow rate measured at a fixed point is unsteady. 
(4) Compared with the actual and the present situations, the droplet flow rate measured in the 
present experiment has a problem that it does not include the droplets flowing from the 
upstream of the disturbance wave. The present data, however, agree comparatively well with 
the Paleev-Filippovich correlation. 
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Condensation in the presence of non condensable gases is a security relevant process during a pos-
tulated loss of coolant accident in a nuclear pressurised water reactor. In the framework of a re-
search project supported by the Bundesministerium für Wirtschaft experiments have been per-
formed at the LAOKOON test facility at the Technische Universität München, to study the effect of 
non condensable gases on direct contact condensation at stratified steam/water flow. Also experi-
ments on a test facility with a vertical cooled wall were made. The paper presents the measurement 
techniques, the experimental setup, the theoretical description and a selection of the experimental 
results. The used laser measurement technique called linear Raman spectroscopy allows the local 
investigation of concentration profiles in the vapour phase. With the concentration profiles it is pos-
sible to determine local heat and mass transfers by using theoretical descriptions. Experimental re-
sults with different system parameters and the occurred phenomena are presented. 
1. INTRODUCTION 
If pure steam condenses at a cold surface, the heat and mass transfer resistances in the vapour 
phase can be neglected. If a non condensable gas is present, it can accumulate at the phase interface 
and reduce the heat and mass transfer in the vapour phase observable. 
In many applications the condensation with non condensable gas plays an important role (e.g. 
design of condensers, distillation columns). Safety relevant is it in particular in the nuclear 
technology. 
In a nuclear pressurized water reactor the vessels for the Emergency Core Cooling water (ECC) 
are normally pressurized with nitrogen. Therefore the water is saturated with the nitrogen. In case of 
a loss of coolant accident the injection of the ECC-water releases the nitrogen as a result of the 
increasing temperature and the decreasing pressure. A high concentration of nitrogen is brought into 
the system, especially if no more water is remaining in the ECC-vessels. 
In particular with low steam velocities the condensation rates at the cold Emergency Core 
Cooling water can be reduced strongly due to the non condensable gas accumulation at the phase 
interface. This leads to an insufficient heating of the Emergency Core Cooling water and an 
increase of the structure stress at the hot wall of the reactor pressure vessel.  
For the development and validation of computer codes for numerical simulations of the 
thermohydraulic processes, a detailed knowledge of the transport processes between the two phases 
is essential. For this it is necessary, to perform experiments with defined boundary conditions and 
measurements with a high local resolution. 
For measurements with high local resolutions optical techniques are the method of choice, be-
cause the flow field remains undisturbed. The optical measurement of the nitrogen concentrations, 
outlined in this paper, bases on the linear or spontaneous Raman effect. The main advantage of the 
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LRS is a comparative simple setup and evaluation of the measured signals. But the intensities are 
very weak. Therefore a very sensitive camera system combined with a high power laser is neces-
sary.  
The measured concentration profile can be described with suitable theories, like film theory, in 
order to calculate local heat and mass-transfer coefficient. 
In many experiments with non condensable gas fog occurs above the phase interface because of 
homogeneous condensation. The droplets of the fog produce a liquid water Raman signal in the 
vapour phase and therefore it is possible to estimate the fog density using the intensity of the water 
signal. 
In addition to the laser measuring technique conventional measuring techniques, like thermo-
couples and flow meters, are used. 
To be able to evaluate the influence of many parameters on the heat transfer, numerous experi-
ments with different boundary conditions were executed and analysed. Changeable parameters are 
the non condensable gas concentration, the steam velocity and the direction as well as system pres-
sure. 
2. THEORY 
2.1. Condensation with non condensable gases 
 
 
Fig. 1: Condensation with and without non condensable gas. 
 
If saturated steam condenses at an cold water layer, there is no partial pressure or temperature 
gradient (Figure 1) in the vapour phase. The steam partial pressure corresponds to the total pressure 
of the system. The temperature is the saturation temperature of the steam at this pressure. On the 
assumption of thermal equilibrium at the phase interface the interface temperature is equal to the 
steam temperature. The heat transfer resistance in the vapour phase can be neglected. There is only 
a heat transfer resistance in the water layer. 
If non condensable gas is present in the vapour phase, the condensation process changes funda-
mentally. The non condensable gas is transported to the phase interface by the condensing steam 




















Without non condensable gas




there and reduces the steam partial pressure. On the assumption of thermodynamic equilibrium also 
the temperature at the phase interface decreases with the steam partial pressure. 
Because of this accumulation, there is an additional heat and mass transfer resistance in the va-
pour. For simplification the two transfer resistances can be combined to a hypothetical heat transfer 
resistance. A steady state status is achieved, if the quantity of the non condensable gas, which is 
transported from the condensing steam to the boundary layer, corresponds to the contrary diffusion 
flow. 
2.2. ‘Classical’ film theory 
For a better distinction the correlations in the literature, so called film theory, are named in this 
work ‘classical’ film theory. The ‘classical’ film theory is described by numerous authors (e.g. [1]). 
It is still used for the design of technical components, like condensers (e.g. [2]). 
The model assumes a laminar gaseous film. The molar concentrations as driving potential for 
the mass transfer change only within this film. Changing of the concentration, the pressure and the 
velocity in the direction x parallel to the phase interface are neglected. Thermal equilibrium is as-
sumed at the phase interface. The following equations were deduced for a mixture of steam and 
nitrogen. 
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case of a phase interface, which is impermeable for nitrogen, the molar flux of nitrogen to the inter-
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n&  (2) 
This correlation is valid for xsy ≤ . At the position y = sx is x = x∞ . 
If the convective part is neglected, the concentration profile over the boundary layer thickness sx 
is linear.  
 
2.3. ‘Generalised’ film theory 
The following described correlations are simplified called ‘generalised’ film theory. 
The conservation equation of continuity for steam reads as follows: 
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Assuming a steady state and 1-dimensional problem and integration with the boundary conditions 









































n&  (4) 
Equation (4) merges to Eq. (2), if the bulk concentration of nitrogen is zero. Figure 2 shows the 
different distrubutions of the concentration profiles calculated with ‘classical’ and ‘generalised’ 
film theory. 
The experiments show, that the ‘generalised’ film theory provides a much better description of 
the measured concentration profiles than the ‘classical’ film theory, in particular with a high bulk 
concentration of nitrogen. 
 
 
Fig. 2: Concentration profiles calculated with ‘classical’ and ‘generalised’ film theory. 
 
3. LASER MEASUREMENT 
3.1. Raman scattering 
If laser light hits a molecule, it comes to an elastic scattering (Rayleigh scattering) and an ine-
lastic scattering (Raman scattering) of the incident light. During the inelastic scattering a part of the 
laser energy remains in the molecule. Therefore the energy of the scattered light is reduced and the 
wavelength of the scattered light is larger than the laser wavelength. The energy and thus the wave 
number νR = 1/λR of the scattered light can be calculated from the energy difference of the laser 
light with the remaining energy in the molecule EJ,v 
v,JR Echch −⋅⋅=⋅⋅ νν  (6) 
with the Planck’s constant h and the speed of light c. The linear Raman spectroscopy allows both 
stretching oscillations (vibration oscillations) and rotational oscillations with defined transitions [5]. 
In this work we only use the spectra of the stretching oscillations because the large wavelength al-
lows a simpler separation. 
A further advantage of the Raman effect is the independence from the incident wavelength. 
3.2. Raman spectra of the vapour phase 
Main aim of the laser measurements in the vapour phase was the determination of concentration 
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σ (e.g. [5]) the molar concentration xN2 of nitrogen in the nitrogen / steam 
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If the relative Raman cross section is known, it is possible to calculate the concentration profiles 
from the measured intensity profiles with Eq. (9). 
The relative Raman cross section depends on the experimental setup, in particular on the angle 
between laser light and scattered light. Literature values exist for the used 900-setup in these ex-
periments ([6], [7], [8]), but the variation is partially very large. Therefore the relative Raman cross 
section was determined for the used experimental setup according to the procedure described in [9]. 
A experiment specific average value of SH20=2.34 results, with a standard deviation of 0.19. 
 
 
Fig. 3: Raman signal of water steam and nitrogen with a laser wavelength of 488 nm. 
 
As shown in Figure 3, the vibrational oscillation of the N2-molecule and the vaporous H2O-
molecule causes two narrow-band peaks with 550.6 (N2) and 593.8 Nm (H2O) with the used Argon 
ion laser (wavelength 488 nm). 
If the concentration profiles are known, the molar flux of condensing steam and hence the heat 
and mass transfers can be calculated with Eq. (4). 
3.3. Evaluation of the laser measurements 
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with the sensible heat 0q&  and the latent heat Kq&  from the condensation of the steam. Therefore the 

















































& . (12) 
with the calculation of errors by Gauß. 
3.4. Experimental setup 
For the experiments an Argon ion laser with a wavelength of 488 nm and a power of 1.7 W is 
used. The 900-scattered light is focused on the entrance slit of a spectrograph by means of a 50 mm 
objective for horizontal and a 105 mm objective for vertical experiments. Before the objective a 
filter is installed, which fades out the scattered light below 530 Nm (Rayleigh scattering). The spec-
trograph with a focal length of 250 mm divides the wavelengths of the scattered light and produces 
two-dimensional pictures of the scattered light. The wavelength and the height are the coordinate 
axes (Figure 4). 
 
 
Fig. 4: Raman spectra of a horizontal stratified flow. 
 
A height calibration provides a local resolution of 0.1584 mm per pixel for the horizontal setup 
and 0.01465 mm per pixel for the vertical setup. In the spectrograph a grating with 300 lines and a 
blaze at 500 nm was installed. The two-dimensional picture at the output of the spectrograph is cap-
tured by an intensified CCD camera. Although this camera has a single photon sensitivity, a capture 
time of 2 seconds per picture proved as appropriate. In case of stationary experiments 30 pictures 
are averaged for a better signal to noise ratio and the averaged picture is stored. In case of transient 











4. TEST FACILITIES 
4.1. Cooled, vertical wall 
The test facility consists of two sections, an integrated steam generator and the actual measuring 
volume with the cooled wall and the optical accesses. The steam, which is generated in the electri-
cal steam generator, condenses at the cooled wall and drops again into the water trap (Figure 5). 
Therefore condensing and boiling is a closed cycle, which does not need a peripheral device up to 
the electrical links and the cooling water. Thermocouples are installed in the wall to measure local 
temperature gradients. With these local temperature gradients it is possible to calculate local heat 
transfers. These values can be used for validating the laser measurement. 
 
 
Fig. 5: Test facility with cooled vertical wall. 
 
4.2. Horizontal stratified flow 
Main part of the test facility is the pressure vessel with an upward opened, horizontal, rectangu-
lar duct (Figure 6). At the position where the thermocouples are installed optical accesses are im-
plemented at the vessel and in the duct. Saturated steam from the steam generator is dried and fol-
lowing temperature as well as mass flow are determined. After the measuring section for the steam 
the nitrogen feeding is installed. The steam/nitrogen mixture flows co-current or counter-current to 
the water flow in the duct into the test vessel. 
 
 



















pressure     vessel
After leaving the vessel and before condensing, the temperature and the mass flow of the steam 
is measured again. The pressure control valve was attached directly at the output of the steam gen-
erator. Before the condenser a additional valve is used for the regulation of the steam mass flow.  
The water feeding into the duct can be shifted axially. Therefore it is possible to get the average 
water temperature and the concentration profiles at different locations of the water layer. With the 
average water temperature at different locations it is possible to draw energy and mass balances. 
The nitrogen feeding was realised by pressure bottles and a manually operated valve. The nitro-
gen could be preheated over an electrical heating on the system temperature. Subsequently, nitrogen 
mass flow, pressure and temperature were determined and the nitrogen was fed into the steam pipe.  
Figure 7 shows the flow sheet of the test facility. Several measurement equipments were in-
stalled to measure all parameters, which are important for analysing the experiments, like system 
pressure, mass flow and temperature of steam, water and nitrogen etc. To determine global heat 
transfers along the water layer by energy balances it is necessary to determine the temperature pro-
file of the water layer over the height. This is made by thermocouples, which are mounted on a kind 
of sword at one measurement position in the water layer (Figure 8). With the axially shifted water 
feeding it is possible to realise different energy balance areas with one measurement position. 
 
 









































5. RESULTS OF THE STEADY STATE EXPERIMENTS 
5.1. Vertical cooled wall 
Figure 9 shows the measured concentration profile and the concentration profiles approximated 
with ‘generalised’ and ‘classical’ film theory of one exemplary experiment. Besides the calculated 
heat transfers from both film theories the heat transfer from the thermocouple measurement are pic-
tured, as well as the phase interface and bulk concentrations. It can be clearly seen, that the ‘gener-
alised’ film theory provides a better approximation as the ‘classical’ film theory. The heat flow cal-
culated from the ‘generalised’ film theory corresponds very good with the thermocouple measure-
ments. The heat flow calculated from the ‘classical’ film theory is clearly too small. 
 
 
Fig. 9: Raman spectra and concentration profile at the vertical cooled wall. 
 
5.2 Horizontal stratified flow 
Figure 10 shows the nitrogen accumulation at the phase interface and the heat transfer with dif-
ferent steam velocities. The other experime ntal parameters are identical. The steam velocities and 
Reynolds’ numbers are specified for the measuring point. 
The strong increase of the nitrogen accumulation at the phase interface within a small range of 
Reynolds’ numbers is remarkable. Already the change of the steam Reynolds’ number of 6800 to 
5200 (23,5% change) causes a doubling of the nitrogen concentration at the boundary layer 
(10 mol% to 19 mol %) and a reduction of the heat transfer on an eighth of the original value 
(20744 W/m2K to 2528 W/m2K). A reduction of the steam Reynolds’ number around further 
42,3 % (5200 to 3000) causes an increase of the nitrogen concentration at the boundary layer from 
19 mol % to 81 mol %. The heat transfer decreases thereby on approximately a twelfth 
(2528 W/m2K to 204 W/m2K).  
During detailed view of the last concentration profile in Figure 10 it is noticeable that the meas-
ured and the calculated concentration profile deviate from each other. These deviations occur 
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resulted in the fact that there is a linear profile several millimeters above the phase interface. After 
this linear layer the profile is still logarithmic. Because of the missing convective part, the conden-
sation rates in the layer with a linear concentration profile are substantially smaller than in the loga-
rithmic layer. This would mean that a large part of steam already condenses as fog droplets above 
the phase interface.  
 
 
Fig. 10: Nitrogen concentration profiles and heat transfers with different steam Reynolds’ 
numbers. 
6. RESULTS OF THE TRANSIENT EXPERIMENTS WITH NATURAL CONVECTION 
The transient experiments were performed with outlet valve to the condenser closed. Therefore 
the steam is flowing in natural convection co-current or counter-current to the water flow. The con-
vection is only influenced by the condensation rates. In order to be able to investigate transient 
processes at the boundary layer, every two seconds a Raman spectrum was captured with the CCD 
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than with the steady state experiments, but sufficient for a qualitative analysis. For a quantitative 
analysis several pictures must be averaged, in order to improve the signal-to-noise ratio. 
Figure 11 shows a typical run of the average water temperature with co- and counter-current 
flow over the time. The feeding of the constant nitrogen mass flow (4 kg/h) begins with 0 s and 
ends with 180 s. The system pressure is 7 bar, the distance between the water feeding and the meas-
urement position is 490 mm. 
 
 
Fig. 11: Run of the average temperature of the water layer over time with co-current and 
counter-current convection. 
 
Immediately after the start of the nitrogen feeding the average water temperature and therefore 
the heat transfer decreases strongly with both directions of flow. After a short time both water tem-
peratures have nearly a constant value at a low stage. The average water temperature of the co-
current flow is slightly higher than with counter-current flow. After stopping the feeding of nitrogen 
a remarkable phenomenon occurs. In case of counter-current flow the average water temperature 
and thus the heat transfer increases immediately and after 40 seconds it reaches nearly the value 
before the nitrogen feeding. In contrast to it, the average water temperature in the co-current flow 
rises after the stop of nitrogen feeding only around approximately 2 K within 300 seconds. Only 
further 250 seconds later the water temperature reaches the value before the nitrogen feeding.  
The following analysis of the laser spectra gives more information on the processes in the 
boundary layer. 
6.1. Co-current flow 
Figure 12 shows the spectra at different points in time from the start of the nitrogen feeding. The 
accumulation of nitrogen is already strong 60 seconds after start of feeding. At 180 seconds (stop of 
the nitrogen feeding) a formation of a boundary layer with nearly constant nitrogen concentration 
can be observed. 20 seconds after stopping the nitrogen feeding (point in time 200 seconds) a 
change in the nitrogen concentration cannot be recognised. After further 180 seconds (point in time 
400 seconds) a reduction of the thickness of the layer with constant nitrogen concentration took 
place. At 460 seconds this layer is completely resolved. In the further process also the exponential 
concentration profile continues to resolve, until it disappears at approximately 700 seconds. The 
formation of a boundary layer with almost constant nitrogen concentration is remarkable with these 
























































Fig. 12: Raman spectra and concentration profiles with co-current flow at different times. 
 
6.2. Counter-current flow 
 
 
Fig. 13: Raman spectra and concentration profiles with counter-current flow at different times 
and a 10-picture average at he end of the nitrogen feeding 
 
The Raman spectra of the counter-current flow (Figure 13) shows a clearly different process of 
the nitrogen accumulation than with co-current flow. Due to the strong formation of fog the signal 
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flow nitrogen accumulates immediately at the phase boundary layer after the start of the nitrogen 
injection. Therefore the average water temperature decreases strongly. Up to the stopping of the 
nitrogen feeding no formation of a layer with constant nitrogen concentration can be observed 
(Figure 13). The second remarkable difference to the co-current flow is the immediate dissolution 
of the nitrogen profile after stopping the nitrogen feeding. Thus the average water temperature 
increases immediately. 
7. CONCLUSION 
The combination of conventional measurement techniques like thermocouples with a optical 
measurement technique allows to investigate heat transfer phenomena in a wide range. The laser 
measurement allows to visualise the processes in the boundary layer of a stratified flow. 
Experiments on a horizontal stratified flow show several interesting phenomena, like the 
accumulation of nitrogen in a small range of the steam Reynolds’ number and the formation of a 
boundary layer with a linear nitrogen concentration profile. The transient experiments show, that 
the processes under natural convection are different between co-current flow and counter-current 
flow. This is caused by the different formation of the nitrogen concentration profile with co-current 
and counter-current flow. 
The experiments, in particular those with vertical setup and high nitrogen bulk concentrations 
indicate, that the ‘generalised’ film theory deduced from the equation of continuity delivers a better 
description of the measured concentration profiles than the often used ‘classical’ film theory.  
NOMENCLATURE 
c   kmol/m3  molar density 
pc   kJ/kg K  specific heat capacity 
D   m2/s   binary diffusion coefficient 
I   counts   intensity 
n   kmol/m2s  specific molar flux 
v  m/s   velocity 
z,y,x   m   coordinates 
 
x   kmol/kmol  molar concentration 






∂   cm6/sr   differential cross section 
α   W/m2K  heat transfer coefficient 
 
indices
D  steam 
W  water 
G  gas(-mixture) 
0   phase interface 
∞  bulk  
t  turbulent 




c   m/s 10  2,9979 8⋅  light velocity 




[1] Bird, R. B., Stewart, W. E., Lightfoot, E. N., Transport Phenomena, John Wiley & Sons, New 
York, 1960. 
[2] VDI-Wärmeatlas, VDI-Verlag, Düsseldorf, 7.Auflage, 1994. 
[3] Ruile Herbert, Direktkondensation in geschichteten Zweiphasenströmungen, VDI-
Fortschrittsbericht Reihe 19, Nr. 88, VDI-Verlag, Düsseldorf, 1996. 
[4] Hobbhahn, W., Beschreibung der Direktkontaktkondensation von Dampf an unterkühltem 
Wasser mit Anwendung in der Störfallberechnung von Druckwasserreaktoren, Dissertation, 
Uni Bochum, 1990. 
[5] Atkins, P. W., Physikalische Chemie, VCH, Weinheim, 1988. 
[6] Schrötter, H. W., Klöckner, H. W., Raman Scattering Cross-Sections in Gases and Liquids, in 
Weber, A. (Ed.), Raman Spectroscopy of Gases and Liquids, p. 123-166, Springer, Berlin, 
1979 
[7] Penney, C., Lapp, M., Raman cross sections for water vapour, J. Opt. Soc. Am., Vol. 66, 
No. 5, S. 422-425, 1976. 
[8] Ahmad, S., A.S. lication of Raman scattering in remote sensing, in Sixty Years on Raman 
Spektroscopy, Elsevier Science Publishers B.V. Amsterdam, Vol. 17B, S. 391-422, 1989. 
[9] Karl Jürgen, Untersuchung des Wärmeübergangs bei der Partialkondensation mittels linearer 

























IMPROVED OPTICAL PROBES AND THEIR VALIDATION FOR LOCAL 
MEASUREMENTS IN TWO PHASE FLOWS 
 
 
M. Buchholz, H. Auracher 
Technische Universität Berlin 
Institut für Energietechnik 
Marchstr. 18, 10587 Berlin, GERMANY 






An improved optical probe system has been developed for measurements in boiling two-phase 
flows. The probe has a tip diameter less than 1.5 µm and improved electrical characteristics. The 
performance of the probe system is determined by combined analysis of high-speed video images 
and the probe signal during impingement of small liquid droplets on the probe tip. Exemplary probe 
signals measured in steady-state transition boiling of Isopropanol are also presented. 
1. INTRODUCTION 
For better understanding and modeling of boiling processes precise knowledge of the two-phase 
flow characteristics is crucial. The understanding of the boiling process still remains not 
satisfactory, especially in the high heat flux regions of the boiling curve and in the transition boiling 
region. Various intrusive and non-intrusive measurement techniques have been proposed and used 
to gain better insights into boiling and multiphase flow, for example high speed video [1, 2] and X-
ray tomography [3, 4] as well as optical [4-9] and electrical probes [9-11]. As long as non-intrusive 
methods for precise, time resolved and local measurements in boiling between intermediate and 
high heat fluxes with the corresponding high void fractions and short time scales are not availiable, 
probe techiques are needed for these measurements. This is especially true for measurements very 
close to the heater surface. Close to the heater surface, the size of the probe tip is a crucial 
parameter for precise measurements because the flow structure and therefore the probe signal may 
be significantly altered if the probe tip is too large. 
 
In all probe techniques the size of the probes should be as small as possible to minimize flow 
disturbances caused by the presence of the probes. The importance of probe miniaturisation is even  
higher for multi-sensor arrangements which should be used to measure parameters such as 
interfacial area concentration, interfacial velocity etc. in addition to standard parameters such as 
averaged void fraction and mean contact frequency, for example. Towards this goal an improved 
optical probe system with a very small tip diameter (< 1.5 µm) has been developed. The probe 
characteristics are identified by analysis of both high speed video frames and the probe signal 
during impingement of small droplets on the probe tip. 
2. THE OPTICAL PROBE SYSTEM 
The probe uses different refractive indices of vapor and liquid phase to generate an electrical 
signal. Light from the probe unit is reflected back into the fiber if vapor (or air) is present at the 
probe tip whereas with a liquid it leaves the probe tip. The optical signal traveling back to the probe 
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electronic system is directed to a photodiode and then amplified. An analog electrical signal is 
acquired by a data acquisition board and the phase indicator function PIF (liquid or vapor) is 
calculated from the analog signal. The set-up of the optical probe system is based on earlier 
developments by Hohl et al. [5]. 
2.1. Preparation of the probe 
The improved optical probe system utilizes a singlemode-glassfiber with a cladding diameter of 
125 µm and a core diameter of 8 µm. A scheme of the glass fiber is depicted in Fig. 1. The laser 
light used to operate the probe travels along the core only. The tip of the probe is formed by etching 
in hydrofluoric acid. This method allows the preparation of very small probe tips. Two SEM 
photographs of the probe tip with different magnification are depicted in Fig. 2. After preparation of 
the tip, the glass fiber is sealed into small Kovar tubes with a high temperature adhesive to make the 
probe sufficiently stiff. A photograph of a 2-probe arrangement is depicted in Fig. 3. Next to the 
probes a thin copper wire with a bend is also installed for distance calibration purposes. The 
distances between the two probes and between the lower probe and the wire tip along the probe axis 
were measured with a microscope prior to measurements. The distance between the probe axes is 
125 µm, given by the diameter of the fibers.  
 












Figure 1: Dimensions of monomode glass fiber for 1300 nm wavelength light 
 
     
 
Figure 2: SEM-photographs of the probe tip 
The double probe depicted in Fig. 3 was used for all measurments presented in the present 
paper. Using the double probe to study the probe performance offers the additional chance to 
examine possible influences of the lower probe (for measurements in boiling; for the droplet 
impingement test the geometry is inverted so that it becomes the upper probe) on the measurements 
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taken by the upper probe as well as visual analysis of the droplet motion along the double probe. 
This is important when using multiple probe tip arrangements.  
 
Figure 3: Photograph of the double optical probe  
2.2. Probe electronics and data aquisition 
The probe is operated by a electronic detection unit. The main part is a bidirectional optical unit 
Bidi (Infineon AG) which contains all the necessary optical parts: a Laser diode, a beam splitter 
and a PIN photodiode in a single device. The laserlight to operate the probe has a wavelength of 
1300 nm. The electronic detection unit contains also devices for safe operation of the laser diode 
and for amplification of the photodiode output signal as well as level detection cirquits. The 
amplified electrical signal is acquired with a ADC-64 (Innovative Integration) data acquisition card 
for PC. The card has an onboard DSP-Processor and 8 A/D converters (each A/D: 16-Bit, max. 
sampling rate 200 kHz). It supports simultaneous sampling of 8 channels at 200 kHz each channel.  
The bandwith (–3 dB point) of the entire PIN-Diode amplifier was measured with the PIN-Diode 
replaced with an HF source with similar electrical properties. The large signal bandwidth measured 
was 1.5 MHz, well above the needed bandwidth for a 200 kHz data acquisition. However, the large 
signal bandwidth may be easily increased  to 6.5 MHz by slightly changing the electronics.  
3. EXPERIMENTS AND RESULTS 
3.1 Probe performance validation 
To determine the probe performance, precisely known test conditions are necessary. For these 
requirements, a vapor-liquid (or gas-liquid) upstream flow was found not to be the best choice, 
because optical access to single bubbles with magnifying camera lenses is limited and turbulence 
may effect the bubble shape and hence the accuracy of contact time calculation, using the video 
frames. To overcome these limitations, we used an inverted geometry with small falling droplets for 
the tests. Advantages are also the relativly easy setup. A scheme of the test setup is depicted in 
Figure 4.  
The principle of the test is as follows: a small droplet is produced by a droplet generator. The 
falling droplet crosses a light barrier above the probe tip. The receiver of the light barrier detects the 
droplet and generates a trigger pulse for both the data acquisition for the probe signal and a high 
speed video camera. Synchronisation pulses of each video frame are used to fire a high speed LED-
stroboscope for back light illumination. The synchronisation pulses are also acquired with the fast 
data acquisition for later analysis. The video camera used was a Weinberger Speed Cam Pro with a 
Weinberger Speed Flash and a microscope lens. The test liquid for the droplets was Isopropanol. 
The lower probe of the upside placed dual probe was used for the tests in order to quantify the 
influence of the upper probe on the results measured by the lower probe. Video frames were taken 
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Figure 4: Setup of probe validation experiment 
The output voltage of the optical probe system during a drop passage is plotted in Fig. 5, details 
of both edges of the signal in Fig. 6. The diamond markers in Fig. 6. represend the sampled data 
points.  High signal level represents vapor (or air) at the probe tip, low signal level represents liquid 
isopropanol at the tip.  
 
Figure 5: Optical probe signal during contact to a falling droplet 
The drop passage can clearly be seen in the signal plotted in Fig. 5. A very sharp decrease of the 
signal occurs at the contact between optical probe and the isopropanol droplet. After contact to the 
air again, the signal rises first very fast to the voltage previous to droplet contact. Then some 
overshoot occurs and also some slow fluctuations at high signal level. These fluctuations vanish 
after about 18 ms. Looking at the falling edge more closely (see Fig. 6, left) a weak increase of the 
signal can be found very shortly before the falling edge. At the falling edge, the signal drops during 
one sampling period (5 µs) almost completely to the steady state voltage for liquid phase. It is quite 
obvious that the entire wetting process of the probe takes place in this short period even though 
some additional time after the optical detection of the probe wetting is consumed by the probe 
electronics and data aquisition (fall time).  This means that probe wetting takes place very rapidly. 
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The slight increase before the falling edge may be explained as follows: Some laser light is being 
emmitted by the probe even with a dry probe tip. A fraction of this emitted light is being reflected at 
the approaching interphase of the droplet back into the probe tip and causes subsequently the signal 
increase. The probe signal during liquid contact is very stable, there are only weak fluctuations. At 
the rising edge the signal voltage reaches about 70 % of the total signal rise after three sampling 
periods (15 µs) (see Fig. 6, right). Then the signal gradient (regardless of fluctuations) decreases 
and the signal level rises beyond the steady-state signal voltage for vapor/gas. During a short 
interval it rises higher than 10 Volts (see Fig. 5), which represents the maximum input voltage of 
the data acquisition and therefore cannot be measured. Afterwards, some decaying fluctuations 
occur until they vanish completely about 18 ms after the rising edge. Our measurement equipment 
does not allow to precisly resolve the processes occurring at the probe tip after the passage of the 
interface (at 8.5 ms in Fig. 6). It is certainly due to complex processes like film runoff, film rupture 
and evaporation of the liquid at the probe tip. The experiments needed to study these processes are 
expected to be extremely difficult. However, this clarification of the process is neither necessary nor 
helpful to determine the interface passage which can obviously be detected very precisly with the 
micro-optic probes of this type.  
 
Figure 6: Optical probe signal, left: contact air to liquid, right: liquid to air 
Signal noise is low, about 150 mVpp during vapor contact and a little less (about 100 mVpp) 
during liquid contact. The higher noise level during vapor contact is most likely the result of 
additional optical noise, which originates from the laser diode and the laser diode drive cirquits. 
During liquid contact, most laser light is not being reflected back into the fiber and therefore 
contributes to the overall noise to a smaller extent than during a vapor contact.  
Measurements with acquisition of both the probe signal and of the high speed video camera 
were performed at different frame rates. The camera allows up to 1000 frames per second fps with 
full resolution (512 x 512 pixel) and up to 4000 fps with reduced horizontal resolution. The best 
compromise between resolution and frame rate for the probe analysis was found to be 2000 fps. At 
3000 and 4000 fps the horizontal resolution is too poor for the small probe size and the frame rate 
should be as high as possible. The measurements at 2000 fps allow calculation of the droplet 
passage time and therefore comparison with the probe-detected liquid contact time. The calculated 
passage time (camera) is 2,8 ms, the measured passage time (optical probe) 2,86 ms. The average 
droplet size of many runs was 1,7 mm diameter. The accuracy of the measurements is mainly 
limited by optical resolution and optical distance measurement calibration. The overall accuracy is 
estimated to be better than 5%.  Even the high frame rate of 2000 fps is not sufficient for a precise 
analysis of the behaviour of the droplet bottom and top interfaces at probe piercing and probe 
dryout, respectively. This analysis requires frame rates well beyond 10,000 fps with good optical 
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resolution. However, the video frames contain some information on the behaviour of the interfaces. 
This influence is discussed in the next paragraph with the help of some high speed video images. In 
these tests the active optical probe is the lower probe because we want to examine the influence of 
the upper probe on the lower probe (probe test inverted geometry).  
At the contact between the probe with the lower interface, a deformation of the interface is not 
visible, see Fig. 7. Note, that the probe in this frame is located directly under the center of the 
droplet and the active tip pierced already the interface.  
 
Figure 7: Droplet during first contact to the probe tip (at 1000 fps) 
 At the upper interface of the droplet, a deformation can be seen; see subsequential images in 
Fig. 8. In the first frame of Fig. 8, the upper probe tip has already pierced the interface but the lower 
probe remains inside the droplet. In the next frame the lower probe tip has also pierced the 
interface. The penetration of the interface must have taken place in the period between the first and 
the second image (see Fig. 6). Beginning in the second frame, a deformation of increasing 
magnitude with progressing time can be seen. As mentioned before, even a frame rate of 2000 fps is 
not sufficient to resolve the piercing process of the probe tip. The measurements of the probe signal 
indicate, that the phase change occurs very short after the first frame. This fact is a strong support 
for the conclusion, that – at least – the greatest part of the deformation does occur after the probe tip 
has passed the interface. Therefore the deformation is not relevant as long as phase velocities or 
droplet / bubble  diameters etc. are to be determined. Moreover, the deformation shown in the 
frames 2 to 4 of Fig. 8 is in a later stage of the droplet passage where both probes indicate vapor. 
The surprising result that the observed deformation does not cause large errors for the detection of 
the unaffected phase change (without probe presence) is most likely caused by the very small probe 
tip and the slender geometry below the tip. The tip seems to pass the interface before the 
deformation develops. Besides, the deformation seems to be caused mainly by capillary forces 
between both optical fibers and the flow restriction at the connection of the fibers. This finding is 
expected to be also true for multi-probe arrangements with similar axial distances of the probes. In 
such probe arrangements with reduced axial distances the effect of the interface disturbance on 
measurement accuracy is expected to be negligible. Such probe arrangements with reduced axial tip 
distance are needed for measurements in pool boiling as explained in the following chapter. 
However, the deformation of the interface might affect the measurement accuracy for multi probe 
arrangements with large axial distances between the probes. For such probe arrangements with large 
axial distances additional verification experiments are advisable. This is even more important with 
liquids of higher surface tension like water for example. 
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Figure 8: Droplet during last stages of second contact to the probe (at 2000 fps) 
3.2 Optical probe measurements under boiling conditions 
Measurements under real boiling conditions were also realized. The boiling liquid was 
Isopropanol boiling on a horizontally positioned flat disc heater with 35 mm diameter. The heater 
temperature was controlled by a discrete PI controller on a DSP-processor PC card.  The system 
pressure was also controlled by a PI controller. The latter has been implemented in LabView on a 
PC with installed data acquisition cards. Both controllers maintain stable conditions of both heater 
temperature and test liquid and enable steady-state measurements along the entire boiling curve. 
The schemes of the boiling facility and the test heater are depicted in Fig. 9. The double optical 
probe was installed at the top of the boiling vessel perpendicular to the heater surface. It is 
moveable in x-, y-, and z- direction with micrometer stages. The distance between heater and lower 
probe was calibrated at the point of electrical contact between the heater and the copper wire next to 
the probe (see Fig. 3) with the known distance between the wire and the lower probe. The probe 
position was measured with a LVDT-displacement sensor with ±1.1 µm accuracy. For more details 
of the boiling facility and measurement setup see [6, 12].  
Measurements were taken during steady-state transition boiling of saturated Isopropanol. 
Saturation pressure was 0.104 MPa which corresponds to p*=0.022. Heater wall superheat was 
∆T=29.6 K (which is in between CHF and the Leidenfrost point), the average heat flux for all probe 
distances studied was 21.2 W/cm2. Probe data was measured at each probe distance at a sampling 
rate of 16.67 kHz each probe for 60 seconds. Both probe signals were sampled simultaneously. The 
distance between the lower probe and the heater surface was in the range between 120 µm and 20.2 

































Figure 9: Schemes of boiling facility and test heater 
A short sequence of measured signal is depicted in Fig. 10 for a position of  the lower probe 120 
µm above the heater surface. Like the signals shown in chapter 3.1, high signal level represents 
vapor, low signal level liquid phase at the probe tip. Compared to the acquired signal voltage of 
Figs. 5 and 6, the signal amplitudes are smaller and the noise levels are higher. These different 
results originate from the previous version of the electronic detection unit with inferior electrical 
characteristics. The signal quality is still well beyond what is needed for a accurate calculation of 
the PIF. The differences between the voltages representing vapor and liquid between both probes 
are caused by different settings of offset and gain. They do not contain any physically meaningful 
information. The signals at a distance of 120 µm (lower probe) and 545 µm (upper probe) are very 
different. The upper probe detects relatively few phase changes and some longer liquid contacts. 
The lower probe is located only 425 µm below the upper probe but the signal characteristics are 
very different. The probe detects more vapor-liquid fluctuations and only short liquid contacts. The 
mean void fraction at the lower probe position is therefore far higher as the one at the upper probe. 
The plotted sequence is a good example for the high complexity of the two phase flow very close to 
the heated surface in transition boiling. Obviously the two phase characteristics change significantly 
between the distance of both probe tips (425 µm), so that there is – if any – only a poor correlation 
between the signals. Hohl [5] found a similar behaviour with a single optical probe (tip diameter 10 
µm) and a similar heater for distances down to 10 µm with FC-72 as test liquid. If cross correlation 
in multi probe arrangements is required to determine two phase parameter above the heater (as e.g. 
interfacial velocities), better correlated signals as plotted in Fig. 10 are needed. This may be 
achieved only with a reduced axial distance between the probe tips.  
For the determination of two phase parameters such as void fraction, vapor contact frequency,  
interfacial velocities and interfacial area concentration the PIF must be determined. This can be 




Figure 10: Double probe signal sequence; distance between heater and lower probe 120 µm 
4. CONCLUSIONS 
An improved optical probe with a tip diameter below 1.5 µm was developed. The characteristics 
were investigated with measurements of the probe signals and high speed videos during 
impingement of small free falling isopropanol droplets on the probe tip. The test results prove very 
good characteristics of the probe – the detection of a vapor to liquid phase change can be detected 
within 5 µs, the phase change liquid to vapor in less than 15 µs. The latter is most likely caused by 
the time needed for sufficient dryout of the probe tip. After the liquid to vapor phase change, some 
fluctuations as well as some overshoot does occur, but these effects do not affect the measurement 
accuracy. The contact time to the droplet detected by the probe is – within the measurement 
accuracy – identical to the contact time calculated from high speed video images. The overall 
accuracy for the determination of interface passages in two phase flows including interface 
deformation and errors caused by the probe electronics and the data acquisition is well above 95 %. 
Test measurements with a double probe in steady-state transition pool boiling on a horizontal disc 
heater have also been carried out. The experiments confirm the applicability of multi-probe 
arrangements for measurements in complex boiling two phase flows as in transition boiling pool 
boiling in a zone very close to the heater. Multi-probe measurements allow better insights into the 
two phase flow dynamics with advanced parameters such as interfacial area concentration and 
interfacial velocity. 
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NOMENCLATURE 
CHF critical heat flux 
FC-72 C6F14 liquid, 3M-Company 
fps  frames per second 
LVDT  linear variable differential transformer 
p* reduced pressure, p/pcrit 
PIF  phase indicator function 
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SEM  scanning electron microscope 
Vpp peak-to-peak voltage 
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Multi-phase reactors are widely used in biotechnology and chemical engineering. Despite their 
widespread use, the fluid mechanics in these apparatuses is not yet fully understood. Therefore, the 
investigation of the fluid mechanics is necessary. This investigation with standard methods - optical 
methods - is yet difficult and, for high void fractions, impossible. This is caused by the fact that 
reflection and refraction of light occur on the gas-liquid boundaries. Moreover, a high solid hold-up 
yields additional problems, because the solid makes the multi-phase system either opaque or leads 
to further refraction and reflection. These effects do not occur applying X-rays instead of light. X-
rays penetrate a multi-phase flow in straight lines.  
We developed a new velocimetry method based on X-rays. The multi-phase flow in question is 
seeded with X-ray absorbing tracer particles. These particles have the same density and size as the 
solid. Therefore, the solid motion is measured by the knowledge of the X-ray absorbing particle 
motion. The particle motion is observed from two directions using X-rays to allow a three-
dimensional particle tracking. Velocity fields are calculated from the trajectories. The method was 
already successfully applied to bubble columns to measure the liquid velocity.  
The method proved to be suitable to measure the velocity of the solid phase in a multi-phase 
flow. It is a 3-dimensional, 3-component method. The main advantages, compared to optical meth-
ods, is that no reflection and refraction problems arise at phase boundaries. Therefore, a large void 
fraction or solids do not limit the application of the method. Like optical methods, the technique is 
non-intrusive. The time for the assessment of a 3-dimensional velocity field is short (less than 20 
seconds). Further developments will allow measuring the liquid and the solid motion simultane-
ously. 
1. INTRODUCTION 
Multi-phase reactors are widely used in biomedical and chemical engineering [1]. Despite their 
widespread use, the fluid mechanics in these apparatuses is not yet fully understood. Many investi-
gators try to model the flow within multi-phase reactors by computational fluid dynamics (CFD) 
[2]. However, the experimental validation of the results of these simulations is still needed to be 
done due to the complexity of the system [1]. This experimental validation is yet difficult due to a 
lack of adequate measurement techniques [3].  
In this paper, we are dealing with the flow in multi-phase reactors (three phases: 
gas/liquid/solid). The fluid mechanics in these devices can be investigated by optical techniques [1] 
[3] [4]. However, all these methods are based on visible light (Laser Doppler Velocimetry, Particle 
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Image Velocimetry, Particle Tracking Velocimetry) and face the problem of reflection and refrac-
tion of light on the gas-liquid boundaries. Therefore, these methods can only be applied when no 
bubbles obscure the path of light. Moreover, solids obscure the path of light, too and, in the case of 
opaque particles, do not allow the light to be transmitted. That means that these methods are only 
applicable for small void fraction and small solid hold-up.  
Another measurement method is the Computer Aided Radioactive Particle Tracking (CARPT, 
[5]). This method works independently from solid hold-up and/or void fraction. However, this 
method is a single point measurement method and it takes up to 24 hours to assess a velocity field. 
The only multi-point measurement method, which works independently from the void fraction 
and solid hold-up, is X-ray based Particle Tracking Velocimetry (XPTV). X-rays penetrate a multi-
phase flow in straight lines. The method is a 3D-3C (three-dimensional / three component) method 
and allows to obtain a mean velocity field of the investigated area within 20 seconds. So far, this 
method was only applied to measure the liquid velocity in a multi-phase flow [3]. However, the 
method can also be applied to measure the solid velocity in a multi-phase flow. Results obtained by 
this method are subject of this paper. Other X-ray based methods applicable to multi-phase flows 
are described in [6]. 
2. METHOD 
2.1. Measurement principle 
The multi-phase flow is seeded with X-ray absorbing tracer particles. These particles have the 
same density and size as the solid. It is assumed that the tracer particles move as the solid. There-
fore, by the knowledge of the tracer particle motion, the solid motion is measured. X-rays penetrate 
a gas-liquid interface in straight lines. Thus the above-described problems of the observation using 
visible light - refraction and reflection on phase boundaries - do not appear. 
A typical experimental set-up is shown in Figure 1. Two X-ray-sources S1 and S2 generate 
X-rays, which are directed through the multi-phase reactor onto the image intensifiers. The image 
intensifiers convert X-rays into visible light and intensify it. Digital cameras behind the image in-
tensifier record the images. An X-ray absorbing particle, represented by point P, is mapped on the 
two image intensifiers I1 and I2 generating the points P1 and P2. The point P is reconstructed from 
P1 and P2. By recording image series, the motion of a particle can be observed. The velocity of the 
particle can be obtained by its displacement and the time difference between the images. By the 
observation of many tracer particles, a vector field can be calculated. The method is closely related 
to 3D optical PTV. 
2.2. Measurement device 
A medical X-ray device (Philips Integris BH 3000) was used for the investigations. It is clini-
cally used for flow visualization in human coronary blood vessels and heart ventricles. The German 
Heart Institute in Berlin generously provided access to the X-ray device during off hours. The input 
screen of the image intensifier had a size of 23 cm x 23 cm. The image intensifier had a resolution 
of about 1024x1024 Pixel. Image intensifiers, CCD-camera, and frame grabbers transformed the X-
ray intensities into digital 8 bit grayscale images. The CCD-camera had a resolution of 512x512 
pixels. 25 image pairs per second were taken. An image series of up to 1000 images (500 image 














Fig. 1: Experimental set-up. 
2.3. Tracer particles 
The solid phase consisted of particles made of polymethylmethacrylate. The cubic particles had 
a side length of 2 mm and a density of about 1.19 g/cm3. The X-ray absorbing tracer particles also 
had a cubic shape with a side length of 2.1 mm. They were made of polyurethane foam having a 
density of 0.6 g/cm3 with a cylindrical insert of a tin alloy (60 % tin, 38 % lead, and 2 % copper). 
The alloy absorbs X-rays, while the foam makes the cubes buoyant. The cylindrical insert had a 
diameter of 0.5 mm. The integral density of the particle was about 1.15 g/cm3.  
2.4. Software 
The particle recognition, the particle tracking, the distortion correction, the isocenter correction 
as well as the three-dimensional reconstruction are described in detail in [3]. However, the isocenter 
correction was improved since that time and the number of reconstructed tracer particles was in-
creased by up to 50 % compared to the algorithm described in [3]. Therefore, this is described in 
more detail. The straight lines connecting the centers of the image intensifiers and the correspond-
ing X-ray sources ideally touch each other at the so-called isocenter. However, in reality they do 
not. The isocenter correction corrects an inaccurate positioning of the two "X-ray source - image 
intensifier" units. Therefore, images of about 300 randomly distributed points in space were taken. 
One needs to know, which point on image intensifier I1 corresponds to which point on image inten-
sifier I2. Straight lines between the mapped points on the image intensifiers and the X-ray sources 
were calculated. The distance between the corresponding lines was determined. A virtual change of 
the positions of the image intensifiers and of the X-ray sources minimized this distance. However, it 
has to be considered that: (1) The virtual position change of the X-ray sources and the image inten-
sifiers needs to be small. (2) It is necessary to maintain a true scale. This was possible since the dis-
tances among the randomly distributed points in space were known. The algorithm yielded the new 
co-ordinates of the X-ray sources and the image intensifiers. The mean initial distance between the 
straight lines was 16 mm. After the isocenter correction the mean distance was 1.8 mm. One has to 
consider that the points in space are recognized by a particle recognition algorithm, which has, as 
well as the distortion correction, an influence on the preciseness of the algorithm. The whole algo-
rithm reconstructed between 59 % and 76 % of the recognized tracer particles. 
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2.5. Multi-phase reactor 
A cylindrical multi-phase reactor was designed, Figure 2. It had an inner diameter of 104 mm 
and a filling height of 100 mm. 91 hypodermic needles with inner diameter of 0.34 mm were used 
as gas dispergers. The use of the needles guarantees a uniform gas distribution. A disc was mounted 







Fig. 2: Multi-phase reactor. 
3. RESULTS 
One liter Glycerin with a viscosity of 8.50*10-4 m2/s was used as liquid. The use of glycerin re-
sulted in a slower flow and thus an easier particle tracking. A small velocity in the multi-phase reac-
tor is necessary, because the used system takes only 25 image pairs per second. 100 g particles of 
polymethylmethacrylate were used as solid phase. The superficial gas velocity was set to 1 mm/s. 
The resulting integral void fraction was 2 %. The integral solid hold-up was 7.5 %. 460 image pairs 
were taken. This corresponds to a measurement time of about 18.4 s. 80 X-ray absorbing tracer par-
ticles were added to the flow. 
The evaluation of the measurement yielded 29749 trajectory vector counts (75.9 % of the rec-
ognized tracer particles). The evaluation with the old isocenter correction of [3] found only 20239 
trajectory vector counts. A photo of the flow was taken during the measurement. It is shown in Fig-
ure 3 (left-hand side). Behind the experiment, a black and white grid (mesh width: 1 cm) was placed 
in the middle of the reactor to show the distortion and that optical methods would encounter big 
problems. Figure 3 shows a photo of the grid (right-hand side). 
Fig. 3: Photo of the flow and photo of the flow in front of a paper grid. 
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Some of the obtained particle trajectories are shown in Figure 4 (left-hand side). A velocity field 
averaged over the measurement time was calculated. It is also shown in Figure 4 (right-hand side). 
Both images are color-coded. In [7] it was shown that the assumption of a constant flow field of 
18.6 seconds in a similar flow is true.  
Figure 5 shows the standard deviation of the absolute value of the velocity. The areas where the 
standard deviation is a special limit is shown as an isosurface. The standard deviation exceeds the 
limit in the volume inside the isosurface. Figure 5 shows the area, where the standard deviation ex-
ceeds 0.012 m/s. The time and space averaged standard deviation is 0.0104 m/s.  
 
 
Fig. 4: Particle trajectories (left) and velocity field (right) for the solid phase. 
 
 





X-ray Particle Tracking Velocimetry was successfully applied to a multi-phase flow. The 
method is suitable to measure the velocity of the liquid phase and of the solid phase. It is a 3-
dimensional, 3-component method. The main advantages, compared to optical methods, is that no 
reflection and refraction problems arise at phase boundaries. Therefore, a large void fraction or 
opaque fluids do not limit the application of the method. Like optical methods, the technique is non-
intrusive. The time for the acquirement of a 3-dimensional velocity field is short. 
Further developments will include a simultaneous velocity measurement of the liquid and the 
solid phase. To do this, tracer particles with different X-ray absorbing elements (size, shape) have to 
be designed and manufactured in order to identify the tracer particles properly. The method is also 
applicable to flows without optical access. 
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Gas-liquid two-phase flows in a plate heat exchanger and a vertical tube with a wire coil were 
visualized by a neutron radiography method to clarify the effect of configurations on phase 
distribution. For plate heat exchangers, adiabatic air-water flows and boiling R141b two-phase 
flows in a simulated test section with a single channel were visualized. From the results, it was 
shown that the effect of inlet configuration on the phase distribution was strongly dependent on the 
inlet configuration and inlet flow conditions. Especially, in the case where the incoming flow was a 
gas-liquid two-phase flow, liquid stagnation in an enlarged inlet section caused unsymmetrical 
phase distribution. Liquid mixing in the ribbed channel was weak. On the other hand, for a vertical 
tube with a wire coil, adiabatic air-water flows were visualized and cross-sectional void fraction 
distributions were calculated by a CT method from projection images from only one direction. The 
effect of a wire on the liquid distribution was clearly shown. Under the high gas velocity condition, 
liquid fraction on the wall at the upstream of the wire was lower than that at the downstream. 
1. INTRODUCTION 
Recently, conduit configurations of heat exchangers become more complicated and smaller for 
the compactness and the higher heat transfer performance. On the other hand, obstacles are often 
placed in a conduit for heat transfer enhancement or as fixing tool in tube banks. In the case where 
working fluids flow in a heat exchanger as a gas-liquid two-phase flow, the flow and the heat 
transfer characteristics strongly depend on the flow pattern and the liquid distribution. Since flow 
pattern is influenced by conduit configurations, it is important to check the flow patterns of gas-
liquid two-phase flows in order to develop and improve heat exchangers, and it is necessary to 
clarify the effect of a conduit configuration on the flow patterns. Flow visualization is very efficient 
tool to understand flow characteristics. However, since heat exchangers are usually made by 
metallic material, it is difficult to simulate by a transparent system.  
Radiography is a visualization technique by using the difference in attenuation rate of a radio ray 
to irradiated materials. X-ray, γ-ray, and thermal and fast neutron rays can be used as a radio ray. 
Radiography using each ray have been applied to three-dimensional measurements of gas-liquid 




Figure 1: Mass attenuation coefficients of thermal neutron and X-ray. 
 
This study deals with the visualization of gas-liquid two-phase flows by a thermal neutron 
radiography method. The results on flow visualizations and void fraction measurements of gas-
liquid two-phase flows in a plate heat exchanger and a vertical tube with a wire coil are presented. 
For a plate heat exchanger, adiabatic air-water and boiling R141b two-phase flows in simulated test 
section with a single channel were visualized, and the effects of the inlet configuration and the inlet 
conditions on void fraction distributions are considered. On the other hand, for a vertical tube with a 
wire coil, cross-sectional void fraction distributions of adiabatic air-water two-phase flows were 
calculated by a CT method, and the effect of a wire coil was considered. 
2. NEUTRON RADIOGRAPHY 
Radiography is a technique to visualize the structure of an object by the difference of 
attenuation rates of radio rays to the materials of object. A radio ray is attenuated exponentially in 
an object depending on the characteristics of the radio ray and the materials of object. The radio ray 
intensity through an object is expressed as 
( )tII mρµ−= exp0   (1) 
where I0 is the irradiated intensity of a ray, and t is the thickness of the object. ρ and µm are the 
density and the mass attenuation coefficient, respectively, and are physical properties of the object.  
The mass attenuation coefficient of object is determined by both the radio ray and the materials. 
The mass attenuation coefficients of thermal neutron rays for various elements are plotted in Fig. 1 
against the atomic number. Those of a X-ray of 100 keV are also plotted by a solid line. The mass 
attenuation coefficients of X-ray increase with atomic number. On the other hand, those of neutron 
rays depend strongly on each element. They are large for small atomic number elements of H, B 
and Li and for some special elements, such as Cd, Gd, but they are small for metal materials used 
usually as piping element, such as Fe, Al, Cu, Ni. Therefore, it can be stated that the neutron 
radiography method is suitable for visualizing liquid behavior in a metallic vessel. 
The neutron ray intensity through two-phase flow and wall of vessel is expressed as 
Atomic number 



















































































































( ) ( ) ( ) ( )( ) ( )( ) ( )yxOyxtyxyxtyxIyxI nscLLwww ,,,1,exp,, 0 +−−−= µραµρ   (2) 
where α(x,y) and t(x,y) are the void fraction and the thickness along the passage of neutron beam. 
The subscripts of w, L, and c denote wall, liquid phase and conduit, respectively. Ons(x,y) is the 
offset value due to neutron scattering in object. The offset values depend on a liquid phase 
distribution and a conduit configuration. In this equation, the attenuation of neutron beam in gas is 
neglected, because gas density is relatively small compared to liquid density. In a real-time neutron 
radiography system, the profile of neutron beam intensity through the object is converted to a 
visible image by a scintillation converter and was recorded by a camera. Since brightness of 
visualized image is in proportion to the neutron ray intensity on the scintillation converter, two-
dimensional distribution of brightness in a two-phase flow image is expressed as 
( ) ( )( ) ( )( ) ),(,,1,exp),(),( yxOyxtyxyxtyxGyxS TPcLLwwwTP +−−−= µραµρ   (3) 
where G(x,y) is the gain that is dependent on irradiated neutron beam intensity I0(x,y) and 
performance of camera system. OTP(x,y) is the offset value in brightness due to the neutron 
scattering in a object, the scattering of visible ray in a camera obscure, and a dark current of  a 
camera system. In the case where a test section is filled with liquid, i.e., α(x,y) = 0, 
( ) ( )( ) ),(,,exp),(),( 00 yxOyxtyxtyxGyxS cLLwww +−−= µρµρ   (4) 
On the other hand, for α(x,y) = 1, 
( )( ) ),(,exp),(),( 11 yxOyxtyxGyxS www +−= µρ   (5) 
If the irradiated neutron beam intensity and the condition of a camera system are stable enough, the 
gain can be stated constant. Therefore, void fraction distribution can be calculated by using the 
following equation obtained from the above three equations, Eq. (2) to (4), without the knowing of 
the configuration and the material of test section, the properties of working fluids, the irradiated 
neutron beam intensity, and the characteristics of a camera system. 
( ) ( )[ ]










=α   (6) 
However, the neutrons scattering in the object and the optical rays scattering in the camera 
obscure depend on the object. The offsets due to these effects are different in three images. 
Moreover, the offset at the point (x, y) is affected by the other points over the image. Therefore, it is 
necessary to measure the offset value  O(x, y)  under the each condition as well as the brightness  
S(x, y) simultaneously in  one image for the quantitative measurement of void fraction.  In this study, 
the umbra method developed by Takenaka, et al. [5] was applied to measure the offset value for the 
quantitative measurement.  
Flow visualization experiments were carried out by utilizing the real-time thermal neutron 
radiography facility [6] in Japan Atomic Energy Research Institute shown in Fig. 2. This system 
uses the reactor core of the research reactor JRR-3M as a neutron source. This system can provide 
the high quality thermal neutron beam, that is, high neutron fluxes of 1.5×108 neutron/(cm2⋅s), high 
parallelism of L/D = 170, and stable intensity. Neutron beam was irradiated to an object 
horizontally, and the radiograph was obtained on a scintillation converter 7 as a visible image. The 
irradiated area is 255 mm × 305 mm. Two types of camera were used, that is, a SIT-tube camera for 
visualization of dynamic behaviors and a cooled CCD camera for quantitative measurement with 
high resolution in both space and brightness. By the SIT-tube camera, continuous images of 30 
frames per second were photographed and each frame was digitized with 8 bit intensity levels (256 
gradations). On the other hand, by the cooled CCD camera, still images consisting of 1000 × 1018 
image elements were photographed with an exposure time of 4 seconds, and were digitized with 14 
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bit intensity levels (16384 gradations). The size of visual field in the present visualization was 180 
mm × 180 mm, so the spatial resolution of void fraction distribution was estimated about 180 µm as 
the size of visual field per image element. The spatial resolution of scintillation converter is about 
100 µm. There are many distributed white spot noises in the original image by a cooled CCD 
camera. These noises were removed by a morphological filter [7]. 
 
 
Figure 2: Real-time thermal neutron radiography facility in JRR-3M. 
3. PLATE HEAT EXCHANGER 
3.1. Background and subjects 
Compact plate heat exchangers are often used in refrigerating cycle for the compactness and the 
improvement of heat transfer performance. The heat exchangers are made from 20 to 280 sheets of 
wavy thin stainless steel sheets. Working fluids flow through the gaps between these sheets. The 
channels of each fluid are arrayed alternately, that is, a plate heat exchanger has many parallel 
channels. Each channel has netlike conduits formed by wave configuration. The configuration leads 
to larger heat transfer area and higher heat transfer coefficient, but also induces larger pressure loss. 
Therefore, it is necessary for an increase in heat transfer rate to increase the parallel channels. In 
order to develop and improve a plate heat exchanger for gas-liquid mixtures, it is important to 
understand phase distribution characteristics of working fluid not only into parallel channels but 
also in each channel, and to clarify the effect of configurations and flow conditions on the phase 
distribution.  
Flow characteristics of gas-liquid two-phase flows in simulated plate heat exchangers with a 
single channel were investigated. Dynamic flow behaviors of adiabatic air-water two-phase flows 
and boiling two-phase flows were visualized, and two-dimensional void fraction distributions were 
calculated via some image processing techniques. For adiabatic air-water two-phase flows, average 
void fraction in the ribbed channel were measured and correlated. From the measured results, the 
effects of the inlet configuration and the flow condition on the flow characteristics such as phase 
distribution are shown. 
3.2. Experimental apparatus and methods 
A schematic diagram of the experimental apparatus for adiabatic two-phase flows is shown in 
Fig. 3 (a). Water and air were used as the working fluids. Air was fed to a mixing section 4 from an 
air compressor through a pressure regulating valve 3 and a gas flow meter. Water in a tank 1, was 
fed by a pump 2 to the mixing section 4 through a water flow meter. Two-phase flows formed in the 
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a neutron radiography. The test section was made of aluminum plates. The configuration is also 
shown in Fig. 3 (a). Ribs of 8 mm in width, of 2.5 mm in height, and of 30° in chevron angle, were 
cut on the aluminum plates. The ribs patterns on the two plates are upside-down, i. e., Λ-shape and 
V-shape. These ribs shape netlike conduits. The average hydraulic diameter of the ribbed channel is 
4.65 mm, and the depth of the inlet section is 5.0 mm. Two-phase mixtures flew into the test section 
from the lower and discharged from the upper. 
The experimental conditions were the liquid volumetric fluxes, jL, of 0.02 and 0.04 m/s and the 
gas volumetric fluxes, jG, of 0.9 to 8 m/s. Volumetric fluxes are defined by the following equations. 
ALQLj =  ,    AGQjG =  (7) 
where Q is volumetric flow rate [m3/s], and A is the average cross-sectional area [m2] of the ribbed 
channel. 
The schematic diagram of experimental apparatus  for boiling two-phase flows  is  shown in  Fig. 3 
(b). Hydro-chloro-fluoro-carbon R141b (CFCl2-CH3) was used as the working fluid under the 
atmospheric pressure. R141b stored in a tank 1 was fed by a gear pump 2 to the test section through 
a liquid flow meter 3 after setting an inlet condition by a heater 4. The test section was made of 
copper plates with ribs shown in Fig. 3 (b). The test section was heated by rubber heaters 7 put on 
the both outsides of the copper plate with a constant wall temperature of about 50ºC. The two-phase 
flow exhausted from the test section was condensed in a condenser 8, and returned to a tank 1. 
 
 
Figure 3: Schematic diagram of experimental apparatus of plate heat exchanger. 
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3.3. Results and discussion  
Adiabatic air-water two-phase flow   Figure 4 shows the original image by the SIT-tube camera. 
Liquid flow was clearly visualized. Continuous images of calculated void fraction distributions are 
shown in Figs. 5 at intervals of 1/30 second. Void fraction distributions are shown on a grayscale, 
that is, void fraction is 0 at black part and increase with an increase in brightness. These figures 
show qualitative distributions calculated by using Eq. (6) with a dark current as offset value. A gas 
volumetric flux jG and a liquid volumetric flux jL were 0.9 m/s and 0.04 m/s, respectively. It can be 
seen in these images that air was flowing up like as a large bubble in water intermittently. 
 
    
 0 sec 1/30 sec 2/30 sec 
Figure 4: Original image 
by SIT-tube camera (30 fps,  
jG = 0.9 m/s, jL =0.04 m/s). 
Figure 5: Continuous image of calculated void fraction 
distribution ( jG = 0.9 m/s, jL = 0.04 m/s). 
Figures 6 (a) to (h) show time averaged void fraction distributions in 4 seconds for a constant jL 
of 0.04 m/s and varied jG of 0.9 to 8.0 m/s. Flow patterns of gas-liquid two-phase flow were 
classified into two cases based on visualized images of dynamic behaviors. At low gas volumetric 
flux ( jG=0.9 m/s, Fig. 6 (a)), gas flows in continuous liquid phase intermittently as shown in 
Figs. 5. On the other hand, at high gas volumetric flux ( jG=8.0 m/s, Fig. 6 (h)), gas and liquid 
phases tended to flow straight upward separately, and the most of liquid phase flew along both sides 
and the center of the test section. The transition boundary of flow patterns was around the jG of 
3 m/s. 
Under every condition, the liquid distribution was unsymmetrical being inclined toward the left 
side. It can be said that the liquid stagnation at the test section inlet caused the unsymmetrical 
distributions. The unsymmetrical distributions were kept to the test section outlet because of the 
weak liquid mixing in the ribbed channel. In design of heat exchangers for single-phase flow, inlet 
sections are usually enlarged for homogenous distributions in flow rate. However, for gas-liquid 
flows, especially in high gas velocity condition, channel enlargement leads to decrease the 
momentum of two-phase mixture, and gas and liquid phases are liable to separate by gravity and 
make a liquid stagnation. If working fluids flow into a heat exchanger as a gas-liquid mixture, an 
inlet configuration without enlargement will be desirable for the homogenous distribution. 
Flow direction distributions of cross-sectional average void fraction, α , are plotted in Fig. 7 
against the distance y indicated in Fig. 6 (a). Plotted values show the quantitatively measured results 
by the umbra method. The void fraction was high just upstream of y = 0, because the cross-sectional 
area became smaller at y = 0 and the gas phase stagnated. In the ribbed channel (y > 0), the void 
fraction periodically fluctuated in a constant range. These fluctuations might be due to the stagnant 

































Figure 6: Two-dimensional distributions of time-averaged void fraction ( jL = 0.04 m/s). 
 
Averaged void fractions in the ribbed channel, αave, were correlated based upon the drift flux 
model as shown in Fig. 8. In the drift flux model, the relation between mean gas velocity 
QG/(αaveA)= jG/αave and total volumetric flux jG+jL is shown by the following equation. 
( ) GjGL VjjCaveGj ++= 0α   (8) 
where C0 is a distribution parameter which depends on phase distribution and volumetric flux, and 
VGj is a average drift velocity. The semi-empirical correlations for vertical upward flows in a 
circular pipe by M. Ishii [7] and the correlation on the homogenous model were plotted as bold lines 
and a broken line, respectively. Generally, the values VGj for the experimental results were larger 
than those by Ishii’s equation. The netlike complicated conduits might cause the increase. 
Considering the dependency of flow patterns, at the lower gas volumetric flux of jG ≤ 3.0 m/s with 
gas intermittent flows, the effect of jL on the average void fraction was little. The tendency was the 
same with that for a slug flow shown in Ishii’s model qualitatively. On the other hand, at the higher 
gas volumetric flux of jG > 3.0 m/s, the effect of jL appeared just as the correlation curve for an 
annular flow in Ishii’s model, because both phases flow continuously. 
Boiling two-phase flow   The measured void fraction distributions of boiling two-phase flows 
are shown in Figs. 9 (a) and (b). In Fig. 9 (a), the incoming flow was a two-phase mixture with the 
quality of 0.3. Fig. 9 (b) shows the case where the incoming flow was a subcooled liquid with the 
subcooling of 17 K. In Fig. 9 (a), the liquid fraction distribution was unsymmetrical, i. e., the liquid 
fraction on the right side was higher than that on the left side in the whole test section. Most of 
liquid phase tend to flow along the right side due to the existence of liquid stagnation. It can be said 
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that such phase distribution was induced by the liquid stagnation at the inlet and that may reduce the 
performance. On the other hand, the tendency in Fig. 9 (b) was different from that in Fig. 9 (a). The 
black area where the liquid fraction might be high was larger at the center. This means that the 
liquid flow rate must be larger at the center than at both sides.  
That is to say, it is necessary to design the inlet configuration according to the inlet condition. 
For liquid single-phase flow at the inlet, the design for homogenous velocity profile at the ribbed 
channel inlet will be effective in a manner like for single-phase flow heat exchanger. On the other 
hand, for gas-liquid mixture at the inlet, the design without liquid stagnation formation, such as 
without enlarging of conduit, will be needed. 
 
  
Figure 7: Flow direction distribution of 
cross-sectional average void fraction. 
Figure 8: Average void fraction in the ribbed 




(a) Inflow of two-phase flow 
(Mass flow rate: 0.0042 kg/s,  
Inlet vapor quality: 0.3) 
(b) Inflow of subcooled liquid flow 
(Mass flow rate: 0.0042 kg/s,  
Inlet subcooling: 17 K) 
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4. VERTICAL TUBE WITH A WIRE COIL 
4.1. Background and subjects 
The heat transfer enhancement in a circular tube is important for compactness of heat 
exchangers. Several methods have been proposed and investigated such as a wire coil and a twist 
tape, and grooving on a wall. These configurations are usually spiral to generate swirl flows and to 
reduce an increase in the pressure loss. It is important to understand the flow structure in these tubes 
for developments and improvements. Gas-liquid two-phase flows in a vertical tube with a wire coil 
were visualized in this study. 
From the previous experimental results [9] on boiling heat transfer characteristics in a vertical 
tube with a wire coil, it was shown that the wall temperature at the upstream of a wire coil was 
lower than that at the downstream in heating under a homogenous heat flux condition, and the 
temperature difference became greater with the vapor quality. Moreover, the critical heat flux was 
improved by about 30 % at the maximum by inserting a wire coil. Adiabatic air-water flows were 
visualized under the high gas volumetric flux region, and cross-sectional void fraction distributions 
were calculated via some image processing methods. 
4.2. Experimental apparatus and methods 
Water and air were used as the working fluids under atmospheric pressure and room 
temperature. The experimental apparatus was the same as that of a plate heat exchanger shown in 
Fig. 3 (a), and only the test section was replaced. Figure 10 shows an aluminum circular tube of 
16 mm inner diameter and 1 mm thickness with a stainless steel wire coil of 2 mm on the inner 
wall. The pitch of the coil was 32 mm and the helix angle was 56.9 degree. The experimental 
conditions were the liquid volumetric fluxes jL of 0.051 and 0.102 m/s, and the gas volumetric 
fluxes jG of 2.0 to 61.8 m/s. 
4.3. Results and discussion 
Figures 11 (a) and (b) show the visualized results of the tube with the wire coil photographed by 
the cooled CCD camera with exposure time of 4 seconds. In the image of only the test section 
(Fig. 11(a)), the stainless wire coil was clearly visualized. Visualized results of gas-liquid two-phase 
flows are also shown in Figs. 11(b). Gas volumetric flux was varied 2.0, 10.3, and 61.8 m/s with a 
constant jL of 0.102 m/s. Image become darker with thicker liquid thickness. The brightness of 
image in flow region increased with the increase of jG. This means that void fraction becomes 
higher with jG. Liquid thickness just downstream of the wire looks larger than that upstream of the 
wire. However, the effect of the wire on the cross-sectional phase distribution was not clearly 
shown in these images. Cross-sectional distribution is needed to evaluate the effect of a wire. 
To obtain the cross-sectional distribution by radiography, other information such as projections 
from various directions or an assumption on phase distribution is necessary. In this case, since the 
conduit configuration rotates about the tube central axis periodically, a CT method can be applied to 
projection images from one direction on the assumption that relative cross-sectional liquid 
distributions to a wire coil also rotate and are kept along flow direction in fully developed flow 
region. 
One-dimensional distributions of the cross-sectional averaged void fraction are plotted in Fig. 
12 against the distance from the gas-liquid mixing section. That in a circular tube with the same 
inner diameter of 16 mm is also plotted. The values of jG and jL were the highest in this 
experimental range. It can be seen that void fractions are almost constant in the visualized area in 
each tube. The gas-liquid two-phase flow was fully developed in the visualized range. It can be 
assumed that relative cross-sectional liquid distributions to a wire coil are kept. Two-dimensional 
liquid distributions can be directly used as sinograms in a CT method. An example of liquid 
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thickness distribution, that is a sinogram, is shown in Fig. 13. The length of the object is equal to 
the half of the pitch of the wire coil, i. e., 16 mm, and the image consists of 78 pixels. That is to say, 












Figure 10: Configuration of 
circular-tube with a wire coil.  
Figure 11: Visualized image of a circular-tube with a wire 




Figure 12: Axial distribution of cross-
sectional average void fraction. 
Figure 13: Example of sinogram for CT 
reconstruction (Profile of liquid thickness) 
 
Calculated results of cross-sectional distribution of void fraction are shown in Fig. 14. The 
values were shown by a gray scale in arbitrary unit. Black rings show liquid on the inner wall. The 
small white oval at the left side in the black ring shows the wire. The area upside and downside of 
the white oval is equivalent to the upstream and downstream of the wire, respectively. That is to 
say, counter clockwise rotation is equivalent to the flow direction. At low gas velocity with 
jG = 2.0 m/s, the black area near the wall was large, and the difference between the upstream and the 
downstream of the wire coil was small. The reason is estimated that the flow pattern was an 
intermittent or a churn flow, and the liquid thickness on the wall was larger than the wire diameter. 
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On the other hand, increasing jG, liquid fraction became lower and the difference across the wire 
became larger. The liquid fraction at the upstream of the wire was lower than that at the 
downstream. The liquid phase may be stagnant in a wake of the wire due to gravity and weak gas 
velocity. The higher liquid fraction might lead to the improvement of critical heat flux. The same 
tendency is seen in Fig. 14(b) under lower liquid volumetric flux, jL = 0.051 m/s. 
 
 
Figure 14: Cross-sectional distribution of void fraction in a vertical tube with a wire coil in 
arbitrary unit. 
5. CONCLUSIONS 
To make clear the effect of conduit configurations on phase distributions, adiabatic air-water 
two-phase flows and R141b boiling two-phase flows in a simulated plate heat exchanger with a 
single channel and adiabatic air-water two-phase flows in a vertical tube with a wire coil were 
visualized by a neutron radiography method, and two-dimensional distributions and average values 
of void fraction were measured via some image processing methods. Moreover, for a tube with a 
wire coil, cross-sectional distributions were calculated by a CT method. The obtained results are 
summarized as follows. 
For plate heat exchangers, in the case where incoming flow was a gas-liquid two-phase flow, 
the phase distributions were strongly affected by the liquid stagnation at the enlarged test section 
inlet. It will be necessary to design the inlet configuration without liquid stagnation formation, such 
(a) jL = 0.102 m/s 
jG = 61.8 m/s jG = 51.6 m/s jG = 41.3 m/s jG = 30.9 m/s jG = 20.7 m/s 
jG = 15.4 m/s jG = 10.3 m/s jG = 7.2 m/s jG = 4.1 m/s jG = 2.0 m/s 
(b) jL = 0.051 m/s 
jG = 61.8 m/s jG = 51.6 m/s jG = 41.3 m/s jG = 30.9 m/s jG = 20.7 m/s 





as without enlarging of conduit. On the other hand, for liquid single-phase flow at the inlet, the 
design for homogenous velocity profile at the ribbed channel inlet will be as effective like in a 
single-phase flow heat exchanger. Liquid mixing in the ribbed channel was weak, and the 
unsymmetrical distribution was kept to the test section exit. 
For a vertical tube with a wire coil, cross-sectional void fraction distributions could be 
calculated by a CT-method directly using projection image from only one direction. Under the high 
gas velocity condition, there was the large difference in the liquid fraction on the wall between up- 
and downstream of a wire. The liquid fraction at the just downstream of a wire was high. This 
method can be applicable to vertical heat transfer enhanced tubes whose conduit configuration 
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This report presents a method for measuring shear stresses in multiphase reactors by observing the 
disintegration of a clay-floc system and its time dependence. For this purpose floc sizes are 
measured in-line by means of a laser scanning microscope probe. The characterisation of the floc 
system by approaches of fractal geometry and description of the turbulent flow-field by means of a 
multifractal approach permit a comparison between mechanical stresses in reactors and in the 
reference system, a turbulent single-phase Couette flow. Shear stresses measured in two- and 
three-phase systems in bubble columns and airlift loop-reactors are presented. 
1. INTRODUCTION 
Multiphase reactors are used in diverse processes of chemical and biochemical conversions. The 
input of energy by gas sparging into these systems leads to improved mixing, heat and mass transfer 
but although to turbulent eddies and consequently to shear stresses. Particularly for biochemical 
processes shear stresses can lead to changes in cell morphology or detachment of biofilms. For 
optimisation of these processes the knowledge and control of shear stresses are essential. 
The determination of mechanical stresses by observing the interactions between eddies and a 
particle system sensitive to shear stresses has already been presented previously [1]. A clay floc 
suspension first mentioned by Hoffmann et al. [2, 5] has been used for this purpose in different 
reactors. Henzler et al. [3, 6] as well as Hoffmann et al. [2] determined shear stresses in stirred 
vessels of different reactor and stirrer geometries. Büscher et al. [4], Mahnke et al. [9] and 
Henzler [3] examined shear stresses in bubble columns.  
The studies presented in this paper are based on the analysis of floc disintegration kinetics in 
multiphase reactors and in a turbulent reference flow. Analysis of floc break-up processes permits a 
comparison of measured shear stresses in both systems and leads to a quantitative description of 
mechanical stresses in the investigated reactor.  
2. THEORY 
The description of turbulent flows is often based on the theory of energy cascade defined by 
Taylor. This theory characterises turbulent flows as a superposition of eddies of different sizes. 




The size of the terminating eddies can be described by the Kolmogorov length scale K: 
( ) 25.03LK / ενλ =  (1) 
L being the kinematic viscosity of the liquid and ε the rate of specific energy dissipation, 
)/(P Lρ=ε . 
The fluctuations of fluid velocity induced by turbulent eddies cause the observed mechanical 
stresses. Particularly eddies of equal size as the particles cause significant mechanical stresses. 
Neeße et al. [7] determined an expression for the stresses induced by turbulent eddies smaller than 
eddies of three times the Kolmogorov length scale (3 K ):  
( ) 5.0LL νερτ ⋅⋅=  (2) 
These turbulent eddies are approximately of the same size as the used mineral flocs. 
Equation (2) emphasises the dominant role of the mean rate of specific energy dissipation on the 
induced shear stresses. One important aspect of turbulent flows is the intermittency of energy 
dissipation in time and space. It has to be taken into account for a precise determination of shear 
stresses. Meneveau and Sreenivasan [8] defined the probability density function P(α) for 
occurrence of eddies of size α: 
( ) ( ) ( )αλα dS fDi,K L/~P − ,       1/, <<LiKλ  (3) 
where L is a typical large scale of turbulence imposed on the flow by external boundary conditions, 
DS is the dimension of embedding space and fd(α) is the multifractal spectrum of turbulence. The 
replacement of K,i by the floc size dF leads to the probability density of occurrence of eddies of 
about the same size as the flocs. 
3. EXPERIMENTAL PROCEDURE 
3.1. The Floc System 
The floc system consists of clay particles suspended in water. After adding CaCl2 to reduce the 
repulsion forces between primary clay particles, a solution of a cationic polymer as a flocculant 
(Praestol 650 BC) is added. At the beginning of the flocculation process the suspension is agitated 
at a low shear rate. The bridging polymer causes the clay particles to aggregate to flocs with a 
length distribution median of about dF,50 = 140 - 150 µm. This standardised procedure of floc 
generation guarantees a reproducible measuring system.  
An important step for measurement of shear stresses by observing floc degradation processes is 
the adequate description of floc structure and properties. The floc system can be described by means 
of fractal geometry. This method was already used earlier [4] and enables a transformation of 




FF dρ  (4) 
Considering the primary clay particle size dclay Eq. (5) is obtained for the dimension-less floc 






















3.2. Floc Size Measurement and Reactors 
Floc size distribution and its time-dependence was measured with an in-line Particle System 
Analyser (PSyA 020, Messtechnik Schwartz GmbH, Düsseldorf, Germany). The measurements 
showed an almost logarithmic normal floc size distribution. The median value of length distribution 
dF,50 was taken as the characteristic floc size for monitoring the floc disintegration process. 
Two different bubble columns (BC) with diameters of 292 and 390 mm, and heights of 3000 
and 2400 mm, respectively were used in this report. By assembling an inner downcomer tube with 
an inner diameter of DD = 80 mm the smaller column could be converted to an airlift loop-reactor 
(ALR). Both columns were equipped with exchangeable perforated plate spargers. The number of 
orifices no was varied between 4 and 288, while the diameter do was chosen from 0.5 up to 3 mm. 
The geometric details of the columns and sparger plates are listed in Tables I and II. 
Table I: Data of the bubble columns and the airlift-loop-reactor (BC: bubble column; ALR: 
airlift loop-reactor). 
 BC 1 BC 2 ALR 
Inner Diameter of Reactor 
D [m] 
0.292 0.390 0.292 
Height of Column 
H [m] 
0.6 to 3 0.8 to 2.4 1.8 
Diameter of Downcomer 
DD [m] 
- - 0.08 
Length of Downcomer 
HD [m] 
- - 1.65 
Solids Loading 
ΦS [% (v/v)] 
0 to 4 0 to 4 0 to 10 
Volumetric Power Input 
P/V [W/m3] 
50 to 400 50 to 400 50 to 400 




0.005 to 0.04 0.005 to 
0.045 
The volumetric power input ranged from 50 to 400 Wm-3. Particles for the measurements in 
three-phase systems consisted of polystyrene with a density of 1050 kg m-3 and a particle size dp 
between 1.0 and 2.8 mm. The solids loading φS was varied between 0.5 and 10 % (v/v). 
The Couette shear system used for determination of floc strength F in dependence on floc 
density at infinite time (cp. chapter 4.2) consisted of two coaxial cylinders with an inner diameter 
Di of 116 mm and a diameter ratio of cylinders Do/Di = 1.068. Cylinder height was 141 mm and the 
outer cylinder rotation frequency was varied between of 1000 and 3000 min-1, granting a turbulent 





Table II: Data of the perforated plates used as spargers in the bubble columns and the airlift 
loop-reactor (BC: bubble column; ALR: airlift-loop-reactor; do diameter of orifices; no: number of 
orifices, Ao: total area of orifices). 
Perforated 
plate 
Reactor do [m] no 610−⋅oA  [m
2] 
P0.5/288 BC1 / ALR 0.0005 288 56.5 
P0.5/144 BC1 / ALR 0.0005 144 28.3 
P1/72 BC1 / ALR 0.001 72 56.5 
P1/128 BC2 0.001 128 100.9 
P1/36 BC1 / ALR 0.001 36 28.3 
P1/64 BC2 0.001 64 50.4 
P2/18 BC1 / ALR 0.002 18 56.5 
P2/9 BC1 / ALR 0.002 9 28.3 
P3/8 BS1 / ALR 0.003 8 56.5 
P3/14 BC2 0.003 14 100.9 
P3/4 BC1 / ALR 0.003 4 28.3 
P3/7 BC2 0.003 7 50.4 
4. EXPERIMENTAL RESULTS 
4.1. Characterization of Floc System 
The floc structure can be described by means of the flocs fractal dimension Df. The fractal 
dimension of the floc system was determined by settling experiments with simultaneous recording 
of floc diameter dF,50 and settling velocity. Figure 1 represents the change of floc density in 
dependence of floc size. The fractal dimension of Df = 1.72 was calculated from these 
measurements by linear regression according to Eq. (4). 
Floc strength τF was determined by measuring both the floc degradation in the flow field of the 
Couette shear gap device and the torque on the inner cylinder. An empirical correlation between the 
dimensionless floc density at infinite time ρF,rel,∞ and the floc strength τF could be derived: 
03.2
,rel,FF 6.51.7 ∞⋅+= ρτ  (6) 
The determination of ρF,rel,∞ and the underlying theory are described in chapter 4.2. 
4.2. Analysis of Floc Disintegration Experiments  
The floc disintegration process can be divided into three sections (cp. Fig. 2). The first phase is 
characterised by a significant reduction of floc size caused by the degradation of unstable large 
flocs. The second section shows an equilibrium between floc disintegration and reaggregation 
resulting in an approximately constant floc diameter dF,50. Starting at the marked time t0 the third 
phase shows a slow erosion of flocs not accompanied by growth processes. Monitoring the 
disintegration process for a long time revealed a slowdown of degradation process without reaching 
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a constant end-size in finite time. Since a measured floc size at infinite time will only depend on the 
intensity but not the frequency of turbulent eddies this phenomenon suggests an extrapolation of 
floc degradation kinetics to infinite time.  
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Figure 1: Determination of the fractal dimension Df of the flocs by correlating floc densities to 
corresponding floc diameters. 
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Figure 2: Floc-disintegration kinetics measured in the bubble columns with perforated plate 
P1/72 and aspect ratio H/D = 4 at different volumetric power inputs P/V (t0-line indicates the 
starting point of the disintegration period without any growth). 
Because of the non-linearity of degradation kinetics a transformation has to be applied to the 
disintegration graphs first. This transformation is based on the description of floc characteristics by 
means of fractal geometry and of turbulent flow by multifractal theory. Since the continuous 
degradation of a floc requires an increasing rate of energy input but is associated with a decreasing 
probability of eddy occurrence as well, more time is needed to detect smaller eddies. Taking these 








The product of probability density P(α) and experimental time scale is constant over the floc 
















, ~  
(8) 
As can be seen from Eq. (8) plotting the dimensionless floc density ρF,rel as a function of the 
modified dimensionless time (t0/t)
a should show a linear behaviour. The exponent a was fitted to 
be 0.1, empirically. This value cannot solely be obtained from mentioned theory. The deviation 
results from the constricted definition of the multifractal spectrum of turbulence fd(α). The 
multifractal spectrum of turbulence fd(α) neither regards the probability for a collision between a 
turbulent eddy and a floc nor the fact that not every collision inevitably results in an floc breakup. 
















, ~  
(9) 
Neither the determination of u nor that of fd(α) by the current experiments is possible, but there 
is no necessity for evaluation of these parameters to describe the disintegration kinetics. 
Extrapolation of the disintegration kinetics linearised according to Eq. (9) with the exponent 0.1 
to infinite time ((t0/t)
0.1  , cp. Fig. 3) leads to the hypothetical final dimensionless density of 
flocs ρF,rel,∞ which can be correlated to shear stresses according to Eq. (6) since the floc strength τF 
was taken as the characteristic parameter describing the effective shear stresses in the reactor.  















Figure 3: Linearisation of floc disintegration kinetics from experiments in the bubble column 
(shown in Fig. 2) with perforated plate P1/72 and aspect ratio H/D = 4 at different volumetric power 
inputs P/V. 
4.3. Shear Intensity in Bubble Columns and Airlift Loop-Reactors 
The installation of an inner downcomer tube to a bubble column leads to a drastic change of 
flow pattern since it separates up-flow and down-flow region. While stochastic motion dominates 
the flow field in a bubble column a constant circulation is generated in an airlift loop-reactor. 




As can be seen in Fig. 4 it turned out that over a wide range of volumetric power input the shear 
stresses in airlift loop-reactors and in bubble columns with low solids loadings are apparently the 
same. The slight deviation of shear stresses between both reactors results from the increase in wall 
section in the airlift loop-reactor compared to the bubble column accompanied with an increase of 
energy dissipation in the laminar boundary layer. An increasing wall area will lead to a decreasing 
amount of energy powering the circulation. 
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Figure 4: Shear stresses in the bubble column BC 1 and the airlift loop-reactor ALR at varying 
different power inputs (perforated Plate: P3/4; D = 292mm; DD = 80mm; H/D =6; dp = 2.8mm; 
S = 1 % (v/v)). 
4.4. Shear Stresses in Three-Phase Flows 
According to the results in chapter 4.3 the experiments in three phase flows were carried out in 
the airlift loop-reactor because of the improved fluidisation of the solids. Adding a solid phase to a 
two-phase flow causes a decrease in shear stresses if solids loading is low ( S = 1 %(v/v)) while 
shear stresses increase at significantly higher loadings of S = 4 % (v/v) (cp. curves with filled 
symbols in Fig. 5). 
The linear dependence of shear stresses on volumetric power input as depicted in Fig. 5 could 
only be verified for coarse dispersed sparging. Aerating by means of a sparger plate with an orifice 
diameter do = 1mm showed a nonlinear increase of shear stresses in dependence on volumetric 
power input, pointing out a drastic change of turbulent flow pattern. Furthermore at a power input 
above 325 W/m³ shear stresses in a system with low solids loading S = 1 % (v/v) exceeds shear 
stresses in a system with high solids loading S = 4 % (v/v) using a fine dispersing sparger. 
As can be seen from Fig. 5 the change in turbulent flow pattern not only depends on volumetric 
power input and solids loading S. Figure 6 points out changes of shear stresses in dependence on 
solids loading for different volumetric power inputs. Shear stresses decline for solids loadings of up 
to S = 2% (v/v) and rises with a higher loading. After reaching a maximum value for shear stresses 
in Fig. 5 at solid loadings between 4 and 10 % (v/v) depending on the power input, the shear 
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Figure 5: Comparison of shear stresses in the airlift loop-reactor equipped with different 
spargers (perforated Plate: P3/4 and P1/36; D = 292mm; H/D =6; dp = 2.8mm). 
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Figure 6: Comparison of shear stresses in the airlift loop-reactor at different solids loadings 
(perforated Plate: P1/36; D = 292mm; DD = 80mm; H/D =6; dp = 2.8mm). 
5. CONCLUSIONS 
It was shown that the floc system presented and the described transformation of disintegration 
graphs is suitable for determination of shear stresses induced by turbulent flow in two- and 
three-phase systems. Marginally deviations in shear stresses between bubble columns and airlift 
loop-reactors were recorded due to the extended wall area in the airlift loop-reactor. Examinations 
of interactions between dispersed gas and solids phase in three phase systems showed a complex 
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NOMENCLATURE 
A0   Total area of orifices 
a   Exponent of time scale 
dclay   Diameter of clay particles 
d0   Diameter of orifices 
dF   Floc diameter 
dF,50   Median of floc length distribution 
dp   Diameter of particles 
D   Diameter of bubble column 
DD   Diameter of downcomer 
Df   Fractal dimension 
Di   Inner diameter of Couette shear system 
Do   Outer diameter of Couette shear system 
fd(α)   Multifractal spectrum for scale α 
H   Height of bubble column 
L   Integral length-scale 
n0   Number of orifices 
P   Power input 
P(α)   Probability of occurrence of eddies with scale α 
t   Time 
t0   Starting time of floc disintegration without floc growth 
V   Volume 
α   Fractal scaling exponent 
ε   Specific rate of energy dissipation 
ΦS   Solids loading 
λk   Kolmogorov length-scale 
νL   Liquid kinematic viscosity 
ρF   Floc density 
ρF,rel   Dimensionless floc density 
ρF,rel,∞   Dimensionless floc density extrapolated for infinite time 
ρL   Liquid density 
τ   Shear stress 
τF   Floc strength 
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To qualify CFD codes for two-phase flows, they have to be equipped with constitutive laws 
describing the interaction between the gaseous and the liquid phases. In the case of bubble flow this 
particularly concerns the forces acting on the bubbles and bubble coalescence and break-up. To 
obtain detailed experimental data, an electrode wire-mesh sensor was used, which enables the 
measurement of the phase distribution with a very high resolution in space and in time. Air-water 
flow at ambient conditions in a vertical pipe (51.2 mm inner diameter) is investigated to have well 
defined boundary conditions. Local bubble size distributions are calculated from the data. The 
measurements were done in different distances from the gas injection device. As a result the 
development of bubble size distributions as well as the development of the radial gas fraction 
profiles can be studied. It was found, that the bubble size distribution as well as local effects 
determine the transition from bubble flow to slug flow. The data are used for the development of a 
model, which predicts the development of the bubble size distribution and the transition from 
bubble flow to slug flow in case of stationary flow in a vertical pipe. 
1. INTRODUCTION 
World-wide great efforts are made to develop CFD codes for two-phase flows in complicated 
three-dimensional geometries. In case of bubble flow, and especially for the correct prediction of 
the flow pattern transition from bubble to slug flow, the codes must be equipped with constitutive 
laws describing the interaction between the gaseous and the liquid phases in a more detailed way 
than this is done by the wide-spread assumption of mono-disperse bubble flow. Recently attempts 
were made to solve this problem by the introduction of additional equations for the bubble density 
or similar parameters like bubble diameter, bubble volume or interfacial area. Rates for bubble 
coalescence and frequencies for bubble break-up, which form the source terms in these equations, 
are determined as local quantities. That means, they depend on local parameters of turbulence as 
well as on the local bubble size distribution. In order to reflect the fact that bubbles of different 
sizes develop different spatial distributions, it is necessary to introduce multi-bubble-size models. 
The main challenge is to find model equations quantifying the interaction between these bubble-size 
classes.  
Gas-liquid flow in vertical pipes is a very suitable object for studying the corresponding 
phenomena. Here, the bubbles move under clear boundary conditions, resulting in a shear field of 
nearly constant structure where the bubbles rise for a comparatively long time. This allows to study 
the lateral motion of the bubbles in a shear flow by comparing distributions measured at different 
heights. It was shown, that the radial distribution of bubbles strongly depends on their diameter. For 
a vertical upflow smaller bubbles tend to move towards the wall, while large bubbles are preferably 
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found in the centre. This was initially observed for single bubbles [1]. In an air-water system at 
ambient conditions the change of the direction of the lift force in the shear field occurred at a bubble 
diameter of about 5 - 6 mm. We could confirm this also for multi-disperse flow [2] (Fig. 2). This is 
very important for the evolution of the flow because the local bubble size distributions may differ 
significantly from those averaged over the cross section. 
For this reason detailed investigations of gas-liquid flows in vertical tubes including the 
transition from bubble flow to slug flow along the flow path were made. The change of the bubble 
size distribution along the pipe as well as the changing radial profiles of the gas fraction represented 
by bubbles of different size were measured by fast wire-mesh sensors developed by the Research 
Centre Rossendorf. A model was developed to simulate the development of the flow along the flow 
path for the special case of vertical pipe flow. This allows to test the models for the forces acting on 
a bubble perpendicular to the flow path as well as models for bubble coalescence and break-up and 
to adjust them according to the experimental data.  
2. EXPERIMENTS 
2.1. Experimental setup and instrumentation 
The evolution of the bubble size distribution was studied in a vertical tube of 51.2 mm inner 
diameter supplied with air-water mixture at 30°C. Different gas injection devices were used. The 
distance between sensor and air injection was varied from 0.03 m to 3.03 m (inlet lengths 0.6 - 
60 L/D). Gas and liquid superficial velocities were varied in a wide range. Stationary flow rates of 
air and water were used. About 150 combinations of the superficial velocities were considered. 
They include stable bubble flow, finely dispersed bubble flow, slug flow and annular at the upper 
end of the pipe. Transitions between the flow regimes were observed within the pipe. 
 
 
Figure 1: Scheme of the wire-mesh sensor. 
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Data were obtained by an electrode wire-mesh sensor (Fig. 1) performing measurement of the 
instantaneous conductivity distribution [3]. Two electrode grids with 24 electrode wires each 
(diameter 120 µm) are placed at an axial distance of 1.5 mm behind each other. During signal 
acquisition, the electrodes of the first grid (transmitter wires) are supplied with short voltage pulses 
in a successive order. The currents arriving at the second grid (receiver wires) are digitalized by 
ADCs and stored in a data acquisition computer. Two sensors were put in a distance of 36 mm 
behind each other to measure velocities, too. For this sensor assembly, a time resolution of 2500 
frames per second was achieved. The spatial resolution is given by the pitch of the electrodes and 
equals 2 mm. 
The sensor delivers a sequence of two-dimensional distributions of the local instantaneous 
conductivity, measured in each mesh formed by two crossing wires i and j. Local instantaneous gas 
fractions are calculated assuming a linear dependence between gas fraction and conductivity. The 
result is a three-dimensional data array  i,j,k where k is the number of the instantaneous gas fraction 
distribution in the time sequence. A special procedure, described in [4] allows the identification of 
single bubbles and the determination of their volume and the equivalent bubble diameter. Using this 
procedure, bubble size distributions as well as gas fraction profiles for bubbles within a predefined 
interval of bubble sizes can be calculated, the latter by using the method described in [2]. 
2.2. Test matrix for the investigations on the transition from bubble to slug flow 
A detailed experimental database concerning the development of the flow along the flow path, 
including the transition from bubble to slug flow was obtained. A description of the database and 
selected results can be found in [5]. The gas injection device used, consists of 19 capillaries, which 
are equally distributed over the cross section of the pipe. 89 combinations of gas and liquid volume 
flow rates and 10 different gas flow rates in case of stagnant liquid were investigated. The 
measurements were conducted for up to 10 different distances from the gas injection (L/D = 0.6, 
1.6, 2.5, 4.5, 8.4, 16.2, 29.9, 39.6, 49.4, 59.2). The measuring time was always 10 s, what results in 
a matrix of raw data with the dimension of 24*24*25.000 for each sensor. From these data total and 
local bubble size distributions as well as radial gas fraction profiles decomposed according to the 
bubble size were calculated. 
2.3. Experimental results 
Tomiyama found a correlation for the bubble lift force by investigations of the behaviour of 
single bubbles within a well defined shear field [1]. It changes sign at a bubble diameter of about 
5.5 mm in air-water flow at ambient conditions.  This was confirmed by our own experiments in a 
multi-dispersed flow (Figs. 2c-2f). 
Stable bubble flow was only observed for high water superficial velocities and low air 
superficial velocities. In this case a stable sharp wall peak of the gas fraction was found. In all cases 
with a core peak, the development of the bubble size distributions along the pipe indicates, that the 
coalescence rate exceeds the break-up rate. Although at L/D ≅ 60  the transition to slug flow is not 
yet completed in many cases, it can be expected at larger distances. This is also evident by the 
comparison of experiments for the same superficial velocities, but different gas injection devices. If 
the initially generated bubbles are larger than the critical bubble diameter of about 5.5 mm, slug 
flow is established for many combinations of superficial velocities, for which we still found bubble 
flow in case of an initial bubble diameter less than 5.5 mm. The experiments clearly show, that the 
transition from wall to core peak leads to a transition to slug flow somewhere upwards in the pipe, 
if the length is sufficient. In pipes of a larger diameter the effects have still to be investigated, since 
there is a maximum pipe diameter for the establishment of slug flow [6]. 
The transition from wall to core peaking is demonstrated at Fig. 2. Figure 2a shows the gas 
fraction profiles for different distances from the gas inlet. Very close to the gas injection device 
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(30 mm) still the individual injection nozzles (19 nozzles, equally distributed over the cross section) 
determine the radial profile. The small bubbles migrate quickly to the wall and form a wall peak of 
the gas fraction (830 mm – 1530 mm). With a further increase of the distance from the gas inlet a 
transition to core peaking is observed (3030 mm). Figure 2b shows the corresponding bubble size 
distributions. More and more larger bubbles are generated by coalescence. 
The Figs. 2c to 2f show again gas fraction profiles for different distances from the inlet, but here 
they are subdivided according to the bubble diameter. Only few bubbles exceeding 5.5 mm are 
generated by the air injector. They appear due to coalescence at higher positions and migrate to the 
core of the pipe. These bubbles form a clear core peak at 3030 mm. 
Figure 2: Radial gas fraction profiles and bubble size distributions for different distances from 
the gas inlet, superficial velocities: jl = 1.0 m/s, jg = 0.14 m/s. 
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For other combinations of superficial velocities the transition from bubble to slug flow was 
observed. The process of transition is very fast, if a sufficient fraction of bubbles with a diameter 
between 10 mm and 15 mm is generated by coalescence. Figure 3 shows a typical evolution of the 
bubble size distribution in case of the transition. Bubbles larger than 10 mm in diameter coalesce 
with an high rate and form slugs. Consequently, a transition to a bi-modal bubble size distribution is 
observed. 
 
Figure 3: Development of the bubble size distribution during the transition from bubble to slug 
flow, superficial velocities: jl = 0.4 m/s, jg = 0.34 m/s. 
3. THE TRANSITION FROM BUBBLE TO SLUG FLOW 
As the experimental data advice, the transition from bubble to slug flow along the flow path in 
case of an co-current flow within a pipe is influenced by local effects depending on the bubble size. 
Bubble coalescence and bubble break-up, which cause the transition, depend on the local bubble 
densities n as well as on the dissipation rate of the turbulent kinetic energy ε: 
Coalescence rate:  jijiji nnddf **),,(, ε=Γ  
Break-up rate:  ijii nddf *),,( ε=Ω  
i and j indicate the bubble class. The lift force found by Tomiyama [1] causes, that small 
bubbles (diameter < ca. 5.5 mm in case of air-water flow) can be found preferably in the wall 
region, while larger bubbles are accumulated in the core region.  
Another important fact is, that the dissipation rate of turbulent energy is larger in the near wall 
region than in the core flow in most cases. The consequences for the transition to slug flow can be 
explained by help of Fig. 4. An upward air-water flow is considered. In both considered cases small 
bubbles (diameter < 5.5 mm) are injected. In the left side of the figure a low superficial gas velocity 
was assumed. The small bubbles tend to move towards the wall. The local gas fraction in the wall 
region is larger than the averaged gas fraction, but it is still low. In this case bubble coalescence and 
break-up are in equilibrium and an stable bubble flow is established.  



































If the gas superficial velocity is increased (Fig. 4, right side), the equilibrium between bubble 
coalescence and break-up is shifted towards a larger bubble diameter, because the coalescence rate 
increases with the square of the bubble density, while the break-up rate is only proportional to the 
bubble density. The bubble break-up rate strongly increases with the bubble diameter. 
 
 
Figure 4: Stable bubble flow (left) and transition to slug flow (right). 
 
By a further increase of the gas superficial velocity, more and more large bubbles (diameter > 
5.5 mm) are generated. They start to migrate towards the pipe centre. If enough large bubbles are 
generated by coalescence in the wall region, some of them can reach the core region without break-
up. Because of the lower dissipation rate of turbulent energy they can then growth up by further 
coalescence at much lower break-up rates, typical for the low shear in the centre. This mechanism is 
the key for the transition from bubble to slug flow. That means, for an appropriate modelling of the 
transition a number of bubble classes as well as radial gas fraction profiles for each bubble class 
have to be considered. 
4. MODELLING 
4.1. Basic idea of the model 
According to the importance of the local bubble size distributions and the dependence of the 
parameter on the radial position, a model was developed, which considers a large number of bubble 
classes and resolves the parameter on the radial position. Because this model is explained in detail 
in [7], only the basic idea of the model is presented here. 
The radial profiles of the bubble density are the result of the non drag forces, acting perpendicu-
larly to the flow direction. They are caused by the liquid shear flow, turbulence and no-slip 
boundary at the tube wall. The radial profiles of the liquid velocity, of the turbulent energy and of 
the dissipation rate of turbulent energy are calculated on basis of the model from Sato [8] and the 
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balance equation for the turbulent energy [9]. Using these data, the model calculates the radial gas 
fraction profiles for each bubble class on the basis of a balance of the non drag forces. In the result 
local bubble size distributions for all radial positions are available. Simple models for bubble 
coalescence and break-up calculate from these data rates for bubble coalescence and break-up for 
each bubble class and each radial position. 
The model does not resolve the parameters over the height of the pipe. Instead a bubble 
velocity, which is equal for all bubble sizes and radial positions is assumed. This allows the 
approximate evaluation of the flow pattern over the height of the pipe in case of stationary flows by 
introducing a dependence on time. Because of the assumed uniform bubble velocity the time 
corresponds to a height position within the pipe. Starting from an initial bubble size distribution for 
each time step radial profiles and new bubble size distributions are calculated.  
For the non drag forces the model assumes an equilibrium. The transient behaviour of the radial 
gas fraction profiles is modelled by a relaxation. For situations with stable flow conditions a good 
agreement between predicted and measured radial gas fraction profiles is observed, but deviations 
occur especially in the region of the transition from bubble to slug flow. The model is up to now not 
able to simulate the shift of the large bubbles, generated by coalescence in the near wall region, to 
the centre of the pipe. For this reason it is planned to consider the velocity of the bubble migration 
in future versions of the model. 
First calculations were made using simplified assumptions for coalescence and break-up rates. Star-
ting with the bubble size distribution and the radial profile of the gas fraction measured at the inlet 
of the test pipe the development of the bubble size distribution was calculated. After adjusting the 
model parameters a good agreement with the experimental data at the upper end of the pipe was 
achieved [7]. The transition from bubble to slug flow was reproduced by the model. It has to be 
remarked that the model adjustment is independent from the flow rates, i.e. the model has a 
generalising capability. The models for the non-drag bubble forces and the rates for coalescence and 
break-up can be applied in one-dimensional codes as well as in CFD-codes. 
4.2. Comparison with experimental results 
The new database, shortly characterised in 2.2, will be used for further improvement of the 
model. As a first step the model described above was applied on the new experimental data. The 
only extension of the model is, that it now also considers the decreasing pressure along the flow 
path, which is connected with an increase of the total gas fraction.  
Measured total bubble size distributions and radial gas fraction profiles close to the gas injection 
device (L/D = 0.6) were taken as an input of the model. Starting from these data, the model 
calculates the radial gas fraction profiles and the bubble size distributions along the flow path. 
Figures 5 to 7 compare the measured and calculated bubble size distributions at the upper end of the 
pipe (L/D = 60) for different combinations of gas liquid superficial velocities. From Fig. 5 to Fig. 7 
the liquid superficial velocity is increased from 0.40 m/s to 0.64 m/s and 1.0 m/s. The gas 
superficial velocities were chosen in a way, that cases with bubble flow as well as with slug flow at 
the upper end of the pipe are included. 
In general the flow pattern for L/D = 60 is well predicted by the model. However, there are 
deviations in the radial gas fraction profiles as well in the bubble size for other distances from the 
gas inlet. For this reason it is necessary to include the transient radial migration of the bubbles and 
more sophisticated models for bubble coalescence and break-up into the model. This will be done 
on basis of the new experimental database. 
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Figure 5: Experimental and calculated bubble size distributions at the upper end of the test 
section (3030 mm from the gas inlet), liquid superficial velocity: jl = 0.40 m/s. 
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Figure 6: Experimental and calculated bubble size distributions at the upper end of the test 
section (3030 mm from the gas inlet), liquid superficial velocity: jl = 0.64 m/s. 
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Figure 7: Experimental and calculated bubble size distributions at the upper end of the test 
section (3030 mm from the gas inlet), liquid superficial velocity: jl = 1.0 m/s. 
jg = 0.22 m/s 
jg = 0.34 m/s 




The experimental data clearly show, that the transition from bubble to slug flow is determined 
by effects depending on the bubbles sizes as well as on local effects. For an adequate modelling a 
large number of bubble classes (e.g. 25) has to be considered. There are very different conditions 
for bubble coalescence and break-up in the core region of the pipe compared to the near wall region. 
This fact has also to be considered by the models for the simulation of the development of the flow 
pattern along the pipe. The experimental data obtained in vertical pipes are useful for the 
development of generalised models for the non-drag bubble forces as well as for local bubble 
coalescence and break-up. These models can be used by one-dimensional codes as well as 2- or 3-
dimensional CFD-codes. The simplified approach is a powerful tool for the model development for 
CFD codes, since it allows to test model correlations in a very efficient manner.  
NOMENCLATURE 
di Bubble diameter of the bubble class i 
D Inner diameter of the pipe 
jg Gas superficial velocity 
jl Liquid superficial velocity 
ni Bubble density of the bubble class I 
Γi,j Rate of coalescence of bubbles from the bubble class i with bubbles from the bubble class j 
ε Dissipation rate of turbulent energy 
Ωi Break-up rate for bubbles of the bubble class i 
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Safety of large-capacity boiling channel systems were highly advanced in these three decades. But 
low–mass flux and low-pressure operation of recent advanced compact boilers brought about high 
possibility of unstable flow condition. Many existing works focused mainly on the stable flow, and 
therefore discussions on the effect of the flow oscillation on the safety issues, e.g., CHFs are 
essential as was pointed out by Ozawa et al.[1]. Aiming at the fundamental understanding of the 
possible mechanisms of these CHF problems, this paper focuses the discussion on the experimental 
and analytical investigations about the effect of oscillatory flow on the flow pattern and void fraction 
behavior. Then, the results are summarized as follows: (1) The flow pattern transition at local point 
was different under oscillatory flow condition from the steady condition, and a large bubble and thus 
slug flow is temporarily formed in the gas injection area during the flow reversal state. (2) Void 
fraction fluctuation and void propagation velocity were well predicted by the simulation based on the 
drift flux model. 
1. INTRODUCTION 
In these three decades, many researches on critical heat flux (CHF) have been conducted and 
many correlations have been proposed. Therefore, the safety of boiling system was extensively 
advanced, and the efficiency has been highly improved than predate typically in large-capacity 
boilers and nuclear reactors. On the other hand, in recent small capacity boiler technologies 
considerable efforts mere directly toward downsizing and high efficiency of the boiling systems, 
which have brought about low-mass flux and low-pressure operation, leading easily to unstable flow 
condition. Most of the existing researches on critical heat flux have focused on the stable flows, 
while the researches on the effect of flow oscillation on the CHF are very few. In actual boiling 
systems, parallel evaporating tubes are normally installed and start-up or load-changes are usual 
events, which may cause flow instability. Ozawa et al.[1] and Umekawa et al.[2] pointed out that the 
CHF is significantly deteriorated by flow instability. When the tube wall is thin, i.e. the heat capacity 
of tube wall is small, and the mass flux is relatively high, the CHF is dominated by two-phase flow 
dynamics and is well predicted by a simple lumped-parameter model. On the other hand, when the 
mass flux is low, as in compact water-tube boilers, the lumped-parameter model does not work well. 
This may be due to the following reasons: First, the flow structure under flow oscillation has not 
been well understood, and second, constitutive relationships are based on stable flow condition. In 
such boiling channels, retrial tubes are usually installed but the example mentioned below 
demonstrates the importance of the present investigation. 
Suppose a horizontal boiling channel operated at relatively low mass flux. In a certain operating 
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region, the phase stratification takes place, and thus the upper wall of the tube suffers easily from the 
dryout even at low quality. When the flow pattern transition takes place from such stratified flow to 
wavy or intermittent flow, the liquid replenishment to the upper wall is enhanced, leading to cool 
down the upper wall. Such a liquid replenishment may be greatly, but periodically, enhanced by the 
flow oscillation, i.e. flow instability, while the wall may, on the contrary, suffer from the severe 
dryout owing to the drastic reduction during the oscillation cycle. For full understanding the 
phenomena, it is indispensable to evaluate the influence of flow oscillation on the flow structure, 
including void fraction behavior, and flow pattern transition.  
Aiming at this subject, experimental and analytical investigation was conducted into upward and 
downward two-phase flows, as a first step, by imposing flow oscillation of the liquid phase. 
2. EXPERIMENTAL APPARATUS 
Experiments were conducted using upward and downward flow systems. Experimental 
apparatuses of the upward and downward flows have the same basic structure. The upward-flow 
system is shown in Fig. 1. Experimental setup mainly consists of a reserve tank, a constant-discharge 
pump, a mechanical oscillator, a test section, and a gas-liquid separation tank. Water at room 
temperature was used as working fluid. Water from the reserve tank was supplied at a constant flow 
rate, measured by rotameter, into the test section. The mechanical oscillator was installed just 
upstream of the test section, and imposed flow oscillation of a predetermined amplitude on the 
constant flow from the pump. The volumetric liquid flux in the test section was estimated as the sum 
of the flow supplied from the pump and the fluctuating component induced by the oscillator, and is 
given by 
( )τπ∆+= t2sinjjj 0  (1) 
where 0j  is mean volumetric flux supplied from the pump, j∆  and τ  are the fluctuation 
amplitude and the period respectively. Oscillatory inflow was monitored by an orifice located near 
the entrance of the test section. 
 
  
Figure 1: Experimental apparatus. Figure 2: Test section. 
 
The test section consists of a plexiglass tube with dimensions of 2000 mm length, 15 mm I.D. 
and 19 mm O.D. Three differential-pressure gauges were connected to the test section for measuring 




in magnitude, the measured pressure drop was assumed to be equal to the gravitation at pressure 
drop, and thus directly converted to the local space-averaged void fraction in 30mm distance. 
Nitrogen gas (N2 gas) injection port is located at 450 mm from the inlet of the test tube. N2 gas was 
injected at the constant flow rate through a critical flow nozzle. Water and N2 gas flowed through the 
test section were separated by gas-liquid separation tank. Then, water was fed back to the reserve 
tank, and N2 gas was discharged to the atmosphere. 
Experimental condition is listed in Table I. Experiment was conducted under atmospheric 
pressure. The volumetric liquid flux was set in the range of 0.02-0.16 m/s, the volumetric gas flux, 
0.02-4.5 m/s, aiming to observe flow-pattern transition at low mass flux. The oscillation period was 
set either at 2, 4 or 6 sec, being consistent to the previous CHF experiment [1,2]. As the flow 
oscillation was generated by using a cylinder-piston unit of constant stroke, discharged volume 
during a half cycle was constant, being independent of the oscillation period. This means that the 
amplitude of volumetric liquid flux is a function of the oscillation period, and thus the amplitude 
becomes maximum at short period, 2 sec, while it becomes minimum at longer period, 6 sec. 
                              Table I: Experimental condition 
3. EXEPRIMENTAL RESULTS AND DISCUSSIONS 
3.1 Flow pattern 
Flow pattern identification was conducted by direct visual observation and using high-speed 
video camera, and observation zone for flow pattern maps are located from 400=z mm to 
670=z  mm (-50 mm to 220 mm from the gas injection port) in Fig. 2. 
  
Figure 3: Flow pattern transition in upward 
flow ( 1.0=Lj m/s, 03.0=Gj m/s, 2=τ s, 
327.0=∆ Lj m/s, vertical upward flow, 
successive photo period 0.2s). 
Figure 8: Flow pattern transition in downward 
flow ( 04.0=Lj m/s, 15.0=Gj m/s, 4=τ s, 
164.0=∆ Lj m/s, vertical downward flow, 
successive photo period 0.4s). 
Flow 
direction Pressure jL jG 
τ  Lj∆  
 MPa m/s m/s s m/s 











Upward flow   Observed flow pattern under oscillatory upward flow is shown in Fig. 3. The 
time-averaged volumetric flux of gas phase corresponds to the bubbly flow region.  
During the states (2)-(7) in Fig. 3, flow is stagnant or flow reversal state. Flow is bubbly flow at 
the state (1). But during flow reversal, small bubbles agglomerate to form a large bubble. Then, the 
large bubble grown up and moved upward gradually. Then during the states (8)-(11), two-phase 
mixture is pushed upward with an increase in the liquid flow rate. Such a movement of large bubble 
depended on the liquid phase behavior. 
 









































Figure 4: Flow pattern map in upward flow 
( 0=τ s, 0=∆ Lj m/s). 
Figure 5: Flow pattern map in upward flow 
( 2=τ s, 327.0=∆ Lj m/s). 






























Figure 6: Flow pattern map in upward flow 
( 4=τ s, 164.0=∆ Lj m/s). 
Figure 7: Flow pattern map in upward flow 
( 6=τ s, 109.0=∆ Lj m/s). 
 
Flow pattern maps for stable flow and oscillatory flow at the oscillation period 2 s, 4 s and 6 s are 
shown in Fig. 4 - Fig. 7, where Lj  and Gj  represent the volumetric liquid and gas fluxes, 
respectively. The flow pattern boundaries by Taitel-Dukler (T-D) and Mishima-Ishii (M-I) are drawn 
as well. The predicted boundaries are in good agreement with the experimental observation for 
stable flow, even in such a developing region near the gas injection point. In the present range of 
experiment, flow pattern transition is mainly controlled by the volumetric gas flux. 
The flow pattern map under oscillatory flow condition at the period 2=τ s is shown in Fig. 5. 
As the volumetric liquid flux oscillates with relatively large amplitude, it may be claimed the 
time-averaged value is not suitable for the flow pattern map. Provided the quasi-steady state, the 
instantaneous value of the volumetric flux might be useful as the coordinate system. On the other 
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hand, the oscillation period, in the present experiment, is the same order of magnitude as the bubble 
residence time in the test section. Then the volumetric liquid flux changes before the bubble, formed 
at the injection point at a certain instant, flows out from the test tube. Then the quasi-steady state 
assumption is not suitable here. Thus, the time-averaged volumetric flux is used for the coordinate as 
the representative value. 
Comparing Figs. 5 with 4, the region of slug flow becomes rather wide, i.e. the bubbly-slug 
boundary sifts toward the lower Gj  region. On the other hand, the slug flow-churn flow boundary is 
hardly affected by the flow oscillation. The flow pattern map under oscillatory flow condition at the 
period 4= s is shown in Fig. 6. Comparing with Fig. 5 for 2=τ s, the bubbly flow region extends, 
i.e. bubbly-slug boundary shifts toward the higher Gj  region. This may be not due to the difference 
in the period but due to the fact that the amplitude Lj∆  in Fig.6 is a half of that at 2=τ s in Fig. 5. 
This means that the effect of flow oscillation becomes less significant than the case at 2=τ s. 
Figure 7 is the flow pattern map for 6=τ s. Similarly to Fig. 5, an increase in the oscillation period 
results in the expansion of bubble flow region. At higher Gj , the effect of flow oscillation on the 
boundary is rather weak and the slug-churn boundary retains almost the same Gj -values as in the 

















































Figure 9: Flow pattern map in downward 
flow ( 0=τ s, 0=∆ Lj m/s). 
Figure 10: Flow pattern map in downward 











































Figure 11: Flow pattern map in 
downward flow ( 4=τ s, 164.0=∆ Lj m/s). 
Figure 12: Flow pattern map in downward 
flow ( 6=τ s, 109.0=∆ Lj m/s). 
 
Downward flow   Figure 8 shows successive photos of two-phase flow under oscillatory 
downward flow. The flow pattern was identified at 125 mm below the injection point. Under stable 
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flow condition, intermittent bubbly-annular flow and annular flow were dominant. 
During the states (2)-(5) in Fig. 8, flow is stagnant or reversal flow state. During reversal flow or 
stagnant state, large and small bubbles moves upstream, and the large bubble that passed through the 
gas injection point becomes large moreover or new large bubble is formed. Then during the state 
(6)-(11), the temporarily formed large bubble and small bubbles are pushed downstream with an 
increase in the liquid flow rate. Comparing with upward flow, the large bubble is stagnant at the 
same point over a long period. In a real boiling system, this is very dangerous because the bubble 
stagnation brings about the CHF. 
Figure 9 - Figure 12 show flow pattern map for stable flow and oscillatory flow at the oscillatory 
period 2 s, 4 s and 6 s. Oscillatory downward flow showed very irregular flow pattern. Then, annular 
flow was strictly identified, i.e., the departure from annular flow was determined by appearance of 
churn or slug even in a short period during a cycle. 
The flow pattern map at the stable flow is shown in Fig. 9. As mentioned above, intermittent 
bubbly-annular flow and annular flow are observed, and annular flow is dominant under lower liquid 
flux but higher gas flux. 
The flow pattern map under oscillatory flow state at a period 2=τ s is shown in Fig. 10. In the 
higher Lj  and lower Gj  region, transition from intermittent bubbly-annular flow to slug flow is 
observed, and intermittent bubbly-annular flow is disappeared. The flow pattern under the 
oscillatory flow condition at the period 4=τ s is shown in Fig. 11, and at 6=τ  in Fig. 12. 
Comparing with the Fig. 10 for 2=τ , the slug flow region extends, and intermittent bubbly-annular 
flow is observed again in the higher Lj  and the lower Gj  region. As in the case of upward flow, 
fluctuation amplitude has a dominant effect on the formation of the large bubble at 2=τ . On the 
other hand, the large bubble is not formed in cases of 4=τ  and 6=τ  because of the amplitude 
being relatively small. 
 




























































































Figure 13: Void fraction fluctuation 
( 1.0=Lj m/s, 03.0=Gj m/s, 2=τ s, 
327.0=∆ Lj m/s, vertical upward flow). 
Figure 14: Void fraction fluctuation 
( 15.0=Lj m/s, 04.0=Gj m/s, 4=τ s, 





3.2 Void fraction fluctuation 
Local void fraction was measured at 125 mm, 425 mm and 925 mm away from the gas injection 
point. Measured void fraction data includes noise, therefore the data was smoothed by successive 
averaging over 1/8 periods, and sharp pulse-like fluctuations were successfully suppressed. 
Upward flow   The void fraction fluctuation is shown in Fig. 13 together with the pressure 
difference in orifice indicating the oscillation amplitude and period in the liquid inflow. During the 
flow reversal state and stagnation, the void fraction increases rapidly at z=0.575 m point. This abrupt 
increase corresponds to the large bubble formation. Then, with an increase in the inflow, a peak in 
the void fraction moves downstream, i. e. the large bubble formed there moves downstream. 
In the case of the steady flow, flow pattern is almost consistent throughout the observed zone. 
However under the oscillatory flow, the flow pattern is different, or principle, at every local point 
and instant. Accordingly, the void fraction fluctuation becomes considerable under the oscillatory 
condition.  
Downward flow   The void fraction fluctuation is shown in Fig. 14. In the downward flow, a 
large bubble, formed at the gas injection point, grows up rapidly, and the large bubble tends to 
stagnate under low volumetric liquid flux. Small bubbles agglomerate in the vicinity of 575.0=z m. 
This large bubble grows up in its scale, and then stagnates downstream the injection point. 
Formation and growth of the large bubble is irregular, and may be hardly predicted. This may be a 
reason of a wide dispersion of the downward-flow CHF in the boiling system [1]. 
4. VOID PROPAGATION SIMULATION 
As is well known, the density wave oscillation is caused by the propagation delay of the void 
wave. The bubble agglomeration and bubble stagnation phenomena can be described with reference 
to the void wave propagation and the interaction with the flow field. Thus in this section, the 
numerical simulation is conducted on the basis of the drift-flux modeling originally proposed by 
Zuber et al.[3,4,5]. 
4.1 Void propagation equation 
The following mass conservation equations are used in the analysis. 
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This equation is referred to as void propagation equation. 
Here the drift-flux model is introduced to express the gas phase velocity. 
GjG vju +=  (5) 
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are substituted into Eq. (8), then 












αα  (12) 
where 
GjG vjCu += 0  (13) 
 
 
Figure 15: Flow model. 
 
4.2 Model description 
The flow model is shown in Fig. 15. The flow model consists of thee regions, following along 
the channel. The first region is a single-phase flow of liquid until N2 gas is injected. The second 
region is a mixing region, and the gas injection is conducted uniformly along a length GL . The last 
region is a two-phase flow region. The liquid inflow, 0Lj , is imposed by the sinusoidal fluctuation 
component, ( )tjLA ωsin , where LAj denotes an amplitude of imposed oscillation, ω  the 
angular frequency. On the other hand, the volumetric gas flux, i.e. volumetric gas flow rate injected 
in the channel, is constant even during the flow oscillation. 
Now provided steady state, the following relationship holds based on the mass conservation of 














where GG Ljq 0= , and this source term of gas phase means an increase in the volumetric gas flux 
along a unit length of the channel. 
In the present flow model, this source term is constant, but limited in the gas injection region. 
This source term disappears upstream and downstream the gas injection regions. Then the velocity 
distribution along the channel is given by the next equations. 
In the single-phase flow region of liquid, the velocity Gu  in Eq. (12) must be replaced by  
( )tjjj LALL ωsin0 +=  (15) 
The flow is incompressible in the corresponding region and the velocity there is determined at 
the inlet of the channel. This, however, does not mean the void fraction is always zero, i.e. the void 
may propagate upstream the gas injection region during the flow reversal. 
In the gas injection region, the velocity is given by 
( )[ ] GjGiniLMIXG vzzqjCu +−+= 0  (16) 
where z denotes the coordinate measured from the inlet of the channel, and Giniz  the coordinate of 
the inlet of the gas injection region. 
Finally, the two-phase region is expressed by 
[ ] GjGLTPG vjjCu ++= 00  (17) 
Then the void propagation equation in each region along the channel is expressed by; 
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These void propagation equations are solved numerically. 
The differential equation is solved by a finite-difference method based on the staggered mesh 
system. Then the velocity is defined at the node, and the void fraction in the middle of the cell. The 
time-derivative is expressed by the forward-difference scheme, and the convective term by the 
upwind scheme. 
5. SIMULATION RESULTS AND DISCUSSIONS 
Distribution parameter and drift velocity for the slug flow was used in this analysis, since there 
was no difference between the results for the parameters in bubbly flow and slug flow, and moreover 
in almost all cases in this experiment, the flow pattern was slug flow under the oscillatory flow 























where Lρ  and Gρ  are the densities of liquid and gas, respectively, D  is the diameter of the test 
section, g  is the gravitational acceleration. Then, in the simulation, mesh length was set at 5 mm, 
and time interval at 0.002 s. 
5.1 Void fraction fluctuation 
The simulation result is shown in Fig. 16 and Fig. 17. Void fraction fluctuations upstream the gas 
injection point and in the exit area of test section are added as well as those at measured points in the 
experiment. 
The calculation condition of Fig. 16 is the same as in Fig. 13. During the state of flow reversal, 
bubbles flow upstream with a liquid reversal flow, and the void fraction upstream the gas injection 
point increases rapidly. Then with an increase in the inlet liquid flow, the peak of void fraction is 
pushed downstream. But, as oscillation period is short compared with the residence time of void 
peak, the void peak moves in the vicinity of 925 mm downstream the gas injection point. Before the 
void peak moves further downstream, the liquid inflow start to reverse, and the void peak stagnates. 
And again, with an increase in the liquid inflow, the void peak moves downstream.  
 














































































Figure 16: Void fraction fluctuation 
( 1.0=Lj m/s, 03.0=Gj m/s, 2=τ s, 
327.0=∆ Lj m/s, vertical upward flow). 
Figure 17: Void fraction fluctuation 
( 05.0=Lj m/s, 03.0=Gj m/s, 6=τ s, 
109.0=∆ Lj m/s, vertical upward flow). 
 
The oscillation period in Fig. 17 is longer than that in Fig. 16, 6=τ s. Similarly to the previous 
condition, the void fraction-increases rapidly during the state of reversal flow. Then, the void peak 
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moves with an increase in the liquid inflow along the channel. Comparing with Fig. 16, the void 
peak does not move in reverse at the point of 3.0=z m in Fig. 17. This is because of difference in 
fluctuation amplitude, and therefore no void is observed at 3.0=z m in Fig. 17. In Fig. 16 and Fig. 17, 
the local void fraction retains almost constant value under the flow reversal of liquid, except for the 
point that large bubbles are formed. The same tendencies are observed in the experimental results 
shown in Fig. 13. This suggests the validity of the present simulation in predicting void propagation 
phenomena. 
5.2 Void propagation velocity 
Void propagation velocity is determined as a velocity at which the void fraction fluctuation 
moves along the channel. Phase difference between void fraction fluctuations of two points is found 
by cross-correlation function, and void propagation velocity between the two points is found with 
dividing the distance by the phase.  
Relationship between void propagation velocity voidv  and time-averaged total volumetric flux 
Tj  in upward flow is shown in Fig. 18. Comparing the velocities in the upstream and downstream, 
the velocity in the downstream region seems to be slightly higher than that in the upstream region, 
while it does not make much difference in the general tendencies. Therefore, mean velocities along 
the channel are plotted in Fig. 18.  
Void propagation velocity increases with an increase in the time-averaged total volumetric flux. 
The oscillation period has only a little influence on the void propagation velocity. This means that 
oscillation amplitude has also a little influence, as the amplitude differs by each period in the present 
case. Then, the following relationships are obtained with the least-squares method, and are drawn in 
Fig. 18 as well. 
From the simulation results, 
17.010.1 += Tvoid jv  (23) 
and from the experiment, 
13.059.1 += Tvoid jv  (24) 
These relationships have actually the same order in magnitude, and moreover mean gas velocity 
given by the drift-flux model for the time-averaged volumetric fluxes is almost the same order as the 
value given by Eq. (23). Taking into account the dispersion in the experimental data, it can be said 
that the void propagation velocity can be predicted with the distribution parameter, the weighted 
mean drift velocity and the time-averaged total volumetric flux, even in the case of large amplitude 
of oscillation. 
It is clear that the void propagation is brought out with the mean gas velocity, but it is not well 
established whether the present results can be applied to boiling channel systems. As an example, 
experimental result obtained in the horizontal boiling channel of liquid nitrogen is shown in Fig. 21. 
These data was obtained from the wall temperature fluctuations at the upper wall. The tendency, that 
the void propagation velocity increases with an increase in the total volumetric flux, can be observed, 
but the void propagation velocity is very small compared with the total volumetric flux. The drift 
velocity in this horizontal flow was estimated about 0.06 m/s, and the distribution parameter was in 
the range 1.25 ~ 1.3[5]. Predicted data based on these parameters is about twice of the data as shown 
in Fig. 19. This fact suggests that the void propagation effective to the liquid replenishment to the 
upper wall is quite different from that estimated based on a one-dimensional flow model. 
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Figure 18: Relationship between void 
propagation velocity and average total 
volumetric flux (calculation). 
Figure 19: Relationship between void 
propagation velocity and average total 
volumetric flux (horizontal boiling flow of 
liquid nitrogen). 
6. CONCLUSION 
In order to evaluate the influence of flow oscillation on the flow structure and flow pattern 
transition including void fraction behavior, experiment and simulation were conducted. The results 
are summarized as follows: 
1. The flow pattern transition at local point was observed under oscillatory flow condition. The 
large bubble formed there was significantly affected by the oscillatory flow. 
During the state of flow reversal or stagnant, a large bubble was formed in the gas injection area 
even in the low quality region originally dominated by bubbly flow. This may lead to the 
low-quality CHF in boiling channels. 
2. Void fraction fluctuation was predicted well by the simulation. At present this is limited only for 
vertical upward flow. 
3. Void propagation velocity was also predicted well by the simulation, and agreed with the 
experimental data obtained in the vertical flow. Further investigation is, of course, necessary in 
applying to the actual boiling system. 
NOMENCLATURE 
A  Cross-sectional area 
0C  Distribution parameter 
D  Tube diameter 
g  Gravitational acceleration 
j   Volumetric flux 
0j  Mean volumetric flux 
GL  Gas injection length 
q  Source term ( )GG Lj 0=  
u   Actual velocity 
Gjv   Drift velocity 
Gjv   Weighted mean drift velocity 
Greek 
α   Void fraction 
ρ   Density 
τ   Fluctuation period 




G   Gas phase 
Gini   Initial point of gas injection 
 
 
L   Liquid phase 
MIX   Mixing of gas and liquid 
TP   Gas-liquid two-phase
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An experimental investigation was carried out on the fluctuation characteristics of two-phase flow 
splitting at an impacting vertical T-junction (15mm i.d.) to interpret its dynamic behaviour. The 
statistical analytical method, Root Mean Square (RMS) was employed to exhibit the intensity of the 
fluctuation, and Power Spectral Density (PSD) was applied to reveal its frequency feature. The 
main reason for intensifying the fluctuation is considered to be the flow reversal. Thus the critical 
condition with inception and termination of flow reversal was made clear experimentally. 
Furthermore, the effect of the flow pattern in inlet tube was discussed in detail. 
1. INTRODUCTION 
 As far as known, piping networks are commonly used in the petroleum industry, chemical 
process plants, power plants and water-cooled nuclear reactors. Impacting T-junctions are often 
encountered in these piping networks to distribute two-phase flow.  
 Several investigations have been undertaken in both horizontal and vertical impacting T-
junctions during the past 20 years. Hong (1978) [1] reported experiment results on phase 
distribution at a horizontal impacting T-junction (9.525 mm i. d.). He concluded that equal phase 





), where W1 and W3 are the 
mass flow rates through inlet 1 and outlet 3, respectively. Azzopardi et al. (1987) [2] exhibited 
experimental results on vertical annular two-phase flow entering an equal-sided impacting  
T-junction (31.8 mm i. d.). They reported that the qualities in each of outlets are only equal when 
half of the fluids pass into each outlets, i. e. when W3/W1 = 0.5. They also proposed a model to 
predict flow split. Azzopardi et al. (1988) [3] conducted experiments on churn flow splitting at a 
vertical impacting T-junction. They reported that the results show similar trends to data for annular 
flow obtained by Azzopardi et al. [2] and that the flow split is insensitive to inlet gas and liquid 
superficial velocity. Hwang et al. (1989) [4] performed an experimental and analytical study of 
phase separation for two-phase at horizontal impacting tees (38 mm i. d.) and wyes (38 mm i. d. and 
45°). They proposed a model based on a dividing-streamline concept and obtained good agreement 
between model predictions and experimental results. Chien et al. (1992) [5] presented the results of 
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an experimental investigation conducted on phase splitting of wet steam during annular flow 
through a horizontal impacting T-junction (2-in. i. d.). They addressed that the extraction ratio and 
the inlet steam quality have the most significant effects on phase splitting, and that no phase 
splitting occurs at extraction ratio 0.5. Fujii et al. (1995) [6] proposed a gas-liquid phase separation 
technique under micro-gravity by using the different inertial force of gas phase and liquid phase 
through a horizontal impacting T-junction. Hong et al. (1995) [7] described laboratory air/water and 
field steam flow-splitting tests conducted to develop a method for predicting flow splitting and to 
find several devices that can be inserted into an impacting T-junction to improve quality distribution 
in steam lines. Hong et al. (1997) [8] recommended that the best practice for optimising the flow 
distribution is using impacting T-junctions, with or without insert devices, to maintain uniform 
steam quality throughout a piping network. Asano et al. (2001) [9] investigated the effect of 
geometry of impacting T- and Y- (60°, 30°) junctions on phase separation, and stressed that 
decreasing the angle between the inlet and the side branch could improve the phase separation 
performance of the Y-junction. However, few of them in the literature deal with time–dependent 
parameters. Although the idealized case of the true steady state will probably have to be well 
understood before the more complicated case including fluctuation can be considered, the neglect of 
the fluctuation of these parameters is acknowledged to be a departure from the physical reality. On 
the other hand, fluctuation of two-phase flow splitting at T-junctions may cause tube vibration, 
which will lead to tube failures by fatigue and fretting-wear. So it is vital important to understand 
fluctuation characteristics of two-phase flow passing through a T-junction.  
2. EXPERIMENTAL APPARATUS AND MEASUREMENT 
 A schematic diagram of the two-phase flow through T-junction loop is shown in Figure 1. The 
air, before entering the mixing room, was passed through a filter, pressure controller, whilst the 
water was supplied from the faucet passed through a filter and a rotameter. The mixing room 
consisted of an annular section surrounding a porous wall section. Water enters it from the 
periphery whilst the air passes up the middle. The vertical inlet tube of the tee was 1.5 m high, 
which provided a length/hydraulic diameter ratio of 100. This length was sufficient to ensure that 
relatively developed air-water two-phase flow entered the T-junction. Two of the horizontal side 


















   
    
Fig. 1: Schematic diagram of experimental apparatus and test section 
(1) Compressor, (2) Air flowmeters, (3) Filter, (4) Water flowmeter, (5) Mixingroom,  
(6) T-junction, (7) Differential pressure sensor, (8) High speed video, (9) Separator, (10) Hot wire 
nanometer. CH6: differential pressure at inlet tube; CH3: differential pressure at branch tube; CH1: 





















 The apparatus was operated under the following conditions: inlet superficial gas velocities, JG1, 
ranging between 0.094 and 14m/s, inlet superficial liquid velocities, JL1, ranging between 0.09 and 
0.19m/s, and mass extraction rates, W3/W1=0.5, where W1 and W3 are the inlet and branch mass 
flow rates. All tests were carried out at nominally ambient pressure and room temperature. 
 Three differential pressure transducers were put into use. One called CH6 was set at the inlet 
tube. The second one called CH1 was set at the dividing area. The third one, CH3, was at the outlet 
tube. Gas flow rate at the branch outlet was measured by a hot-wire anemometer sampled 
simultaneously with differential pressure waveform. All the differential pressure signals and gas 
flow rate signal were obtained from samples taken over 60 seconds at a rate of 200 samples/s. 
Water flow rate at the branch outlet was measured by weighting timed efflux. Two high-speed 
video cameras were employed for visual observation. One was set to record the behaviour of the 
splitting flow at centre area of the T-junction. The other was set to get the behaviour of two-phase 
flow in branch tube. Both of the videos were recorded simultaneously with differential pressure 
signal and gas flow rate signal. About 30 minutes should be waited before each test run to reach the 
steady state. A steady interface in the separator was maintained while measurement was executed. 
3. RESULTS AND DISCUSSIONS 
3.1 Classification of the Fluctuation  
 The fluctuations were classified into four types depending upon the characteristics (intensity and 
period) of the fluctuation and the observation of the flow reversal from the horizontal outlet tube to 




















































(a)           (b)  
 
 Fig. 2: Fluctuation feature of the differential pressure at the T-junction 
(a) Intensity of the fluctuation; (b) Dominant frequency with inlet gas superficial velocity the dash 
line: flow pattern transition zone; the dot line: flow fluctuation transition zone.  
CH1: differential pressure at dividing area (see Fig. 1). 
 Type (1): No reverse flow is observed. The flow pattern inlet is bubbly flow (See Fig. 2 and 
Fig. 3(a)), the flow fluctuates slightly in T-junction just as in a straight tube, and the fluctuation has 
very small amplitude and large frequency. 
 Type (2): Flow Reversal is observed, and the lasting time of the reverse flow is relatively long. 
The fluctuation is approximately periodic. The amplitude is large but the frequency is very low 
(Fig. 2). The flow pattern in inlet tube is dispersed-bubbly (Fig. 3 (b)), bubbly-slug and slug. 
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 Type (3): Reverse flow always existed and the last time of it becomes shorter and shorter while 
the gas superficial velocity increases. The periodicity of the fluctuation is obscure. Both of the 
amplitude and the frequency are large (Fig. 2). The flow pattern in inlet tube is slug, churn and 
annular flow. 
 Type (4): Random fluctuation with no reverse flow observed. The amplitude is relatively small 
but the frequency is very high (Fig. 2). The flow pattern in inlet is annular or mist flow (Fig. 3(c)).  
             
(a)                     (b1)                  (b2)                     (b3)           (b4)                       (c) 
Fig. 3: Fluctuation without flow reversal (a) type (1) and (c) type (4);with flow reversal (b1-4) 
type (2) 
 
 Figure 3 shows a set of photos taken by the high-speed video camera at the center area of the T-
junction. The liquid superficial velocity upstream is 0.282(m/s) and the gas superficial velocity is: 
(a) 0.094(m/s), (b1-4) 1.41(m/s), and (c) 9.4(m/s), respectively. Fig. 3 (b) exhibits a period of the 
fluctuation with flow reversal initiated as in Fig. (b1), descended to the vertical main-tube at a 
distance from the upper stagnation surface of the T-junction as in Fig. (b2), ascended again as in 
Fig. (b3), and finished a whole period as in Fig. (b4). 
3.2 The Fluctuation Feature of the Flow in Inlet tube and Outlet tube 
 (1) Intensity of the flow fluctuation     Root Mean Square (RMS) was chosen to evaluate the 
intensity of the differential pressure fluctuation at each test run. The RMS amplitude of a signal 











 Where yi is the instantaneous value, y  is the time-averaged value and N is the number of 
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Fig. 4: Intensity of the fluctuation with inlet gas superficial velocity 
 
 Figure 4 shows the RMS of the differential pressure on inlet tube (CH6) and outlet tube (CH3) 
with inlet gas superficial velocity. It is obvious that the situation in downstream is quite different 
from in upstream even though both of the signals were obtained simultaneously. The main reason is 
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the variety of the flow pattern. After divided by the T-junction, the flow becomes horizontal and the 
velocity drops to approximately half of the flow in the vertical inlet. Thus the flow pattern, for 
example, changes from bubbly flow upstream to plug flow downstream. The curve with black dots 
demonstrates that the intensity of the fluctuation on upstream is strongest in bubbly-slug flow, 
which designated as fluctuation type (2). The intensity of the fluctuation on downstream does not 
necessarily reach maximum because the flow pattern is still long-plug. However, increasing the 
inlet gas velocity further, the long-plug changes to be slug flow and the intensity of the fluctuation 
on downstream gets its highest level. It can also be seen in Fig.4 that increasing the liquid 
superficial velocity upstream gives rise to more intensive fluctuation in both inlet tube and outlet 
tube. 
 (2) Frequency of the flow fluctuation   The Power spectral density (PSD) is usually employed to 
extract the periodic feature of a signal. In this work, the PSD of the differential pressure fluctuation 
on upstream and down stream were computed by the Fast Fourier Transform (FFT) technique. The 
dominant frequency (D.F) corresponding to the maximum power is applied to evaluate the 
periodicity of the fluctuation of the system. The correlations of the dominant frequency with inlet 
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JL1=0.47(m/s)
 
Fig. 5: Dominant frequency of the fluctuation with gas superficial velocity upstream 
 
 As can be seen, the lowest frequency of all test runs exists in bubbly-slug transition area where 
the power of the fluctuation has its maximum (Fig. 6) and the RMS of the fluctuation on main-tube 
is the largest (Fig. 4) as well. It is reasonable since resonance takes place while the frequency of the 
upstream and downstream is approximately equal. It is very dangerous in industrial application. 
While increasing the inlet gas velocity, the dominant frequency increases as a whole. Except for 
bubbly flow, the curve of the dominant frequency on both upstream and down stream has the 
similar tendency. It can be deduced that the effect of the fluctuation upstream on downstream is 
significant in frequency domain.  
3.3 Mechanism of the Fluctuation  
 Azzopardi et al. [2,3] and Hwang et al. [4], and Wang at el (2002)[10] presented that the 
qualities in each of the outlet tubes are equal when half of the fluids pass into each outlet. In present 
work, the extraction ratio W3/W1 is always kept at 0.5, so the effect of phase separation on the 
fluctuation is not necessarily considered. It has been investigated in Wang et al. [10] while inlet 
flow pattern is churn flow.  
 Discussion on the mechanism of fluctuation at the T-junction is given according to the 
classification in 3.1 herein.  
 For type (1): by the observation, the bubbles in branch come from the same segment. (See 
Fig. 3 (a)) i.e. the bubbles enter into the right outlet tube are from the right side of the inlet tube. 
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The fluctuation is so weak that it can be neglected to consider bubbly two-phase flow as single-
phase flow in some cases. 
 For type (4), the flow pattern in the inlet tube is annular or mist flow (Fig. 3 (c)). While the flow 
pattern in branch is the same as in main tube, the fluctuating situation in the T-junction is like in 
straight tube as well. 
 Since the type (1) and type (4) of the fluctuation at the T-junction are very similar to that in a 
straight tube, particular attention is paid on type (2) and (3) in which flow reversal is always 
observed. 
 For type (2), the flow pattern in inlet tube is dispersed-bubbly, bubbly-slug and slug. The 
fluctuation is mainly caused by two factors: one is the inertia difference of the gas phase and the 
liquid phase. While the flow in inlet tube reach the stagnation area in the T-junction, the gas slug 
turn into horizontal branch rapidly for its smaller inertia but a part of the liquid slug descend down 
due to the larger inertia and the resistance of the system. As a result, flow reversal occurs. The 
interaction of the flow reversal and the compressibility of the gas phase enhance the periodic 
fluctuation. This phenomenon is so distinct that it can be observed by naked eye.  
 For type (3), the flow pattern in inlet tube is churn and annular flow. While the incoming flow is 
churn, the fluctuation of the inlet tube is very complicated. The second flow and third flow are 
observed. Thus, the interaction of the reverse flow and the arising flow in the main tube becomes 
more complicated comparing to type (2). The periodicity becomes obscure. While the flow pattern 
in inlet is annular, but the flow pattern in branch is slug or churn, the fluctuation is random or 
chaotic. The difference of the fluctuations in branch and in main tube causes the complexity. If the 
flow pattern in branch is also annular, the fluctuation changes to type (4). 
 From the analysis above, it is the flow reversal that enhances the fluctuation. So it is very 
significant to reveal out the inception and termination of flow reversal with variation in flow rates 
of the phases to avoid or control the flow fluctuation. Figure 7 shows the range of the gas and liquid 


















Fig. 6: The largest power with inlet gas 
superficial velocity. CH1: differential pressure 
at dividing area. 
 

















 In order to understand the dynamic behaviour of two-phase flow splitting at an impacting T-
junction, particular attention was paid on the fluctuation features. The main reason for intensifying 
the fluctuation is considered to be the flow reversal. Thus the critical flow rate for inception and 
termination of flow reversal was disclosed. The effect of the flow pattern in inlet tube on the 
fluctuation was made clear.  
NOMENCLATURE 
A  Cross-sectional flow area, [m2] 
D  Inlet diameter, [m] 
JG  Superficial gas velocity [m/s] 
JL  Superficial gas velocity [m/s] 
∆Ρ13  Pressure drop from inlet 1 to outlet 3 of the junction [mmH2O] 
W  Mass flow rate, [kg/s] 
WG   Gas mass flow rate, [kg/s] 
WL  Liquid mass flow rate, [kg/s] 
X   Quality (=WG/W) 
RMS  Root mean square 
D.F.  Dominant frequency (Hz) 
i.d.  inner diameter of the T-junction [mm]  
Subscripts 
 
1,2,3    Inlet 1, outlet 2, and outlet 3 of the T-junction, respectively 
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Noise reduction is strongly required from the viewpoint of comfort in air conditioning. Noise 
problems caused by two-phase flows in air conditioning units have became more serious, since the 
level of air conditioner fan noise has decreased. In this study, a large air bubble, water flow and an 
orifice were used for the purpose of modeling noise problems. The sound occurrence mechanism 
when the bubble is passing through the orifice was investigated experimentally. A single large 
bubble in liquid flow was used as the first step and the two-phase slug flow was used as the second 
step of this study. The pressure behaviors were related to images obtained by the high-speed video. 
The influence of liquid flux, gas flux and orifice length in two-phase slug flow are discussed.  
1. INTRODUCTION 
Noises emitted by air conditioners are (a) mechanical vibration sound generated by 
compressors, (b) air flow noises with fans and heat exchangers, and (c) refrigerant flow noises. The 
advances in the aerodynamics design reduce the categories (a) and (b) to extremely low level. 
Consequently, the category (c) becomes more remarkably. Especially, unpleasant sound occurs 
when vapor bubbles pass through an expansion valve. This problem has been investigated on the 
basis of trial and error by many engineers concerning to the air conditioner [1] [2] [3]. They 
suggested that the noise shall be reduced by changing the flow pattern in two-phase flow. Though it 
is useful for practical application, it is not enough to make clear the fundamental mechanism of an 
occurrence of this sound. Therefore, it is important to clarify the mechanism of an occurrence of 
this sound and to grasp a factor of the occurrence of the sound. 
In this study, an air bubble, water flow and an orifice were used for the purpose of modeling this 
problem. The pulse sound and pressure change that occurs when the bubble passes the orifice were 
measured with a condenser microphone placed close to the orifice and with hydrophones in 
upstream and downstream of the orifice. The bubble behavior was visualized by a high-speed video 
camera and was related to pressure behaviors and sound. Experiments were carried out in the case 
of a single large bubble in liquid flow and two-phase slug flow. 
2. EXPERIMENT 
Schematic diagram of the test section of two-phase slug flow is shown in Fig. 1. In the case of a 
single large bubble in liquid flow, the large bubble is injected into water flow using a bypass section 
instead of the mixing section of two-phase flow. The test section is placed horizontally. It consisted 
of an acrylic pipe, 7.0 mm I.D., an orifice with 2.0 mm diameter and 5, 10 and 20 mm length, and 
fittings as shown in Fig. 2. The orifice and fittings were made of acryl or copper and experiments 
were carried out in these combinations. An outside condenser microphone was installed very close 
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to the orifice and two hydrophones were upstream and downstream of the orifice, 300 mm apart 
from the orifice. 
 
 




Figure 2: Orifice and fittings. 
 
In the case of a single large bubble in liquid flow, the bubble length was set 30 mm and liquid 
flux, jL=0.4~1.4 m/s. Experimental range of two-phase flow were jG=0.28~0.83m/s, 
jL=0.28~0.83 m/s. Flow patterns in this experimental range correspond to the plug or slug flow in 
the horizontal pipe without the orifice.  
Bubble state was taken by the high-speed video camera at 18000 frames per second. The 
pressure fluctuations were taken at 100 kHz sampling and related to images obtained by the high-
speed video. 
3. RESULTS 
3.1. Single large bubble in liquid flow 
The images of the single large bubble in liquid flow into the orifice are shown in Fig. 3. The 
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Figure 3: Bubble behavior at orifice entrance (t : msec). 
 
bubble approaches the orifice, and it is drawn in the orifice. In the orifice, the bubble flows as a 
small plug or small bubble. When the tail of bubble approaches to the orifice, the bubble tip shows 
wavy.  Its tail is not flat, and the central of the tail becomes concave.  At the orifice exit, the mixture 
flows as a jet with the small bubbles.  
Figures 4 and 5 show the outputs of hydrophones installed at the upstream and downstream of 
the orifice and output of the outside microphone in the case of bubble length 30 mm, orifice length, 
Lo=5 mm, liquid flux, jL= 0.9 and 1.10 m/s, where A, B, C, D corresponds to the time when the tip 
of the bubble enters the orifice, the tip of the bubble flows out from the orifice exit, the tail of the 
bubble enters the orifice, and the tail of the bubble flows out from the orifice exit. When the bubble 
enters the orifice, the pressure of the upstream begins to increase gradually and that of the 
downstream decreases and it has the minimum value. Then it increases again. When the tail of 
bubble enters the orifice, the pressure of the upstream suddenly decreases and large pressure 
fluctuation of the outside microphone is obtained. The pressure of the upstream damps with the 
oscillation after the bubble passes the orifice. The sound occurrence through the orifice could be 
classified into two kinds; a) the projection sound occurred at the instance when the tip of the bubble 
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Figure 5: Pressure behavior with injection sound and projection sound. 
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Figure 6: Injection sound vs liquid flux. 
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the orifice. The former observed in the range of jL>1 m/s, the later observed in all the experimental 
range, jL=0.4~1.4 m/s. To make clear mentioned above, the injection sounds are plotted against the 
liquid flux in Fig. 6 using an amplitude ratio that defines as projection sound divided by injection 
sound. The projection sound is remarkable which means the high amplitude ratio in the range of 
jL>1 m/s. This tendency was observed in other combinations of the orifice and fittings. 
Pressure spikes at upstream of the orifice are plotted against the liquid flux in several 
combinations of materials for the orifice and fittings in Figs. 7-10. Pressure spike increases with 
increasing liquid flux without reference to the orifice length and combinations of materials. 
The orifice length does not influence on the condition about two kinds of sound occurrence and 
sound pressure level. The combination of materials using for the orifice and the fittings does not 
influence the pressure behavior measured by the microphone, but effects the sound pressure level. 
The sound pressure levels are small according to the following order; acrylic fittings and orifice, 
acrylic fittings and copper orifice, copper fittings and acrylic orifice, copper fittings and orifice. 
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Figure 7: Pressure spike vs liquid flux. Figure 8: Pressure spike vs liquid flux. 
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3.2. Two-phase slug flow 
Images obtained by the high-speed video in two-phase slug flow are shown in Figs. 11 and 12. 
At jG=0.28 m/s and jL=0.28 m/s, a shape of large bubble in upstream of the orifice is smooth as 
same as in the single large bubble in liquid flow and its length is approximately 40 mm. The 
behavior of large bubble at the orifice is almost same as in the single large bubble in liquid flow. As 
bubbles flow continuously, large bubble stagnates at the orifice exit. If the test section is set in 
vertically, this stagnant bubble might not be observed. At the orifice exit, the bubble flows out as a 
jet with small bubbles into stagnant bubble. At jG=0.56 m/s and jL=0.56 m/s, a shape of large bubble 
upstream of the orifice is wavy and bubble flows out as a stronger jet. Therefore, the flow seems 
milky. This consists of many smaller bubbles and they circulate at the orifice exit. After the large 
bubble passes through the orifice, the flow oscillation was observed upstream of the orifice.  
Figure 13 shows the sound spectra obtained by the outside microphone at the orifice. Sound 
level increases with the increase in liquid flux and shows the same peak of the frequency. On the 
other hand, the sound level also increases with the increase in gas flux and the peak of the 
frequency shifts toward higher as the gas flux increases as shown in Fig. 14. In respect of the orifice 
length, the peak of the frequency in Lo=10 mm moves to about 1 kHz smaller one in Lo=5 mm as 
shown in Fig. 15. The difference of sound level of a different liquid flux is larger than that of gas 
flux because the momentum of liquid phase is larger than that of gas phase. Therefore, the sound 
level is deeply concerned with the momentum of the two-phase flow. 
    
 
 Figure 11: Bubble behavior at orifice (msec)  Figure 12: Bubble behavior at orifice (msec) 











































Figure 13: Sound spectra. 
 

























Figure 14: Sound spectra. 
 







































The sound occurrence mechanism when the bubble passed through the orifice was investigated 
experimentally. The pressures of the upstream and downstream obtained by the hydrophone and of 
the outside microphone were related to the images using the high-speed video. When the bubble 
was drawn in the orifice, its tip sharpened. When the bubble entered the orifice, the pressure of the 
upstream increased gradually. When the tail of the bubble reached the entrance of orifice, the 
pressure of the upstream decreased drastically and the large pressure oscillation was obtained from 
the outside microphone. After the large bubble passes through the orifice, the flow oscillation was 
observed upstream of the orifice. These phenomena were observed in both cases of the single large 
bubble in liquid flow and the two-phase slug flow. The component of high frequency in the sound 
becomes remarkable as the orifice length decreases in two-phase slug flow. The difference of sound 
level of a different liquid flux is larger than that of gas flux because the momentum of liquid phase 
is larger than that of gas phase. Therefore the sound level is deeply concerned with the momentum 
of the two-phase flow. 
NOMENCLATURE 
jG Volumetric gas flux 
jL Volumetric liquid flux 
LB Large Bubble length 
Lo Orifice length 
t Time 
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A liquid/gas two-phase flow (liquid contains undissolved gas) can be found in a wide range of 
pump applications, especially in chemical industries, off-shore oil production and nuclear reactors.  
It is well known that the performance of single stage centrifugal pumps decreases rapidly under 
liquid/gas two-phase flow conditions. The consequences of entrained gas depend on the relative 
amount of gas and liquid present, and vary from a slight deterioration on performance up to 
complete blockage known as "gas locking". Before gas locking occurs, other phenomena such as 
pump head degradation, surging and "gas blocking" take place. 
For two-phase flow applications of centrifugal pump the influence of the entrained gas on pump 
behaviour must be predictable. This is a hard task due to the complexity involved in modelling 
multiphase flow inside turbomachines. An accurate prediction of the performance for any pump 
handling liquid/gas mixture is still a problem today.  
This paper reports on a research project, carried out at the Pfleiderer-Institute for Turbomachinery, 
Technical University of Braunschweig, Germany. The purpose of this project is to get a better 
understanding of the physical background of the two-phase flow behaviour of the centrifugal pumps 
by measuring the static pressure on the impeller blade surfaces and by optical observation under 
varying two-phase flow conditions. The results will also be used to validate a numerical code, 
which is developed in a related research project.  
The project is focused on two centrifugal pumps, one scaled down from the other, having the same 
low specific speed number ns = 27. The pumps are operating under variable two-phase flow 
conditions. Air and water were used as working fluids. Flow structures within the pump impeller 
and the overall pump performance are investigated by numerical simulation and experiments. One 
impeller blade of the pump is equipped with eight KULITE® sub-miniature pressure transducers. 
The pressure signals either from blade suction or blade pressure side are transmitted by a telemetric 
system - this measurement technique is implemented the first time for a gas/liquid two-phase 
pumping project. 
1. INTRODUCTION 
Many investigations are executed about the change of pump performance due gas/liquid two-
phase conditions. Most of the information about this phenomenon in the available literature is 
concerned with measuring of the integral operating data. Murakami and Minemura [4] investigated 
the effects of entrained air of the performance of the centrifugal pump at low specific speed ns=23 
by measuring the total head of the pump and by photographical observations. Sato et. al. [6] 
observed the performance of the centrifugal pump impeller with various blade angles. Tillack and 
 
 D-10
Hellmann [8] presented their experimental results about the behaviour of centrifugal pumps under 
oil/gas two-phase flow conditions.  
The Experiments have shown that the total breakdown of the pumping is caused by the flow 
structure of the mixtures at the pump impeller due to the air accumulation on the impeller passage. 
The flow structure and the static pressure at the impeller show in general temporal and local 
fluctuations. Nevertheless, unsteady measurements in rotating systems were executed only rarely 
due to the complexity of the measuring technique. 
Murakami and Minemura [5] measured the distribution of velocities and gas void fraction in the 
rotating impeller handling air/water two phase mixtures using 27 special electric resistance probes, 
which were mounted in the impeller. The signal is transferred by a multi channel slip-ring system 
from the rotating system to the stationary side. The distribution of the static pressure [3] over the 
blade surfaces was determined by pressure measuring at the front casing in the stationary system. 
Blade pressure measurements in a rotating system [2,7] allow a more in-depth look at the 
mechanism of energy transfer at the pump impeller for a two-phase flow. The results of the 
experiments will be used to validate numerical codes, which are developed at the universities of 
Munich and Dresden. To achieve this, the measurements of the unsteady blade pressure in a 
rotational system were taken using eight sub-miniature pressure transducers. They serve the purpose 
to allow measurements along the blade contour and on the suction and pressure sides. 
2. EXPERIMENTAL APPARATUS  
The general arrangement of the test rig is shown in Figure 1. The test rig is designed as an open 
circuit. The static pump suction pressure is controlled by a booster pump (1). Air is injected into the 
suction pipe at a distance of about 1.5 m from the pump inlet. The air supply is controlled by an 
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Figure 1: Schematic view of the test rig. 
10. booster pump 
11. flow straightener 
12. magnetic-inductive flow 
 meter 
13. air injection 
14. Plexiglas tube 
15. resistance thermometer 
 PT100 
16. static pressure S 
1. reaction momentum 
2. motor 
3. rot. speed meter 
4. flexible discharge hose 
5. gas/liquid separator 
6. degassing valve 
7. main valve 
8. by pass valve 
9. water basin 
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Two identical but scaled radial flow pumps with a specific speed of approximately ns=27 are 
investigated. In order to generate a circumferentially uniform pressure distribution at the impeller 
outlet, a vane less radial diffuser was used for recollecting the fluid. The diffuser itself was 
connected to the piping circuit by twelve 2.5" flexible tubes. The impeller consists of five blades, 
each of them being composed of two circular arcs, one with a smaller radius from inlet to nearly 
half of the chord and one with a larger radius up to the impeller outlet. The dimensions and 
specifications of the two scaled test impellers are shown in Figure 3 and Table I. 
3. MEASUREMENT TECHNIQUE 
For the unsteady measurement of the blade pressure eight piezo-resistive sub-miniature pressure 
transducers - type XTM-XX-190 M KULITE®- are used. The transducers are fitted along the 
camber line of the middle span between hub and shroud in axial orientation. These transducers are 
used for measuring the static pressure on the surface of either the blade suction or the blade pressure 
side in the relative system. 
The unsteady pressure signals of the eight transducers are transmitted from the relative to the 
stationary frame using a telemetric system, which allows to transmit frequencies up to 2500 Hz. A 
telemetric system - type dt 204/301/612 from DATATEL® TELEMETRIE ELEKTRONIK - has 
been chosen for this set-up. The system is able to transmit up to eight unsteady signals 
simultaneously. For detecting rotating effects relative to the impeller, four additional transducers 
were mounted on the impeller hub near the middle of the passage (see Figure 2). The first 
investigation using this technique was completed by Dreiß, 1997 [1].  
impeller front shroud  (Plexiglas) wearing ring 
hub transducer taps 
positions of the 
taps on the blade sides 
2nd circ. arc 
1st circ. arc 
back shroud 
 




To investigate the flow structure in the pump impeller visually, a digital high speed camera with 
a sampling rate of up to 4500 fps was used. These recordings are made using the scaled pump in 
Magdeburg (2KB-19235-MD). The sequences make it possible to analyse the development of 
unsteady processes during one or more revolutions. 
 
2nd circ. arc 











impeller 2KB-19235-BS 2KB-19235-MD 
b 1 ;  b 2 19 o ; 23 o 19 o ; 23 o 
b; s 46 mm; 13 mm 23 mm; 6 mm 
d 1 ; d 2 260 mm; 556 mm 130 mm; 278 mm 
R 1 ; R 2 169 mm; 270 mm 84.5 mm; 135  
z 5 5 
n; n s 9 Hz; 27 10 Hz; 27 
design 400 m 
3 /h 55.5 m 3 /h V · 
d2 
 
Figure 3: Design parameters of the test impellers. Table I: Design parameters of the test 
  impellers. 
4. EXPERIMENTAL RESULTS AND DISCUSSION 
The performance of the centrifugal pump is influenced by the amount of gas appearing at the 








==ε  (1) 
Since in this case the two-phase-flow is a semi-compressible one, the compressibility 
dependency of the gas fraction has to be considered. It can then be seen as an isothermal change of 
state. The flow velocity in the measurement position D (s. Figure 1) shows a high radial component, 
which is determined by a five-hole yaw probe. The term considering the geodetic energy of the 
fluid taken into account when calculating the specific work of the pump, since pressure and suction 
side are located at the same geodetic level. The specific pumping work of the pump can be 



















4.1. Change of pump head due to air loading  
The pump head drops when the gas void fraction is increased as can be seen in Figure 4. The 
curves are constructed by keeping the total flow rate, the static pressure in the suction pipe and the 
rotational speed of the impeller constant while the amount of gas is gradually increased. The 




Figure 4: Change of pump head due to air loading. 
 
When the gas fraction is increased from the state without gas loading state the pump alters its 
delivery continuously in area 1. However, at a certain gas fraction the pump shows an abrupt 
change (area 2). Depending on the operating point, the pump can possibly deliver in area 3. 
4.2. Influence of flow pattern, size of bubbles in the suction pipe and the rotational speed of the 
impeller  
At different experimental set-ups depending on the volumetric flow rates of the mixture and the 
gas fraction in the suction pipe, different flow patterns of the mixture (bubbles-, wavy- or slug-
flow) occur in the suction pipe. A variety of bubble sizes are achieved by the exchange of the air 
admitting pipe with various orifices (dB=0,5 ... 2 mm). The second curve at Fig. 5 is the pump-head 
drop depending on the gas fraction for the bubble size of dB=2.0 mm, and the third curve for the 
bubble size of dB=0.5 mm. The experiment result shows that neither the location of air injection, nor 
the flow pattern, nor the bubble size in the suction pipe has any substantial effects on the operating 
behaviour of the pump. A possible explanation is that the gaseous phase is dispersed into fine 
bubbles by the pump impeller when entering the rotating system. Subsequently the bubbles are 
scattered uniformly in the fluid. 
 
Figure 5: Influence of bubble size in the suction pipe and rotational speed. 
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Fig. 5 also shows the drops of the pump heads with various rotating speeds, the first curve for  
n= 7 Hz, the second curve for n= 9 Hz and the fourth curve for n=11 Hz. At higher rotational speed 
the critical gas void fraction, at which the performance drops suddenly, increases. This effect is 
achieved from the fine dispersion of the gaseous phase at the blade entrance and leads to a 
homogenized mixture. Higher capacities of air loading attained at higher rotational speed is  
probably due to the fact that the air is dispersed into finer bubbles when entering the pump impeller. 
4.3. Pump performance curves handling gas/liquid two-phase mixtures 
Figure 6 shows the performance of both pumps found by experiment. The graph plots the 
pressure rise coefficient ψ versus the flow coefficient ϕ. 
Although there are some small differences in the absolute performance, both curves match very 
well. The numerical results show good consistence with the experiments. Appropriate to the 
capacity of CFX-TASCflow®, the flow was calculated for steady state and unsteady conditions. 
The quality of the results increases with the increase in numerical effort. The unsteady simulation 
with the disc losses yields the best results. 
The experiments on pumping liquid/gas mixtures have shown that the drop of pump head 
essentially depends on the operating point (volumetric flow rate of the mixture). Figure 7 shows the 
typical performance of a pump handling gas-fluid mixtures. The curves drop with increasing gas 
fraction. The effect of the gas fraction, however, is different at each operating point. The respective 
efficiency curves also show that the efficiency optimum moves to smaller volumetric flow rates 
when increasing the gas fraction. Between the flow coefficients of 0.06 and 0.10 and the gas void 
fraction being smaller than 4%, the performance curves are nearly parallel to the performance curve 
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Figure 6: Characteristic curves measured and 
calculated by CFX-TASCFlow Code. 
Figure 7: Pump performance curves 











   
  
 




4.4. Blade Pressure 
Figure 8 shows the unsteady pressure which was measured by the miniature pressure transducer 
tr- 8 (rtr8/r2 = 0.943) near the impeller outlet on the suction side. In the case of single-phase flow 
(100 % water) the pressure oscillates with the pump operating frequency of npu = 9 Hz. Whereas, 
the existence of gas bubbles in the fluid causes pressure fluctuations and leads to a decrease in the 












imp. 2KB-19235-BS ϕ = 0.088

























Figure 8: Unsteady pressure signal. 
  





the gas fraction up to 3 % (not shown), the pressure distribution at the blade pressure side drops 
uniformly. The energy transfer from the impeller into the fluid is disturbed due to the existence of 
the gaseous phase. Pressure is built up as long as a homogeneous flow exists. With further increase 
of the gas loading, the gas bubbles merge to a gas zone, where no pressure can be build up. The 
zone where the pressure cannot rise enlarges with increasing gas loading. Looking at the 
measurements with a gas loading of 7 %, the pressure does not increase along the entire blade. 













































































Figure 9: Change of pressure distribution on the blade pressure side due to air loading, 
experimentally obtained and calculated by PHOENICS. 
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The numerical simulation performed by means of PHOENICS® determines the pressure 
distribution qualitatively well. Discrepancies at the rotor inlet may partly arise from the geometric 
simplification of the blade inlet edge as used for the numerical simulation. 





















































Figure 10: Distribution of static pressure and resulting momentum of the pressure forces. 
 
Figure 10 shows the pressure distribution along suction and pressure side of the blade under 
two- phase flow conditions with gas fractions of 0, 3 and 5 %, as well as the distribution of 
momentum from inlet to outlet of the impeller. 
The pressure difference bldp∆  between pressure and suction side of a blade acts on a small 
surface element A∆  of the impeller blade at radius r . The blade momentum bldM∆ can be 
calculated by multiplying the pressure difference bldp∆  with the surface element A∆  and the radius 
r . However, this can only be done when assuming that bldp∆  remains constant along the blade 
width b. The distribution of local blade momentum has nearly symmetrical shape while operating 
without gas. Its maximum lies in the middle of the blade contour. At a gas loading of 3 %, there is 
only minimal change in the distribution of blade. 
4.6. Observation of Gas Bubbles in the Impeller 
A large number of experiments on the flow conditions with two-phase flow were carried out 
using a high speed-camera. The influence of the gas fraction, the gas distribution at the inlet and the 
different operating points of the pump were examined. Figure 11 shows a photography of such a 
distribution of gas in comparison to the numeric calculation. The accumulation of gas on the 
pressure side of the blade is qualitatively reproduced by the simulation. However, the two-phase 
flow in a centrifugal pump is unsteady. Shape and size of the gaseous zone in the impeller channel 





















ϕ = 0.088; n = 10 Hz
 
Figure 11: Distribution of gas bubbles (a) obtained from a high speed camera and (b) calculated 
by PHOENICS at ϕ=0,088 and 1% gas fraction. 
5. CONCLUSION 
The measurements of the blade pressure provide further insight into the energy transfer process 
at the pump impeller handling a two-phase mixture. The pressure along the blade suction and 
pressure side depends on the amount and distribution of the gas loading. 
Assuming a two-dimensional flow in the impeller passage, it is possible to calculate the 
momentum transferred by the blade. The total impeller momentum describes the energy transfer of 
the impeller blade into the fluid and the hydraulic work of the impeller. 
This additional information allows to divide the total losses into hydraulic loss, disc fraction and 
mechanical loss. Therefore, it supplies an extensive amount of data for the validation of numerical 
codes. 
Numerical calculations by means of CFX-TASCflow® and PHOENICS® were carried out in 
parallel to the experiments. They show good agreement, although some substantial simplifications 
were made. Nevertheless, the movement of gas bubbles due to the surrounding pressure field and a 
crucial dependency of the result on the bubble diameter could be confirmed. The CFD-Codes at 
present allow the impeller flow relatively accurate for single phase and for two-phase flow also. 
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Based on the two fluid model and the population balance equation for bubble size, a novel approach 
to simulate disperse two phase flow, e.g. in aerated stirred vessels, is proposed. The bubble size 
distribution is represented with a number density function of presumed shape, which makes the 
solution of the population balance equation in a pre-processing step possible. The pre-processing is 
not computationally expensive, so the number of bubble size groups may be chosen sufficiently 
large to represent the evolution of the size distribution due to break-up and coalescence of bubbles 
very accurately. In the CFD simulation, it is not necessary to solve a set of transport equations for 
each size group. Instead, the size distribution is represented by its first two moments, i.e. the mean 
and variance of bubble size. Transport equations for mean and variance are solved by the CFD 
code, with source terms taken from a look-up table generated during pre-processing. 
In the present paper, the overall formulation and solution algorithm of the proposed model is 
outlined. It is demonstrated that number density functions of presumed shape can indeed represent 
the evolution of a bubble size distribution under the action of bubble break-up and coalescence with 
good accuracy. Furthermore, it is shown that quite large numbers of bubble size groups are required 
to reach discretization independence for the population balance equation. The generation of the 
unstructured, adaptive lookup-table for mean and variance of bubble size in the pre-processor as 
well as details of the look-up procedure in the CFD simulation are also discussed. The proposed 
model has been implemented in a multi-dimensional CFD code, and employed in the simulation of 
turbulent two-phase (gas-liquid) dispersed flow in an aerated stirred vessel. 
1. INTRODUCTION 
In multiphase flows, for example in an aerated stirred vessel, the transfer of momentum, mass, 
and energy across the phase interface is of crucial importance. In general, the transfer processes 
depend in a sensitive manner on the available interface area, which can only be computed if the 
bubble (or particle) size distribution is known. The transient evolution of the bubble size 
distribution resulting from the break-up and coalescence of bubbles can be reproduced by means of 
a population balance, formulated in terms of a number density function, which depends in general 
on both temporal and spatial co-ordinates. 
Within the last few years, a variety of models for the numerical simulation of two-phase flows 
including the dispersion and coalescence of gas bubbles have been proposed.  
In an Euler-Euler multi-fluid model, one set of transport equations has to be solved for each 
phase. (Non-linear) coupling between the transport equations due to the transfer processes 
mentioned above can be strong, which makes the numerical treatment of the equations difficult and 
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time-consuming. In the simplest mono-disperse models, it is assumed that the bubble diameter is 
locally single-valued. Of course, this is for many applications an inadmissible over-simplification.  
More advanced models represent the bubble size distribution by several size groups. Each size 
group represents particles from a certain range of diameters and is treated as a separate phase in the 
multi-phase flow calculation. This formulation requires the solution of 5N+1 coupled equations to 
be solved for a dispersed gas-liquid flow with N size groups. In practice, the number of the size 
groups is limited to rather low values, say N=4, due to the extensive numerical effort. Therefore, 
the evolution of the bubble size distribution due to break-up and coalescence can be represented 
only in a rudimentary manner.  
The MUSIG (MUltiple-SIze-Group) model [15] represents a further development of this type of 
model. Again a continuity equation for each size group is solved, but it is assumed that all bubble 
velocities can be related to the average value in an algebraic manner, so that only one set of 
momentum equations for the gas phase has to be solved. With this simplification, up to 20 classes 
can be taken into account. Lo, employing a maximum of 10 groups, applied the model to analyse 
the flow and size distribution of air bubbles in a stirred reactor containing silicone oil [16]. An 
alternative approach [8] is to assume a certain (self-similar) shape for the number density function, 
which is determined completely by the mean bubble diameter. 
We propose a novel approach to simulate disperse two phase flow (gas bubbles – fluid). This 
model is based on the two-fluid model [6] and a number density function (NDF) of presumed shape 
for the bubble size. By the representation of the bubble size distribution (BSD) via a presumed 
shape NDF, it is possible to solve the population balance equation (PBE) in a pre-processing step 
separate from the CFD simulation. The pre-processing is not computationally expensive, so the 
number of bubble size groups may be chosen sufficiently large to represent the temporal evolution 
of the size distribution due to break-up and coalescence of bubbles very accurately.  
In the CFD simulation, it is with the proposed formulation not necessary to solve a set of 
transport equations for each size group. Instead, the size distribution is represented by its first two 
moments (therefore “moments model”), i.e. the mean and variance of bubble size. Besides one set 
of transport equations for each pahse, two transport equations for mean and variance of the bubble 
size distribution are solved by the CFD code, with source terms taken from a look-up table 
generated during pre-processing. 
This novel formulation offers several advantages: a) the bubble size distribution can be 
represented in great detail due to the possibility to consider a large number of bubble size groups 
efficiently. b) numerical stability problems are small, as it is not necessary to solve strongly coupled 
transport equations for numerous size groups. c) arbitrary break-up and coalescence kernel 
functions can be implemented, appropriate for the respective disperse flow regimes in turbulent or 
laminar, stirred vessel or bubble column two-phase flow. d) significant computing time reduction 
can be expected from the tabulation of the population balance dynamics in a pre-processing step. e) 
the benefits of the tabulation system and the look-up algorithm developed here – as the automatic 
adaptive refinement and the arbitrary dimensioning of the table to adapt it to the number of 
independent variables of the kernel functions used, etc. – are further advantages.  
In this paper, the formulation of the moments model is outlined and the possibility to replace the 
NDF by a function of presumed shape, which is the basis of this model, is demonstrated. The 
generation of the lookup-table and the table-lookup procedure are also discussed. The proposed 
model has been implemented in a multi-dimensional CFD code, and employed in the simulation of 
the two-phase (gas-liquid) dispersed flow in an aerated stirred vessel. 
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2. THE MOMENTS MODEL 
2.1. The population balance 
The PBE, which describes the temporal evolution of the bubble number density n due to break-
up and coalescence - no change in the bubble diameter due to mass transfer and no change in the 
bubble concentration due to the convection transport - in a unit volume can be simplified in the 














where the bubble number density n=N/∆DV is the number N of bubbles in the control volume V 
with the size D ± ∆D/2 at time t. ∆D is the bubble size class width. BB , BC are birth rates in a certain 
bubble size class due to a break-up of bigger bubbles and coalescence of smaller bubbles and DB , 
DC are death rates in this class resulting from break-up into smaller bubbles and coalescence with 
other bubbles, respectively. The rate functions are referred to as kernel functions and formed with 
the break-up frequency, the number and size distribution of daughter bubbles in the break-up case 
as well as collision frequency and efficiency for the determination of the coalescence rate. The 
detailed descriptions of the PBE and the kernel functions are found in our earlier work [14].  
2.2. The principle of the moments model 
In CFD simulation of multiphase flows the computational domain is usually divided into tens or 
hundreds of thousands of control volumes. A complete CFD model with PBE calculated in each cell 
with a number of size groups sufficient to obtain a realistic particle size distribution will typically 
exceed presently available computational resources. The MUSIG [15] model solves the PBE with 
limited size groups, while others [8] simplified the PBE, see the Introduction. 
In the moments model suggested here, the size distribution of the bubbles is represented by a 
number density function (NDF) of presumed shape – i.e. presumed functional form – per which the 
size distribution is determined by the first two moments – i.e. mean µ and variance σ² – of the 




2 =∫ dDDf σµ  
The bubble number density nf resulting from this functional distribution must be scaled to 
represent the actual gas volume fraction. The evolution of the population balance over a short time 
interval dt – a time step in the numerical simulation – proceeds then as follows: Given certain 
values for the mean and variance, the kernel functions for bubble break-up and coalescence act in 
the usual manner on the presumed shape NDF to generate new values for mean and variance. Fig. 1 
illustrates the principle of the proposed model in a flow chart. 
In the CFD model, the usual equations of mass and momentum transport for the gaseous and the 
liquid phase are solved. Additionally, two transport equations are solved for the first two moments 
of the bubble diameter. Bubble break-up and coalescence appear in these equations as source terms. 
These source terms, which depend on the local values of mean and variance as well as flow 
parameters (dissipation rate, velocity gradients, etc.) are computed in the manner outlined in the 
previous paragraph. It is advantageous to generate a lookup-table with source terms Sµ and Sσ




Figure 1: The functionality of the proposed moments model and the links to the CFD. 
 
2.3. Representation of the size distribution by a presumed shape number density function 
The source terms Sµ and Sσ2  – i.e. the left part of the flow chart illustrated in Fig. 1 – are 
computed from a solution of the PBE, which represents the transient evolution of the bubble size 
distribution resulting from break-up and coalescence of bubbles. By the representation of the size 
distribution via a function of presumed shape, the population balance can be solved in a pre-
processing step of the CFD simulation. Only in this manner can the PBE be solved with a number 
of bubble size groups (nc) sufficient to obtain satisfactory accuracy, since, as mentioned above, a 
complete solution of the transport equations which govern a disperse two phase flow and the PBE 
with a desired nc is not possible under the presently available computational resources.  
The source terms generated during pre-processing are stored in a look-up table, which is 
accessed during the CFD computation to obtain the source terms corresponding to local flow 
parameters to solve the transport equations of the mean and variance of the bubbles diameter, which 
are sufficient to represent the size distribution in our model. In an earlier work [14], the influence of 
the size group number nc on the evolution of the population has been investigated. This has been 
carried out by solving the full PBE directly with various bubble size group numbers. The possibility 
to represent the BSD by a NDF of a presumed shape has also been verified by solving the full PBE 
in which the size distribution of the bubbles is represented by a NDF of presumed shape after the 
break-up and the coalescence of the bubbles occurred at each time step. Three functional forms 
have been tested: the β-function [2], the clipped Gaussian [7] and the uniform distribution [12]. 
In our earlier work [14], the 1D integro-differential PBE of bubble number density (1) has been 
solved by dividing the bubble population density into several discrete classes and calculating the 
integrals in this equation numerically. These investigations were carried out for several initial 
bubble distributions – i.e. with different µ and σ2 initial values - and several values for minimum 




and maximum bubble diameter. These conditions, the assumed flow parameters and the rate 
functions – collision frequency [13], collision efficiency [9], droplet break-up frequency [3], 
distribution for the daughter droplet probability density function [1] – applied in solving the PBE 
are to take from [14]. It is important to note that arbitrary kernels from the literature can be 
implement in the moments model suggested in this work without restriction or simplification. Here, 
the results are discussed. 
Figure 2: The mean and variance of the bubble diameter resulting from the direct solution of 
the PBE in its general form with different bubble size group numbers nc. 
 
Figure 2 shows the temporal evolution of µ and σ2 values resulting from the direct solution of 
the full PBE with various bubble size group numbers nc = 4, 10, 15, 100. Solutions have also been 
carried out with nc = 200, which have been found to agree extremely well with the case nc = 100. 
Since an analytical solution of the PBE is not known, this discretization-independent case nc = 100 
serves as a reference case for solutions with fewer size classes. It can be observed that at least 10 
size classes are required to achieve acceptable agreement with the reference solution. With only 4 
size classes – which is often the maximum permissible number of classes in CFD simulations with a 
discretized PBE – the solution very severely underpredicts the mean bubble diameter obtained in 
quasi-steady state. 
Results of solving the population balance equation with a presumed shape number density 
function are compared with the direct solution of the PBE – all with nc=100 and the same 
conditions as above – in Fig. 3. Qualitative as well as quantitative agreement between the direct 
solution and the solutions with the β- and clipped Gaussian- function is found. The solution with the 
uniform function is unusable and shall not be discussed further. Comparing with Fig. 2, we note that 
the direct solution obtained with 15 size classes shows a larger discrepancy with the reference case 
(direct solution with nc = 100) than solutions obtained with the β or clipped Gaussian distributions. 
It is concluded that with β– or clipped Gaussian functions for the number density of , the evolution 
of bubble size distribution due to the break-up and coalescence in disperse two phase flow can be 
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Figure 4: The gas volume fraction 
conservation resulting by solving the PBE 
with different number bubble size groups and 
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Figure 5: The specific phase interface
area resulting by direct solving of PBE and
with presumed shapes of the number
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Figure 3: The mean and variance of the bubble diameter resulting from the direct solving of the 
PBE in its general form compared with the result of PBE solution, in which the bubble size 
distribution is represented by a number density function of presumed shape (clipped Gaussian, 
beta, and the uniform distribution). 
 
Figure 4 shows the gas volume fraction conservation resulting by solving the PBE with different 
number bubble size groups. Note that we have chosen to discretize the size classes in terms of 
bubble diameter rather than volume. This has the advantage that a wider range of bubble sizes can 
be represented with a given number of size classes. However, in this formulation, total gas volume 
fraction will not be conserved if an insufficient number of size classes is chosen. One can see that 
the volume is conserved very well by the nc = 100 reference solution of the PBE. Fig. 4 also shows 
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One important objective of the simulation of dispersed two phase flows is the determination of 
the phase interface area, over which mass, heat or chemical species are exchanged between the 
phases. Figure 5 shows the specific phase interface area obtained with direct solution of PBE and 
with presumed shape number density functions. The phase interface area increases due to the 
dispersion of bubbles until it reaches a constant value when the bubble population approaches a 
steady state with equilibrium between dispersion and coalescence of bubbles. Both simulations with 
presumed shapes NDF reproduce this behaviour with acceptable quantitative agreement. 
Figure 6 shows the evolution of the bubble size distribution for the direct solution of the PBE 
and the solution obtained with the presumed shapes of the clipped Gaussian distribution. 
 
Figure 6: The evolution of the bubble size distribution with the direct solution (a) and the 
clipped Gaussian distribution (b). 
3. THE TABULATION SYSTEM 
The algorithm employed in this study to generate adaptive, unstructured look-up tables will be 
described in this Section. For simplicity, the procedure is explained for function f of two parameters 
φ1 and φ2, but it can be extended to cases of higher dimension, – i. e. with a larger number of 
parameters – in a straightforward manner. The algorithm is restricted to functions in which the 
parameters can be normalised to values 0 ≤ φι ≤ 1. The generated table does not contain the values 
of the function for certain sets of parameters explicitly, as is often the case in a structured look-up 
table, but instead the coefficients of certain polynomial fit functions, which are valid in a certain 
region (a cell) of the tabulated domain. 
The algorithm is started from a basic level (as illustrated in Fig. 7-a ). As all parameters are in 
the range 0 ≤ φι ≤ 1, the region to tabulate is a square (or in general a hypercube). Splitting up the 
range into two sub-ranges results in the structure shown in Fig. 7-b. This first step is to be done 
manually and makes it easy to adapt the basic cells, i.e. the topology in the first level, to the shape 
and slope of the function. For example, the predefined split co-ordinate can be set to a value φ1.Split, 
where f reaches a maximum or where the change of the slope is at a maximum. Now the automatic 
algorithm is started by evaluating the function at the corners of the rectangle and determining the 
coefficients ai of the fit function which reads for a 2D case: 
.),( 0112221 aaafapprox +⋅+⋅= φφφφ  (2) 
(a)  (b)  
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The coefficients can be determined with the Gaussian "least mean square" approach. In a next 









=  (3) 
If the error does not exceed a certain limit, the fit represents the exact function well for the 
current cell, hence this cell is called a real cell and is stored in the tables. Otherwise, the cell is a 
virtual cell and has to be refined further by splitting up into two subdivisions. The cell is split in the 
direction, in which the slope of the function is maximum. To evaluate the slope, the points marked 
with a star in Fig. 7-b are used. 
This procedure of interpolation, error evaluation and refinement is done repeatedly until the 
whole region is subdived into cells which fulfill the desired accuracy criterion. Two tables are then 
generated, the table of polynomial coefficients and the index table – the topology table – in which 
the split dimension, the indices of the child cells and the split co-ordinates are stored. 
The look-up occurs in the following manner: First it has to be determined in which cell of the 
base level the desired value is located. It is tested whether the cell is a real cell or a virtual cell by 
determining the split direction. A real cell is indicated by a zero split direction, whereas values 
greater zero specify the split dimension. For virtual cells, one determines in which of the two cells 
of the next level the desired point can be found by testing the argument of the dimension, in which 
the cell has been split against the split co-ordinate. Again this procedure is repeated until a real cell 
is found. The corresponding index of the coefficients in the second table can be found in 
corresponding column of the topology table. 
The benefits of this tabulation system are: 
• the locally adaptive algorithm makes it possible to reduce the table size and makes the tables 
more flexible,  
• the looking-up algorithm is very fast, because the topology is as a binary tree and no 
interpolation is needed, because the coefficients of the fit function are stored in the table, 
• the most important advantage is the arbitrary dimensioning of the generated table so that it can 
be adapted for the dimensions of the used kernel function of the break-up and coalescence of the 
bubbles.  
 
Figure 7: The principle of the generation of adaptive, unstructured look-up table: (a) The region 
to be tabulated and (b) the manual splitting up to get the basic cells and the automatic splitting up 




4. IMPLEMENTATION OF THE MOMENTS MODEL IN A CFD CODE 
The implementation of the moments model in a commercial CFD code has been carried out for 
a 3D simulation of a dispersed gas-liquid flow in the aerated stirred vessel. The simulation of the 
gas-liquid two-phase flow in such apparatus, which is widely used in many industrial areas to 
disperse gases in fluids, is a challenge to existing simulation models. This, due to the complicated 
nature of the stirred vessel flow pattern including the coalescence and break-up of the gas bubbles 
caused by the strong collision between the bubbles and the shear forces of the liquid phase. The 
bubble size distribution can be only accurately simulated by considering a sufficient number of the 
bubble size groups to cover the wide spectrum of the gas bubble size in the stirred vessel. 
The first simulation of the gas-liquid aerated stirred vessel flow with the moments model 
provided a numerical stability and a computation time reduction, as it is not necessary to solve 
strongly coupled transport equations for each bubble size groups and due to the tabulation of the 
population balance dynamics in the pre-processing step. In a next step, the simulation results will be 
compared to measured data and the moments model will be validated. 
5. CONCLUSION AND FUTURE WORK 
The population balance equation is in principle a suitable method to represent the size 
distribution of the dispersed phase in two phase flows (gas bubbles – fluid). A complete CFD model 
with PBE calculated in each cell for particle size groups sufficient to obtain a reasonable particle 
size distribution is, however, not affordable with present computational means. In the last few years, 
several multiphase models have been developed to describe the transient evolution of the bubble 
size distribution resulting from the break-up and coalescence processes with the help of the 
simplified PBE or with small bubble size group numbers, which is not able to cover the large 
bubble size spectrum found in real flows.  
In this paper, we proposed a novel approach to simulate disperse two phase flow by solving the 
PBE to describe the bubble size distribution by a number density function of presumed shape. First, 
we verified the dependency of the PBE solution accuracy on the particle size classes number. The 
bubble size distribution can not be represented independent of discretisation with class number 
<100, which is far more than the maximal class number in MUSIG model. The direct solution of 
the full PBE with break-up and coalescence kernels from the literature was compared against the 
solution of the full PBE in which the size distribution of the bubbles was represented by a NDF of 
presumed shape. Good agreement has been achieved with the β and clipped Gaussian distribution. 
Arbitrary break-up and coalescence kernels can be implemented in the moment model and a great 
number of the bubble size groups may be used. 
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A particle interaction method called MPS (the Moving Particle Semi-implicit method), which 
formulates the differential operators in Navier-Stokes’ equation as interactions between particles 
characterized by a kernel function, has been developed in recent years. We have extended this 
method to a two-fluid system with a potential-type surface tension in order to analize the two-phase 
flow without experimental correlation. This extended method (Two-Fluid MPS: TF_MPS) was 
successfully applied to a forced convection boiling experiment. 
1. INTRODUCTION 
In the conventional two-phase flow analysis, the flow regime has characteristics that need to be 
complemented by experiments. The interfacial areas between two phases and between fluid and 
structures are evaluated depending on the flow regime. Then, the mass, momentum and energy 
transfers are evaluated with the interfacial areas, considering the phase change, friction, and heat 
transfer, to give the source terms of the mass, momentum and energy conservation equations. 
Finally, mass, momentum and energy conservation equations are solved to evaluate the flow regime 
for the next time step.  
The conventional method [1-5], which determines flow regimes from the hydrodynamic state 
and evaluates the contact areas, has been improved by taking the transport of interfacial areas into 
consideration. However, since the experimental correlation is obtained only for macroscopic flow 
fields under some simple and/or specific conditions, the conventional method cannot be directly 
extended to general flow simulations. From a calculational point of view, the size of calculation 
mesh should be consistent with the flow regime. That is, a finer calculation mesh does not always 
promise more accurate results, which differs from the situation in the single-phase flow calculation. 
A number of methods have been developed in recent years to analyze multi-fluid and two-phase 
flows in a more accurate and general manner. The methods such as Level Set [6,7], improved VOF 
(Volume of Fluid) [8-10] and generic BFC (Boundary Fitted Coordinate) [11] have been developed 
to trace accurately the interface between liquid and gas. To ensure its accuracy and applicability to 
complicated boundaries, the CIVA (Cubic Interpolation with Volume/Area coordinates) method 
[12, 13], a gridless and high-accuracy method, has been developed. 
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Each method has its own particular advantageous features for analyzing free surface or two-
phase problems. However, these methods have not been applied yet to two-phase flows over a wide 
range of the void fraction. The Moving Particle Semi-Implicit (MPS) method, a particle interaction 
method developed in recent years [14,15], formulates the differential operators in Navier-Stokes 
equations in terms of the interaction between particles characterized by a kernel function. The MPS 
method adopts a mesh-free algorithm and is particularly suitable for treating liquid breakup. MPS 
has been widely applied to such problems as the free surface compound with structure deformation 
[16] and vapor explosion [17].  
We extended MPS to an immiscible two-fluid (liquid-liquid and gas-liquid) system and 
introduced a potential-type surface tension to calculate two-phase flows without experimental 
correlation. With this extended method which we call Two-Fluid MPS (TF-MPS) method, several 
two-phase flow experiments were analyzed successfully as reported in our previous papers [18-21]. 
In this paper, we present the method and algorithm of TF_MPS and the analyses of forced 
convection boiling. 
2. PHYSICAL MODELS AND MPS METHOD  
2.1. Basic equations for the one-fluid model 
The particle interaction method is a type of representation of differential operators using a 
weight or a kernel function. This method is applied to Navier-Stokes equations in the following way 
[14,15]. Mass and momentum conservation equations for a single fluid are 
0=
dt
dρ ,  and  Fu




D  , (1), (2) 
respectively, where )(t/D ∇⋅+∂∂= u . It should be noted that the mass conservation equation (1) 
is iteratively solved to conserve the number density as shown in 2.2. 
The interaction between particles is specified by a hyperbolic weight function and the initial 
distance between particles corresponds to the mesh size in the ordinary difference method. The 
following weight is used in all the calculations except for the interface between different fluids as 
described later, 
( ) ( ) 1/ −= rrrw e ,  (3) 
where er  is a cut-off length of the interaction, that is, w(r)=0 outside er . 
The gradient of physical quantity f is modeled as the slope averaged with the weight between 
the object particle and the particles within er , 

























where ir  is the position vector of a particle i, d is the spatial dimension, and 
0n  is the number 






000 rr  . (5) 
The Laplacian is interpreted as a diffusion process of f over the particles within er  , 









2 2 , (6) 
where λ is a coefficient to adjust the variance of f to that of the analytical solution of the diffusion 
equation, and defined as 
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λ . (7) 
After the calculation of the diffusion and gravity terms, the velocities and positions of particles 
are updated explicitly. Then, the pressure equation derived by imposing an incompressible 
condition is solved implicitly with the updated location and velocity of particles. 
2.2. Two-fluid model and calculation algorithm 
The basic algorithm for the two-fluid model is as follows. 
(1) Calculation of the diffusion, gravity and surface tension terms: 
( ) ( )[ ] tstigiiii ∆++∇+= ,,2,,*, ξξξξξξ ν FFuuu  





























, ξξξ urr , (9) 
where 1=ξ  is for the liquid and 2=ξ  is for the gas, and i,ξr  and i,ξu  are the position and the 
velocity vector of the particle i of ξ , respectively. ( )gi,ξF  is the gravity force and 
( )st
i,ξF  is the surface 
tension only for liquid particles. ξN  is the number of particles of ξ . The kinematic viscosity 
between liquid and gas particles, ξν  in Eq.(8), is the averaged one of liquid and gas.  
(2) Implicit calculation for the pressure balance with incompressibility condition: 

















The pressure equation is solved for liquid and gas separately to avoid numerical instability due to 
large difference of density. Firstly, the equation for all the particles is solved assuming they are gas 
particles. Secondly, the equation for liquid particles is solved by imposing the known gas pressure 
on the interface liquid particles.  
- Correction of velocity and position; 
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, iii ξξξ rrr +=  . (13), (14) 
(3) Check convergence. If it does not converge, go back to (2). 
(4) If convergence is achieved, go to the next time step. 
2.3. Surface tension model 

























where φ is a potential between i- and j-particle and ijr̂  is the unit vector from i- to j-particle. Here, 
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the parameter in the potential was roughly estimated based on the statistical mechanics and was 
tuned with the experiment by Peregrine et al. [22]. After trying several types of potentials, a 
curvilinear function that has a repulsive force in the interval [0,1] and has an attractive force in the 
interval [1,2] in the unit of dx as shown in Fig. 1, where the value of the differential with r is in the 
unit of m/s2, was selected. Although this model is tuned under the room conditions, the surface 
tension of saturated water does not depend on temperature strongly enough to influence the droplet 
behavior fluid-dynamically. To apply this force to the liquid particles in the vicinity of the liquid 
surface, a factor is multiplied to the force as 






























where N0 and Ni are the number of particles in the region of 2dx around the particle i in the initial 
configuration and in the current one, respectively.  
 
 
Figure 1: Potential for the surface tension. 
 
2.4. Liquid-gas interaction model 
Preliminary experimental analyses of two-phase flows have revealed that the pressure gradient 
term overestimated the momentum transfer between liquid and gas particles in the higher or lower 
void fraction regions. Since the interaction between particles is specified by the kernel function in 
this method, the kernel function only in P∇  is modified from the original form of Eq. (11) to 
( ) ( ) 1/ −= ime rrrw . (17) 
By this modification, local topology of liquid, that is, the shape of interface between gas and 
liquid is taken into account basically. The force of interaction is reduced if 1≤im . im  is modeled 
as 
[ ]1,/~min nnm ii = , (18) 
where ( )selfi nnn += 05.0 , and selfn  is the self-contribution. n  is known at the beginning of 
calculation (Fig. 2a). in





rr , where Σ’ indicates that the summation 
is taken with respect to the same kind of particles as i. For a solitary particle in another kind of 
particles, im  is assumed to be 0.3, which is estimated by analyzing the behavior of a single bubble 
in a water pool obtained by simple desktop experiments conducted by the authors. By letting 
0nCn selfself = ,  



















m  (19) 
holds and selfC is evaluated to be 0.176. in
~  is calculated every P∇  calculation. Figure 2b sketches 
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the identical particles and on the smooth interface, respectively, so that m is calculated to be one 
and thus the kernel remains original. In the case of Fig. 2(b3), which corresponds to the region of 
higher or lower void fraction, m is calculated to be smaller than one, resulting in weaker interaction 













0.5 n0 + 0.5 nsel f = n
1~ =⇒≥ mnni
1~ =⇒≅ mnni
1~ ≤⇒≤ mnni  
Figure 2: Gas-liquid interaction model. 
 
2.5. Buoyancy Model 
The particle interaction method is prone to underestimate buoyancy for a bubble (i. e. a gas 
particle) because it is difficult for MPS to calculate the pressure head exactly. Therefore, we added 
a buoyancy term in the pressure gradient term, 






















































u  (20) 
where the second term in the parenthesis represents the buoyancy term, Bc  is a parameter to tune 





rf , (21) 
which is a function of the distance in the vertical direction between particles i and j. Bc  is 
determined to be 0.003 by analysing the behavior of a single bubble in a water pool obtained by 
simple desktop experiments conducted by the authors. 
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2.6. Heat conduction model 
The heat conduction equation is simply interpreted into TF-MPS context. The energy 
conservation equation for the system with heat conduction and phase change can be expressed as 





where e is the specific internal energy, k is the thermal conductivity, ( )ΓVCQ  is the energy transfer 
rate due to the mass transfer Γ by vaporization or condensation, and HTQ  is the energy transfer rate 
by the heat transfer process among structure, liquid, and gas. The first term in RHS of Eq. (22) 
represents the thermal conduction between identical particles, which is modeled in our method as 

















1 2 , (23) 
where superscript n denotes the time step. The second and third terms in RHS of Eq. (22) are treated 
in the phase change model. Thermal conduction and phase change processes are included in the 
explicit stage. 
2.7. Phase change model 
Phase change of vaporization and condensation are treated as nonequilibrium heat transfer-
limited processes determined by the energy balance at the interface. 
(1) Vaporization of liquid particles in contact with a hot wall  
The heat transfer rate to the gas phase is expressed as 






q   
0
0
rr , (24) 
where 0a is the heat transfer area per unit volume, Ns is the number of wall particles interacting with 
the particle i, h is the heat transfer coefficient, and  T  is the interface temperature which is the 








in RHS of Eq.(24) 
the first term
in RHS of Eq.(24)
Structure - liquid interface
  iljs TTT ,,         >>
 
Figure 3:  Concept of the heat transfer across the interface. 
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=Γ →→ , (25) 
where  vapori  is the specific enthalpy of saturated steam and ili ,  is the specific enthalpy of water. 












assuming that the gas pressure is the same as the liquid. 
If 0, <→gilq , phase change does not occur and only heat transfer from structure to liquid is 









= ,, . (27) 
If gilN →,  is smaller than one, namely a generated bubble is smaller than the initial particle size, 
the heat transfered to a gas particle is accumulated in a liquid particle i as gilq →,  untill gilN →,  
exceeds one, that is, tqqq gilgilgil ∆⋅+← →→→ ,,, . Then, the transferred mass and the number of 















= ,, , (28), (29) 
respectively. When gilN →, is greater than one, the corresponding number of gas particles is 
generated to be included in the fluid dynamics. At the same time, the corresponding heat is 
subtracted from the accumulated one, that is,   gilvaporgilgil iiqq ρ⋅−−← →→ )( ,,, . When gilN →, is 
smaller than one, any gas particles are not generated and gilq →,  is continuously accumulated after 
the current step. 
(2) Vaporization/condensation between a liquid particle i and a gas particle j 
The heat transfer rate between liquid and gas phases is formulated as 




,,  −+−−=↔ rr . (30) 
The mass transfer rate is expressed with this jgilq ,, ↔  as 







−= ↔→Γ   for vaporization, and (31) 








,Γ   for condensation, (32) 
where jgi ,  is the specific enthalpy of the steam and  liquidi  is the specific enthalpy of the saturated 
water. In the case of 0,, <↔ jgilq , the vaporization heat of Eq.(30) is accumulated in the liquid 
particle i, tqqq jgilgilgil ∆⋅+← ↔→→ ,,,, . In the case of 0,, >↔ jgilq , the condensation heat of Eq.(30) is 
accumulated in the gas particle j, tqqq jgilljgljg ∆⋅+← ↔→→ ,,,, . Then, the transferred mass to gas and 















= ,, , (33), (34) 
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respectively, where  vapori  is the specific enthalpy of the saturated steam, and ili , is the specific 



















, (35), (36) 
respectively, where  liquidi  is the specific enthalpy of the saturated water, and jgi , is the specific 
enthalpy of the steam. The calculation procedure for the generation or annihilation of gas particles 
is similar to that described in the subsection (1). 
The change of a liquid particle mass due to phase change is expressed by the change of a kernel 
radius er . The kernel radius after gas release er′  is obtained by solving the equation, 
















where Γ∆  is the change of the liquid particle mass, ( )rw
er
 is the kernel function with a radius er , 
and V is the initial volume of a particle. It is assumed that the macroscopic density, which is defined 
by 












ρ=ρ , (38) 




lll ρ≤ρ≤ρ , (39) 
where 0lρ  is the macroscopic density calculated with the initial kernel radius. If the macroscopic 
density of a liquid particle is less than 05.0 lρ , the part icle is absorbed into an adjacent particle. On 
the other hand, if it is greater than 02 lρ , the particle is divided into two particles. In these two 
processes, mass and energy are conserved. 
3. ANALYSIS OF THE FORCED CONVECTION BOILING  
Schrock and Grossman [23, 24] conducted a series of tests on the forced convection boiling in 
vertical tubes. Figure 4 shows the test loop schematically. The water in the storage tank is kept at 
273 K by slow boiling of Monel water heater. The water is circulated by a combination of a booster 
pump and a bank of eight piston pumps. The flow is metered by a calibrated orifice. Two pre-
heaters are used to bring the water temperature to near the saturation temperature before it enters the 
test section. Heating is accomplished by passing alternating current through the tube. Heat flux is 
assumed to be uniform. Vapor formed in the test section is condensed in a coil of stainless steel 
tubing immersed in boiling water, and the condensate is throttled back into the storage tank. Eight-
foot mercury manometers are used to measure the pressure drop in short segments of the tube.  
We selected the test named series E that was the first integrated test and used a small diameter 
tube for calculational advantage.  
The experimental conditions are: 
inner diam. : 0.003 m, 
length : 0.381 m, 
heat flux : 4.51 105 ~ 4.57 106 W/m2, 
mass flux : 9.62 102 ~ 4.45 103 kg/s/m2 and 
pressure(Pin/Pout) : 8.0 105/4.4 105 ~ 2.63 106 / 2.16 106 Pa. 
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The calculational conditions are: 
inner diameter : 0.003 m, 
length : 0.20 m, 
initial interval between particles : 0.0005 m, 
number of fluid particles : 12,704, 
number of structure particles : 11,356, 
inlet water velocity : 2.0 m/s, 
inlet water temperature : 420 K, 
pressure : 5.0 105 Pa and 
wall temperature (inside) : 450 K, 
where the wall temperature is evaluated by the heat flux. 
The heat transfer coefficients (HTC) in Eqs.(24) and (30) are evaluated with the thermal 
conductivity and the representative length without using flow regime map.  
The HTCs between wall and water are evaluated as ∆ss kh =  and ∆ll kh = , where ks=30 
W/m/K, kl=0.68 W/m/K, and ∆ =5.0 10-4 m. The HTCs between water and steam are evaluated as 
∆gg kh =  and ∆ll kh = , where ks=0.03 W/m/K, kl=0.68 W/m/K, and ∆  =1.5 10
-6 m. ∆  is 





























Figure 4: Loop of Schrock and Grossman’ forced convection boiling test. 
 
The vertical length 0.20 m is divided into 20 bins to average the velocity, pressure, density, and 
void fraction in each bin. The flow behavior in the three-dimensional calculation is shown in Fig. 5 
at several points of time, where only steam particles are visualized with structure particles unseen. 
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Figure 6 shows the spatial distribution of the void fraction (left) and axial distribution of the void 
fraction averaged in the radial direction (right), which are both averaged in the time 0.045-0.050 s 
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Averaged : 0.045 < t < 0.050 s
 
 
Figure 6: Spatial distribution of the void fraction (left) and axial distribution of the void fraction 
averaged in the radial direction (right), which are both averaged in the time 0.045-0.050 s. 
 
Schrock and Grossman proposed that for the investigated experimental range the local heat 
transfer coefficients (defined in terms of the difference between the inner tube wall and local 
saturation temperature) in forced convection boiling could be expressed as 
) , , ,( BoXPrRefNu ttB = ,   (40) 
where Nusselt, Reynolds, and Prandtl numbers were evaluated using the saturated liquid properties 



































while Bo is the boiling number, 
fgGh
Aq
Bo = , where 
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fgh  : heat of vaporization,  
fµ  : liquid viscosity,  gµ  : vapor viscosity,  
fv   : liquid velocity, and  gv  : vapor velocity.  
Consequently, they obtained the correlation where the ratio of the boiling heat transfer 












=  (43) 
where 
D  :  inner diameter, lk   :  heat conductivity of liquid, 
wT   :  temperature of the wall inner surface, and satT   :  saturation temperature.   
Figure 7 shows the experimental and calculated values of LHS of Eq. (42) as a function of ttX  
with the parameter Bo. At low values of the boiling number, the local heat transfer coefficient is a 
function of ttX  alone, while at large values of the boiling number, the heat transfer becomes 
independent of ttX  and depends solely on Bo  over a wide range of exit qualities. The results of 
calculation are in the appropriate interval between the boiling number curves. 
Figure 8 shows the full range of experimental and calculated heat transfer. The best fit for data 
points in the figure, where test series E, F, and G are involved yields Eq. (42). The results of 


























2.5E-04 < Bo < 5.0E-04
5.0E-04 < Bo < 1.0E-03
1.0E-03 < Bo < 2.5E-03

















































Figure 7: Comparison of the calculation 
with experiment on the heat transfer ratio vs. 
X in the parameter Bo. 
Figure 8: Comparison of the calculation 
with experiment on the correlation. 
4. CONCLUSION 
The proposed TF-MPS method has been shown to be capable of reproducing two-phase flow 
characteristics through experimental analyses. Herein, we focused on the experimental analysis of 
forced convection boiling. The results showed reasonable agreement with experiments.  
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Bubbly flow and boiling in large pools is dominated by the mechanisms of mass, momentum and 
energy exchange between rising bubbles liquid. In the present work the numerical prediction of 
such flows is based on a two- or three-dimensional two-fluid formulation [1,2]. The importance of 
various extensions or simplifications of this model formulation will be demonstrated and discussed 
in view of a realistic and accurate simulation of subcooled pool boiling of water with the possibility 
of the system pressure (and thus saturation temperature) increasing in time. If the bubbles are 
assumed to rise always with their terminal velocity the momentum equation of the gas phase can be 
omitted. The energy equation is only necessary, when gas superheat has to be taken into account. 
The bubble size is an important model parameter for the heat and mass exchange as well as for the 
momentum exchange between bubbles and liquid. In order to take observed bubble-size spectra into 
account a numerical approach using population classes will be discussed. The aim is to develop a 
powerful engineering tool for the thermohydraulic design and safety analysis of nuclear reactors [3] 
and energy systems. 
1. INTRODUCTION 
The development of nuclear reactors for energy production moves forward to achieve a better, 
safer and more economic power plant. In competition to other reactor designs, Framatome-ANP 
develops a new type of boiling water reactor, called SWR 1000 [4]. Similar to other “Generation 
IV” reactors, the SWR 1000 relies on passive safety reactor features to achieve a higher level of 
safety. The main objective of the design concept is to avoid a postulated core melt accident by 
restricting consequences of an accident to the plant and to avoid radioactive release to the 
environment. The emergency cooling system is deemed to prevent severe accidents by basic laws of 
physics like gravity and natural convection. This passive safety equipment – where no active or 
human intervention is required - combined with proven active systems should provide an optimum 
combination to reduce the probability of core melting. 
To achieve these objectives, the reactor is equipped with some passive safety systems. In case of 
a severe accident, e.g. Loss Of Coolant Accident (LOCA), the decrease of the water level inside the 
reactor pressure vessel below the normal operating level must be avoided in order to ensure the 
removal of the decay heat. 
In the SWR 1000 concept, four emergency condensers, each with 63 MW capacity, are installed 
to remove the decay heat generated in the core. At normal water level in the reactor pressure vessel, 
the emergency condenser tube is filled with water. If the water level drops, steam from the reactor 





condensed water in the emergency condenser flows back to the reactor pressure vessel due to 
gravity. All in all, these passive systems should be able to reduce the probability of occurrence of a 
core melt accident.  
In the core flooding pool, boiling occurs even when the bulk water is still at ambient 
temperature. The reason for this is the different pressure level inside and outside the emergency 
condenser tube. Therefore, subcooled boiling with re-condensation of the rising vapor occurs. As 
the water temperature is increased significantly, the bubbles may reach the surface and are released 
to the reactor containment. The release of vapor from the surface of the flooding pool rises the 
pressure (in the following referenced as system pressure) in the reactor building. This, in turn, leads 
to a rising saturation temperature with an increasing ability of the pool to store heat. 
The processes in the flooding pool consist of a three-dimensional bubbly flow with boiling, heat 
transfer, condensation and natural convection. To determine the overall system parameters (pool 
temperature, system pressure as a function of time), the three dimensional bubbly flow in the 
flooding pool must be simulated numerically including all the mentioned phenomena. To simulate 
these phenomena, different approaches made at IKE to simulate multiphase flow were combined. 
The main phenomena are  
• boiling at the condenser tubes 
• natural convection of two-phase flow with re-condensation 
• rise of system pressure. 
This paper is focused on the simulation of natural convection of two phase flow including 
condensation phenomena. 
2. TEST CASE 
The analysed test case includes the main phenomena of the emergency cooler in the emergency 
cooler tank. A heated steel block simulating the tube bundle is submerged in liquid water nearly on 
saturation temperature. Due to heat sources equivalent to an expected heat output of the emergency 
coolers, the steel temperature begins to rise. If the wall temperature on the upper side of the block is 
high enough, nucleate boiling occurs. The production of steam in the closed system is responsible 
for a rise of pressure in the gas volume beyond the liquid surface. The maximum pressure level in 
the system for a fixed energy input depends on the re-condensation rate in the liquid area and from a 
 
Figure 2.1: Test case description. 
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loss of steam through a defined opening at the top of the tank. The point of interest is the behaviour 
of the whole system as a result of boiling at the wall, re-condensation and exhausting steam. These 
processes depend on the system pressure and vice versa. Using this simple test case, the simulations 
presented in section 3.5 and 4.2 were performed and showed the ability to take the necessary 
phenomena into account. 
3. SIMULATION WITH CFX-4 
3.1. Two Fluid Model 
The two-fluid (or “Euler-Euler”-) formulation is chosen to describe the multiphase character of 
the flow. In this approach both phases, liquid (index L) and air or steam (index G, gas), are regarded 
as two continua interpenetrating each other. With the help of a phase function ε, defined unity in the 
liquid phase and zero in the gas phase, and temporal averaging, as described by Drew [5], the basic 
equations for the average two-phase state quantities can be formulated. 
 ( )
                           
                 
    
0
1
, 〈=txε  (3.1) 











and for the gas phase 










The “phasic-average” of the instantaneous liquid or gas velocity components um, m = 1, 2, 3 is 
defined at any spatial position in the flow  
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m . (3.5) 
This leads to the phase averaged Two-Fluid equations, see Laurien und Saptoadi [2]. The mass 
conservation equation for the liquid phase is described by 




and for the gas phase by 




the momentum conservation equations for the liquid phase 



















and for the gas phase 





















and the energy conservation equation for the liquid phase 




An assumption was made that the gas phase is always on saturation temperature. As a 
consequence, the energy conservation equation of the gas phase can be omitted. 
It is also assumed that both phases are incompressible and that the Boussinesq-approximation 
with constant densities ρL and ρG at a reference temperature 0T  can be used. In the equation for the 
liquid phase, the additional terms for turbulent fluxes LReτ  and LReq

, describing the Reynolds-
stresses and the turbulent heat fluxes, appear. The flow in the liquid phase is modelled as turbulent 
flow with the Standard-k-ε-model. The terms kΓ , 
k
mM  and kE  contain the mass, momentum and 
heat transfer between the phases. 
The inter-phase exchange terms in this approach are well known for some of the flow cases, for 
example for dilute bubbly flow without heat and mass transfer. But for many phenomena like 



































are a field of current investigation. 
3.2. Surface Boiling 
At the surface of the steel block in Figure 2.1, boiling may occur. In literature, many boiling 
correlations, mainly directly derived from experimental data, can be found. However, an accurate 
and general correlation describing boiling phenomena is still missing [6]. Due to the fact that this 
study is not focused on boiling phenomena, a simple approach according to Fritz was implemented 
[7]. The local temperature at the steel surface is used for the derivation of a heat flux between the 
steel and its liquid surrounding. 
3.3. Recondensation 
The recondensation of steam occurs in the entire flow field. In this simulation, the dependency 
of recondensation from the local liquid temperature and the local static pressure is modeled in 
analogy to a thermal based cavitation model from Giese and Laurien [8]. Attempts to analyse a two 
phase flow case in pipes led to the development of a cavitation model for water at high temperature 
and, as a consequence, high saturation pressure. The basic assumption of the developed model is, 
that phase change is based on thermodynamic processes and not on bubble dynamics. The pressure 
dependency is very important in a case with increasing system pressure.  
The heat transfer between a bubble and surrounding liquid can be used to quantify 
recondensation phenomena. Assuming that the gas phase is not overheated, the temperature of the 
gas phase is at saturation temperature Tsat. The saturation temperature depends on the local static 
pressure. The variation of the pressure (assuming same pressure for both phases) or of the 
temperature of the water leads to a heat transfer, which can be balanced with an interfacial mass 
transfer. Assuming spherical bubbles with diameter dB, the heat transfer between the gas phase and 
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its surrounding can be derived for bubbly flow. The inter-phase heat transfer coefficient αB of a 





⋅+⋅λ=α . (3.12) 












and the Prandtl number PrL are used to predict the convective heat transfer according to the Ranz-
Marshall correlation [9]. In equilibrium the heat flux Bh∆  towards the interfacial area of a bubble 
can be used to predict the inter-phase mass transfer Bm  at the bubble which is the basic value for 
the different source terms in the two-fluid description 
 ( ) 2BsatLBBLGB dTTmhh π⋅−⋅α=⋅∆=∆  . (3.14) 
If λL is the thermal conductivity of the water and ∆hLG the evaporation enthalpy, this leads to 
the equation 









⋅⋅⋅−=  (3.15) 
for the mass transfer at the interfacial area per volume. If the liquid is superheated (TL>Tsat), it is 
assumed that the transported heat (from the liquid to the interfacial area of the bubble) is used for 
further vaporization of the liquid phase. 
3.4. Exhaustion 
If phase change phenomena occur in a closed volume, the exchange of mass between the phases 
leads to a change of the system pressure and vice versa. A similar situation can be found if the tank 
has a small opening to the surrounding e.g. a check valve. If the system pressure is rising due to 
boiling phenomena, this leads to a mass flux through the opening. As a consequence, the exhaustion 
decreases the rise in the system pressure. If the system pressure is rising, the liquid is subcooled in 
reference to the pressure-dependant saturation temperature. This affects the boiling and 
condensation rate in the system. Assuming a saturated gas in the volume above the liquid surface, 








= . (3.16) 
VGas is the volume filled with saturated steam above the liquid and mGas the mass of steam. The 
following phenomena influences the system pressure because they affect the amount of steam in the 
system:  
• Boiling at the heated solid Boilingm  
• Condensation of steam onCondensatim in the liquid 
• Exhausting steam Exhaustionm  
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The steam production due to boiling and the recondensation have to be monitored during the 
calculation. The quantity of emanating steam can be calculated with the system pressure of the old 
time step and the ambient pressure using a simple correlation according to Sigloch [10]. A balance 
leads to the change of steam mass in the system 
 ExhaustingonCondensatiBoiling mmmm  ++=  (3.17) 
that can be used in the calculation of the system pressure. 
3.5. Simulation Results 
The geometry described in section 2 is used for a transient simulation. The power entered into 
the block of steel is chosen in that way that in a steady state a heat flux of 83000 W/m2 occurs at the 
top of the steel block. This heat flux is classified as nucleate boiling. 
In the first seconds of power input the temperature in the steel block is rising and only a small 
convective heat flux is transported to the pool water. If the wall is overheated, nucleate boiling 
starts and leads to a void fraction on the heater surface. Later, the bubbles start to rise and initiate 
strong convective movement in the pool. After a certain amount of time, a stable vortex 
configuration is visible. In Figure 3.1, the void fraction and velocity vectors are shown for 
simulations with three different bubble diameters (1 mm and 2 mm). 
 
Figure 3.1: Void fraction, bubble diameter 1mm (left) and 2mm (right). 
As one can see in Figure 3.1, the assumed bubble diameter affects the formation of steam on the 
plate and the re-condensation. Small bubbles with a large volumetric interfacial surface allow the 
formation of large amount of steam (left picture). Additionally, small bubbles have a lower rising 
velocity, that means the bubbles have a tendency to stay near the plate. If they rise, they quickly 
recondense. In contrast, bubbles with a large diameter quickly leave the plate. As a consequence, 
the amount of steam near the plate is lower and the convection stronger. Due to the fact that the 
volumetric interfacial area of large bubbles is smaller, the recondensation process of large bubbles 
is slower. 
The consequences of this different behaviour in boiling and recondensation can be seen in the 
progression of the system pressure. If we assume a small opening to the atmosphere (1mm 
diameter), the pressure in the system rises due to the formation of steam. The rise of the system 
pressure depends on the bubble diameter, see Figure 3.2. Large bubbles have a lower 
recondensation rate because their volumetric surface is smaller and they quickly reach the water 
surface where no further condensation occurs. As a consequence, the pressure in the tank strongly 
depends on the assumed bubble diameter. However, the existing multiphase codes mainly assume a 
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constant bubble diameter as a user defined model parameter. It has been shown in Figure 3.2 which 
difficulties this may cause. 
There exist several approaches to overcome the simplification of a constant bubble diameter. 
One of these approaches is the MUSIG model [11] including fragmentation of bubbles. However, 
only isothermal flows have been successfully simulated with the MUSIG model and the 
computational effort is very large. For the future, models based on an additional transport equation 
for the interfacial surface are proposed but are still a field of basic research. To meet the demands of 
















D = 1.0 mm
D = 1.5 mm 
D = 2.0 mm
 
Figure 3.2: System pressure in dependency of the assumed bubble diameter. 
 
4. TWO-FLUID MODEL WITH POPULATION CLASSES 
4.1. Mathematical Model 
To simulate a bubbly flow where coalescence and fragmentation of bubbles are not important, a 
simplified two-fluid model can be derived from the incompressible equations of the two-fluid 
model above. With the assumption that the bubbles move with their terminal rising velocity uT 
relative to the liquid, the momentum equation of the gas phase is always satisfied. This 
simplification allows to extend the two-fluid model towards the simulation of a bubble size 
spectrum using population classes [12]. The characteristic of each population class or bubble class 
is the bubble radius RB. 
The governing equations of the two-fluid model with population classes for the liquid phase are 
as shown in equation (3.6) (3.8) (3.10) before. Whereas, the mass and energy equations of the gas 
phase have to be solved for each involved bubble class. The following relationship is valid as a 
consequence of the assumptions, 
 [ ]Ti,Ti,Ti,TLi,G u00u;uuu =+=   (4.1) 
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where the terminal velocity of the bubbles uT is well known from experiments with bubbles of a 
given size. The continuity equation of the gas phase is 











and the momentum of the gas phase is 










where i=1,2.., I is the population class index. The interfacial mass transfer kΓ , the interfacial 
momentum transfer kmM , the energy transfer due to mass transfer i,k
k
itote Γ and the interfacial energy 
transfer kE  appear in the equations. They describe the interaction between both phases and have to 
be modelled to gain a physical result. The phase interaction terms are modelled on the basis of flow 
and heat transfer around spherical bubbles separately for each population class with a distinct model 
diameter. In general the interfacial transfer of the liquid phase is a summation of the interfacial 



















i,GL EE,ee,MM, . (4.4) 
The models of some of the interfacial transfer terms have been described in section 3, except the 
interfacial momentum exchange kmM . Using the assumption that bubbles move upward with 












= . (4.5) 
To satisfy the momentum equation of the gas phase, special care has to be taken in determining 
terminal uT,i velocity and drag coefficient CD,I to achieve the terminal velocity as in experiments. 
4.2. Simulation Results 
The simulation is performed with water and steam for the test case shown in Figure 2.1. The 
radius of the bubbles is between 0.1 mm up to 1.5 mm, divided into 5 bubble population classes. 
The simulation parameters are summarised in Table 1. The terminal velocity of the bubble depends 
on the size of the bubbles. In contrast to the simulations in section 3 where a simple boiling model 
was used, this simulation is performed by injecting the 5-class bubbles at the heat plate with initial 
void fraction for each class of 2.5 % and temperature of 385 K. The initial liquid temperature is 
293 K.  
Table 1 
Bubble Class 1 2 3 4 5 
RB,i [mm] 0.1000 0.3000 0.7000 1.1000 1.5000 
αG0 0.0250 0.0250 0.0250 0.0250 0.0250 
UT,i [ms
-1] (calc.) 0.0156 0.0533 0.3485 0.2819 0.2337 
 
The resulting isolines of the void fraction and the velocity vector of liquid phase for bubble 
class 2, 3, 5 for t=10 seconds are shown in Figure 4.1, whereas the isolines of the water temperature 
are shown in Figure 4.2. The figures on the left side show the contours of the void fraction without 
condensation, and on the right side with condensation.  
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As can be observed, different contours of the gas void fraction occur for different bubble 
classes, because different terminal velocities occur for each bubble class. If condensation is taken 
into account (as in a 2 component fluid), the lower-class bubbles (class 1 and 2) reach the bottom of 
the container. The reason is that the terminal velocity of this class is smaller than the liquid velocity. 
The contour lines of higher-class bubbles (class 3, 4, 5) are very similar to each other. The liquid 
temperature is shown in Figure 4.2 on the left hand side. The small-class bubbles contribute to the 
increase in the liquid temperature along the vertical walls. Such results cannot be achieved with a 
simulation using bubbles with one fixed diameter (for detail, see Saptoadi and Laurien [11]). If 
condensation occurs, the degree of condensation differs for each class. The first bubble class 
condenses completely, whereas the bubble of second class condenses almost completely as shown 
on the right hand side of Figure 4.1 (top). The bubbles of higher classes condense only partly 
(middle, bottom). If condensation occurs, the sensible heat of the gas phase is transferred to the 
liquid phase, resulting a higher averaged liquid temperature than without condensation (Figure 4.2, 
right). 
 
Figure 4.2: Water temperature without (left) and with (right) recondensation 
5. CONCLUSIONS AND OUTLOOK 
It has been shown that the main phenomena of boiling, recondensation and system pressure 
calculation can be simulated using an approach with computational fluid dynamics. The simulations 
showed a strong dependency from certain model parameters – for example the bubble diameter 
which is extremely important for the recondensation phenomena. To overcome this difficulty, an 
approach using different bubble classes is proposed.  
REFERENCES 
[1] Laurien, E, Becker, S. Saptoadi, D., and Giese, T.: Multidimensional Modelling of Bubbly 
Flows for Nuclear Reactor Passive Decay Heat Removal, in: (Misale, M. and Mayinger, F. 
(eds.): Proc. EUROTHERM-Seminar No 63, 351-360, 1999. 
[2] Laurien, E and Saptoadi, D.: On the fundamental Two-Fluid Equations to Model Three-
Dimensional Bubbly Flows, in: Michaelides E. M. 2001: (ed.) Proceedings of the International 
Conference on Multiphase Flow, Tulane University, New Orleans, LA, 2001. 
[3] Laurien, E.: The Numerical Simulation of Three-Dimensional Two-Phase Flows as a Tool for 
Light-Water Reactor Design and Safety Analysis, Annual Meeting on Nuclear Technology, 
May 16.-18. 2002, Stuttgart, 2002. 
 
 E-34 
[4] Brettschuh, W. and Wagner, K.: SWR 1000 – das innovative Reaktorkonzept, atw 41, Heft 4, 
1996. 
[5] Drew, D.A.: Mathematical Modeling of Two-Phase Flows, Ann. Rev. Fluid Mech. 15,  
pp. 261-291, 1998. 
[6] Stephan, K.: Wärmeübergang beim Kondensieren und beim Sieden, Springer, Berlin, 
Heidelberg, 1988. 
[7] Baehr, H. D. and Stephan, K.: Wärme und Stoffübertragung, Springer Verlag, Berlin, 1998. 
[8] Giese, T. and Laurien, E.: Experimental and Numerical Investigation of Gravity-Driven Pipe 
Flow with Cavitation, 10th International Conference on Nuclear Engineering (ICONE10), 
Arlington, Virginia, 2002. 
[9] Ranz, W. and Marshall, W.: Evaporation from Drops, Chemical Engineering Progress, Vol. 
48, 1952. 
[10] Sigloch, H., Technische Fluidmechanik, Herrmann Schroedel Verlag KG, Hannover, 1980. 
[11] Lo, S. M.: Application of the MUSIG model to bubbly flows, AEAT-1096, AEA Technology. 
[12] Saptoadi, D. and Laurien, E.: Simulation of Two-Phase Bubbly Flow using Population 
Classes. Proc. of 10th Workshop on Two-Phase Flow Predictions. Merseburg-Germany,  
























NUMERICAL METHOD FOR MODELING OF TURBULENT TWO-PHASE  
BUBBLE FLOW ANOMALOUS SHEAR STRESS AND HEAT TRANSFER BEHAVIOR 
 
 
V. Artemyev and Y. Kornienko 
Institute for Physics and Power Engineering (IPPE), State Scientific Center of Russian Federation  
Bondarenko Sq. 1, Obninsk, Kaluga Region, RUSSIA, 249033 





Implicit numerical method for solving 2D and 3D-dimensional fluid mechanics, heat and mass 
transfer equations is presented. Special attention is paid to modeling of a void profile form effect 
and forced flow direction effect on the liquid velocity profile and on the wall shear stress behavior. 
Discretization of governing equations is carried out on the base of monotonous balance neutral 
difference schemes, which allow keeping some important integral properties of differential 
operators. A difference equation for pressure is derived from the difference continuity and 
momentum equations. Implicit iterative procedure is developed to solve non-linear discrete 
equations. Explicit incomplete factorization method is employed for solving linearized equations. 
Results of 2D-numerical studies are presented. The comparison of calculation and experimental 
results has demonstrated their fairly satisfactory coincidence. 
1. INTRODUCTION 
Investigation of two-phase flow behavior has great practical value in such different fields as 
petroleum and chemical industry and heat engineering. Comprehensive understanding of important 
features of two-phase flows in accident conditions is required for their safety issues [1]. The recent 
experimental investigations (in a number of world scientific centers) of local characteristics of 
bubble non-equilibrium two-phase flows have revealed the effects of anomalous wall shear stress 
[2, 3] increase in the conditions with predominantly wall concentration (void peak) of gas (vapor) 
phase at low velocities of forced flow.  
The current one-dimensional models don’t take into account the real multi-dimensional flow 
structures and fail to predict above-mentioned effects properly [4]. Primarily, it was due to 
neglecting the bubbles disturbing the effect on the momentum transfer as well as to incompleteness 
of inherent turbulent two-phase flow motion description. Although, the different versions of 
multidimensional two-fluid models are in progress, but they are far from "industrial" applications. 
The 2-dimensional single-fluid variable density model for bubble flow with known void fraction 
radial profile is presented. Description of the turbulent viscosity is based on the Prandtl-type model 
with taking into account the wall turbulence and the "bubble" agitation action [5, 6]. 
Implicit numerical method for solving 2- and 3-dimensional fluid mechanics, heat and mass 
transfer equations using in the paper is described in [7, 8]. Discretization of governing equations is 
carried out on the basis of monotonous balance neutral difference schemes, which allow some 
important integral properties of differential operators to be kept. A difference equation for pressure 
is derived from the difference continuity and momentum equations. Implicit iterative procedure is 
developed to solve non-linear discrete equations. Explicit incomplete factorization method is 
employed for solving linearized equations.  
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2. MONOTONOUS BALANCE NEUTRAL (MBN) DISCRETIZATION 
In general case, fluid dynamics processes are governed by a system of partial differential 
equations, which involves continuity, momentum, heat transfer equations, state equation and others. 
In vector form continuity and momentum equations accounting for the Boussinesq hypothesis 
Eq. (1) may be written as follows: 


























where Υ is the tensor of the velocity deformation; ML are components of the Euclidean metric 
tensor, p is pressure, ε  - components of the velocity deformation tensor, 	
 µµµ +=  - 













∂ρ , (4) 
where h is a enthalpy,   - a volumetric heat generation, 


 – a heat flux. 
A derivation of monotonous balance neutral (MBN) difference scheme is based upon joint 
consideration of continuity equation and transfer equation. For simplicity, consider the following 











































ϕ∂ρϕΛ −≡ . (6) 
Here substance ϕ may be a velocity component, an enthalpy, a concentration, etc. Monotonous 
schemes simulate important property of a fluid flow as a downstream transfer of some disturbance 
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Integral relationship Eq. (8) shows null contribution of the terms describing convection transfer 
and is called neutral property of Λ operator. 
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 ==−= −+∆ . 
In the following formulas the shortened notations of grid function are used: 
 
QL
ϕϕ ≡ ,  QL ±± ≡ϕϕ  ,   QL ±± ≡ϕϕ  
where    = is a multi- index; =  is a multi- index, having unit in the i-position. 


















































m- a time step number, 
	∆ - a spacing of time discretization. The Eq. (10) is not directly included 
in the implicit iterative procedure but is a base for derivation of pressure difference equation. 


























































































































































+ += ∑ , (16) 
  −= ++++++ 
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In practical calculations function  −αα  may be replaced with easily computed 
expression,   ααααα ++≈− . 
3. IMPLICIT NUMERICAL PROCEDURE 




























∂ρ  . (19) 
A pressure discrete equation is obtained using momentum difference equations in the form (11)-










































 . (21) 
Pressure, temperature, concentration are computed in the centres of grid cells, components of 
velocity vector - in the centres of faces. Both the MBN- scheme and a displacement of coordinates 
of a grid functions enable to obtain physically realistic fields of computed values. 
Implicit numerical procedure is developed for solving non-linear system of difference equations 
(11), (20). Index “L” denotes a number of iterations or a number of stabilization steps. Linearizing 














+ is known.  



























































































































  =+ . 
Implicit numerical procedure for prediction of pressure and velocity fields involves the following 






1 ≤≤ from the previous iteration we calculate 
coefficients of difference equations. Employing incomplete factorization method (see next section) 
with Chebyshev acceleration we solve pressure equation and using ordinary variant of the method 
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we calculate velocity components. Iterations on the current time layer are stopped when a given 







Relationship (22) is the main criterion of convergence. Implicit numerical method allows us to 
increase stability and to significantly reduce computational expenditures.  
4. INCOMPLETE FACTORIZATION METHOD 
Successful practical realization of the implicit numerical algorithm depends on a method for 
solving linear difference equations, first of all ill-conditioned pressure equation. Taking into 
account self-adjoint property of pressure equation it is suggested to employ incomplete factorization 
method with Chebyshev acceleration. The subject method is related to a class of explicit incomplete 
factorization methods developed by Buleev [9]. The method for solving a system  
 =Αϕ  






1 −− ϕ++=ϕΒ≡ϕΒΒΓ  
Theoretical analysis [7] has shown that if A is a self-adjoint operator then operator B is also self-
adjoint and there are constants  σσ ≤<  that ( ) ( ) [ ]  σσϕϕϕϕ ∈ for ∀ϕ ≠ 0. Constants 
 σσ  are the bounds of the operator 
−  in the energy space with scalar product 
( ) ( )ϕϕϕϕ   ; so operators A and B are called energy or spectrum equivalent. Knowledge of 
estimates  σσ  allows us to employ Chebyshev acceleration and to use the following iterative 
procedure 
 





  ϕτϕϕ  
where { }
τ  is the Chebyshev sequence of parameters. Successful employment of Chebyshev 
acceleration is possible if spectral bounds are known with sufficient precision, that is why a certain 
variant of the explicit incomplete factorization method is of great practical interest. In this variant of 
the method constant =σ  is known exactly and the upper bound σ can be easily calculated.  
This technique enables to adapt Chebyshev acceleration to the real value of spectral bound and 
essentially increases the efficiency of the method. The use of the incomplete factorization method 
with Chebyshev acceleration for solving the pressure equation in the implicit method gives good 
results.  
5. MATHEMATICAL MODEL FOR TWO COMPONENT (AIR-WATER) FLUID FLOW  
Developed implicit numerical method has been realized as FLUID2D code and applied for 
numerical modelling of two-phase flows, experimentally investigated in the papers [2, 3]. The 
installation scheme is represented in Fig. 1. Detailed experimental data (void fraction profiles, 
velocity profiles, shear stresses) have been obtained for upward and downward isothermal flows in 
the wide range of regime parameters. The purpose of numerical investigations was to obtain 




Two-phase flow density is calculated as JI ραραρ +−=  , where α - void fraction, 
JI  ρρ   - density of fluid  and gas correspondingly. For the round pipe of radius R in the (r-z) 



















































































































































where  - dynamic pressure, ρ  - cross section average density. Boundary conditions are set as 
follows: at the symmetry axis  =∂∂=   ; at the wall r=R: =

; at the inlet 
 =∂∂=   ; at the outlet  =∂∂=   . 
 As in paper [5] we suppose that turbulent viscosity ( tµ ) is subdivided into the two 
components  µµµ +=	 , one µ due to inherent liquid turbulence independent of relative motion of 
bubbles and the other µ  due to the additional turbulence caused by bubble agitation. For the 
















 µαρµ  
(25) 
where y=R-r,  
 ντ =
+  - dimensionless coordinate, ρττ   = - friction velocity; 

 ∂∂= µτ  - wall shear stress; and τ  =
+ - friction scale velocity. 




212 ))(exp.1()1( , (26) 
where A1 – is the value of the order mixing length constant, and A2 -is the Van Driest type constant.  
6. DISCUSSION OF NUMERICAL PREDICTIONS AND COMPARISON WITH 
EXPERIMENTAL DATA 
The grid was NrxNz=60x200. Computational grids are irregular, which results in good precision 
for the description of thin boundary layers, and calculations can be performed up to solid bounds. 
For correct shear stress description we used high irregular grid with logarithmic compressibility to 
the wall, so that the first step near the wall was equal 10-5m.  
The input data for the FLUID2D code were experimental void fraction profiles and bubble 
diameters. The bubble drift velocity was equal 0.25 m/s for all of the variants.  
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Testing of FLUID2D code for the single-phase flow is presented in the Figs. 2 and 3. We had 
good agreement between calculation and experimental results for velocity profiles and for average 
and local friction factors for different Reynolds number at the inlet.  
Principal flow parameters corresponding to each numerical experiment are listed in Table I. It 
presents the experimental and calculation data for the wall shear stresses and relative wall shear 
stresses, by which we mean the two-phase wall shear stresses divided by the single-phase wall shear 
stresses defined by Blasius relationship. 
The best agreement between the calculation and experimental data provide constants: 
32A,6.0A 21 == . The velocity profiles (U – at the outlet cross-section of the pipe (Uc – at the 
pipe axis)) and friction factors for two-phase flow are presented in Fig. 2 - 6.  
The experimental data and calculation results show appreciable enhancement of the wall shear 
stresses for two-phase up-ward flow and less appreciable enhancement for downward flow. On the 
whole a rather satisfactory agreement is observed between experimental data and calculations both 
for velocity profiles and for shear stresses, see Table I. 















 τ  
N/m2 






1 U 0.15 0.221 0.187 1.65 0.78 8.81 4.19 0.29 0.27 
2 U 0.25 0.221 0.221 1.54 0.69 6.97 3.12 0.30 0.29 
3 U 0.068 0.441 0.617 3.40 3.24 5.51 5.25 0.47 0.48 
4 U 0.087 0.442 0.622 3.56 2.30 5.72 3.70 0.52 0.47 
5 U 0.15 0.442 0.681 3.36-
4.00 
2.54 4.85-5.87 3.74 0.53 0.53 
6 U 0.20 0.442 0.733 2.93-
3.75 
1.23 4.00-5.12 1.68 0.67 0.49 
7 U 0.118 0.785 1.803 7.70-
8.00 
7.11 4.27-4.44 3.95 0.90 0.87 
8 U 0.127 0.785 1.846 7.50-
8.20 
5.79 4.05-4.43 3.14 0.95 0.89 
9 U 0.076 1.1 3.082 8.30-
9.20 
9.21 2.69-2.99 2.99 1.28 1.27 
10 U 0.091 1.17 3.35 9.20 7.79 2.75 2.32 1.35 1.28 
11 D 0.084 1 3.20 3.97 4.81 1.24 1.49 - - 
12 D 0.039 1 2.95 3.24 3.53 1.10 1.20 - - 
 
Precise velocity profile predictions are very important for thermal field for two-component 
bubble flow. Comparison of fluid temperature profiles obtained by this method show good 

























































 a)  b) c) 
Figure 1: Schematics of the experimental facilities. a) isothermic upward flow [2], b) isothermic 
downward flow [3], c) test section with heat input [10]. 1 – water input; 2 – air input; 3 – mixer; 4 – 
wall shear stress measurements; 5 – local velocity and void fraction measurements; PR1, PR2 - local 
void fraction, T- temperature measurements. 
  




















Figure 2: Comparison of the calculated liquid axial velocity profile and experimental data [2]- 
a); and friction factor- b) for singe- !!!!   - experimental data; 
































Figure 3: Comparison of the calculated liquid axial velocity profile and experimental data [2]-
a); and relative friction factor-b) for two-phase up-ward flow β=0.118, Uf  "!    - 

































Figure 4: Comparison of the calculated liquid axial velocity profile and experimental data [2]-
a); and relative friction factor-b) for two-phase up-ward flow β=0.0685, Uf      - 




































Figure 5: Comparison of the calculated liquid axial velocity profile and experimental data [3]-
a); and relative friction factor-b) for two-phase down-ward flow β=0.084, Uf      - 




































Figure 6: Comparison of the calculated liquid axial velocity profile and experimental data [3]-
a); and relative friction factor-b) for two-phase down-ward flow β=0.039, Uf = 1    - 





































































Figure 7: Liquid temperature profiles (corresponding flow parameters are listed in Table II).  - 



















a 0.93 0.13 0.112 2.4 117 32.4 13.6 
b 0.93 0.13 0.103 4.0 118 34.6 13.6 
c 0.93 0.33 0.191 2.8 119 29.2 13.7 





The general Reynolds-type momentum model which forms the basis for FLUID2D code is 
applied to predict the liquid velocity and temperature profiles and shear stress behaviour for 
turbulent up-ward and down-ward two-phase flow with known “saddle”-shape void fraction profile 
and Sato et al [5] hypothesis for gas-liquid phase turbulence. The numerical method makes it 
possible to conduct calculations up to the rigid wall including laminar layer and to obtain correct 
values of shear stresses in the frame of the mathematical model considered. Numerical results are in 
satisfactory agreement with experimental data in a wide range of regime conditions, including 
anomalous wall shear stress enhancement. This approach may have considerable potentials in 





 Body force vector α Void fraction 
g Gravitation acceleration β Volumetric void fraction 
gij Components of metrical tensor ε Dissipation rate 
h Enthalpy εij Components of velocity 
deformation tensor 
K Turbulent kinetic energy λ Friction factor 
p Pressure  µ Dynamic viscosity 
pki Components of pressure stress 
tensor 
ρ Density 
r Radial coordinate τ Shear stresses 
Q Heat flux  Subscript and Superscript 
R Radius Bl By Blasius 
T Temperature cal Calculation 
t Time g Gas (vapour) 
Uin Inlet velocity f Fluid 
uτ Friction velocity fb Fluid bulk 


 Velocity vector exp Experimental 
u Velocity  t Turbulent 
y=R-r Coordinate from the wall w On the wall 
Y Velocity deformation tensor r Radial 
z Axial coordinate z Axial 
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ABSTRACT
The aim of this research is to provide a physical complete and numerical efficient simulation method
to predict developed cavitation in hydrodynamic turbomachinery as well as in micro fluid dynamic
applications, e.g. in high pressure injection nozzles of combustion engines. Cavitating two-phase flows
are always very unstable, highly unsteady, 3-D and turbulent. To understand cavitation dynamics and
its interaction with viscous effects like boundary layers and separation, we introduce the single-phase
turbulence k − ω model of Wilcox [1] without modifications with respect to dispersed structures of
bubbly liquids, which overestimates viscous effects in the transitional regime between the vapor and
liquid phase and tends to suppress typical cavitation instabilities. Consequently our further approach
consists of modifications of the single-phase Wilcox model to account for the strong nonlinear variation
of the turbulent viscosity µt, depending on the local void fraction α. The key issue of all numerical
methods for simulation of cavitating flows is the treatment of the sudden density change of the fluid,
in cold water up to 40.000:1, embedded in a global incompressible liquid flow. Here the two-phase
fluid is modeled as dispersed mixture of an incompressible liquid and tiny vapor bubbles which grow
or collapse, accordingly to the local static pressure and their convective transport. Therefore, the
standard VOF method for capturing distinct interfaces without phase transition, e.g. free surface flow
or single bubbles, is extended to include phase transition of dispersed mixtures. For simulation of
bubble dynamics we apply the Rayleigh equation, which is completed by an energy balance to account
for thermal effects, if hot water or if technical fluids others than water, e.g. refrigerants, with high
vapor densities are considered. By using our CFD tool CAVKA we present examples of cavitating flow
around hydrofoils and through single hole injection nozzles. Comparing Euler and single-phase tur-
bulence simulations, results based on the inviscid approach are closer to experiments, which indicates
an interesting option to reduce computational time.
1 Introduction
Cavitation occurs in flows of liquids when the local static pressure falls below the vapor pressure,
resulting in regions of vapor. It can occur in a broad variety of technical devices, where it usually
degrades their performance, accompanied with intense erosion of structural components and very loud
noise, see e.g. the review by Arndt [2]. It is interesting to note that cavitation can also be found in
nature, e.g. snapping shrimps produce a loud snapping sound by an extremely fast closure of their
snappers, which produce a high speed collapsing jet to kill prey animals ([3]).
Progress in understanding of cavitation phenomena is of great importance and interest for industry.
In the past, several models were developed to simulate cavitation ([4], [5]), which do in general not
model the complicated and highly transient bubble growth and collapse. This process is responsible
for the cavitation damage and therefore, the location where the bubbles collapse is of great interest
and the need for a cavitation model rises that also includes effects based on bubble dynamics. Since
hydrofoils make up so many different types of machines - pumps, turbines, propellers - the study of
as how cavitation affects hydrofoil performance is of special interest.
The type of cavitation most frequently observed at hydrofoils with a well-rounded leading edge
is the so-called traveling bubble cavitation. From experiments it can be seen that for such foils the
cavitation region is made up of individual bubbles rather than by a large vapor-filled cavity. These
bubbles originate from small cavitation nuclei (particles, air bubbles), which are already existing in
the bulk flow. The nuclei reach the low pressure region (suction peak) and grow to vapor bubbles
while they are convected downstream, supposed the static pressure is sufficiently below the vapor
pressure. Then, the bubbles are swept in the region of higher pressure and finally collapse. Many
experimantal studies, see e.g. [6], [7], [8], point out the importance of the nuclei content of the liquid
for the inception and development of cavitation. The nuclei content affects the tensile strength of the
liquid and therefore is responsible if or if not cavitation occurs at given conditions.
At the beginning clouds form a dispersed sheet attached to the solid surface, which seems to be
steady at first sight. Due to the entrainment of bubbles into the wake the sheet becomes unstable,
causing large parts of the cavity to break off. The resulting dynamics forms by interaction between the
dynamics of individual bubbles and the motion of the liquid fluid. During collapse single bubbles near
solid walls create extremely high pressure pulses which seem to responsible for erosion and destruction,
and global (hydrodynamic) pressure waves, formed during the collapse of bubble clouds ([9]). The
aim of the inviscid approach is to improve understanding of the global pressure dynamics, which is
not controlled by the viscosity of the fluid.
We reproduce recently performed experiments of Keller and Arndt (Technical University Munich
and University of Michigan) [7]. Despite the fact that the present model is not yet complete, com-
parison of experiment and inviscid flow simulations shows surprisingly good agreement of the global
structure of the unsteady cavitation dynamics around an inclined NACA 0015 hydrofoil. The time
dependent resolution of the simulation of the unsteady cavitation dynamics allows interesting insight
and analysis of the interaction of the surrounding unsteady hydrodynamic pressure field and the dy-
namics of bubble clouds, and of the strong impact of individual boundary conditions on strength and
extension of cavitation regimes.
Due to very high inlet pressures of typically up to 1000-2000 bar in injection nozzles of Diesel
engines cavitation cannot be avoided. In addition, the pressure upstream and behind the nozzle
fluctuates with high frequencies of the order of 1-100 kHz. From experiments it is well known that
spray characteristics changes, if cavitation is present [10]. Advanced partial evaporation and sudden
collapse of bubbles within the jet indicate an interesting potential to improve the spray quality by
optimization of the interaction of cavitation and the jet flow. Because of the limited access to the
micro scale problem of 100µm− 1mm by experiments, simulations are most important. Therefore, in
the second chapter we show systematic tests and parameter variations for identification of the main
model parameters and their sensitivity in the operating regime.
It is well known, that single-phase turbulence models tend to suppress natural instabilities of par-
tial cavitatig flows with their typical re-entry jets and bubble cloud separation. Several empirical
modifications are proposed in the literature ([1],[11], [12]). Here we present first results of modifica-
tions of the turbulent viscosity µt, dependent on the local vapor content α. These investigations are
certainly not yet complete. However, the modified turbulence model provides better agreement with
experiments, as compared with single-phase turbulence models.
2 Modeling
2.1 Physical modeling
Our cavitation model bases on the following physical assumptions: Cavitation is modeled as the
growth and collapse process of vapor bubbles. The bubbles originate from nuclei, which already
exist in the bulk flow and grow or collapse depending on the surrounding conditions (pressure and
temperature). It is assumed, that the slip between the vapor bubbles and the liquid can be neglected.
The growth of vapor bubbles due to pseudo or gaseous cavitation is not yet taken into account.
Cavitation is assumed to be dominated by heterogeneous nucleation, hence a homogeneous nucleation
theory, known e.g. from modeling of condensing flows is not employed. The interested reader may
refer to see [13].
The perhaps most important feature of the model is, that it resolves the interior dispersed structure
of bubble clouds. From the numerical point of view, the cavitation model simulates the production
(bubble growth), destruction (bubble collapse) and convection of the vapor phase. But due to the
underlying modeling of the nuclei content, it is possible to reconstruct from the vapor content of the
computational cell, the number of bubbles that are currently in the computational cell and their radii.
Therefore, a certain value of the vapor fraction α directly corresponds to a certain bubble radius R.
Radius and vapor fraction are related by Eq. 5.
2.2 Numerical modeling
The formation of cavitation leads to a two-phase flow with phase transition. Entering or leaving
the cavitation region, the mixture density varies from that of the pure liquid to a much smaller value
or vice versa.
To overcome problems due to a discontinuous density distribution, a special numerical treatment
is required. Front tracking methods (level set, marker particles, surface-fitting) were not found to
be suitable, since they require the presence of distinct interfaces to be tracked. In this context, the
interface is simply the bubble wall, that separates the vapor from the liquid phase. Because of the huge
number of bubbles (typically 1000 per cm3 liquid) and consequently a huge number of interfaces to
be tracked, application of interface tracking methods would result in enormous CPU time and storage
requirements. Instead, we prefer the usage of a front capturing method, namely the Volume-of-Fluid
technique, proposed by Nichols & Hirt [14]. For a detailed description of our CFD tool CAVKA see
[15], [25], [27].
2.3 Modified Volume-of-Fluid method for simulation of developed cavitation
The Volume-of-Fluid (VOF) method tracks the motion of a certain fluid volume through the com-
putational domain, irrespective whether the volume contains pure liquid, pure vapor or a mixture of
vapor bubbles and liquid. Within the scope of the VOF approach, the two-phase flow is treated as a
homogeneous mixture and hence only one set of equations is used for description. The VOF method
requires in addition to the continuity and the momentum equations (which are coupled by a SIMPLE
algorithm) the solution of a transport equation for the cell vapor fraction α, which is defined as the










where u and v are Cartesian components of the velocity vector u. The equations of motion are closed
with the constitutive relations for the density and dynamic viscosity:
% = α%v + (1 − α)%l, (2)
µ = αµv + (1 − α)µl. (3)
Here the subscripts l and v stand for the properties of pure liquid and pure vapor which are assumed to
be constant. The equations derived are general and describe the motion of two fluids with an interface
between them. A more detailed discussion of the governing equations without phase transition can be
found for example in the work of Ubbink [16]. For simulation of cavitation in fuel injection nozzles,
including simulation of the direct interaction of cavitation dynamics with the external jet flow behind
the nozzle exit, this set of constitutive equations is extended by a second fluid component ”gas”, see
chapter 4.2. As suggested by Spalding [17], the continuity equation is used in its non-conservative
form:






The usage of the volume fluxes rather than mass fluxes (conservative form) accounts for the numer-
ical advantage, that the volume fluxes are continuous at the interfaces and thus simplifies the solution
of the pressure correction equation. For standard VOF applications, i.e. both fluids are assumed to
be incompressible and no phase transition takes place, the rhs. of Eq. 4 reduces to zero, meaning that
the flow field is divergence-free. Care has to be taken for discretization of the transport equation of
the volume fraction Eq. 1. In order to avoid smearing of the interface, special methods are used to
derive the cell face values for the void fraction α. For that reason, the CICSAM scheme (Compressive
Interface Capturing on Arbitrary Meshes) as proposed by Ubbink [16] was implemented and the code
was verified by several test cases (convection tests, sloshing, dam breaking). Note that the CICSAM
scheme is employed, if there exists a discrete sharp interface to be tracked, e.g. the motion of the
free surface, see Sauer [15]. In the case of cavitation, the vapor bubbles and hence the vapor fraction
are homogenously distributed in the computational cell. A schematic sketch of the distribution of the
gaseous phase for a standard VOF application and for cavitation is presented in Fig. 1 to explain this
difference.
Standard VOF Dispersed VOF
Figure 1: Distribution of the gaseous
phase in a computational cell. Left: Stan-
dard VOF application, non-homogeneous
distribution. Right: Cavitation, homoge-
neous distribution of the gaseous phase
within the liquid. The marked volume
leaves the cell due to convection.
In contrast to standard VOF applications, cavitation leads to a polydispersed two-phase flow
including phase transition. The bubbles grow and collapse and hence change the vapor fraction in a
computational cell, in addition to the convective transport. The standard VOF method does account
for convective transport, but not for phase transition. With respect to cavitation, the void fraction α





























where Vcell is the volume of the computational cell, Vv and Vl are the volumes occupied by vapor and
liquid, respectively and Nbubbles is the number of bubbles in the computational cell. As a consequence
of the bubble growth process, the velocity field is no longer divergence-free (Eq. 6) and the void
fraction transport equation has to be extended by a vapor production source term:
∇ · u = −
%v − %l




























The vapor production is taken into account by the source term on the right hand side of Eq. 7. The
change of the cell vapor fraction does now depend on the number of bubbles per cell volume (rhs:1st
term) times the volume change of a single bubble (rhs:2nd term) and on the convective transport. The
parameter n0 is defined as the bubble concentration per unit volume of pure liquid. Using this defini-
tion, the number of nuclei is explicitly coupled to the water volume in a cell. The physical background
of this more formal aspect is, that relating the number of bubbles to the water volume (rather than to
the volume of the mixture) guarantees the conservation of the number of bubbles. If the nuclei grow,
the vapor fraction rises and hence the water fraction decreases. Therefore, the number of bubbles in
the cell does also decrease. In Fig. 2 the growth of nuclei in a cell is schematically depicted. For
the initial situtation, Fig. 2 left, the cell contains a large water fraction and hence a large number of
nuclei. If the nuclei grow, Fig. 2 middle, they displace water and at the same time other bubbles.
Therefore, the gain of vapor fraction due to nuclei growth is reduced by a loss of vapor fraction due to










n0 · Vwater1 = n0 · Vwater2 = n0 · Vwater3 =
N1 N2 = 0.7 · N1 N3 = 0.3 · N1
Figure 2: Number of bubbles de-
pending on the water fraction in
a computational cell. Left: Initial
simulation. Middle: Growth of the
nuclei. Right: Further growth of the
vapor bubbles.
of the number of bubbles. Since every vapor bubble originates from a nuclei, the definition of no also
holds for vapor bubbles. A given volume of water Vl always contains N = no · Vl bubbles, the bubbles
can either be nuclei of radius R = R0 or vapor bubbles with arbitrary larger radius. The interested
reader may refer to Sauer [15] for further explanation of modeling the nuclei content of the flow.
Note that for the discretization of the convection terms of Eq. 7 the UPWIND differencing scheme
of Ferziger and Perić [18] is employed. This is consistent with the homogeneous assumption. A mix-
ture of liquid and bubbles leaves the cell, as shown in Fig. 1. The composition of the fluid volume
that is convected out of the cell has the same composition than the fluid that is currently in that cell.
This physical aspect is numerically taken into account by using UPWIND discretization.
To complete the derivation of the numerical method, a relation to model the bubble growth is
needed. Under the assumptions that bubble-bubble interactions and bubble coalescence can be ne-
glected and that the bubbles remain spherical, the Rayleigh-Plesset equation, see [19], together with























Note that in our model the Rayleigh-Plesset equation can be treated as an ordinary differential equa-
tion, even when dealing with 2-D or 3-D flow problems, and can e.g. be solved by a Runge - Kutta
method. For details of the solution procedure we refer to the work of Lee et al. [20].
If the system pressure is sufficiently low and the pressure difference p(R)−p∞ is large, the Rayleigh









where p(R) is the pressure in the liquid at the bubble boundary and p∞ is the pressure in the liquid
at a large distance from the bubble. Within the scope of this model, p(R) is set equal to the vapor
pressure psat and p∞ to the ambient cell pressure. The Rayleigh relation was used to obtain the results
presented in the following sections. To simulate cavitation in liquids others than cold water, i.e. if
thermal effects are important (organic fluids, hot water), the model is extended by a simplified equation
for the mixture enthalpy h, to account for the temperature change of the mixture caused by cavitation.
For details and results see [21]. The advantage of the present modeling is the option for simultaneous
application of both methods, the standard front capturing method without phase transition and the
modified VOF technique to track dispersed voids. Numerical simulations of unsteady cloud cavitation
including free surface flow effects are interesting examples for simultaneous application of these two
methods.
3 Results for Turbulent Cavitating Flows
3.1 Single-phase k − ω model of Wilcox without modification
Cavitation in high pressure fuel injection nozzles From experiments it is well know, that
cavitation in injection nozzles of Diesel engines has a strong impact on spray angle and momentum
of the jet, which are important for control and efficiency of primary break up and atomization of the
liquid fuel and the combustion process. Further important details, e.g. dispersion and droplet size,
dependent on the cavitation intensity, are not yet know, but of great interest and therefore in focus
of many research projects dealing with this subject ([10],[22],[23], [24] ). Due to the very short time
scale of the flow of 1 − 10µs and the micro scale of the nozzles of 100µm − 1mm, experiments and
detailed quantitative data are very rare. Therefore, accurate physical modeling together with efficient
numerical simulation methods are most important and promising to improve understanding of this
complex unsteady turbulent two-phase multi-component micro fluid dynamic problem. Here the vis-
cous version of our simulation tool CAVKA is applied. Because the Reynolds number is of the order
of 30.000 we make use of the single-phase k − ω turbulence model of Wilcox [1] with wall functions,
but without modification in the two-phase regime.
Here the cavitation model parameters, nuclei concentration n0 and nuclei size R0, are unknown
and it is important to realize, that quantitative verification of these submicron data by experiments
in the real micro scale flow, including thermodynamic nonequilibrium is not to be expected in future.
Therefore, we have performed systematic tests with parameter variations to identify necessary nuclei
sizes R0 and concentrations n0, which lead to cavitation structures as observed in injection nozzle
experiments. This fact emphasizes an important difference with respect to classical hydraulic cavi-
tation in macro scale, as presented in the previous chapter. There representative data of n0 and R0
are known from direct measurements. It is interesting to note, that the required nuclei size is of the
order of 10−7m, but the required concentration is about 1014nuclei/m3 water, i.e. 6-7 orders higher as
compared with hydraulic cavitation. Such high concentrations are not typical for pre-existing hetero-
geneous nuclei. In conclusion, the formation of homogeneous vapor nuclei cannot be excluded. This
enlightens another difficult but quite interesting physical aspect of this engineering problem.
Due to the high sensitivity of cavitation on the imposed initial and boundary conditions, simu-
lations with restriction to the internal nozzle flow, i.e. without direct interaction with the external
jet flow are qualitatively and quantitatively incorrect. Simulation of the external jet flowing into the
surrounding air requires inclusion of a second non-condensable fluid component (gas or air), for details
see [25]. To close the system of conservation equations for unsteady turbulent flows, for the mixture
density % and the mixture viscosity µ we introduce the following extended set of constitutive equations:
% = αl%l + αv%v + αg%g, (10)
µ = αlµl + αvµv + αgµg, (11)
where the subscripts l, v and g stand for the values of pure liquid, pure vapor and pure gas (air), αi
indicates the volume fraction of the fluid component “i” with the compatibility condition:
αl + αv + αg = 1. (12)
As before the properties % and µ of pure liquid, pure vapor and of pure gas are assumed to be
constant. Turbulence modeling is carried out, µeff is therefore used instead of the molecular viscosity
µ:
µeff = µ + µt, (13)
where µt represents the turbulence viscosity which is modeled using the Wilcox k − ω model. For
details of the turbulence modeling see [25].
For the volume fractions αi we derive the following transport equations:
∂αv
∂t
+ 5 · (αv~c) =







+ 5 · (αl~c) = −
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Summation of Eqs. 17, 18 and 19 represents the continuity equation.
Scaling of model nozzle Here the 2-D plane experimental test cases of Roosen et al. [26] are
recalculated, to validate our numerical scheme and to study the physical effects concerning the inter-
action between the cavitating flow and the external jet of the injection nozzle. The fluid used in the
experiments was tap water. The “bore hole” of the nozzle consists of a rectangular-shaped channel of
0.2mm×0.28mm×1mm (width×height× length). The calculated flow regime includes simultaneous
treatment of internal and external flow. Figure 3 shows the nozzle geometry and boundary conditions.
To reduce the computational time, we assume a 2-D flow and symmetry with respect to the nozzle
axis. A computational mesh of 95 × 13 nodes for the nozzle block and 79 × 49 for the outflow block
is used for the spatial discretization. Stationary liquid in the nozzle and a sharp liquid interface with
the air behind the nozzle exit are assumed as initial conditions. Both inflow and outflow boundaries
are modeled as constant pressure surfaces. At the inlet, the turbulence kinetic energy k is set to be
6 × 10−4u2in. The value of the specific dissipation rate ω is selected using the length scale equation,
see Ferziger & Peric [18] and Yuan & and Schnerr. [27]. On the wall, the boundary conditions are
the impermeability and no-slip for the velocity, and the normal gradient of the pressure is assumed




















Figure 3: Computational mesh and boundary con-
ditions of the 2-D plane model injection nozzle.
Inception of cavitation in a liquid requires the presence of nuclei. Our parameter tests have shown




very well with experimental observations of Roosen et al. and the nuclei radius R0 = 0.3µm is in the
insensitive range. In this study these values will be used, which correspond to an initial vapor fraction
αv0 = 0.0017%.
Cavitation area
Figure 4: Experimental density gradient and
velocity distribution in the nozzle hole for
pInjection = 80bar and pExit = 21bar, flow from
left to right, from Roosen et al. [26].
200 m/s
r = 28 µm
200 m/s
Vapor Fraction [%]
0 20 40 60 80 100
Figure 5: Computed steady vapor fraction dis-
tribution in the nozzle hole. pInlet = 80bar,






Figure 6: Experimental density gradient and
velocity distribution in the nozzle hole for
pInjection = 80bar and pExit = 11bar, flow from
left to right, from Roosen et al. [26].
200 m/s
r = 28 µm
200 m/s
Vapor Fraction [%]
0 20 40 60 80 100
Figure 7: Computed steady vapor fraction dis-
tribution in the nozzle hole. pInlet = 80bar,





Moderate and high injection pressure and steady cavitating flow The calculation is first
carried out for the case with pInjection = 80bar and pExit = 21bar. The computed result yields a
length of the cavitation region of about 200µm, which agrees well with the experimental observation
of Roosen et al. [26], see Figs. 4, 5. Chaves et al. [10] have observed, that after a small increase of the
injection pressure above the pressure at which cavitation first appears at the nozzle lip, the cavitation
regime reaches the nozzle exit. To confirm their observation, another test case with pInjection = 80bar
and pExit = 11bar is performed, which demonstrates that under these conditions the cavitation extends
toward the nozzle exit, see Figs. 6, 7. It is obvious, that in this supercavitating situation inclusion of
the outflow is necessary, because some of the cavitation bubbles collapse outside.
Cavitation has its own length scale which is not possible to be scaled up, see Chaves et al. [10] and
Yuan & Schnerr [27]. This length scale is determined by the characteristic collapse time of a given
cavity and the flow velocity. If the collapse of a bubble or cavity occurs downstream of the nozzle exit,
i.e. in the external jet, this is called supercavitation. Supercavitation occurs, if the collapse time of
the vapor cavities is longer than the transit time of the fluid through the nozzle. It can be expected
that higher pressure differences cause stronger supercavitation. For demonstration an example with a
realistic pressure of pInjection = 800bar and pExit = 11bar is calculated. Figure 8 shows the computed
steady vapor distribution.
High frequency periodic inlet pressure excitation Chaves et al. [10] have claimed that su-
percavitation is an inherent unsteady process that can only occur at high flow velocities. So far, this
200 m/s
Vapor Fraction [%]
0 20 40 60 80 100
Figure 8: Computed steady vapor fraction distribution. pInlet = 800bar, pExit = 11bar = const.,
Re = ūInlet·H
ν
≈ 8.82 × 104.
unsteadiness has not yet been captured, because of the constant outflow boundary conditions and the
single-phase turbulence model. The collapse process is strongly influenced by the boundary conditions,
the nozzle geometry and the main axial flow. The single-phase turbulence model overestimates the
viscous effects in two-phase regions.

















Mass flow rate (without CAV model)



















(with CAV model)Mass flow rate
Figure 9: Integrated total vapor volume within and outside the nozzle (left) and mass flow rate at the
nozzle exit (right) depending on the rectangular inlet pressure pulse. Back pressure pExit = 11bar =
const., Re = ūInlet·H
ν
≈ 2.78 × 104.
In reality the pressure upstream and behind the nozzle fluctuates with high frequencies. The
reason for the upstream pressure fluctuation is the well known “water hammer” effect in the needle
chamber. In order to understand the effects caused by the fluctuation of the upstream pressure further,
calculations for the case with a rectangular inlet pressure pulse are performed. The pressure pulse
and the calculated results are shown in Figs. 9-11.
The integrated total vapor volume in the nozzle shown in Fig. 9 indicates that the cavitation
process in the injection nozzle is very complex. As a difference to the unsteady partial cavitation, see
Yuan and Schnerr [27], here the total vapor volume reveals two peaks during one inlet pressure period.
Also the vapor distribution, shown in Fig. 10 confirms, that the cavitation reaches the nozzle exit two
times within the same period. The physical reason is the inflow of air from the nozzle outlet. The
velocity field shows that the cavitating flow separates instantaneously in the nozzle. In this situation
the external pressure forces the gas (air) to flow into the cavitated region (hydraulic flip), first observed
by Bergwerk [28].
The calculated mass flow rates shown in Fig. 9 demonstrate that the discharge of the nozzle
strongly depends on the cavitation intensity. The variation of the computed mass flow rate, with
and without cavitation model, is of the order of 10% of the averaged mass flow rate, i.e. cavitation
reduces the discharge significantly. In addition, it is recognized from Fig. 9 that the cavitation process
enhances the mass flow rate fluctuation of ±15%, which intensifies jet atomization, see Fig. 11.
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Figure 8. Unsteady supercavitation: vapor and air distribution of one cycle. Periodic unsteady inlet pressure pInlet 80 10bar, f =37kHz, back
pressure pExit 11bar=const.; Re
ūInlet H
ν 2 78 10
4.
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Figure 10: Unsteady supercavitation: vapor and air distribution of one cycle. Periodic unsteady inlet
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Figure 9. Unsteady jet flow nearby the nozzle exit. Periodic unsteady inlet pressure pInlet 80 10bar, f =37kHz, back pressure pExit 11bar. Left:
computed with cavitation model, Re ūInlet Hν 2 78 10
4; right: without cavitation model, Re ūInlet Hν 3 0 10
4.
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Figure 11: Unsteady jet flow nearby the nozzle exit. Periodic unsteady inlet pressure pInlet = 80 ±




2.78 × 104; right: without cavitation model, Re = ūInlet·H
ν
≈ 3.0 × 104.
3.2 Modified k − ω model for simulation of cavitating flows
The intention is to enhance the single-phase k − ω model with empirical modifications to provide
a two-equation turbulence model for quantitative correct simulation of steady and unsteady partial
cavitating flows. From the actual literature modifications are known with respect to
• turbulent viscosity µt [11]
• local compressibility [1]
• pressure fluctuations [12].
Due to the lack of experimental data in cavitating microscale flows, as typical for injection nozzles,
the effects of turbulence model modifications have been investigated in macroscale flows, having a
chracteristic length scale of 0.1m and where much more experimental data are available, e.g. from
Keller & Arndt [7]. In addition, in external cavitating flow around hydrofoils the structural variation of
flow pattern due to the turbulence modelling becomes much more obvious. Therefore, as appropriate
test case we investigate the cavitating flow around a slender 2-D hydrofoil at moderate angle of attack.
From preliminary tests we found that inclusion of pressure fluctuations has no significant influence
on developed or partial cavitation. This is what is to be expected, except if dealing with incipient
cavitation. Because the effect of the first two modifications is similar to some extend, results of
turbulent viscosity modifications are shown here and compared with Euler and single-phase k − ω
simulations.
Modification of turbulent viscosity µt In the two-phase regime all fluid properties vary accord-
ingly to the local void fraction α between the threshold values of the pure liquid and the vapor phase.
In the original model the turbulent viscosity µt varies explicitly proportional to the fluid density. To
account for the typical very large density variation of 40.000 : 1 (water 293.15K), the linear depen-
dence on the mixtures density is replaced by f(%) with the free parameter N:




f(%) = %vap + (
%vap − %
%vap − %liq
)N · (%liq − %vap)· (21)
In the pure liquid and vapor phase µt remains unchanged.
In the two-phase regime and especially for higher values
of N µt decreases suddenly and approximates the lower
value of the pure vapor phase, see Fig.12. Figures 13, 14
and 15 demonstrate the effect by the vapor fraction α.
Figure 13 starts with the inviscid model, we observe the
typical instability with formation of a re-entry jet and

















Figure 12: Turbulent viscosity de-
pendence of α
equation is replaced by the Reynolds averaged Navier-Stokes equation, closed by the single-phase
k−ω model,the global instability of the dispersed vapor sheet disappears (Fig. 14). Due to the strong
gradients in the collapse region there is still a slight local unsteadiness with f = 7.7Hz. However
cloud separation does not exist. Modification of the turbulent viscosity µt with N=1000 re-establishes
the global unsteadiness, similar to the inviscid case with f = 6.6Hz This demonstrates the poten-
tial of the method. Experiments are necessary and under preparation to calibrate the parameter N
quantitatively. The time dependent development of the total vapor volume V [dm3] depicts the typical
difference between the quasi steady result Fig. 17 with the maximum mean vapor production rate
of all three cases and the global unsteady flows of Figs. 16 and 18, with the typical instantaneous
disappearance of the vapor production at the beginning of each cycle. Obviously after about 5 cycles
periodicity establishes, independent of the model used.
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Figure 13: Unsteady cavitating Euler flow.
σref = 0.8, f=5.2 Hz, uinlet = 6m/s, pexit =
9528.6Pa, n0 = 10
8nuclei/m3, R0 =
3x10−6m, lc = 0.1m,Rec = 6x10
5.
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Figure 14: Unsteady cavitating flow with single-
phase k − ω model of Wilcox. σref = 0.8,
f=7.7 Hz, uinlet = 6m/s, pexit = 9528.6Pa, n0 =
108nuclei/m3, R0 = 3x10
−6m, lc = 0.1m,Rec =
6x105.
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Figure 15: Unsteady cavitating flow with turbu-
lent viscosity modification, N=1000. σref = 0.8,
f=6.6 Hz, uinlet = 6m/s, pexit = 9528.6Pa, n0 =
108nuclei/m3, R0 = 3x10


















Figure 16: Vapor volume in Euler flow. σref =

















Figure 17: Vapor volume with single-phase k−ω

















Figure 18: Vapor volume with turbulent viscosity
modification, N=1000. σref = 0.8, f=6.6 Hz, see
Fig. 15.
4 Conclusions
Application of our dispersed cavitation model to different test cases with developed cavitation in
internal and external flows demonstrates the capability of our CFD tool CAVKA for simulation of cav-
itating flows, especially in the unsteady regime. Comparison of Euler and Navier-Stokes simulations
with experiments emphasizes the necessity of further tests and development of appropriate models.
Fortunately the simpler inviscid model is closer to experiments, mainly because the single-phase ref-
erence flows are free of separation.
In tendency lift and drag dynamics of cavitating hydrofoils are in good agreement with experi-
ments. Application of our model to the injection nozzle problem demonstrates interesting details and
the potential of cavitation as a fluid dynamic tool to control the formation and quality of sprays.
Again, despite the fact, that the model assumption are rather coarse, agreement with experiments is
surprisingly good and promising for further developments.
Due to the natural stiffness of the two-phase problem appropriate initial and boundary conditions
are extremely important. For example, simulation of the injection nozzle problem without appropriate
unsteady pressure fluctuations at the inlet are not realistic. At the outlet the same conclusion holds
for the linkage of the higher pressure outside with the bubble collapse regime inside the nozzle.
Because simulation of sheet formation, bubble clouds and re-entry jets are natural capabilities of
our dispersed cavitation model without any need to define artificial closure conditions, extension to
supercavitation for simulation of external hydrodynamic flows around high speed moving bodies is
possible without any model change. Due to the fascinating aspect of significant viscous drag reduc-
tion, simulation of supercavitation is subject of many research projects around the world. A most
comprehensive and most complete documentation of the state of the art in this field can be found in
[29].
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Capturing (VoF) und Blasendynamik. Ph.D. thesis, University of Karlsruhe, Germany (2000)
[16] O. Ubbink: Numerical prediction of two fluid systems with sharp interfaces. Ph.D. thesis, Uni-
versity of London, London (1997)
[17] D.B. Spalding: CHAM report 910/2 (1974)
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A new multi-component vaporization/condensation (V/C) model was developed to provide a 
generalized model for safety analysis codes of liquid metal cooled reactors (LMRs). These codes 
simulate thermal-hydraulic phenomena of  multi-phase, multi-component flows, which is essential 
to investigate core disruptive accidents of LMRs such as fast breeder reactors and accelerator driven 
systems. The developed model characterizes the V/C processes associated with phase transition by 
employing heat transfer and mass-diffusion limited models for analyses of relatively short-time-
scale  multi-phase, multi-component hydraulic problems, among which vaporization and 
condensation, or simultaneous heat and mass transfer, play an important role. The heat transfer 
limited model describes the non-equilibrium phase transition processes occurring at interfaces, 
while the mass-diffusion limited model is employed to represent effects of non-condensable gases 
and multi-component mixture on V/C processes. Verification of the model and method employed in 
the multi-component V/C model of a  multi-phase flow code was performed successfully by 
analyzing a series of multi-bubble condensation experiments. The applicability of the model to the 
accident analysis of LMRs is also discussed by comparison between steam and metallic vapor 
systems. 
1. INTRODUCTION 
The multi-component vaporization/condensation (V/C) model is one of the key constitutive 
models of safety analysis codes for liquid metal cooled reactors (LMRs) such as fast breeder 
reactors and accelerator driven systems. This is because mechanistic simulation of an accident 
sequence during a postulated core disruptive accident (CDA) in such reactors is only achieved by 
using a comprehensive computational tool that systematically models multi-phase thermal-
hydraulic and neutronic phenomena occurring during the so-called transition and expansion phases 
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of CDA. In this area, the SIMMER-II code was developed as the first practical tool of its kind [1], 
and has been used in many experimental and reactor analyses [2]. The code has played a pioneering 
role especially in advancement of the mechanistic simulation of CDAs, but at the same time 
extensive worldwide code application revealed many limitations due to the code framework as well 
as needs for model improvement. For this reason, the development of a totally new series of the 
SIMMER codes [3,4] has been conducted at the Japan Nuclear Cycle Development Institute (JNC) 
in collaboration with Forschungszentrum Karlsruhe (FZK), Germany, and Commissariat à l'Energie 
Atomique (CEA), France. The objective of the present study is to develop a V/C model that reliably 
describes the multi-component phase transition processes for core materials in sufficient physical 
details for use in reactor safety analysis. The development is intended to provide a generalized 
model that is useful for analyzing relatively short-time-scale multi-phase, multi-component thermal-
hydraulic problems, among which vaporization and condensation, or simultaneous heat and mass 
transfer, play an important role. The model characterizes the V/C processes associated with phase 
transition through heat transfer and mass-diffusion limited models to follow the time evolution of 
the rector core under CDA conditions. In this paper, the physical models employed as the multi-
component V/C model in the new SIMMER codes are described, and then its validity is 
demonstrated by analyzing a series of multi-bubble condensation experiments. 
2. MODELING OF PHASE TRANSITION PHENOMENA 
2.1. Non-equilibrium mass transfer model 
The phase transition processes occurring at interfaces are described employing a heat transfer 
limited model. These are non-equilibrium processes because the bulk temperature does not 
generally satisfy the phase transition condition when the mass transfer occurs at the interface. The 
basic concept of this model is illustrated in Fig. 1, where a binary contact interface of the energy 
components A and B is shown. Each energy component interfaces with the other energy 
components simultaneously, and each interface has a uniquely defined interfacial area. Energy 
transfers between components are based on the interfacial area and heat transfer coefficients. A 
specified temperature is assigned to each possible interface to calculate heat flows from/to each 
interface into/from the respective bulk materials. These heat flows are summed to give net 
interfacial energy loss or gain. The net energy transfer rate from the interface is defined as: 
qA,B
I = aA,B hA,B (TA,B
I − TA) + hB,A(TA,B
I − TB )[ ] (1) 
 
 




An interfacial energy loss is defined as positive and means condensation must occur to conserve 
(provide) energy. An interfacial energy gain, which is defined as negative, means the energy is 
going into vaporization. For example, Fig. 1 shows interface (A, B) where the interface is 
undergoing a net loss energy to component B. This energy is either coming from condensation of 
component A. The resulting product will be either more of component B, or component C 
depending on the process involved. 
The phase transition rate is determined from energy balance at the interface. If the net heat flow 
qA,B
I  is zero, sensible heat is exchanged without phase transition. If qA,B
I  is positive, namely the 
energy is lost at the interface, a vapor component condenses. Then the mass transfer rate for this 












I  if component C formed by the phase transition is not B. (3) 
If qA,B
I  is negative, on the other hand, namely the energy is gained at the interface, a liquid 














 if component D formed by the phase transition is not A. (5) 
It should be also noted that the latent heat of phase transition is defined here as the difference 
between the enthalpy at the interface and the bulk enthalpy of a component undergoing a phase 
transition process. Although more correctly the bulk enthalpy should be replaced with the interfacial 
one, SIMMER-III does not calculate temperature gradients in liquid and vapors. Besides, the 
experience from the previous codes suggests that better results are obtained with this definition of 
effective latent heat [5,6]. 
When the phase transition is predicted at the vapor/liquid and vapor/solid interfaces, the 
interface temperatures TA,B
I  should be determined so as to take account of the effect of non-
condensable gases and multi-component mixtures on vaporization and condensation. Typically, the 
condensation rate can be reduced significantly when non-condensable gases are present in the vapor 
mixture due to a buildup of non-condensable gas concentration at which condensation occurs, 
reducing the condensation saturation temperature below the bulk mixture saturation temperature. 
The procedure to determine TA,B
I  based on the mass diffusion limited process is discussed in the next 
section. At the liquid/liquid interfaces, TA,B
I  is defined as the saturation temperature of a phase 
transition species. On the other hand, in the case of no mass transfer, the interface energy transfer is 






2.2. Effect of multi-component mixture 
The physical model to represent the effect of non-condensable gases and multi-component 
mixtures on V/C processes is based on a study performed originally for SIMMER-II [1]. The 
equations for this model were obtained by considering the quasi-steady, stagnant Couette flow 
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boundary layer, as shown in Fig. 2, to relate the mass and energy fluxes to the overall forces driving 
heat and mass transfer. This classical Couette flow model has been shown to provide a good 
engineering model for single-component vapor condensation in the presence of non-condensable 
gases, thus confirming the adequacy of its theory for incorporation in two-fluid computer codes 
[7,8,9]. In SIMMER-II, the model extended to multi-component systems was designed to predict 
not only the suppression of condensation by non-condensable gases such as a fission gas, but also 
the phase transition rate for a vapor component condensing on the surface of a different material. 
However, this previous effort was not successful for the practical use of the code because its 




Figure 2: Basis of mass diffusion limited process. 
 
The physical model and coordinate system are shown in Fig. 2. A multi-component vapor 
mixture at temperature Tg  and mass fraction ωk,∞  (k = 1…N) is under the phase transition on a 
liquid or solid phase, which is maintained at a constant temperature To . Here, the conservation of 
each vapor species can be described based on multi-component diffusion law given, for example, by 
Bird et al. [10]. Assuming that mass diffusion due to thermal and pressure gradient is negligibly 
small, the mass transfer rate of vapor component k at the interface i , defined positive for 








∑  (7) 
It is noted that the right side of this equation includes both diffusive and convective contribution. 
The heat flow per unit volume at the interface should include contribution of heat conduction, 








∑  (8) 
Thus, approximating the temperature gradients by overall heat transfer coefficients, energy balance 
applied to the interface yields 
aihg
* (Ti − Tg) − Γj
j=1
N
∑ i j,g = −aiho (Ti − To ) − Γj
j=1
N





 is the vapor-side heat transfer coefficient in the presence of mass transfer, and then the 
effect of mass flow through the boundary layer can be accounted for by [10]: 
hg
























  (10) 
Equation (9) represents that the heat flow at the interface equals the sum of the latent heat flow and 
the sensible heat flow through the interface. 
The second term on the right side of Eq. (7) is simplified by introducing the mass transfer 






*(ωk,i − ωk,∞) , (11) 
where the mass transfer coefficient kk
* in the presence of mass transfer is also modeled by [10]: 
kk
























  (12) 
Using the analogy between heat and mass transfer [10], the mass transfer coefficient kk  independent 
of mass transfer can be evaluated from an experimental correlation developed for sensible heat 
transfer. 
In summary, the interface equations of the mass-diffusion limited model to be solved are 
described by 
Γk = −aikk
* (ωk, i −ωk,∞) +ωk,i Γj
j=1
N




∑ ilg, j = ai hg*(Ti − Tg ) + ho(Ti − To)[ ] , (14) 
where ilg  is the latent heat of vaporization as the enthalpy difference between ig  and io , but is 
replaced with the effective latent heat as already discussed. Equations (13) and (14) can be 
integrated into the following single algebraic equation: 
k j
*(ω j,i − ω j,∞ )ilg, j
j=1
N
∑ + ω j,iilg, j
j=1
N
∑ k j* (ω j,i −ω j,∞)
j=1
N
∑ ωng = − hg* (Ti − Tg) + ho(Ti − To )[ ] (15) 
The mass fraction ωk, i  of the vapor component k at the interface is determined by the relation 
between mass and mole fractions: 









  (16) 
The mole fractions of vapor component at the interface are obtained by assuming a constant 
pressure through the boundary layer to the interface. In addition, the condensed phase at the 
interface is assumed to be in saturated thermodynamic equilibrium with the vapor component, of 
which saturation pressure in the immiscible system is independent of its concentration in the 
condensed phase. Treating the vapor components and non-condensable gases as a mixture of ideal 
gases, the mole fraction xk,i  of vapor component k at the interface is related to the interface 







where psat,k (Ti )  is the saturation pressure of a phase transition component at the interface and pg  is 
the total pressure. The total pressure pg  is expressed as the sum of psat,k (Ti )  and the partial pressure 
of the non-condensable gases at the interface: 
pg = psat,j(Ti )
j=1
N
∑ + png,i  (18) 
In the presence of non-condensable gases, a solution of Eq. (15) in terms of the interface 
temperature Ti  can be obtained iteratively because there are non-linear thermodynamic relationships 
between Ti  and the partial pressures of vapor components. For the case of no non-condensable gas, 
Ti  is evaluated as an iterative solution of Eq. (18) with png,i  = 0. 
3. APPLICATION TO MULTI-PHASE FLOW CODES 
The new SIMMER codes are multi-dimensional, multi-velocity-field, multi-phase, multi-
component, Eulerian, fluid-dynamics codes coupled with a fuel pin model and a space- and energy-
dependent neutron kinetics model [3,4]. In the three dimensional code, SIMMER-IV [4], the seven 
fluid energy components (liquid fuel, steel, sodium; fuel, steel and control particles; and vapor 
mixture) have 21 binary contact modes, and each fluid component can interact with five kinds of 
structure surfaces (a fuel pin and four can walls). In this code, 36 paths are treated as the non-
equilibrium V/C processes occurring at interfaces. These paths have major effects on key 
phenomena such as boiling pool dynamics, material expansion (through a channel and into a pool), 
fuel-coolant interactions, which are directly relevant to accident sequences of a CDA. Typical mass 
transfer paths are envisioned among a vapor mixture and three liquid components. The liquid 
vaporization can occur at the liquid/liquid interfaces as well as at the vapor/liquid interfaces. 
Condensation processes of fuel or steel vapor on other colder liquids can be considered at the 
vapor/liquid interfaces. The vapor condensation on solid particles and structures is also treated as 
mass transfer paths. In the new SIMMER codes, the heat transfer coefficients are also determined 
depending on the flow regime for the binary contacts. The coefficients for solid particles, liquid 
droplets and gas bubbles are simply based on heat conduction, but the effects of internal circulation 
and oscillations are also considered for the fluid particles. The convective heat transfer in 
continuous fluids is formulated by empirical correlations for Nusselt numbers. 
The present model was applied to the new SIMMER codes successfully representing these 
complicated non-equilibrium V/C processes. Employing the heat and mass transfer analogy, the 
vapor-side mass transfer coefficients independent of mass transfer can be found as a function of the 
Sherwood number from the empirical correlations developed for sensible heat transfer. For 








= f (Reg,Scg ) (20) 
The binary contact areas for possible contact interfaces are determined based on the convective 
interfacial areas and a flow regime, which describes the geometry of the multi-phase flow [11]. By 
solving Eq. (15) in terms of the interface temperature Ti  at each binary interface, both the 
condensation rate suppressed by non-condensable gases and the condensation rate on the surface of 
a different material can be considered simultaneously. To recast both heat transfer and mass 
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diffusion limited models in a mathematical form compatible with the solution algorithm of 
SIMMER, an advanced numerical method was newly developed in order to make it suitable for 
implementation in the codes because a simultaneous solution of Eq. (15) and conservation equations 
used for the V/C calculation would be complex and inefficient numerically [12]. 
4. MODEL VERIFICATION 
A new series of multi-bubble condensation experiments was performed to demonstrate that the 
new SIMMER codes using the present V/C model are practically applicable to multi-component,  
multi-phase flow systems with phase transition. In the experiments, a mixture of steam and non-
condensable gas was injected into a thin rectangular water pool. Nitrogen or xenon was used as a 
non-condensable gas in the mixture. A schematic view of the experimental apparatus is illustrated 
in Fig. 3. Through five narrow nozzles at the bottom of the pool, multi-bubble flow was produced in 
the pool such that almost no breakup and coalescence of bubbles occur. The pool of 3 cm depth and 
30 cm width was filled with slightly subcooled water up to 36 cm from the exits of the injection 
nozzles. The flow pattern and the bubble distribution in the pool were recorded directly as digital 
motion pictures. Quantitative information such as bubble diameter and void fraction was obtained 
from visualized images, as shown in Fig. 4, using an image processing technique, of which 
accuracy was also confirmed through some calibrations [13]. Concentration of non-condensable gas 
in the mixture and water subcooling in the pool were taken as experimental parameters as well as a 
species of non-condensable gas in the mixture. In SIMMER calculations, a 40 cm high rectangular 
pool with the cover gas region was modeled by a two-dimensional geometry with 37 lateral and 50 
axial computational cells. The gas-mixture was injected from discrete computational cells 
simulating the five narrow nozzles. This condition is different from our previous experimental 
calculations [14], in which a uniform injection was assumed from bottom cells. 
 
 
Figure 3: Schematic view of experimental apparatus. 
 
In Fig. 5, vertical distributions of mean bubble diameter above the nozzle exits are compared 
between observations and SIMMER predictions for various nitrogen concentrations. Here, the 
experimental data were obtained under the conditions of pool water subcooling of 1.1 ~ 1.9 K and 
steam flow rate of 6.7 ~ 6.8×102 l/h. The mean bubble diameters were evaluated as lateral- and 
time-averaged values for 10 sec. For pure steam condensation, where the liquid-side heat transfer 
dominates the process, multi-bubbles injected from the nozzles condense completely at about 
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90 mm above the nozzle exit. On the other hand, the size of steam-nitrogen mixture bubbles 
approaches a non-zero value, which depends on nitrogen concentration, during their condensation. 
It can be seen from Fig. 5 that the vertical bubble-size distributions are appropriately represented by 
SIMMER using the present V/C model for variable amounts of nitrogen. SIMMER predicts the 
definite differences in bubble size depending on the nitrogen concentration. These differences are 
much larger than experimental uncertainty [13]. 
 
 
Figure 4: Photographs of multi-bubble flows with condensation. 
 
The effect of thermo-physical properties of non-condensable gas on multi-bubble condensation 
was also investigated by comparison between steam-nitrogen and steam-xenon mixtures. Figure 6 
shows the results for 0.71 vol. % concentration of non-condensable gas. Here, the experimental data 
were obtained under the conditions of pool water subcooling of 1.6 ~ 1.8 K and steam flow rate of 
6.7×102 l/h. As shown in Fig. 6, the condensation rate in the steam-xenon system becomes smaller 
than that in the steam-nitrogen system. This is because the diffusion coefficient in the steam-xenon 
system is smaller than that in the steam-nitrogen one due to the larger molecular weight of xenon 
than that of nitrogen. In other words, a mass transfer resistance for the diffusion of steam toward the 
interface in the steam-xenon system is larger than that in the steam-nitrogen one. SIMMER also 






































































Figure 5: Vertical distributions of mean 
bubble diameter for variable amount of 
nitrogen concentration. 
Figure 6: Vertical distributions of mean 
bubble diameter for different species of non-
condensable gas. 
  
As shown in Figs. 5 and 6, in the cases of non-condensable gas presence, the results show that 
the influence of non-condensable gas on condensation is remarkably large even if the mixture has 
only a low concentration of non-condensable gas. The process must be affected by the mass 
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diffusion. In Fig. 7, the vapor-liquid interface temperatures in the case of steam-xenon mixture are 
compared between the predictions by the present V/C model and only by the heat transfer limited 
model. In the latter prediction, the interface temperature corresponds to the steam saturation one. It 
can be seen from this figure that the result with the mass-diffusion process indicates considerable 
reduction in the interface temperature. This is because the non-condensable gas accumulates at the 
liquid-vapor interface due to the mass transfer toward the interface. The vertical distribution of 
average void fraction shown in Fig. 8 indicates that the resultant condensation rate is reduced 






























































Figure 7: Vertical distributions of vapor-
liquid interface temperature (effect of mass-
diffusion process). 
Figure 8: Vertical distributions of average 
void fraction (effect of mass-diffusion process). 
 
In the experiment, a peculiar oscillatory behavior of multi-bubble motion was observed in the 
rectangular pool. This is a two-dimensional flow pattern with the bubble condensation as shown in 
Fig. 9. The observed transient of two-dimensional void distributions is indicated as a series of void-
fraction contours in Fig. 9 (a), which was obtained through the image-processing technique. 
Figure 9 (b) shows the SIMMER result corresponding to the observation. A similar two-
dimensional oscillatory motion with about a 20 sec cycle, which is comparable to the observation, is 
well reproduced by SIMMER. It is encouraged that SIMMER using the present V/C model can 
represent not only condensation behavior of multi-bubbles, but also their fluid motion in the 









Figure 9: Two-dimensional transient of multi-bubble motion in the rectangular pool near the 




Basic validity of the present multi-component V/C model for different species of non-
condensable gas in the mixture has been demonstrated using a series of multi-component phase 
transition experiments [14]. However, the results suggested that the present model could give rather 
poor estimation of the non-condensable gas effect if the Lewis number (= αg Dkg ) of the mixture is 
too far from unity. This might be because the present model representing the mass diffusion process 
employs the heat and mass analogy in evaluating the vapor-side mass transfer coefficients, as 
described in Chapter 3. For example, the model gave relatively large underestimation of the non-
condensable gas effect in the case of seam-helium mixture, of which Lewis number is about 0.18, 
especially for the high concentrations of non-condensable gas in the mixture. On the other hand, for 
the steam-air and steam-nitrogen mixtures with the Lewis number of about 0.65, the results showed 
reasonable solutions for variable amounts of non-condensable gas in the mixture. Under the present 
experimental conditions of the multi-bubble condensation, the Lewis numbers of steam-nitrogen 
and steam-xenon mixtures are about 0.84 and 1.2, respectively. 
For the accident analysis of LMRs, we have to consider a mixture of liquid metal coolant vapor 
and fission gas. Typical coolant materials of LMRs are, for example, sodium and lead-bismuth 
eutectic (LBE). Evaluating their vapor properties using the thermophysical property model of 
SIMMER [15], the Lewis numbers of sodium-xenon and LBE-xenon mixtures are about 0.68 and 
0.73, respectively, at their boiling points. As compared to the experimental results for steam-non-
condensable gas mixtures, this suggests that the present model yield reasonable predictions for the 
typical mixtures of liquid metal coolant vapor and fission gas. Therefore, it is expected that the 
present model could represent the effect of multi-component mixture on the phase transition in 
sufficient physical details for use in reactor safety analysis. Experimental verification is highly 
required to demonstrate the applicability of the model to the metallic vapor systems. 
6. CONCLUSIONS 
A generalized multi-component V/C model has been developed for analyses of relatively short-
time-scale multi-phase, multi-component thermal-hydraulic problems. The model characterizes the 
V/C processes associated with phase transition by employing heat transfer and mass diffusion 
limited models to describe the non-equilibrium phase transition processes occurring at interfaces 
and the effects of non-condensable gases and multi-component mixture on V/C behaviors. It was 
demonstrated that the model incorporated in multi-phase flow codes represents the condensation 
process in the vapor and non-condensable gas mixtures appropriately in the case of their Lewis 
numbers are not far from unity. The applicability of the model to the mixtures of liquid metal 
coolant vapor and fission gas was discussed, and it is indicated that the present V/C model would be 
expected to simulate the multi-component phase transition processes reliably in sufficient physical 
details for use in the accident analysis of LMRs. 
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NOMENCLATURE 
a  Binary-contact area per unit volume (m-1) 




cp  Specific heat at constant pressure (J kg-1 K-1) 
Dkg  Binary diffusivity of component k in a multi-component mixture (m2 s-1) 
h*, h  Heat transfer coefficient with and without mass transfer, respectively (W m-2 K-1) 
hA,B  Heat transfer coefficient for side A of the A/B interface (W m
-2 K) 
ilg  Heat of vaporization (J kg-1) 
i  Specific enthalpy (J kg-1) 
iA
I  Specific enthalpy of the component A at the interface (J kg-1) 
k *, k  Mass transfer coefficient with and without mass transfer, respectively (kg m-2 s-1) 
L  Characteristic length (m) 
N Number of condensable gases 
Nu Nusselt number 
p  Pressure (Pa) 
q  Heat transfer rate per unit volume (W m-3) 
qA,B
I  Net Heat transfer rate at the A/B interface per unit volume (W m-3) 
Pr  Prandtl number 
Re  Reynolds number 
Sc Schmidt number 
Sh  Sherwood number 
T  Temperature (K) 
TA,B
I  Interface temperature at the A/B interface (W m-3) 
W  Molecular weight (kg mol-1) 
x  Mole fraction 
y  Coordinate normal to interface (m) 
α  Thermal diffusivity (m2 s-1) 
Γ  Mass transfer rate per unit volume (kg s-1 m-3) 
ΓA,B
I  Mass transfer rate from component A to B (kg s-1 m-3) 
κ  Thermal conductivity (W m-1 K-1) 
ρ Density (kg m-3) 
ω  Mass fraction 
Subscripts 
A, B, C, D  Species in multi-component systems 
g Vapor mixture 
i Interface quantity 
j, k  Species in multi-component systems 
ng Non-condensable gas 
o Condensation site 
sat  Saturation quantity 
∞  Bulk quantity 
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Bubble-train flows in small channels are widely used in industrial applications due to their good 
mixing properties and heat transfer enhancement. In this paper, the three-dimensional flow structure 
of a bubble-train flow in a square capillary is analyzed using direct numerical simulation. For a 
fixed value of the void fraction ( %33=ε ) the influence of the interface surface tension is studied 
by considering two different values of the Capillary number. Comparison of the computed global 
parameters with experimental data reported in the literature for these values of the Capillary number 
shows good agreement. 
1. INTRODUCTION 
Flow channels with hydraulic diameters (Dh) of 1mm or below are applied e.g. in compact heat 
exchangers, microelectronic cooling systems, chemical processing, or small-sized refrigeration 
systems. In many of these applications frequently gas-liquid two-phase flow occurs. Because the 
importance of surface tension increases with decreasing channel size, the hydrodynamics of gas-
liquid two-phase flow in small channels in principal differ from that in larger channels. For design, 
optimization and safe operation of devices built from micro-channels the understanding of the basic 
hydrodynamic phenomena in a single channel is mandatory. This motivates an increasing number of 
experimental and theoretical studies devoted to this topic. Recently, Triplett et al. ([1],[2]) studied 
the two-phase flow patterns, void fraction and the pressure drop of air-water two-phase flows in a 
horizontal circular or triangular channel with diameters of order of 1 mm. Depending on the gas and 
liquid flow rates, bubbly, slug, churn and annular flow regimes have been identified. For both 
circular and triangular channels the flow pattern transition is different than the one predicted using 
large channels correlations.  
The present numerical study investigates the slug flow in straight capillaries of square cross-
section. This type of flow, also referred as bubble-train flow [3], consists of trains of long bubbles 
separated by liquid slugs. The bubbles occupy most of the channel cross-section while the liquid 
slugs are free of smaller bubbles [1]. Breakage and coalescence of bubbles is largely absent. Due to 
the dominance of the surface tension effects the walls are always wetted and a thin liquid layer 
separates the gas from the channel walls. Bubble-train flow is very effective to increase heat and 
mass transfer rates compared to single-phase and therefore is widely used in gas-liquid processing. 
Thulasidas et al. [3] examined the bubble size and shape, bubble velocity, and volume fraction of 
gas inside capillaries of circular and square cross-section for slug flow regime. These parameters are 
of significant interest in predicting the mass transfer rates between the fluid and the wall. Thulasidas 
et al. [4] uses a particle imaging velocimetry (PIV) to determine the velocity distribution inside the 
liquid slug. Video images recorded in a reference frame moving with the bubble indicate the 
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presence of recirculating patterns with a high degree of mixing. Depending on the capillary number 
of the flow, counter rotating vortices or a complete bypass flow inside the liquid slug were 
observed. 
While these experimental approaches offer the advantage of dealing directly with the physical 
problem they have limited access to the local characteristics of the flow in small channels, where 
only non-intrusive methods can be used. Our goal here is to study the local characteristics of the 
flow by means of direct numerical simulation (DNS). For this we use an extended and improved 
version of our in-house computer code TURBIT-VOF [5], which was originally developed for 
investigation of bubbly flow in large channels. To account for the phase-interface evolution the 
volume fraction of the continuous phase is tracked using a Volume of Fluid method. A short 
description of the equations and the computer code TURBIT-VOF will be given in section 2 while 
the numerical set-up will be described in section 3. The structure of the flow inside the bubble and 
in the liquid phase will be then analyzed for bubble-train flows at two different values of Capillary 
number. To validate our method the numerical results will be compared with experimental data 
from the literature. In section 5 we present the conclusions.  
2. MATHEMATICAL AND NUMERICAL BACKGROUND 
The direct numerical simulations are performed with an extended and improved version of our 
in-house computer code TURBIT-VOF [5]. The code is based on a single set of equations for the 
entire domain, which expresses the conservation of mass, momentum and enthalpy for a continuous 
Newtonian fluid [6]. Starting from the local instant equations, a set of volume-averaged equations 
for each phase are written. These equations and the local interface jump conditions are used to write 
a single set of equations for the mean values of the variables. These mean values are defined in 
terms of volume averaging. 
If V is a control volume, which, in our case, is taken to be a computational cell, for 











































= .  (3) 
In (2) we use the reduced pressure P, which is the difference between the pressure p in that point 









. Due to this, the influence of the 
gravity in the momentum equation is accounted by a buoyancy term. The last term in (2) expresses 
the contribution of the surface tension forces in the momentum balance for the volume V. There, κ 
is the interface curvature, n

 is the unit normal vector to the interface, pointing from the gas into the 
liquid, and inta  is the interfacial area concentration within the volume V. In the previous equations 
the superscript (*) denotes dimensional quantities, while the subscript m denotes the mean value of 
the corresponding quantity. The dimensionless momentum equation has been obtained using the 
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liquid inertia ( )2** refl vρ  as reference scaling quantity. Thus, the definitions of the reference Reynolds 
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=  (6) 
To account for the phase-interface evolution the volume fraction of the continuous phase is 
tracked using a Volume of Fluid procedure. Thus, the liquid volumetric fraction is advected using 
the transport equation  









while the interface inside each volume V is reconstructed using the PLIC (Picewise Linear Interface 
Calculation) method EPIRA (for details, see[5]). 
To numerically integrate the momentum equation (2) while enforcing the continuity condition 
(1) a projection method is used: first, an intermediate velocity field is computed using the equation 
(2) in which the pressure gradient is neglected. The time integration is done using a third order 
Runge-Kutta scheme. A second order central difference scheme is used to approximate the 
convective and diffusive terms. For the discretization of the surface tension term we refer to [5]. 
This velocity field is not divergence-free. To obtain a velocity that satisfies the continuity condition 
(1) a projection step is required, that is, compute the pressure gradient that we have neglected in the 
previous step and construct the projection operator. This operator is then applied to the intermediate 
velocity field. Special care is taken when the gradient of the (physically discontinuous) pressure at 
the phase-interface is computed. 
The form of the equations (1), (2) and (7) as given above already implies that within volume V 
both phases have the same volume-averaged velocity and that there is no source term due to phase 
transfer across the interface, i.e. the velocity is continuous. The first assumption corresponds to a 
locally homogenous model [6]. 
3. NUMERICAL SETUP 
In small channels, the channel length is typically much larger than its hydraulic diameter, 
therefore, one can identify a region where there is no influence of the entrance effects and the 
bubbles have identical shape, they move with the same velocity and are uniformly distributed along 
the channel. Thus, one can define a fluid cell consisting of a bubble and the slug in the rear of the 
bubble that fully characterizes the bubble-train flow in the steady region. Experimentally, the 
measurements are done by following the fluid cell in its movement along the channel by a moving 
camera. Numerically, we define the computational domain so that it has the same dimensions as the 
fluid cell. This domain is fixed while the bubbles move through it (see Figure 1). The presence and 




















Figure 1: Computational domain and initial condition 
 
For the present study we consider the case where the length *yL  of the fluid cell is the same as 
the width of the channel *** refzx LLL == . In Figure 1 the coordinate system and a sketch of the 
computational domain is presented. The computational domain in terms of *refL is 1×1×1 and is 
discretized by 643 uniform mesh cells. The flow is in y-direction while in the other two directions 
walls bound the domain where no-slip boundary conditions are used. 
The simulation is started from an initially spherical bubble with diameter *ref
* L858.0d = ; this 
corresponds to an overall void fraction of %33=ε . To establish a specific overall flow rate a 
constant pressure drop is imposed in y-direction.  





























4. RESULTS AND DISCUSSIONS 
In this section we present the results for two different cases (Table I). Initially the flow is 
accelerated but, after a transient, the simulation results in a fully developed regime with constant gas 
and liquid flow rates (Figure 2). In the first case (BT1) we simulate a flow for which the kinematic 
viscosity of the liquid is three times larger than for the gas. After t = 0.6, the bubble shape and 
velocity are steady. Because of the high value of the liquid viscosity the liquid layer near the wall is 
thick and the bubble is axisymmetric. 
Table I Simulation parameters. The Re and Eö numbers are computed using the bubble diameter 
and bubble velocity as reference length, and velocity, respectively. 
 ε ρg /ρl µg /µl Re Eö -∆p/L JL JG  
BT1 33 % 1/81 1/260 1.35 1.065 27 0.806 1.189 
BT2 33 % 1/78 1/25 75.88 1.347 0.2 1.04 1.10 
In the second case (BT2) the liquid is taken to be less viscous than in the first case, therefore it 
takes more time for to have a steady bubble shape and bubble velocity (t = 1.0). The bubble 
diameter becomes larger than in the (BT1) case and almost fills the channel width. Since the liquid 
film in the axial planes becomes very thin the liquid is pushed to the corners of the channel and it is 
strongly accelerated. This results in a stronger mixing both in the liquid slug and inside the bubble. 
The flow inside the bubble for the two cases is compared in Figure 3. For that, we consider the 
referential linked to the bubble center of mass and insert massless particles into the flow at different 
position inside the bubble. Since the flow is steady and the bubbles move with constant speed there 
is no need to take in to account acceleration effects. For (BT1) the gas inside the bubble forms a 
single annular vortex while in (BT2) a second vortex appears at the rear side of the bubble. The 
presence of the second vortex can be explained by a more intense recirculation in the liquid slug. 
The strong mixing inside the bubble is of great interest in chemical processing where the 
bubbles are used as micro-reactors in which the precipitation reagents are thoroughly mixed 
avoiding the heterogeneous reaction conditions in classical large batch reactors. For the heat 
exchangers, the structure of the flow inside the liquid is more important. In Figure 4 the flow in the 
liquid layer between the bubble and the walls and in the liquid slug is presented. Again, a referential 
linked to the bubble is used. The massless particles are inserted in front of the bubble (y=1). At the 
corner of the channel the particles have a rectilinear trajectory and their velocity is almost constant 
along the channel. Close to the bubble, particles are accelerated as they approach the cross-section 
where the bubble has the larger diameter, and then decelerate, some of the particles being captured 
in the vortex behind the bubble. For the BT2 case, the presence of the second vortex inside the 
bubble generates also two vortices in the liquid slug: one close to the rear side of the bubble that is 
coupled with the vortex at the bottom of the bubble, and a second one coupled with the vortex at the 
top of the next bubble. 
In order to assess our numerical code we compare the results with the experimental data 
obtained by Thulasidas et al. [3] (Figure 5). They measured the bubble diameter and the bubble 
velocity for a bubble-train flow in a square channel with a hydraulic diameter of 2 mm. From the 
measured values they compute the dimensionless bubble diameter DB/Dh, dimensionless bubble 
velocity ( )GLB JJU +/ , and the relative bubble velocity ( ) BlsB UvUW /−= , where lsv  is the liquid 
slug velocity. They plot their results as a function of the Capillary number of the flow 
σµ /BlUCa = . The values of these parameters obtained from the numerical simulations are given in 




Table II Computed Capillary number, dimensionless bubble diameter, bubble velocity and 
relative bubble velocity.  
 Ca DB/Dh ( )GLB JJU +/  W 
BT1 0.205 0.798 1.80 0.445 
BT2 0.043 0.919 1.55 0.355 
     
 
(BT1) t = 0.6 
 
(BT2) t = 1.4 
Figure 3: Visualization of the flow structure inside the bubble. Massless particles were inserted 







Figure 4: Visualization of the flow structure in the liquid for the BT2 case: front view (a);  
lateral view (b). A referential linked to the bubble center of mass is used. The massless particles are 

















Figure 5: Comparison of the computed values (Table II) with experimental data from Thulasidas 
et al. [3]: (a) dimensionless bubble diameter; (b) dimensionless bubble velocity ( GL JJJ += );  
(c) relative bubble velocity ( BlsB UvUW /)( −= ). Reproduced from [3]. 
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For the dimensionless bubble diameter (Figure 5.a) the computed values are slightly smaller 
than the measured values. This difference can be explained by the fact that in experiments the 
bubbles have the length several times the channel width and the diameter is measured in the 
cylindrical part while in our computations the bubbles are much shorter and can not develop in a 
Taylor bubble. For the bubble velocity and relative bubble velocity we have a better agreement, the 
computed values being in the range of the measured data (Figure 5.b, c). 
5. CONCLUSIONS 
In the present paper we use direct numerical simulation to investigate the local characteristics of 
a bubble-train flow in a channel with square cross-section. Using the computed three dimensional 
flow field we were able to visualize the structure of the flow inside the bubble and in the liquid. For 
low Ca flow a second vortex appears both in the liquid slug and inside the bubble increasing the 
mixing properties of the flow. Also, flow parameters like bubble shape and diameter and bubble 
velocity, which are of significant interest in predicting the mass transfer rates between the fluid and 
the wall, have been computed. Comparison of the computed global parameters with experimental 
data reported in the literature for the same values of the Capillary numbers shows good agreement. 
NOMENCLATURE 
aint interfacial area concentration 
Ca Capillary number 
D diameter 
Eö Eötvös number 
f liquid volume fraction 
g gravitational acceleration 
J superficial velocity 
L reference length 
P pressure 
Re Reynolds number 
U bubble velocity 




lsv  liquid slug velocity 
W relative bubble velocity 
We Weber number 
Greek symbols 
ρ density 
κ interface curvature 
τ stress tensor 
σ surface tension coefficient 
ε total void fraction 
µ viscosity 
Subscripts 
G,g gas phase 
L,l liquid phase 
m volume averaged value 
ref reference quantity 
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INVARIANCE OF THE VELOCITY FIELD INDUCED BY A BUBBLE RISING 
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We investigate the influence of the density ratio on the buoyancy driven motion of a single bubble 
rising through still liquid by two series of volume-of-fluid simulations. In each series the values of 
the Morton number (Mo) and bubble Eötvös number (EöB) are fixed while the density ratio is 
varied, so that the liquid density is two to fifty times the gas density. The runs of series A  
(Mo = 3.09·10-6, EöB = 3.06) result in an ellipsoidal bubble, those of series B (Mo = 266, EöB = 243) 
in an ellipsoidal-cap bubble. In both cases the bubble rises along a rectilinear path. We find that the 
density ratio affects the bubble acceleration. Once the bubble rise is steady, the bubble shape, the 
bubble Reynolds number and the properly scaled bubble driven liquid motion are virtually 
independent of the density ratio. 
1. INTRODUCTION 
1.1. Motivation 
Despite the enormous amount of research that has been devoted to the buoyancy-driven motion 
of bubbles and drops in the past, there are still some aspects that are not fully clarified. For 
example, the influence of the disperse-to-continuous phase density ratio (Γρ) as one of the 
fundamental similarity parameters determining the shape and rise of fluid particles has attracted 
rather little attention up to now. Associated with the development of advanced methods for direct 
numerical simulation (DNS) of interfacial flows and the availability of more and more powerful 
computers there is, however, an increased interest to quantify the influence of Γρ. This is because in 
two-phase flow a DNS is often not performed for a density ratio of about 1/1000, as it is typical for 
air bubbles in water. Instead, in order to avoid numerical problems and to minimize the 
computational costs, a density ratio of about 1/100 is often chosen. Ye et al. [1], for example note 
that for very small values of Γρ the disparity of the fluid property across the interface makes the 
computation stiff and often leads to numerical instability. Bunner & Tryggvason [2] observe that 
their multi-grid solver fails to converge in the solution of the pressure Poisson equation if the 
density ratio is very small. They state that a SOR solver is more robust, but its use is impractical 
because it increases the computational time required to achieve the same accuracy by one to two 
orders of magnitude. Another drawback of values of Γρ substantially different from unity is the 
difference in diffusive time scale of both phases. Wörner [3] reports that the maximum time step 
size allowed for numerical stability of an explicit time integration scheme decreases almost linear 
with Γρ. For all these reasons it appears favorable to perform simulations with a density ratio of 
order 1/10 or 1/100 instead of 1/1000. This, however, raises the question to what extent results 
obtained from such simulations can be transferred to gas-liquid systems of higher density ratio. 
1.2. Literature survey 
For a fluid particle rising with its terminal velocity through an infinite liquid there are eight 
physical quantities of influence [4]: ρc*, ρd*, µc*, µd*, σ*, g*, dB*, VT*. Here ρ* denotes the density, µ* 
the dynamic viscosity, σ* the coefficient of surface tension, g* the acceleration of gravity, dB* the 
sphere-equivalent diameter of the fluid particle and VT* its terminal rise velocity. The subscripts d 
and c denote the dispersed and continuous phase, respectively, and * is used to indicate a 
dimensional quantity. These eight quantities obey three basic dimensions (length, time, mass). 
Dimensional analysis therefore yields that there are five independent dimensionless groups [4], 
namely the bubble Reynolds number (ReB), the bubble Eötvös number (EöB), the Morton number 
(Mo), and the ratios of disperse-to-continuous phase density (Γρ) and viscosity (Γµ): 
( )* * * * 2* * * * * * *4 * *
* * *2 *3 * *
( ), , , ,c d Bc B T c d c d dB B
c c c c
g dd V gRe Eö Mo ρ µ
ρ ρρ ρ ρ µ ρ µ
µ σ ρ σ ρ µ
− −
≡ ≡ ≡ Γ ≡ Γ ≡  (1) 
Therefore, there exists for example a functional relationship of type ReB = f (Mo, EöB, Γρ ,Γµ). We 
note that any of the non-dimensional groups ReB, Mo, EöB can be replaced by the Weber number in 
virtue of the identity * * *2 * 2B c B T B BWe d V Re Mo Eöρ σ≡ = . The set of non-dimensional groups 
according to Eq. (1) has the advantage that there is only one group (ReB) that incorporates the rise 
velocity and only one group (EöB) that incorporates the equivalent diameter. 
Experimental studies on the influence of the density ratio as a similarity parameter are rare. The 
reason is that Γρ is not a parameter which can be easily varied in an experiment, while at the same 
time all the other parameters are kept constant. In the course of an experimental series, usually one 
specific continuous phase and various dispersed phases are used, or vice versa. In general, by this 
approach together with the density ratio also the viscosity ratio and the Morton number are varied. 
This procedure is therefore unsuited to reveal the specific functional dependence of ReB from Γρ. 
Nevertheless, Grace [4] notes that for bubbles rising in liquids Γρ and Γµ tend to be very small so 
that the density and viscosity of the dispersed phase become unimportant causing ReB = f (Mo, EöB). 
The specific influence of the density ratio can be investigated more easily by means of 
numerical simulation. Dandy & Leal [5] study the steady axisymmetric motion and deformation of 
a fluid particle in a streaming flow by a finite-difference scheme using the stream function-vorticity 
formulation of the Navier-Stokes equation and a boundary-fitted orthogonal coordinate system. The 
authors consider both the case of a bubble and a drop. For the bubble the viscosity ratio is 1 and the 
values of the Reynolds and Weber number are fixed to ReB =100, WeB = 4, while two values of the 
density ratio are considered: Γρ = 0.1 and 0.01. For the drop they use ReB = 60, WeB = 4, Γµ = 100 
and the values of the density ratio are Γρ = 10, 100, and 1000. The authors find that the variation of 
the density ratio produces only a slight change in shape and flow field. They state that “the only 
surprise is that the effect of variation of the density ratio is so weak”. Recently, Ye et al. [1] 
developed a combined Eulerian-Lagrangian method where the Navier-Stokes equation is solved on 
a fixed grid and the interface is explicitly defined by geometric curves in the computational domain. 
They compute the rise of an axisymmetric bubble for the same constant parameters as Dandy & 
Leal (i.e. ReB = 100, WeB = 4, Γµ = 1), but consider values of the density ratio that span three orders 
of magnitude: Γρ = 0.1, 0.01, 0.001. They confirm that the differences are small, but observe that for 
the higher values of Γρ the bubble is slightly less deformed. 
Oka & Ishii [6] performed 3D level-set simulations of a single bubble rising through liquid in a 
square duct. They introduce the reduced Morton number Mo† = Mo /(1 - Γρ) and reduced Eötvös 
number Eö† = Eö /(1 − Γρ) and perform simulations for fixed values Mo† = 3.125·10-3, Eö† = 20 for 
the three different density ratios Γρ = 0.02, 0.01, 0.001. They find that the effect of variation of Γρ 
on the cap-type bubble shape and the flow field is extremely weak when Γρ is smaller than 0.02. 
Additionally, they perform a run with Γρ = 0.1 and Mo† = 3.125·10-3 / (1 − 0.1) = 3.472·10-3 and Eö† 
= 20 / (1 − 0.1) = 22.22. By this choice of Mo† and Eö† they take into account the effect of the 
change of the density difference ∆ρ* that results from variation of the density ratio and thus ensure 
that in all four runs the values of Mo and EöB are (almost) identical. Oka & Ishii [6] find that in the 
run with Γρ = 0.1 the rise velocity is about 5.5% less than in the run with Γρ = 0.001. 
Bunner & Tryggvason [2] use a front-tracking method to perform simulations of 3D bubbly 
flow for EöB = 1 and Mo = 1.23·10-6 using Γρ = 0.02. They justify this choice by the observation that 
in 2D tests using much smaller density ratios the effect of the density ratio and of the inertia of the 
fluid inside the bubble is small for these values [7]. 
Sabisch et al. [8] performed 3D simulations of a single bubble rising through an initially 
quiescent liquid within a vertical channel by the volume-of-fluid (VOF) method. For the density 
ratio they used Γρ = 0.5 and for the viscosity ratio Γµ = 1. They considered four different 
combinations of (Mo, EöB) which were chosen so that from the diagram of Clift, Grace, and Weber 
(CGW) [9] in which ReB is displayed as function of (Mo, EöB) a spherical, ellipsoidal, oblate 
spherical cap, and a wobbling bubble shape should be expected. Despite the density ratio 0.5, the 
Reynolds number, shape, rising path, and wake type of the bubble agreed qualitatively very well 
with the regime of CGW for all four combinations of (Mo, EöB). From this result one may 
conjecture that the dependence of the bubble Reynolds number on the density ratio is weak in 
general, not only for Γρ < 0.02. These results motivated a study by Wörner [3] who systematically 
investigated the influence of the density ratio on the bubble Reynolds number by a series of 3D 
VOF simulations with the parameters of the ellipsoidal bubble (Mo = 3.09·10-6, EöB = 3.06, Γµ = 1) 
but for different values of the density ratio: Γρ = 0.5, 0.2, 0.1, 0.02. He found that the density ratio 
affects how fast the bubble accelerates from rest towards its terminal velocity. This can be 
explained by the added mass force [3]. However, the terminal value of the bubble Reynolds number 
ReB was found to be virtually unaffected by the density ratio.  
1.3. Objective 
The velocity that enters into the bubble Reynolds number is the velocity of the center-of-mass 
of the bubble. This is an integral quantity. A question that arises is how is the influence of the 
density ratio on the local velocity field, both in the liquid and gas phase. This topic is investigated 
in the present paper. In section 2 we first give the non-dimensional equations governing the local 
motion in both phases. In these equations the five non-dimensional groups mentioned above appear. 
In section 3 we analyze results of direct numerical simulations obtained with the volume of fluid 
method for the rise of a bubble in a vertical channel. Two different cases are considered. The first 
corresponds to the ellipsoidal bubble of [3] and thus represents a medium Morton number system. 
The second case is that of a dimpled ellipsoidal cap bubble in a high Morton number system  
(Mo = 266, EöB = 243, Γµ = 1). For this case a new series of computations has been performed for 
three different values of the density ratio (Γρ =0.5, 0.2, 0.1). In section 4 we present the conclusions. 
2. THEORY 
2.1. Dimensional equations in fixed frame of reference 
We consider the buoyancy driven motion of a single gas bubble rising through an immiscible 
fluid of infinite extend. The fluids reside in domains * * 3 * * 3( ) , ( )c dt tΩ ⊂ Ω ⊂  that change with 
time. Both fluids are considered to be Newtonian with constant viscosity. Also the density of each 
phase is assumed to be constant. Then, the motion of each fluid is described by the incompressible 
conservation equations for mass and momentum: 
( )
* * *
* * * * * * * * * *2 * * * * * *
* *0, ,
c c
c c c c c c c c cp tt
ρ µρ ρ∂∇ ⋅ = + ∇ ⋅ = −∇ + ∇ + ∈Ω
∂
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Here, uc*, ud* are the fluid velocities at specified time t* and position in space x* within a fixed 
coordinate system. For x* → ∞ we assume the fluid of the continuous phase to be at rest. 
We denote the boundary between both fluid domains by Si*(t*), a point on the interface by xi*, 
and the unit normal vector pointing into the continuous phase by ni. We assume that the interface 
thickness is zero and the coefficient of surface tension is constant. At the interface we have the 
conditions of continuity of velocity and the continuity of normal and tangential stresses: 
( )
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Here, κ* is twice the mean interface curvature. 
The interface can be specified geometrically by the equation F(xi*,t*) = 0. As the boundary 
between the two fluids is a material surface, F is a quantity which is invariant for a fluid particle at 
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We now introduce some integral quantities of the bubble and denote these by subscript “B”. As 
the disperse phase is incompressible the volume of the fluid particle is constant in time. The bubble 
volume, sphere-equivalent diameter, position vector of the center-of-mass, and the translational 
velocity of the bubble are given by 
* * * *
1
* * *3
* * * * * * * * * * * * *
* *
( ) ( )




B B B B B B
Bt t




≡ ≡ ≡ ≡ ≡ 
 
∫∫∫ ∫∫∫
YY x V VV
V
V  (6) 
For the analysis that will follow it is convenient to introduce a frame of reference moving with 
the center-of-mass of the bubble. For this purpose we make the following transformation 
( ) ( )* * * * * * * * * * * * * * * * * * * * * *, ( ), , ( , ) ( ), , ( , ) ( )B c c B d d Bt t t t t t t t t′ = = − = − = −z x Y w z u x V w z u x V  (7) 
The acceleration of the moving coordinate system O′  is given by (− dVB* / dt*). As it is well known 
(see e.g. [10], p. 140) the equation of motion in a moving frame is identical in form with that in an 
absolute frame provided that the fictitious body force per unit mass is added to the real body forces. 
2.2. Non-dimensional equations in moving frame of reference 
To make the above equations dimensionless we use the sphere-equivalent bubble diameter dB* 
as reference length and the bubble’s center-of-mass velocity VB* ≠ 0 as reference velocity. The 
reference time is given by dB*/VB*. As reference density and viscosity we choose the values of the 
continuous phase. To distinguish a non-dimensional quantity from its dimensional counterpart we 
use the same symbol but omit the superscript *. The non-dimensional density and viscosity of the 
continuous phase are then unity ρc = µc = 1 while the disperse phase values are ρd = Γρ and µd = Γµ. 
The definition of the non-dimensional pressure is different as we incorporate in it the effect of the 
hydrostatic pressure of the continuous phase: 
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Introducing the unit vector in the direction of gravity ng ≡  g* / g* the non-dimensional equations 
in the moving frame of reference become 
( )2 d10, ,
d
c B




∂′ ′ ′ ′ ′∇ ⋅ = + ∇ ⋅ = −∇ + ∇ − ∈Ω
∂








d d d d g
B B
tEöp
t Re MoRe t
µ
ρ ρ
′ ∇ ⋅ =

′∈ΩΓ  ∂ ′ ′ ′Γ + ∇ ⋅ = −∇ + ∇ − − Γ  ∂  
w
zw Vw w w n
 (10) 
The conditions for →∞z  are ( )c B t= −w V  while those at the interface are 
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From the Eqs. (9) - (11) we see that the non-dimensional field variables pc, pd, wc, wd, respectively 
uc, ud, and the location of the interface depend on the five independent non-dimensional groups ReB, 
EöB, Mo, Γρ, and Γµ. Unlike in section 1.2 we have received this result not by dimensional analysis 
but directly from the basic governing equations. 
In this paper we are especially interested in the influence of the density ratio. We note that the 
density ratio does neither appear in the momentum equation of the continuous phase, Eq. (9), nor in 
the coupling condition at the interface, Eq. (11). Therefore, the influence of the density ratio is 
restricted to the flow within the bubble. The flow within the bubble is likely to be a circulatory one. 
When there is no internal flow (wd = 0) or in the limit Γρ → 0 the density ratio drops from Eq. (10). 
In this case it is thus without influence and obviously it is ReB = f (Mo, EöB, Γµ). 
2.3. Steady flow in moving frame of reference 
In what follows we consider now the special case of steady motion. We assume that the bubble 
rises with constant velocity VB ≠ 0 and in the moving frame of reference the bubble shape and the 
flow inside and outside the bubble are steady. Then the time derivatives in Eqs. (9) and (10) cancel 
and the domains Ωd′ and Ωc′ are constant in time. The Navier-Stokes equation for the disperse 












′ ′ ′ ′ ′ Γ ∇ ⋅ = −∇ + ∇ ⋅ ∇ + ∇ − ∈Ω w w w w n z  (12) 
Making use of the generalized Gauss-Ostrogradskii divergence theorem for dyads we can integrate 
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Equation (13) is equivalent to the momentum theorem ([10], pp. 138) where the control surface is 
represented by the gas-liquid interface. The first term in Eq. (13) represents the convective flux of 
momentum out of the region bounded by Si′. Since there is no flow across the interface it follows 
that this term is zero. This can readily be shown for the local term. As the terms on the left-hand-
side of Eq. (13) have to be evaluated at the interface we have wd = wi and thus 
( )i d d i i i i i i i iWρ ρ ⊥′ ′ ′Γ ⋅ = Γ ⋅ = ⋅ =n w w n w w n w w w  (14) 
Here, Wi⊥ is the component of the interface velocity normal to the interface. As we assumed the 
interface position to be steady in the moving frame of reference it is Wi⊥ = 0 and the momentum 
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Equation (15) states that there is a balance between the drag force and the buoyancy force. 
The significance of the momentum theorem is that it shows that the details of the motion within 
the region enclosed are irrelevant and knowledge of the conditions at the surface are sufficient to 
describe the problem. As the gas-liquid density ratio Γρ has cancelled from Eq. (15) this suggests 
that for steady motion and fixed bubble shape the bubble Reynolds number is a function only of 
Mo, EöB, Γµ but not of Γρ. The density ratio may, however, have an influence on the shape of the 
bubble. This topic is investigated in the next section by means of direct numerical simulation. 
3. NUMERICAL SIMULATION RESULTS 
3.1. Physical parameters 
In this section we present results of direct numerical simulations. Two series of simulations for 
two different types of bubbles are analyzed. The physical parameters are chosen so that a steady 
bubble rising along a rectilinear path and an axisymmetric bubble shape should be expected. In 
simulation series A the value of the Morton number is Mo = 3.09·10-6, which is a typical value 
when the liquid phase is of intermediate viscosity. The value chosen for the bubble Eötvös number 
is  EöB = 3.06. From the CGW regime diagram [9] we expect an oblate ellipsoidal bubble. In 
simulations series B the value of the Morton number is Mo = 266 which is characteristic for a very 
viscous liquid. The value of the bubble Eötvös number is EöB = 243. The parameters of series B are 
the same as in an experiment by Bhaga & Weber [12] where a dimpled ellipsoidal cap bubble was 
observed. In all our simulations the value of the viscosity ratio is fixed to unity, while the value of 
the density ratio is varied to investigate its influence on the simulation results. 
3.2. Governing equations and numerical method 
We perform the simulations in a fixed frame of reference. For tracking of the gas-liquid 
interface we use the volume-of-fluid method. The foundation of the method is the definition of a 
scalar quantity f representing the volumetric fraction of the continuous (liquid) phase within an 
averaging volume. Here, the averaging volume is taken to be a mesh cell. For f = 1 the cell is filled 
with liquid, for f = 0 it is filled with gas, while for 0 < f < 1 both phases instantaneously coexist in 
the mesh cell and thus an interface is present. Based on f we define the (non-dimensional) mixture 
density, mixture viscosity, and center-of-mass velocity within a mesh cell: 
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Based on above quantities the equations governing the motion in the continuous phase (Eq. (2)), in 
the disperse phase (Eq. (3)), and the coupling condition (Eq. (4)) can be combined into one single 
continuity and momentum equation valid in the entire domain Ω = Ωc ∪ Ωd (see [11]): 
0m∇⋅ =u  (17) 
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Here ai is the non-dimensional interfacial area within the averaging volume. The above equations 
are made dimensionless by a reference length Lref* and a reference velocity Uref*. Based on these 
scales - equivalent to the definitions of ReB, EöB , WeB in section 1.2 - a reference Reynolds number 
(Reref), reference Eötvös number (Eöref), and reference Weber number (Weref) can be defined. The 
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For the solution of Eq. (19) by the VOF method we have developed the interface reconstruction 
algorithm EPIRA which belongs to the class of PLIC (Piecewise Linear Interface Calculation) 
methods. Equations (17) and (18) are discretized employing a regular staggered grid and second 
order central differences. The solution strategy is based on a projection method and a third order 
Runge-Kutta time integration method. Details about the numerical method can be found in [8]. 
3.3. Computational set up 
Figure 1 shows the coordinate system and a sketch of the computational domain. The x-, y- and 
z-axes are assigned in vertical, transverse, and wall-normal direction, respectively. The gravity 
vector points in negative x-direction. In x- and y-direction we have periodic boundary conditions; at 
z = 0 and z = 1 we have rigid walls and no-slip boundary conditions. The size of the computational 
domain in terms of Lref* is 2 × 1 × 1. This domain is discretized by 128 × 64 × 64 uniform mesh 
cells. A spherical bubble with diameter 0.25 is positioned in the domain with its center located at 
(0.5, 0.5, 0.5). The overall void fraction is about 0.4 %. Both, liquid and gas are initially at rest. 
To perform the simulations we must specify the reference quantities. We use Lref* = 4 m, Uref* = 
1 ms-1, g* = 9.81 ms-2. To determine the values of the reference Eötvös, Weber, and Reynolds 
number in the Navier-Stokes Eq. (18) we proceed as follows. Choosing a certain value for the 
density ratio and taking the values for Mo and EöB given above we successively compute 
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Eö Eö We Re
d g L Moρ
   
= = =   − Γ   
 (20) 
In Table I we give these input values for the different density ratios considered in the present study. 
Additionally, we give the values of Weref and Reref for the asymptotic case Γρ → 0. 
 
  
Figure 1: Sketch of coordinate system and 
computational domain. 
Figure 2: Instantaneous bubble shape and 
velocity vectors in plane y = 0.5 for run A50. 
 
Table I: Simulation parameters (∆t = time step, Nt = number of time steps computed). 
Run Γρ 1 / Γρ Eöref Weref Reref ∆t NT 
A2 0.5 2 49.05 2.5 100.00 0.0005 1,100
A5 0.2 5 49.05 1.5625 78.90 0.0003 1,800 
A10 0.1 10 49.05 1.3888 74.39 0.00015 3,200 
A50 0.02 50 49.05 1.2755 71.29 0.00003 13,000 
 0 ∞ 49.05 1.25 70.57   
B2 0.5 2 3,888 792.7 55.05 0.0005 5,000
B5 0.2 5 3,888 495.4 43.52 0.0001 17,000 
B10 0.1 10 3,888 440.4 41.03 0.0001 16,000 
 0 ∞ 3,888 396.3 38.93   
3.4. Bubble Reynolds number 
In Fig. 3 the time history of the vertical position of the bubble center-of-mass is shown for all 
simulations of series A and B. It is apparent that the density ratio affects how fast the bubble 
accelerates from rest towards its terminal velocity and also affects the specific value of the terminal 
velocity. This behavior can be explained by the added mass force [3]. Figure 4, however, shows that 
the terminal value of the bubble Reynolds number ReB is obviously unaffected by the density ratio. 
In case A the value of the terminal bubble Reynolds number is about 56. As shown in [3] this value 
is in good agreement with that of a correlation ReB = f (Mo,Eö) obtained from two-phase wave 
theory [13]. In case B ReB is about 6.5 and thus is about 16% smaller than in the experiment [12], 
where ReB = 7.77. We attribute the lower value in the simulation to the influence of the viscosity 
ratio which is here unity but in the experiment is estimated to be about 10-5. 
 
 
Figure 3: Time history of vertical position of 
bubble center-of-mass (xcom). 
Figure 4: Time history of bubble Reynolds 
number. 
 
3.5. Bubble shape 
Figure 2 shows a snapshot of the bubble shape for run A50. As expected the bubble is of oblate 
ellipsoidal shape. The steady bubble shape for run B2 is displayed in Figure 5. For a better 
visualization of the dimpled ellipsoidal shape only the back half of the bubble is shown. Figure 6 
shows the experimental bubble shape reproduced from [12]. Though in the simulation the density 
ratio is Γρ = 0.5 and in the experiment it is Γρ = 0.0008 the bubble shapes in Figs. 5 and 6 are quite 
similar. However, one can identify a small difference in curvature at the bottom of the bubble. 
We now make a quantitative comparison of the bubble shape for the runs of case A and B. We 
consider that instant in time when the vertical position of the bubble center-of-mass is xcom = 1.5 and 
thus the bubble has moved four times its initial diameter. Note that this time level differs from run 
to run (see Fig. 3). In Table II we give the ratios of the bubble dimensions ax, ay, az for the different 
runs. We see that the influence of the density ratio on the bubble dimensions is surprisingly small. 
However, as Γρ decreases the values of ax/ay and ax/az slightly increase in case A and thus the 
bubble is less oblate. This is in agreement with the numerical findings of Ye et al. [1]. For case B 
the trend is opposite. The ratio of the horizontal dimensions ax/ay is always close to unity indicating 
that the bubble is axisymmetric. Note that in our 3D simulations on a Cartesian grid no assumption 
regarding axisymmetry is involved. In most cases the ratio ay/az is larger than 1 so that the bubble 
dimension in span-wise direction is slightly larger than in wall-normal direction. This indicates that 
the walls are not sufficiently far away to have any influence. Nevertheless, we conclude that neither 
in case A nor in case B the density ratio has any major influence on the bubble shape. 
Table II: Ratios of the bubble dimensions. 
  Case A Case B 
Γρ 1 / Γρ /x ya a /x za a /y za a  /x ya a  /x za a  /y za a  
0.5 2 0.648 0.659 1.017 0.538 0.556 1.033 
0.2 5 0.652 0.665 1.021 0.528 0.544 1.030 
0.1 10 0.658 0.669 1.016 0.528 0.543 1.029 
0.02 50 0.668 0.666 0.998 - - - 
  
Figure 5: Computed bubble shape for run B2 
(only the back half of the bubble is shown). 
Figure 6: Experimental bubble shape repro-
duced from [12]. 
 
3.6. Local velocity profiles 
We now compare local velocity profiles along a certain line within the flow domain. In Fig. 7 
the vertical velocity component u is shown as function of the vertical co-ordinate x for fixed span-
wise and wall-normal co-ordinates y = z = 0.492 for the runs of series A. Additionally, in Fig. 7 the 
profile of the liquid volumetric fraction is displayed to indicate the bubble position (f = 0). While 
the profiles of f almost collapse to a single curve, the profiles of u are similar, but do not collapse. 
The latter result is not really surprising since in all runs the velocity is normalized by the same value 
Uref* = 1 ms-1. From the analysis in section 2 we expect similarity of the velocity field when it is 
scaled by the bubble rise velocity. In Fig. 8 we show the velocity profiles normalized by the bubble 
rise velocity of the respective run and indeed find that the profiles collapse to a single curve. 
In Fig. 9 the profiles of f and the scaled vertical velocity u/VB are shown along the wall-normal 
coordinate. This figure illustrates the internal circulation within the bubble. Inside the bubble at z = 
0.5 we can identify a small effect of the density ratio on the velocity profile. However, within the 
liquid phase the profiles again collapse to a single curve. This also holds for the wall-normal profile 
of the scaled wall-normal velocity u/VB at a position within the bubble wake, see Fig. 10. 
 
  
Figure 7: Vertical profile of local instanta-
neous vertical velocity, u, and liquid volume 
fraction, f, for case A and y = z = 0.492. 
Figure 8: Vertical profile of normalized local 
instantaneous vertical velocity u/VB and liquid 
volume fraction, f, for case A and y = z = 0.492. 
 
Figure 9: Wall-normal profile of scaled 
vertical velocity, u/VB, and liquid volume 
fraction, f, for case A and x = 1.5, y = 0.492. 
Figure 10: Wall-normal profile of scaled wall-
normal velocity w/VB for case A and x = 1.242, 
y = 0.492 (bubble wake). 
 
 
Figure 11: Vertical profile of normalized 
local vertical velocity u/VB and liquid volume 
fraction, f, for case B and y = z = 0.492. 
Figure 12: Wall-normal profile of scaled vertical 
velocity, u/VB, and liquid volume fraction, f, for 
case B and x = 1.5, y = 0.492. 
 
In Figs. 11 and 12, we show similar graphs as in Figs. 8 and 9 but for case B. Again we find that 
the scaled velocity profiles are independent of Γρ. However, the profiles for case A and B clearly 
differ. For case A, the value of u/VB at x = 0 and x = 2 in Fig. 8 is about 0.05. For case B this value 
is about 0.15, see Fig. 11. This value can be considered to give a measure on the influence of the 
periodic boundary conditions applied in vertical direction. The rather high value in case B indicates 
that the bubble already may experience the influence of the “leading” bubble. In case B the bubble’s 
center-of-mass lies - due to the dimpled ellipsoidal shape - within the liquid phase. As a 
consequence the wall-normal profile of the vertical velocity exhibits a local minimum, see Fig. 12. 
4. CONCLUSIONS 
In the present paper the influence of the gas-liquid density ratio (Γρ) on the buoyancy driven 
motion of a single bubble is investigated theoretically and numerically. Using the volume-of-fluid 
method for tracking the gas-liquid interface, two series of simulation series are performed for fixed 
values of the Morton number and the bubble Eötvös number and a unity viscosity ratio. Case A  
(Mo = 3.09·10-6, EöB = 3.06) corresponds to a liquid phase of intermediate viscosity while case B 
(Mo = 266, EöB = 243) corresponds to a very viscous liquid. In each simulation series various 
density ratios are considered, namely 0.5, 0.2, 0.1 and (only in case A) 0.02. After an initial 
transient, all simulations result in steady bubbles rising along a rectilinear path. In case A the bubble 
shape is oblate ellipsoidal, in case B it is of ellipsoidal-cap type. The results show that the density 
ratio has a notable influence on the initial acceleration of the bubble. Once the bubble reached its 
terminal velocity, however, the bubble shape and Reynolds number are virtually independent of the 
density ratio. This also holds for the local velocity field induced by the rising bubble within the 
liquid phase, when scaled by the bubble rise velocity. For case A a minor influence of the density 
ratio on the internal motion within the bubble is identified. We find the computed bubble shape of 
case B to be in good agreement with an experiment [12] performed for the same values of Mo and 
EöB but for a density ratio of 1/1300 and a viscosity ratio of about 10-5. 
At present the invariance of the density ratio for steady rising single bubbles is demonstrated 
only for the specific parameters of EöB, Mo, and Γµ given above. However, the simulations cover 
two orders of magnitude in the bubble Eötvös number, eight orders of magnitude in the Morton 
number and one order of magnitude in the bubble Reynolds number which is about 56 in case A and 
6.5 in case B. We therefore expect that for steady bubbles the influence of the density ratio is 
marginal in general. For such bubbles then rather universal relations for bubble Reynolds number 
and drag coefficient in terms of Mo and EöB should exist. Furthermore, the scaling of the bubble 
driven liquid motion suggests that rather universal models may be derived in terms of Mo and EöB 
also for the pseudo-turbulence induced by bubbles rising almost steadily in dilute gas-liquid flows. 
Finally, we conclude that for steady bubbles it is possible to perform computationally efficient 
direct simulations with density ratio of order 0.1 while the results can be transferred to gas-liquid 
systems with density ratio of order 0.001. 
It would be interesting to verify the invariance of the density ratio experimentally. This requires 
measurements with at least two sets of different gas-liquid or liquid-liquid systems which have the 
same Morton number but a different density ratio. If the Morton number of both systems is the 
same, then similarity of the Eötvös number can be ensured by properly setting the bubble diameters. 
 
NOMENCLATURE 
ai interfacial area concentration  Γµ gas-liquid viscosity ratio 
ax, ay, az bubble dimensions  Γρ gas-liquid density ratio 
dB bubble diameter  κ interface curvature 
Eö Eötvös number  µ dynamic viscosity 
f liquid volumetric fraction  ρ density 
g gravity  σ coefficient of surface tension 
Lref reference length  Superscripts 
Mo Morton number  * dimensional variable 
n unit normal vector  ′ coordinate system in moving frame  
p pressure   of reference 
Re Reynolds number  Subscripts 
t time  B bubble 
VB, VB bubble velocity  c continuous phase (liquid) 
Uref reference velocity  com center-of-mass 
u, w velocity vectors  d disperse phase (gas) 
u, v, w velocity components  i interface 
We Weber number  m mixture value 
x, z position vectors  ref reference value 
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This study is concerned with the three-dimensional numerical simulation of a bubbly jet, injected 
vertically upward in still water, when axial and helical disturbances are imposed. The water flow is 
simulated by a vortex method, and the equation of motion for a bubble is solved on the flow by the 
Lagrangian method. The disturbances markedly change the vortical structure of water in the 
developing region. Since the bubbles accumulate on the high vortical region, their dispersion 
remarkably varies owing to the disturbances. The helical and combined two helical disturbances are 
found to cause the larger dispersion of bubble. The present simulation suggests the possibility of the 
active control of the bubble dispersion in bubbly jet. 
1. INTRODUCTION 
Bubbly jets are observed in various engineering applications including chemical reactors, heat 
exchangers and waste treatment systems. The performance and efficiency of such devices markedly 
depend on the bubble dispersion. Thus, the void fraction has been thus far measured, and the 
relation with the velocity and turbulent intensity of the liquid-phase has been investigated [1][2]. On 
the other hand, the numerical analyses of the bubble motion in an isotropic turbulent flow by using 
a direct numerical simulation have elucidated that the bubbles preferentially accumulate on the high 
vorticity region [3][4]. In free shear layers, such as jets, wakes and mixing layers, large-scale 
organized vortical structures exist. Therefore, the preferential accumulation of bubbles in the large-
scale vortices has been studied through the simulation of bubble motion in a plane mixing layer [5]-
[7]. Recently, the relation between the bubble motion and the large-scale vortices in the developing 
region of a round jet attracts much attention, and the effect of bubble diameter on the bubble 
dispersion is gradually being clarified [8][9]. 
According to the experiments on a single-phase round jet by Long-Petersen [10][11], the 
vortical structure drastically changes due to the excitation by helical disturbances. This suggests the 
possibility of active control of a jet. Since the bubble motion is very sensitive to the vortical 
structure of fluid, the appropriate excitations promise to be applicable to control the bubble 
dispersion. But the bubble motion in excited jet has not been studied.  
In this study, the possibility to control the bubble dispersion in a round jet by the excitation is 
discussed through the calculation of bubbly jet, injected vertically upward from a circular nozzle in 
still water. The bubbly jets excited by the axial, helical, and combined two helical disturbances are 
calculated. The three-dimensional vortex method is employed for the simulation of water flow, and 
the Lagrangian method is used for the calculation of bubble motion. The vortex method is based on 
the Lagrangian method, in which the time variation of the vorticity field is computed by tracing the 
motion of the vortex elements having vorticity. Thus, the method can directly calculate the 
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development of vortical structure without employing any turbulence model, and it has been usefully 
applied to analyse single-phase jet. The present numerical results demonstrate that the vortical 
structure changes due to the disturbances, and accordingly the bubble dispersion markedly varies. It 
is also indicated that the bubbles rapidly disperse due to the three-dimensional small-scale vortical 
structure generated just downstream of the nozzle, when the jet is excited by the single helical 
disturbance and the combined two helical disturbances. 
2. BASIC EQUATIONS 
2.1. Vorticity equation and Biot-Savart equation 
Air-water bubbly jet is simulated. It is assumed that the diameter and volumetric fraction of the 
bubble are small and that the water flow is not affected by the bubble. The conservation equations 
for the water are expressed as follows: 







ul 21 ∇+∇−= ν
ρ
                                                                                                               (2) 
Taking the curl of Eq. (2) and substituting Eq. (1) into the resulting equation, the transport 
equation for the vorticity  is obtained. 
( )  2lDt
D ∇+∇⋅= u                                                                                                               (3) 
When the distribution of  is known, lu  at x  is given by the Biot-Savart equation [12]. 










                                                                                         (4) 
where pu stands for the potential velocity. 
2.2. Vortex element 
The vorticity field is discretized by vortex elements. This analysis employs a blob model [13], 
which is frequently used to solve engineering problems. The vortex element has a cylindrical shape 
as illustrated in Fig. 1, while the vorticity distribution is spherical. When the vortex element α  at 
αx  is supposed to have core radius ασ , the vorticity at x , ( )xα , induced by the element is 

















x f3                                                                                                              (5) 
Here ( )εf  is the core distribution function, and α  is the strength of vortex element expressed as: 
α
αα
αα δ l== v                                                                                                                       (6) 
where αδv  is the volume, 
αl  the length vector, and αΓ  the circulation. 
The following equation proposed by Winckelmans-Leonard [13] is used for ( )εf . 




















Fig. 1: Vortex element                                     Fig. 2: Nozzle and released vortex element 
 
2.3. Evolution of vortex element 
When the vorticity field is discretized into a set of N  vortex elements, the velocity ( )xul  is 
given by the following equation derived from Eqs. (4) and (5). 























                                                                          (8) 
where the function ( )εg  is determined as: 
( ) ( ) ςςςπε ε dfg 2
0
4 ∫=                                                                                                                   (9) 






d =                                                                                                                             (10) 
The vorticity varies with the lapse of time owing to the change in the length of vortex element 
and the viscous diffusion as found in Eq. (3). The three-dimensional vortex methods separately 
simulate these variations. To calculate the effect of the viscous diffusion, the core spreading method 
[12] is employed, which can yield reasonable solution with less vortex elements. The method makes 






                                                                                                                                  (11) 
The time variation of vorticity owing to the change in the length of vortex element is computed 
by using the Lagrangian expression of Eq. (3). 
( ) ldt
d
u∇⋅=                                                                                                                            (12) 
where the viscous term is neglected because it is already considered in the core spreading method. 
When substituting Eqs. (5) and (8) into Eq. (12), the time rate of change in the strength of 
vortex element α , α , is derived. 
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where β
βα σς /xx −= . 
The vorticity of vortex element generally increases with the passage of time in the downstream 
region due to the vortex stretching, causing the decrement in the spatial resolution. To maintain the 
resolution, the vortex element α , of which initial strength is α , is divided into two vortex 
elements having the strength 2/α , when the strength becomes greater than twice its initial value 
[14]. 
2.4. Equation of motion for bubble 
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where lgr uuu −= , lg / ρρβ = . VC , DC  and LC  are the virtual mass coefficient, the drag 
coefficient and the lift coefficient, respectively. The coefficients VC  and LC  are set as 0.5, while 
the DC  value is determined by the following equation [16]. 
bRe24 /fCD =                                                                                                                          (15) 
where 0.687bRe1501 .f +=  and ν/d ru=bRe . 
Rewriting Eq. (14) in the nondimensional form by using the velocity at the nozzle exit 0U  and 
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where 0U/uu
~
gg =  and λ/tUt
~
0= . St  and Fr  are the modified Stokes number and the Froude 








νβ +=                                                                                                                (17) 
λg
U 0Fr =                                                                                                                                   (18) 
St  stands for the ratio of the relaxation time of bubble motion gτ  to the characteristic time of large-
scale vortices lτ , resulting in ( )( )lgSt ττβ /CV+= . 
3. CALCULATING CONDITION 
3.1. Modelling of cylindrical nozzle 
The bubbly jet, injected vertically upward with velocity 0U  from a circular nozzle with 
diameter 13=D  mm in still water, is calculated. The Reynolds number, ν/DU 0 , is 13000. The 
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flow in the nozzle is simulated through a panel method [14]. The nozzle length is 8/Dπ  and the 
wall is divided into square panels as shown in Fig. 2. Vortex elements are fixed on the centre of 
each panel. The circulation of vortex element is determined so as to satisfy the zero cross-flow 
velocity at the centre of each panel. The nozzle has a source disk at its bottom. The disk consists of 
49 sources arranged on three concentric circles and the centre as shown in Fig. 3. The strength of 
source is determined so that the uniform velocity distribution is achieved at the nozzle exit. 
The velocity shear layer originating from the nozzle edge is represented by releasing vortex 
elements from the edge at a time interval vt∆ . The panel adjacent to the nozzle edge and the vortex 
element are illustrated in Fig. 4. The vortex elements are released from a position 16/Dπ  
downstream of the nozzle edge. The core radius of vortex element at the release is set at D.40 . The 
circulation of released vortex element at time t , ( )trΓ , is given by the following equation. 
( ) ( ) ( )vffr tttt ∆ΓΓΓ −−=                                                                                                         (19) 











 Fig. 3: Source panel at nozzle bottom                 Fig. 4: Panel at nozzle exit 
 
3.2. Convection of vortex element and bubble 
The convection of vortex element and the evolution of vortex strength are calculated by the 
second-order Adams-Bashforth method. The time increment t∆  is 010 U/D. , while the time 
interval to release the vortex element vt∆  is t∆2 . 
The second-order Adams-Bashforth method is also employed for the calculation of bubble 
motion. The calculation is performed for the bubble with diameter 50.d =  mm. Fifteen bubbles are 
loaded into the water from the nozzle exit at a time interval t∆5 . The initial velocity coincides with 
the water velocity, and the initial position is determined by using random numbers. 
3.3. Excitation 
Random disturbance with small amplitude Rε  is superimposed on the uniform velocity 0U  at 
the nozzle exit to simulate the experimental condition at the exit. The disturbance is given randomly 
in space and time, where Rε  is set at 00030 U. . Periodical disturbance xu  is superimposed on the jet.  
( )ftmu Fx πφε 2sin −=                                                                                                                (20) 
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where Fε   is the amplitude, m  the mode number, φ  the azimuthal angle about the x  axis, and f   
the excitation frequency. The condition 0=m yields the axial excitation, while 0≠m  produces the 
helical one. The disturbance is imposed on the outermost two rows of the source disk. 
When the fundamental frequency of the flow D2  downstream of the nozzle, 0f , is computed 
without the periodical disturbance, the Strouhal number 00 U/Df  indicates 0.35. Therefore, the 
characteristic time of the large-scale vortices lτ  is 0.037 s, the Stokes number St  is 0.19, and the 
Froude number Fr  is 1.66. Four kinds of calculations, listed in Table 1, are performed in this study, 
where the forcing frequency f  is set at 0f . 
Table 1 Calculating condition 
 Pattern 
0U/Fε  m  0U/fD  
Case 1 No disturbance 0 - - 
Case 2 Axial disturbance 5% 0 0.35 
Case 3 Helical disturbance 5% 1 0.35 
Case 4 Two helical disturbances 5% 1±  0.35 
4. RESULTS AND DISCUSSIONS 
4.1. Evolution of vorticity 
The evolution of the vorticity ω  and the axial component xω  are shown in Figs. 5 to 8. The iso-
surfaces of 0ωω /  and 0ωω /x  are depicted, where 0ω  is the average value of ω  at the nozzle exit. 
The nondimensional time *t  is defined as D/tU 0 . 
Figure 5 shows the evolution in Case 1. The iso-surfaces of 0ωω / =3.5 and 0ωω /x =± 0.005 
are depicted. Vortex rings appear at a constant interval downstream of the nozzle owing to the 
instability of the shear layers. The axisymmetrical distribution of ω  decays with increasing the 
axial distance, and an axial vorticity xω  appears. But the three-dimensional feature of the flow is 


















































Fig. 8: Evolution of vorticity in Case 4 ( 0ωω / =3.5 and 0ωω /x =± 1.5) 
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The evolution in Case 2 is shown in Fig. 6. Highly axisymmetrical vortex rings exist. The 
vortical structure is quite similar to that in Case 1. 
The result in Case 3 is shown in Fig. 7, where the iso-surfaces of 0ωω / =3.5 and 
0ωω /x =± 1.5 are depicted. Helical vortex tube is generated just downstream of the nozzle. But the 
vortical structure rapidly changes into three-dimensional small-scale one at 84.D/x ≥ . In this 
region, the axial vorticity xω  is observed, and pairs of positive and negative axial vortices are 
generated. The magnitude of xω  is much larger than those in Case 1 and Case 2, indicating the 
remarkable three-dimensional feature of the flow. 
Figure 8 shows the evolution of vorticity in Case 4. The maximum amplitude of disturbance 
exists at 0=φ  and π  in the yx −  plane. The vortex rings are not axisymmerical just downstream 
of the nozzle exit. A part of the vortex ring merges with the upstream or downstream ring. In the 
region of 76.D/x ≥ , the axial vortices xω  with almost the same strength as that in Case 3 appear, 
and three-dimensional small-scale vortices are rapidly produced. 
The distributions of the vorticity in the cross-section of the jet ( zy −  plane) at *t =35 and 40 in 
Case 3 and Case 4, respectively, are shown in Fig. 9, where the results on the sections of D/x =8 
and 9 are plotted. The magnitude of xω  is as large as that of ω , suggesting that axial vortices with 
high strength appear in the sections. In Case 3, the distributions are random. But both ω  and xω  
distribute symmetrically around the y -axis in Case 4, and they take the maximum values near the 












Fig. 9: Distribution of ω  and xω  in cross-sectional area for Case 3 and Case 4 
4.2. Time variation of bubble dispersion 
The time variation for the bubble dispersion is shown in Figs. 10 to 13. The change in the iso-
surface of 0ωω / =3.5 is also depicted. 
The result in Case 1 is shown in Fig. 10. The bubbles distribute almost uniformly in the region 
of 2≤D/x , but a number of them accumulate in the vortex rings downstream of the region. This is 
because the pressure is lower in the vortex ring, and therefore the bubbles move to the vortex ring 
due to the pressure gradient. Such accumulation on the high vorticity region, which is called 
preferential accumulation, has been also reported by the direct numerical simulation of the isotropic 
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turbulent flow [3][4] and by the vortex simulation of the two-dimensional mixing layer [7]. In the 
region of ≥D/x 14.8, where three-dimensional vortical structures appear, the bubbles disperse in 
the lateral direction. 
Figure 11 shows the time variation in Case 2. Since the vortical structure is parallel with that in 
Case 1, the bubble distribution is almost similar to the result of Case 1 shown in Fig. 10. 
The time variation for the bubble distribution in Case 3 is shown in Fig. 12. The bubbles 
distribute helically at 0 ≤≤ D/x 4.8 owing to the helical structure of the vorticity. Just downstream 
of the region, the bubbles markedly disperse in the lateral direction. This is because the three-
dimensional small-scale vortical structures are generated there. 
In Case 4, the bubbles disperse as shown in Fig. 13. The bubbles distribute around the centerline 
of the jet near the nozzle exit. But they rapidly disperse due to the generation of the three-





















































Fig. 13: Time variation of bubble dispersion in Case 4 ( 0ωω / =3.5) 
 
To grasp the bubble distribution in the jet cross-section more definitely, the distributions are 
plotted in the zy −  plane as shown in Fig. 14. In Case 1 and Case 2, the bubbles distribute around 
the jet centreline and they less disperse in the lateral direction. The bubbles in Case 3 almost 
uniformly distribute within a circle of diameter D5 . In Case 4, the bubbles concentrate near the  
y -axis, distributing along the axis. This is because the vorticity reaches its maximum value near the 
y -axis as indicated in Fig. 9. From the above-mentioned results, it is found that the bubble 
dispersion is successfully controlled by changing the vortical structure with the aid of excitations. 
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4.3. Dispersion of bubble 















                                                                                                                    (21) 
where N  is the number of bubbles, r  the average radial position for bubble, and ir  the radial 
position of bubble. Figure 15 shows the time variation of bD . In Case 1 and Case 2, bD  takes its 
minimum value at *t =40. This is due to the bubble accumulation on the vortex rings. In Case 3 and 
Case 4, it reaches its maximum value at *t =30, while it decreases thereafter. Because the axial 















Fig. 14: Bubble distributions in cross-sectional Fig. 15: Time variation of bubble  
 area dispersion coefficient 
5. CONCLUSIONS 
The three-dimensional calculation is performed on a developing round bubbly jet excited by 
periodical disturbances. The results are summarized as follows. 
(1) The bubbles accumulate on the high vortical region in the jet, being in accordance with the 
preferential accumulation of bubble. 
(2)  The bubble dispersion in the lateral direction is small when the jet is not excited or the axial 
disturbance is imposed. 
(3) The single helical disturbance and combined two helical disturbances can produce the three-
dimensional small-scale vortical structures with high strength, and accordingly they rapidly 
disperse the bubbles. 
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Two- and three-dimensional numerical simulations of falling liquid film on a vertical wall have 
been performed in order to investigate the relationship between the interfacial wave behavior and 
heat transfer. Fully developed two-dimensional wave consists of a solitary and a capillary waves. 
Numerical results indicate that the heat transfer of falling film flow is enhanced by small vortices 
between the solitary and capillary waves in addition to the well-known flow recirculation in the 
solitary wave. Three-dimensional simulation results indicate the importance of relationship 
between the surface wave structure and the wall sheer stress. 
1. INTRODUCTION 
It is very important to grasp and understand the falling film flow behavior along the vertical wall 
from the heat and mass transport point of view in many engineering fields [1]. According to the 
stability theory, the vertical falling film flows are always unstable and various types of surface waves 
appeared due to the non-linear wave interactions such as a solitary wave and a capillary wave, etc. 
Although the heat and mass transfer are certainly enhanced by these waves, the enhancement 
mechanism is not well understood until today.  
There are many experimental studies for investigating the film flow characteristics. However, 
most of numerical studies are focused on the two-dimensional laminar liquid film flow because of 
the limitation of computer power and the difficulty of the free surface treatment numerically [2].  
In the present study, the two- and three-dimensional numerical simulations of falling liquid film 
on a vertical wall have been performed in order to investigate the relationship between the interfacial 
wave behavior and heat transfer. 
2. NOMENCLATURE 
Cv: Specific heat at constant volume 
Fm: Volume fraction of m-th fluid 
Fv: Surface tension term 
f:  Frequency 
G: Gravity 
h: Film thickness 
h0: Initial film thickness (equilibrium height) 
Nu: Nusselt number 
P: Pressure 
Q: Heat source 
Re: Reynolds number 
Tair, Tb, Twall: Air, bulk and wall temperatures 
t: Dimensionless time  
U, U0: Velocity and initial velocity 
X: Dimensionless distance from inlet 
y: Dimensionless distance from wall 
λ: Thermal conductivity 
ν: Viscosity 
ρ: Density 
τ: Shear stress 
< >:   Linear average 
< >M: Material average
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3.  NUMERICAL PROCEDURES 
The governing equations are the continuity for multi-phase flows, momentum equation based on 
the one-filed model and the energy equation as follows: 
  
( ) 0m m m
F
F U F U
t
∂
+ ∇ − ∇ =
∂
        (1) 
 
( ) ( )1 V
U
UU G P F
t ρ
∂ + ∇⋅ = − ∇ − − ∇⋅
∂ < >
                     (2) 
 
( ) ( )v vM M MC T C TU T Qt
∂ + ∇ ⋅ = ∇ ⋅ ∇ +
∂
               (3) 
 
Here, F is the volume fraction of fluid, λ is the thermal conductivity, Cv is the specific heat at 
constant volume and the suffix m denotes the m-th fluid or phase, < > denotes the material average 
and the FV is body force due to the surface tension based on CSF (Continuum Surface Force) model. 
The interface tracking technique is based on the MARS (Multi-interface Advection and 
Reconstruction Solver) [3]. 
As for the two-dimensional simulation, the mesh sizes are (∆x, ∆y)=(0.4h0, 0.1h0) and (∆x, ∆y, 
∆z)=(0.6h0, 0.2h0, 1.0h0) for 3D simulation. Here, h0 is an equilibrium liquid film thickness. The 
inlet mean velocity U0 can be controlled by the external forcing as expressed:  
 
( ) 01 sin 2U ft U = +   (4) 
 
Here, the forcing frequency is f. The 0 Hz, 13 Hz, 20 Hz and 45 Hz are considered in the present 
study. Reynolds number (Re=U0h0/ν) is set to 75 that is a critical Re [4]. ε is set to 0.03 as same as 
the reference [2]. The outflow boundary is assumed to be a zero pressure gradient, the airside 
boundary surrounding the solution domain is assumed to be a constant pressure. At the wall, the 
non-slip velocity condition is applied. In case of 3D simulation, no disturbance is applied to the inlet 
velocity, that is, the three-dimensional flow is naturally developed. The periodic boundary condition 
is applied to the span (z)-direction. Applied heating conditions are as follows: 
(1) Constant temperature at both wall and air 
(2) Constant temperature at air and constant heat flux at the wall 
4. RESULTS AND DISCUSSIONS 
4.1 Two-dimensional Simulation Results 
Figures 1(a), (b) show the film thickness distribution for 0 and 20 Hz, respectively. According to 
the stability theory, the vertical falling film flows are always unstable [4]. The film thickness shown 
in Fig. 1(a) is very stable. It might be depending on the computational mesh size. As for (b), the 
liquid film becomes unstable in the downstream region, and eventually the solitary wave and the 
capillary waves in front of the solitary one are developed. The numerical results of the relationship 
between the peak height of solitary wave and the frequency is in very good agreement with the 
experiments as shown in Figure 2. Figure 3(a) shows the streamlines on the moving coordinate with 
the wave celerity. A large recirculation flow can be seen in the solitary wave. Figure 3(b) shows the 
velocity vector and the vortices can be seen between waves. There is no report on these vortices in 
the previous experimental and numerical studies. Figure 4 shows the distributions of Nusselt 
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number: Nu=[(Twall-T)/(Tair-Tb)]h/∆y for heating condition (1), and Figure 5 shows it for heating 
condition (2). Here, Tair is air temperature, Twall is the wall temperature, ∆y is the distance from wall 
and Tb is the bulk temperature. In the no-disturbance case, the Nu value is almost kept constant, but 
for 20 Hz case it can be seen a large fluctuation of the heat transfer. Figure 6 shows the temperature 
contours in the liquid film. At the boundary region between the solitary wave and the capillary wave, 
the heat transfer is enhanced due to the existence of the vortex there. On the other hand, the heat 
transfer in the solitary wave is deteriorated due to the temperature stratification. The mean Nu is 
around 0.43 for 0 Hz and 1.1 for 20 Hz in case of heating condition (1), and around 2.8 for 0 Hz and 
2.7 for 20 Hz in case of heating condition (2).  
4.2 Three-dimensional Simulation Results 
Figure 7 shows (a) the mean film thickness and (b) the mean Nu along the streamwise 
(x)-direction. Many large waves that could not be seen in the 2D simulation are observed. This fact is 
also confirmed by the flow visualization regarding the free surface shape as shown in Fig. 8. 
According the shear stress and the local Nu distributions not shown in the paper, the large shear 
stress regions appear at the boundary regions between the solitary and capillary waves. Eventually, 
the heat transfer is enhanced in that region. The overall mean Nu becomes around 1.0 and is greater 
than that of 2D simulation. Therefore, it can be considered that the liquid film heat transfer is 
strongly affected by the 3D wave structure. 
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Figure 2: Comparison of wave peak height between simulation and experimental data [1]. 
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Figure 5: Nusselt number profile for on heating condition (2). 
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