Abstract
Introduction
Given a set of points È in Ê , shape fitting is the problem of finding the best shape (for example, hyperplane) that best fits the point-set. Shape fitting is a fundamental optimization problem and has numerous usages in graphics (shape simplification, collusion detection), learning, datamining [20] , databases [12] (projective clustering), metrology, compression, and geometric optimization.
A restricted variant of this problem is where the shape to be fitted to the input is defined by a (small) constant number of parameters. Such problems fall into the realm of geometric optimization, and numerous variants were solved. However, no unified theory has evolved, and solutions are usually based on case by case analysis. In this paper, we present a general technique for approximate shape fitting for such variants.
We handle both the classical static case, and also apply it to the more general (and considerably harder) case when the points are moving (i.e., kinetic settings [14] ). For example, imagine that one would like to maintain the minimum volume bounding box that contains a set of moving points. Our technique enable us to compute such a bounding box (which is also moving) that contains the point-set, and the volume of this box, at any point in time, is close to the optimal volume of a bounding box that contains the point-set at this point in time. Such a moving bounding box is useful, for example, in implementing an efficient data-structure for collision detection of moving objects.
If the shape we are trying to fit is convex (i.e., find a cylinder that contains the point-set), then it is implied by previous work [13] that using convex shape approximation techniques one can first approximate the given input by a small point-set, and solve the optimization problem on this sampled subset. Since convex shape approximation is (relatively) well understood [23] , this results in fast and efficient approximation algorithms. We state this more formally in Section 3.1, where we present a unified approach for this type of problems.
However, if we are interested in a shape which is not convex (for example, we would like to cover a point-set by a minimum width annulus), then the problem becomes much harder. Although such problems have attracted a lot of research (see below for references), most of the results rely on some additional assumptions on the input. Despite the assumptions, some of those works are quite complicated, involved and use non-trivial insights into the problem at hand.
An interesting feature of most of those problems is that they can be linearized. Namely, they can be rewritten as an optimization problem over a set of linear constraints, restricted to a specific subset of space. Once the problem is linearized one can solve the problem using, essentially, brute-force approach. This technique usually yields an algorithm computing the exact solution in Ç´Ò µ time, where is an appropriate constant that depends on the problem at hand. This is of course unsatisfying in practice, as value of Ò might be huge. However, we show in this paper that once the problem is stated as a linearized optimization problem, it can be approximated efficiently. Linearization is quite powerful and can be applied to numerous problems [8] , and thus our approximation technique is quite broad, as it can be applied to optimization problems of this type. In particular, we show that it suffices to approximate the shape for a small subset of the original set of points. Such a result was not known for nonconvex shapes despite the substantial research done on those problems. In the following, we give more details about the applications of this technique that we present in this paper.
Cylindrical shell problem. Given a line in Ê and two real numbers ¼ Ö Ê, the cylindrical shell ¦´ Ö Ê µ is the closed region lying between the two co-axial cylinders of radii Ö and Ê with as their axis, i.e.,
where ´ Ôµ is the Euclidean distance between the point Ô and line . The width of ¦´ Ö Ê µ is Ê Ö.
In the approximate cylindrical shell problem, we are given a set È of Ò points and a parameter ¼, and we want to compute a cylindrical shell containing È whose width is at most´½ · µ times the width of the minimumwidth cylindrical shell containing È . This problem is motivated by applications in computational metrology, see [3] . Agarwal et al. [3] present an algorithm that computes the exact minimum-width cylindrical shell for a set of Ò points in Ê ¿ in Ç´Ò µ time. Since computing the optimal shell is so expensive, they look at the approximate version and present an algorithm that runs in roughly Ç´Ò ¾ µ time and computes a shell whose width is at most 26 times the optimal.
For this problem, we give an algorithm that runs in In the approximate annulus problem, we are given a set È of Ò points and a parameter ¼, and we want to compute an annulus containing È whose width is at most´½· µ times the width of the minimum-width annulus containing È . This problem is also motivated by applications in computational metrology, see [2, 9, 10, 11, 18, 19 
Let ´Ëµ denote any of the following measures of the point set Ë such as diameter, width, minimum-enclosing ball, minimum-volume bounding box of arbitrary orientation, minimum-width enclosing annulus. For any ¼, we say that a subset É È -approximates È with respect to measure if at any time Ø,´½ µ ´È´Øµµ ´É´Øµµ. We consider the question of upper-bounding the size of anapproximation of any set of linearly (algebraically) moving points. In particular, we are interested in a bound that depends only on and not an Ò. We also consider the algorithmic problem of computing such a small -approximation for a given È . As mentioned above, these problems are motivated by applications in wireless communication, ad-hoc networks, collision detection, clustering, etc. (see [4, 6, 14, 7, 24] ). Currently, the geometry of moving points is not well understood. The results in this paper for moving points demonstrates the flexibility of our approach, and also demonstrate that moving point-set has tractable approximate geometric behavior. This should have further applications in developing KDS (kinetic data-structures) for moving points.
We show that for any set È of points in Ê with linear motion, one can compute, in Ç´Ò · ½ ¾ µ time anapproximation É È of size Ç´½ ¾ µ with respect to all of the following measures: diameter, minimum-radius enclosing ball, width, minimum-volume bounding box of arbitrary orientation, projection width. What we essentially show is that the convex hull of É approximates the convex hull of È at all times. This means that É is anapproximation of È with respect to any "convex" measure. Such results were previously known only for diameter and minimum-radius enclosing ball, see [7] . These results generalize to algebraic motion and to "non-convex" measures like minimum-width spherical/cylindrical shell.
The paper is organized as follows: In Section 2, we introduce the basic tools, and prove some technical results. In Section 3, we present the applications of the new technique. We conclude in Section 4. If we look at the dual, the above theorem says that one can approximate an Ò-point set in Ê ·½ by an Ç´½ µ-point subset such that for any line in Ê ·½ , the interval on spanned by the projection of the original set on is approximated by the interval corresponding to this subset; see Section 3.1 for a formal statement. The theorem is thus a consequence of a well-known convex-hull approximation technique [23, 13] . We improve this result further, as follows: Proof: Follows by using the algorithm of Gärtner [22] together with Dudley's approximation technique [17] on the set generated by Theorem 2.1. The (straightforward but tedious) details are omitted and will appear in the full-version. [7] . In particular, the algorithm of [7] 
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Theorem 2.2 Given a family of -variate linear functions
Roots of Polynomials
We now consider the problem of -approximating a family of square-roots of polynomials. Note, that this is considerably harder than handling polynomials because squareroots of polynomials can not be directly linearized. In certain special cases this can be overcome by special consideration of the functions at hand [1, 15] . It turns out, however, that it is enough to Ç´ ¾ µ-approximate the functions inside the roots, and take the root of the resulting approximation (see Lemma 2.8 below). 
Theorem 2.7 Let
´ ½ µ ½ ¾ ´ Ò µ ½ ¾ be a fam- ily of -variate functions (over Ü ´Ü ½ Ü µ ¾ Ê ),
Applications
In this section, we give efficient algorithms for several problems by applying the results on approximating the extent in the previous section. Since these results in turn depend on convex-hull approximation, what we basically do is reduce our problems to convex-hull approximation. Convex hull approximation has been used before for shape fitting with convex shapes [13, 15] , but not for non-convex shapes. Before giving the applications to non-convex shapes, we state the problem of convex shape fitting in a very general setting and describe a general scheme for solving these problems.
Convex Shape Fitting in a General Setting
Let È be a set of Ò points in Ê . A point-set É is an -approximation to È , if for any Ü ¾ Ê , we have´½ µÁ È´Ü µ Á É´Ü µ Á È´Ü µ, where where is a constant that depends on .
Examples of convex measures of point-sets are quite common, and include volume of ÀËµ, surface area of ÀËµ, width of Ë, diameter of Ë, min-radius cylinder containing Ë, min-radius ball containing Ë, minimum volume bounding box that contains Ë, etc.
Theorem 3.1 implies that any convex measure over a point-set È Ê can be approximated by (i) find a small (i.e., of size Ç´½ µ or Ç´½ ¾ µ) subset É È that -approximates È , and then apply any exact algorithm (or even approximation algorithm) to É. This would result in an Ç´ µ-approximation to the given measure, and the running time would be of the type Ç´Ò · ½ µ where is a constant that depends on the subroutine being used at the second stage of the algorithm.
For all of the measures mentioned, algorithms of the same (or better) running-time are already known [13, 15] . However, our scheme does not require us to carefully inspect the problem at hand. Furthermore, it holds for any convex-measure.
Minimum-width Cylindrical Shell
We are given a set È of Ò points in Ê , and a parameter ¼. Let Û £ denote the width of the thinnest cylindrical shell containing È . We wish to find a cylindrical shell containing È whose width is at most´½ · µÛ £ . Let ´ Ôµ denote the distance between a point Ô ¾ Ê and a line ¾ Ê . such that the cylindrical width of É is an -approximation to the cylindrical width of È . We believe that this result is of independent interest. Previous attempts to prove similar properties were considerably more involved, and ultimately failed in achieving this. See [1, 3] .
Minimum-width annulus
We are given a set È of Ò points in Ê , and a parameter ¼. .) We obtain the following result, which improves over the result of Chan [15] in its dependence on . By being more careful, we can get an algorithm that runs in Ç´Ò · ½ ¾ ÐÓ ½ µ time. Perhaps further improvements are possible by combining Chan's techniques with the results from here. The annulus theorem above demonstrates that good running times can be obtained as a consequence of our very general technique. a -approximation of È with respect to diameter, minimum radius enclosing ball, min-radius cylindrical shell, width, and the volume of arbitrarily oriented minimum-volume bounding box. Thus, being able to compute a small convexapproximation to È implies that we can maintain those approximate measures for a moving point-set efficiently. Currently, no efficient algorithms are known for maintaining most of those exact measures efficiently for a moving point-set. For the case of the diameter, a result of Agarwal et al. [5] shows that the diameter of a point set under linear motion in the plane can change quadratic number of times. This result generalizes to point sets with algebraic motion of constant degree. For a point set È with algebraic motion, we can also compute small -approximations with respect to "non-convex" measures like minimum-width annulus/cylindrical shell. The approach is similar to the ones we have described so far, and we omit the details from this abstract.
Convex Sampling of a Moving Point Set
Theorem 3.7 Given a point-set
Conclusions
In this paper, we had presented a general and unified technique for shape approximation. The new technique relies on the observation that some of the shape approximation/optimization problems can be linearized. Once linearized, using duality and convex-shape approximation techniques one can derive an efficient approximation algorithms. Our applications include linear time approximation algorithms for min-width cylindrical shell containing a point-set, min-width annulus, general technique for approximating convex measures, and general technique for approximating convex measures of moving point-set. We believe that there are a lot of other applications of our technique.
To some extent, our algorithm is the ultimate approximation algorithm for such problems: It has linear dependency on Ò, and a polynomial dependency on ½ . The existence of such a general (and fast) approximation algorithm is quite surprising, considering the substantial amount of research done on specific problems that can be solved using this new algorithm.
A possible direction for future research is to investigate how practical is this technique, improving it, and improving existing algorithms for various special problems. In particular, it seems that faster algorithms should exist for the problems of approximating the diameter and width of a point-set.
