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Abstract
Consider two compressible immiscible fluids in 1D in the isentropic approximation. The first
fluid is surrounded and in contact with the second one. As the Mach number of the first fluid
vanishes, the coupled dynamics of the two fluids results as the compressible to incompressible
limit and is known to satisfy an ODE–PDE system. Below, a characterization of this limit is
provided, ensuring its uniqueness.
Keywords: Compressible to Incompressible limit, Hyperbolic Conservation Laws, Unique-
ness of the Zero Mach number Limit
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1 Introduction
The literature on the compressible to incompressible limit is vast. We refer for instance to the well
known results [12, 13, 15, 16], the more recent [3, 18], the review [17] and the references therein.
In this paper, following [5], we consider two compressible immiscible fluids and study the limit
as one of the two becomes incompressible. A volume of a compressible inviscid fluid, say the liquid,
is surrounded by another compressible fluid, say the gas. Using the Lagrangian formulation, in
the isentropic case, we assume that the gas obeys a fixed pressure law Pg(τ), while for the liquid
we assume a one parameter family of pressure laws Pκ(τ) such that P
′
κ(τ)→ −∞ as κ→ 0. The
total mass of the liquid is fixed so that in Lagrangian coordinates the liquid and gas phases fill
the fixed sets (see Figure 1)
L = ]0,m[ and G = R \ ]0,m[ .
For an Eulerian description, see [5].
Pg(τ) Pg(τ)Pκ(τ)
0 m
z
Figure 1: In Lagrangian coordinates, the boundaries separating the two fluids are fixed.
On Pg (τ) and Pκ (τ), we require the usual hypotheses and the incompressible limit assumption:
Pg, Pκ ∈ C4, Pg (τ) , Pκ (τ) > 0; P ′g (τ) , P ′κ (τ) < 0; P ′′g (τ) , P ′′κ (τ) > 0; P ′κ (τ) κ→0−−−→ −∞ .
(1.1)
The standard choice Pg(τ) = k/τ
γ satisfies (1.1) for all k > 0 and γ > 0.
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The coupled dynamics of the two fluids is described by the p-system [10, Formula (7.1.11)]{
∂tτ − ∂zv = 0
∂tv + ∂zPκ (z, τ) = 0,
where Pκ (z, τ) =
{
Pκ (τ) for z ∈ L
Pg (τ) for z ∈ G,
(1.2)
v(t, z) being the fluid speed at time t and at the Lagrangian coordinate z.
In Lagrangian coordinates, the conservation of mass and momentum are equivalent to the
conservation of τ and v which, in turn, are equivalent along the interfaces z = 0 and z = m to the
Rankine–Hugoniot conditions for (1.2). Therefore, for a.e. t ≥ 0,{
v (t, 0−) = v (t, 0+)
Pg
(
τ (t, 0−)) = Pκ (τ (t, 0+)) ,
{
v (t,m−) = v (t,m+)
Pκ
(
τ (t,m−)) = Pg (τ (t,m+)) .
In other words, pressure and velocity have to be continuous across the interfaces. Hence, the
pressure is a natural choice as unknown, rather than the specific volume. Following [5, 7, 9, 11],
we introduce the inverse functions of the pressure laws
Tg(p) = P−1g (p) , Tκ(p) = P−1κ (p) where T ′κ (p) κ→0−−−→ 0 , (1.3)
the last limit being a consequence of (1.1). Rewrite system (1.2) with (p, v) as unknowns{
∂tTκ (z, p)− ∂zv = 0
∂tv + ∂zp = 0 ,
where Tκ (z, p) =
{
Tκ (p) for z ∈ L
Tg (p) for z ∈ G .
(1.4)
The conditions at the interfaces become continuity requirements on the unknown functions:{
v (t, 0−) = v (t, 0+)
p (t, 0−) = p (t, 0+)
{
v (t,m−) = v (t,m+)
p (t,m−) = p (t,m+) for a.e. t ≥ 0 . (1.5)
As in [5], we fix a pressure law P and choose T = P−1, so that
Tκ (p) = T
(
p¯+ κ2 (p− p¯)
)
, lim
κ→0
Tκ (p) = T (p¯) = τ¯ , (1.6)
where τ¯ is the constant specific volume at the incompressible limit and p¯ = P (τ¯). For instance,
the (modified) Tait equation of state [14, Formula (1)] fits into (1.6) with
T (p) = p−1/n with κ2 = nβo
τ¯n
where βo is the isothermal compressibility, n is a pressure independent parameter and βo → 0 at
the incompressible limit.
The main result in [5] states the rigorous convergence (up to a subsequence) at the incompress-
ible limit in the liquid phase of the solutions to (1.4) to solutions to
{
∂tTg(p)− ∂zv = 0
∂tv + ∂zp = 0
z ∈G gas;
v˙ℓ =
p(t,0−)−p(t,m+)
m liquid;{
v (t, 0−) = vℓ(t)
v (t,m+) = vℓ(t)
interface.
(1.7)
The existence of a Lipschitz continuous semigroup generated by (1.7) is proved in [1]. On the
other hand, a characterization yielding the uniqueness of solutions to (1.7) is obtained in [6].
In this paper we show that the incompressible limit obtained in [5] satisfies the characterization
in [6]. Hence, the solution (pκ, vκ) to (1.4) converges as κ→ 0, the limit being the unique solution
to (1.7).
The next Section is devoted to the formal statements, while Section 3 contains the technical
proofs.
2 Main Result
Throughout, we denote by LC the set of functions defined on R \ ]0,m[ that are locally constant
out of a compact set, i.e., they attain a constant value on ]−∞,−M ] and a, possibly different,
constant value on [M,+∞[, for a suitable positive M .
Below, solutions to (1.7) are understood in the sense of [5, Definition 3.2], see also [1, Def-
inition 2.5], and are constructed in [5] as limits of solutions to (1.2). In solutions to (1.2), the
propagation speed of waves in the gas region G is uniformly bounded, independently of κ. There-
fore, to prove the uniqueness of solutions to (1.7) obtained as the compressible to incompressible
limit, it is sufficient to consider initial data
(
(τo, vo), vℓ,o
)
such that (τo, vo) is in LC and vℓ,o ∈ R.
Given
(
(τ, v), vℓ
) ∈ BV(R;R2)× R such that (τ, v) ∈ LC, call
(τ±∞, v±∞) = lim
x→±∞
(τ, v)(x) .
Under the transformation
U(x) =

τ(−x) − τ−∞
v(−x) − v−∞
τ(x +m)− τ+∞
v(x+m)− v+∞
 w =
[
vℓ − v−∞
vℓ − v+∞
]
, (2.1)
setting
f(U) =

U2
−Pg(U1 + τ−∞)
−U4
Pg(U3 + τ+∞)
 F (U,w) = 1m
[
Pg(U1 + τ−∞)− Pg(U3 + τ+∞)
Pg(U1 + τ−∞)− Pg(U3 + τ+∞)
]
b(U) =
[
U2
U4
]
g(w) = w
(2.2)
the Cauchy Problem 
{
∂tτ − ∂zv = 0
∂tv + ∂zPg(τ) = 0
x ∈ G
v˙ℓ =
Pg
(
τ(t, 0−))− Pg (τ(t,m+))
m{
v (t, 0−) = vℓ(t)
v (t,m+) = vℓ(t)
(τ, v)(0, x) = (τo, vo)(x) x ∈ G
vℓ(0) = vℓ,o
(2.3)
is formally equivalent to 
∂tU(t, x) + ∂xf
(
U(t, x)
)
= 0 x ∈ R+
b
(
U(t, 0+)
)
= g
(
w(t)
)
w˙(t) = F
(
U(t, 0+), w(t)
)
U(0, x) = Uo(x) x ∈ R+
w(0) = wo
(2.4)
which fits in the well posedness theory developed in [6], as proved by the following Proposition.
Proposition 2.1. Let Pg satisfy (1.1). Fix τ−∞, τ+∞ ∈ R˚+. Then, system (2.4) generates a
semigroup S : R+ × D → D uniquely characterized by the properties (i)–(iv) in [6, Theorem 4].
Moreover, for a suitable positive δ,
D ⊇
{
(U,w) ∈ (L1 ∩BV)(R+;R4)× R2 : TV(U) +
∥∥∥b (U(0+))− g(w)∥∥∥ < δ} . (2.5)
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The above proposition leads to the main result of this paper.
Theorem 2.2. Let t→ ((τ, v), vℓ) (t) be a solution to (1.7) obtained as limit for κ→ 0 of solutions
to (1.2), with an initial datum in LC and satisfying for all t ∈ R+
TV
(
(τ, v)(t);G) +
∥∥∥∥∥∥
[
v(t, 0−)− vℓ(t)
v(t,m+)− vℓ(t)
]∥∥∥∥∥∥ < δ (2.6)
with δ as in (2.5). Correspondingly, define t→ (U,w)(t) as in (2.1). Then,
1. for all t ∈ R+, the map t → (U,w)(t) coincides with an orbit of the semigroup S defined in
Proposition 2.1.
2. The semigroup S is defined globally in time for all initial data with sufficiently small total
variation.
In the above statement, as well as below, we use the obvious notation
TV
(
(τ, v);G) = TV ((τ, v); ]−∞, 0])+TV ((τ, v); [m,+∞[) .
3 Technical Proofs
Proof of Proposition 2.1. On the basis of (2.2) and with the help of (1.1), we verify that (2.4)
satisfies the assumptions of [6, Theorem 4]. With reference to the notation therein, set n = 4,
l = 2, m = 2. Now, observe that (H1) holds. Clearly, f is of class C4 by (1.1). The strict
hyperbolicity of (1.7) can easily be recovered through a rescaling of the space variable, since the
different p–systems in (1.7) interact only through the boundary, see [8, Lemma 4.1]. Besides, with
standard notation, we have:
λ1(U)=−
√
−P ′g(U1 + τ−∞)
λ2(U)=−
√
−P ′g(U3 + τ+∞)
λ3(U)=
√
−P ′g(U1 + τ−∞)
λ4(U)=
√
−P ′g(U3 + τ+∞)
r1 =

1
λ1(U)
0
0
 r2 =

0
0
1
−λ2(U)
 r3 =

1
λ3(U)
0
0
 r4 =

0
0
1
−λ4(U)
 .
Concerning (H2), b is clearly of class C4 and b(0) = 0. Moreover,
det
[
Db(U)
[
r3(U) r4(U)
]]
= det
[
λ3(U) 0
0 −λ4(U)
]
= −λ3(U)λ4(U)
and the latter expression above is non zero by (1.1).
Assumptions (H3) and (H4) are immediate by (2.2) and (1.1).
An application of [6, Theorem 4] yields the existence of a Lipschitz continuous local semigroup
S defined on a domain D enjoying [6, Properties (i)–(iv) in Theorem 4]. Note that (2.5) holds
by [6, Formula (4) and Theorem 4]. 
Proof of Theorem 2.2. Given t→ ((τ, v), vℓ) (t), define t→ (U,w)(t) by means of (2.1). Since
TV
(
U(t)
)
+
∥∥∥b (U(t, 0+))− g (w(t))∥∥∥ = TV ((τ, v)(t);G) +
∥∥∥∥∥∥
[
v(t, 0−)− vℓ(t)
v(t,m+)− vℓ(t)
]∥∥∥∥∥∥
thanks to (2.5) we obtain that for all t ∈ R+, (U,w)(t) ∈ D, D being the domain defined in
Proposition 2.1.
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For ε > 0 and κ > 0, call (pκ,ε, vκ,ε) the wave front tracking approximate solutions to (1.4),
see also [5, Formula (2.5)] as defined in [5, Section 4], converging to
(
(Pg(τ), v), vℓ
)
first as ε→ 0
and then as κ → 0. To simplify the notation, here we omit the introduction of sequences and
subsequences.
In the limit ε→ 0, by [5, Proof of Theorem 3.3] we have that
lim
ε→0
(pκ,ε, vκ,ε)(t) = (pκ, vκ)(t) for all t ≥ 0 in L1
loc
(R;R2) ,
where (pκ, vκ) solves [5, Formula (2.5)] in the sense of [5, Definition 3.1].
In the limit κ→ 0, we have that
lim
κ→0
(pκ, vκ)(t, ·) = (p, v)(t, ·) for all t ≥ 0 in L1
loc
(G;R2)
lim
κ→0
vκ(t, ·) = vℓ(t) for all t ≥ 0 in L1(L;R2)
vℓ being independent of z. Introduce
vκ,ε(t) =
1
m
∫ m
0
vκ,ε(t, z) dz
uκ,ε(t) =
(pκ,ε, vκ,ε)(s)∣∣∣G , vκ,ε(t)
 (3.1)
and note that the above L1
loc
convergence implies that
uκ,ε(t) → uκ(t) =
(pκ, vκ)(t)∣∣∣G , 1m
∫ m
0
vκ(t, z) dz
 as ε→ 0 for all t ≥ 0 ,
uκ(t) → u(t) = ((p, v), vℓ) (t) as κ→ 0 for all t ≥ 0 .
(3.2)
Following (2.1) and (3.1), introduce the variables
Uκ,ε(t, x) =

Tg
(
pκ,ε(t,−x))− τ−∞
vκ,ε(t,−x)− v−∞
Tg
(
pκ,ε(t, x+m)
)− τ+∞
vκ,ε(t, x +m)− v+∞
 wκ,ε(t) =
[
vκ,ε(t)− v−∞
vκ,ε(t)− v+∞
]
(3.3)
and the distance
d
(
(U,w), (U˜ , w˜)
)
=
∥∥∥U˜ − U∥∥∥
L1(R+;R4)
+ ‖w˜ − w‖ .
By the convergences (3.2), the definition (3.3) and the continuity of St
d
(
(U,w)(t), St
(
(U,w)(0)
)) ≤ lim
κ→0
lim
ε→0
d
(
(Uκ,ε, wκ,ε)(t), St
(
(Uκ,ε, wκ,ε)(0)
))
. (3.4)
By [2, Theorem 2.9], denoting by L a Lipschitz constant of St,
d
(
(Uκ,ε, wκ,ε)(t), St
(
(Uκ,ε, wκ,ε)(0)
))
≤ L
∫ t
0
lim inf
h→0
1
h
d
(
(Uκ,ε, wκ,ε)(s+ h), Sh
(
(Uκ,ε, wκ,ε)(s)
))
ds
= L
∫ t
0
lim inf
h→0
1
h
d
(
(Uκ,ε, wκ,ε)(s+ h),F(h) ((Uκ,ε, wκ,ε)(s))) ds (3.5)
where F is the local flow defined in [6, Formula (5)]. By construction, the last term in the integrand
above is
d
(
(Uκ,ε, wκ,ε)(s+ h),F(h) ((Uκ,ε, wκ,ε)(s)))
5
=
∥∥∥Uκ,ε(s+ h)− S¯h (U¯κ,ε(s))∥∥∥
L1(R+;R4)
+
∥∥∥∥wκ,ε(s+ h)− [wκ,ε(s) + hF (Uσ, wκ,ε(s))]∥∥∥∥ (3.6)
where F is as in (2.2), S¯ is the Standard Riemann Semigroup [2, Chapter 9] generated by ∂tU +
∂xf(U) = 0, with f as in (2.2),
U¯κ,ε(s, x) =
{
Uκ,ε(s, x) x≥ 0
Uσ x< 0
and Uσ is the unique state satisfying b(Uσ) = g
(
wκ,ε(s)
)
that can be connected to Uκ,ε(t, 0+) by
means of Lax waves with positive speed, with b and g as in (2.2).
Introduce
(p¯, v¯)(z) =

(pκ,ε, vκ,ε)(s, z) z < 0
(pσ0 , v
k,ε)(s) z ∈ [0,m/2[
(pσm, v
k,ε)(s) z ∈ [m/2,m]
(pκ,ε, vκ,ε)(s, z) z >m
where vk,ε is defined in (3.1) and the pressure pσ0 , respectively p
σ
m, is such that the Riemann
Problem
∂tT (p)− ∂zv = 0
∂tv + ∂zp = 0
(p, v)(0, x) =
{
(pκ,ε, vκ,ε)(s, 0−) x< 0
(pσ0 , v
κ,ε)(s) x> 0 ,
resp.

∂tT (p)− ∂zv = 0
∂tv + ∂zp = 0
(p, v)(0, x) =
{
(pσm, v
κ,ε)(s) x< 0
(pκ,ε, vκ,ε)(s,m+) x> 0 ,
is solved by waves with negative, respectively positive, speed. Note that by [4, Lemma 4.1]∣∣pκ,ε(s, 0)− pσ0 ∣∣ = O(1) ∣∣vκ,ε(s, 0)− vκ,ε(s)∣∣ ,∣∣pκ,ε(s,m)− pσm∣∣ = O(1) ∣∣vκ,ε(s,m)− vκ,ε(s)∣∣ , (3.7)
recall that z → pκ,ε(s, z) and z → vκ,ε(s, z) are locally constant in neighborhoods of z = 0 and
z = m, see [5, Formula (4.12)]. Call Σ the Standard Riemann Semigroup [2, Chapter 9] generated
by the p-system
{
∂tT (p)− ∂zv = 0
∂tv + ∂zp = 0
for z varying on all the real line. Observe that the first
addend in (3.6) reads∥∥∥Uκ,ε(s+ h)− S¯h (U¯κ,ε(s))∥∥∥
L1(R+;R4)
≤
∫
G
∥∥∥(pκ,ε, vκ,ε)(s+ h, z)− (Σh(p¯, v¯)) (z)∥∥∥ dz . (3.8)
Assume that at time s no interaction takes place and choose h sufficiently small so that in the
time interval [s, s+ h] no interaction takes place and no wave hits any of the lines z = ±ε2, z = 0,
z = m± ε2 and z = m.
We now continue to estimate the right hand side in (3.8) limited to ]−∞, 0]. Let z1, z2, . . .
be the points of jump of the map z → (pκ,ε, vκ,ε)(s, z). Denote by λ̂ an upper bound for the
characteristic speeds in the gas phase. Then, we have∫ 0
−∞
∥∥∥(pκ,ε, vκ,ε)(s+ h, z)− (Σh(p¯, v¯)) (z)∥∥∥ dz
=
∑
zi<−ε2
∫ zi+λ̂h
zi−λ̂h
∥∥∥∥(pκ,ε, vκ,ε)(s+ h, z)− (Σh ((pκ,ε, vκ,ε)(s))) (z)∥∥∥∥ dz (3.9)
+
∑
zi∈]−ε2,0[
∫ zi+λ̂h
zi−λ̂h
∥∥∥∥(pκ,ε, vκ,ε)(s+ h, z)− (Σh ((pκ,ε, vκ,ε)(s))) (z)∥∥∥∥ dz (3.10)
6
+∫ 0
−λ̂h
∥∥∥(pκ,ε, vκ,ε)(s+ h, z)− Σh ((p¯, v¯)(s))∥∥∥ dz . (3.11)
A standard procedure yields the estimate of (3.9) by means of [2, (ii) in Lemma 9.1], so that
[(3.9)] = O(1) ε h TV(pκ,ε(s); ]−∞,−ε2[ ) .
Similarly, since all waves in the strip
]−ε2, 0[ have speed ±1, by [2, (i) in Lemma 9.1] we have
[(3.10)] = O(1) h TV(pκ,ε(s); ]− ε2, 0[ ) .
Consider now (3.11). We use [4, Point 2) in Theorem 2.2] to estimate the difference between
(pκ,ε, vκ,ε) and Σh(p¯, v¯) that are solutions, respectively, to the two initial–boundary value problems
∂tT (p)− ∂zv = 0
∂tv + ∂zp = 0
(p, v)(0, z) = (pκ,ε, vκ,ε)(s, 0)
v(t, 0) = vκ,ε(s, 0)
and

∂tT (p)− ∂zv = 0
∂tv + ∂zp = 0
(p, v)(0, z) = (pκ,ε, vκ,ε)(s, 0)
v(t, 0) = vκ,ε(s)
with the mean value vκ,ε as defined in (3.1). Then, we apply [5, Proposition 4.9] to obtain
[(3.11)] ≤ O(1) λ̂ h
∣∣vκ,ε(s, 0)− vκ,ε(s)∣∣ by [4, Point 2) in Theorem 2.2]
≤ O(1) λ̂ h TV(vκ,ε(s);L) by (3.1)
≤ O(1) hκ by [5, Proposition 4.9].
Entirely analogous estimates can be applied to bound the similar terms on [m,+∞[. We thus
continue (3.8) as follows:∥∥∥Uκ,ε(s+ h)− S¯h (U¯κ,ε(s))∥∥∥
L1(R+;R4)
≤ O(1) h ε TV(pκ,ε(s); ]−∞,−ε2[∪ ]m+ ε2,+∞[ )
+O(1) h TV(pκ,ε(s); ]− ε2, 0[∪ ]m,m+ ε2[ )
+O(1) hκ .
We pass now to the second addend in (3.6), using (3.7) and [5, Proposition 4.9],∥∥∥∥wκ,ε(s+ h)− [wκ,ε(s) + hF (Uσ, wκ,ε(s))]∥∥∥∥ (3.12)
=
∥∥∥∥∥∥∥∥
 vκ,ε(s+ h)− vκ,ε(s)− hF
(
Uσ, wk,ε(s)
)
vκ,ε(s+ h)− vκ,ε(s)− hF
(
Uσ, wk,ε(s)
)

∥∥∥∥∥∥∥∥
=
√
2
∣∣∣∣vκ,ε(s+ h)− vκ,ε(s)− 1m h (pσ0 − pσm)
∣∣∣∣
=
√
2
m
∣∣∣∣∣
∫
L
vκ,ε(s+ h, z) dz −
∫
L
vκ,ε(s, z) dz −
∫ s+h
s
(
pκ,ε(σ, 0)− pκ,ε(σ,m)) dσ∣∣∣∣∣
+
√
2 h
m
∣∣∣(pσ0 − pσm)− (pκ,ε(s, 0)− pκ,ε(s,m))∣∣∣
≤
√
2
m
∣∣∣∣∣
∫ s+h
s
d
dσ
∫
L
vκ,ε(σ, z) dz dσ −
∫ s+h
s
(
pκ,ε(σ, 0) − pκ,ε(σ,m)) dσ∣∣∣∣∣+O(1) hκ
≤
√
2
m
∣∣∣∣∫ s+h
s
[ ∑
zi∈ ]0,m[
(
vκ,ε(σ, zi−)− vκ,ε(σ, zi+)
)
z˙i
7
+
∑
zi∈ ]0,m[
(
pκ,ε(σ, zi+)− pκ,ε(σ, zi−)
)]
dσ
∣∣∣∣+O(1) hκ
≤
√
2
m
∫ s+h
s
∑
zi∈ ]0,m[
∣∣∣(vκ,ε(σ, zi−)− vκ,ε(σ, zi+)) z˙i + (pκ,ε(σ, zi+)− pκ,ε(σ, zi−))∣∣∣dσ
+O(1) hκ
We estimate the integral term in the latter term above in different ways, depending on the location
of zi: ∫ s+h
s
∑
zi∈ ]0,ε2[∪ ]m−ε2,m[
∣∣∣(vκ,ε(σ, zi−)− vκ,ε(σ, zi+)) z˙i + (pκ,ε(σ, zi+)− pκ,ε(σ, zi−))∣∣∣dσ
≤
∫ s+h
s
∑
zi∈ ]0,ε2[∪ ]m−ε2,m[
∣∣vκ,ε(σ, zi−)− vκ,ε(σ, zi+)∣∣+ ∣∣pκ,ε(σ, zi+)− pκ,ε(σ, zi−)∣∣dσ
= O(1) h TV
(
pκ,ε(s); ]0, ε2[∪ ]m− ε2,m[
)
since in ]0, ε2[∪ ]m − ε2,m[ we have z˙i = 1. To bound the remaining terms in (3.12), let zi ∈]
ε2,m− ε2[, use [5, Section 4, Lemma 4.1 and Formula (4.3)] and assume that the jump at zi is
solved by a 2-rarefaction:∣∣∣− (vκ,ε(σ, zi+)− vκ,ε(σ, zi−)) z˙i + (pκ,ε(σ, zi+)− pκ,ε(σ, zi−))∣∣∣
≤ ε ∣∣vκ,ε(σ, zi+)− vκ,ε(σ, zi−)∣∣
+
∣∣∣∣∣∣− 1κ
√√√√− 1
T ′
(
Πκ
(
pκ,ε(σ, zi−)
)) κ (pκ,ε(σ, zi+)− pκ,ε(σ, zi−))
×F
(
Πκ
(
pκ,ε(σ, zi−)
)
,Πκ
(
pκ,ε(σ, zi+)
))
+
(
pκ,ε(σ, zi+)− pκ,ε(σ, zi−)
) ∣∣∣∣∣∣
≤ ε ∣∣vκ,ε(σ, zi+)− vκ,ε(σ, zi−)∣∣
+
∣∣pκ,ε(σ, zi+)− pκ,ε(σ, zi−)∣∣
F
(
Πκ
(
pκ,ε(σ, zi−)
)
,Πκ
(
pκ,ε(σ, zi−)
))
×
∣∣∣∣−F (Πκ (pκ,ε(σ, zi−)) ,Πκ (pκ,ε(σ, zi+)))+ F (Πκ (pκ,ε(σ, zi−)) ,Πκ (pκ,ε(σ, zi−)))∣∣∣∣
= ε
∣∣vκ,ε(σ, zi+)− vκ,ε(σ, zi−)∣∣
+O(1)
∣∣pκ,ε(σ, zi+)− pκ,ε(σ, zi−)∣∣ ∣∣∣Πκ (pκ,ε(σ, zi−))−Πκ (pκ,ε(σ, zi−))∣∣∣
= ε
∣∣vκ,ε(σ, zi+)− vκ,ε(σ, zi−)∣∣+O(1) κ2 ∣∣pκ,ε(σ, zi+)− pκ,ε(σ, zi−)∣∣2
= ε
∣∣vκ,ε(σ, zi+)− vκ,ε(σ, zi−)∣∣+O(1) κ2 ε ∣∣pκ,ε(σ, zi+)− pκ,ε(σ, zi−)∣∣ .
When dealing with a 2-shock we obtain the simpler estimate∣∣∣− (vκ,ε(σ, zi+)− vκ,ε(σ, zi−)) z˙i + (pκ,ε(σ, zi+)− pκ,ε(σ, zi−))∣∣∣ ≤ ε ∣∣vκ,ε(σ, zi+)− vκ,ε(σ, zi−)∣∣
while the cases of waves of the first family are entirely analogous.
Summarizing:
[(3.12)] ≤ O(1) h TV
(
pκ,ε(s); ]0, ε2[∪ ]m− ε2,m[
)
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+O(1) h ε
(
TV
(
vκ,ε(s); ]ε2,m− ε2[
)
+TV
(
pκ,ε(s); ]ε2,m− ε2[
))
+O(1) hκ
By [5, Formula (4.32) in Proposition 4.9] we finally obtain,
d
(
(Uκ,ε, wκ,ε)(s+ h),F(h) ((Uκ,ε, wκ,ε)(s)))
≤ O(1) h ε TV(pκ,ε(s); ]−∞,−ε2[∪ ]m+ ε2,+∞[ )
+O(1) h TV(pκ,ε(s); ]− ε2, 0[∪ ]m,m+ ε2[ )
+O(1) hκ
+O(1) h TV
(
pκ,ε(s); ]0, ε2[∪ ]m− ε2,m[
)
+O(1) h ε
(
TV
(
vκ,ε(s); ]ε2,m− ε2[
)
+TV
(
pκ,ε(s); ]ε2,m− ε2[
))
= O(1) h
(
ε+ κ+TV
(
pκ,ε(s); [−ε2, ε2[∪ ]m− ε2,m+ ε2[
))
whence, by (3.5)
d
(
(Uκ,ε, wκ,ε)(t), St
(
(Uκ,ε, wκ,ε)(0)
))
≤ O(1)
∫ t
0
(
ε+ κ+TV
(
pκ,ε(s); [−ε2, ε2[∪ ]m− ε2,m+ ε2[
))
ds
Changing the order of integration and using [5, Formula (4.33) in Proposition 4.9], we get∫ t
0
TV
(
pκ,ε(s); [−ε2, ε2[∪ ]m− ε2,m+ ε2[
)
ds
=
∫
[−ε2,ε2[∪ ]m−ε2,m+ε2[
TV
(
pκ,ε(·, z); [0, t])dz
= O(1) ε
2
κ
so that
d
(
(Uκ,ε, wκ,ε)(t), St
(
(Uκ,ε, wκ,ε)(0)
))
= O(1)
(
(ε+ κ)t+
ε2
κ
)
Using (3.4), the proof of 1. is completed.
Hence, the trajectory of the semigroup S with initial datum (U,w)(0) is defined for all t ∈ R+.
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