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RÉSUMÉ 
L'investissement commercial et le temps de conception des circuits électroniques jouent un 
rôle critique dans la croissance économique et technologique. Les circuits électroniques 
peuvent être des cartes sur lesquelles se trouvent des composants ayant des dizaines, voire 
plusieurs centaines de broches connectées électriquement par des traces conductrices. Les 
composants électroniques se connectent ensemble pour devenir un système électronique tel 
un ordinateur, une caméra, etc. Cependant, les ingénieurs sont toujours confrontés à des 
difficultés de conception de circuits telles que la création de leurs dessins physiques, leurs 
tests et leurs fichiers de description (physiques et logiques) appelés netlists. Ce mémoire 
présente une méthodologie de création intelligente de netlist qui assiste le concepteur dans la 
conception d'un système électronique. 
À partir des concepts et propriétés prédéfinis, la méthodologie proposée consiste à créer, dans 
une première étape, une représentation hiérarchique des broches d 'un composant électronique 
qui répondent aux besoins du concepteur. Les broches d 'un composant sont regroupées selon 
leurs propriétés fonctionnelles en des ensembles appelés interfaces. Puis, un algorithme 
identifie les interfaces compatibles entre les différents composants du circuit et les suggère à 
l'utilisateur dans une deuxième étape. Ensuite, dans la troisième étape, à partir des interfaces 
sélectionnées, un autre algorithme interconnecte automatiquement les broches des 
composants en respectant leurs compatibilités électriques. Un logiciel , nommé «Intelligent 
Netlist Creator » (INC), a été implémenté suivant la méthodologie proposée. Les résultats 
montrent que l'utilisation des interfaces facilite et accélère la création des netlists par rapport 
à leur création usuelle. 
Une élaboration supplémentaire a été explorée dans le cadre de cette recherche pour suggérer, 
à l' aide d 'un raisonnement à base de modèle, des fonnules mathématiques pour des 
connexions électriques qui rendent les circuits fonctionnels (ou contraintes 
comportementales). Cette exploration préliminaire montre que la faisabilité de 
l'apprentissage automatique des contra intes comportementales peut être appliquée à la 
méthodologie proposée. Au meilleur de notre connaissance, le logiciel INC serait le premier 
logiciel de type conception assistée par ordinateur qui montre la faisabi lité d'utiliser 
l' apprentissage automatique pour assister le concepteur à la création d 'un netlist de système 
électronique. 
Mots-clés : conception assistée par ordinateur, netlist, forage de données, apprentissage 
automatique, raisonnement à base de modèle. 
- --------------------------------------------------------------
INTRODUCTION 
Depuis les années 1950, 1 'électronique fait des progrès constants tant au mveau de la 
conception qu 'à celui de la technologie. Avec cette évolution, une carte entière fabriquée 
quelques années plus tôt peut aujourd'hui se retrouver intégrée dans un circuit intégré [ 1, 2]. 
Cela est devenu possible surtout grâce à l' usage des programmes informatiques qui 
automatisent la plupart des tâches de conception ; plus connu sous 1 'expression conception 
assistée par ordinateur. Par exemple, grâce aux simulateurs de circuits d'intégration à très 
grande échelle, il est possible de simuler le comportement d'un circuit électronique intégré 
pouvant comprendre des millions de transistors [ 1, 2]. En même temps, 1 'investissement 
commercial et le temps de conception des circuits jouent un rôle critique [3 , 4]. La 
microélectronique, l'un des domaines où les erreurs de conception coutent le plus cher, ne 
peut se permettre de fabriquer un circuit intégré, puis en cas de problème effectuer des 
modifications [4]. Subséquemment, les circuits intégrés reconfigurables qui ont été 
développés pour atténuer le problème de fabrication de circuits statiques. D 'autres méthodes 
ont aussi été introduites comme 1 'usage de simulateurs de circuits. L'utilisation des 
simulateurs devient essentielle dans les méthodologies de conception des circuits intégrés 
pour détecter les erreurs de conception (logiques et électriques) et les corriger avant la 
production [ 4]. Les circuits intégrés sont ainsi validés et fabriqués dans une étape antérieure 
avant leurs interconnexions sur des cartes de circuits imprimés pour constituer un système 
électronique remplissant des fonctions définies. Cependant tout comme pour les circuits 
intégrés, une erreur de conception peut demander la reprise totale d 'une carte de circuits 
imprimés et induire un retard sur l'échéancier de livraison des appareils (systèmes 
électroniques) qui les intègrent. Si une automatisation de création des circuits intégrés est 
faisable, est-il possible d 'en faire autant pour les circuits imprimés afin d'accélérer leur 
fabrication ? Ce mémoire tente de répondre à cette question en proposant une solution. 
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Les composants électroniques possèdent chacun des broches (billes ou pins) qui leur 
permettent de se connecter électriquement les uns aux autres par des traces ou fils 
conducteurs afin de former un circuit. Une collection de broches connectées au même fil 
conducteur est appelée nœud électrique ou signal net ou simplement net. Un circuit est décrit 
par une liste de nets appelée liste d'interconnexions ou netlist. Autrement dit, un netlist est 
une représentation fonctionnelle d'une spécification donnée [ 16]. Le net list d'un circuit 
imprimé décrit les connexions qui se basent sur la structure externe des composants en plus 
des caractéristiques électromagnétiques de chaque broche. La structure interne des 
composants n'est pas considérée dans l'approche proposée. 
Compte tenu de la grande complexité des contraintes et de 1 'évolution rapide des 
technologies, comme la résolution des procédés de connexions, les nouveaux circuits intégrés 
et leurs interfaces, les développeurs de logiciels de conception assistée par ordinateur ne sont 
toujours pas parvenus à faciliter la conception d'un netlist malgré le progrès de 
1 'informatique. Car, ils se sont souciés de représenter fonnellement et physiquement les 
composants électroniques tels que les concepteurs de circuits les conçoivent. Ce flot de 
conception est très rigide et gruge les ressources mentales des concepteurs de circuits qui 
consacrent un temps important sur les détails des composants tels que la gestion de leurs 
configurations, leurs connexions et les contraintes à respecter. Ces détails occupent leur 
attention pendant des semaines, voire des mois. Certaines contraintes électriques et physiques 
(dites comportementales) s'imposent durant la création d'un circuit imprimé afin que celui-ci 
devienne fonctimmel. Selon leur expérience, les concepteurs doivent détenniner 
manuellement les contraintes comportementales en considérant qu'il peut exister des 
composants de plusieurs centaines de broches dans un netlist. Aussi , la pratique avec les 
outils existants veut que l'utilisateur reprenne le même travail toutes les fois qu ' il crée un 
netlist, même si les mêmes composants ont été uti li sés dans des netlists antérieurs. Au plus, 
les logiciels 1 s plus performants sau egardent un schéma du circuit comme patron afin de le 
réutiliser ultérieurement. Cependant, lors de la réutilisation, l'utilisateur doit revoir les 
interconnex ions et leurs contraintes. À cela s'ajoute aussi la qualité de la conception qui se 
détermine par le degré de conformité aux contraintes d'optimisation qui ont été 
satisfaites [ 16]. On peut faire 1 'analogie avec un programmeur qui utilise le langage 
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assembleur plutôt qu'un langage de plus haut niveau tel que C++ ou Java. La conception 
assistée par ordinateur est fondamentalement limitée par les approches théoriques actuelles 
des procédés de conception de netlist. 
L'objectif de ce mémoire est de développer un logiciel qui aide 1 'utilisateur à créer plus 
efficacement un netlist, comparativement aux approches actuelles. Le travail que présente ce 
mémoire s'insère dans un projet de recherche appelé DreamWajerrM_J Dans un cadre de 
recherche qui regroupe un ensemble de chercheurs universitaires (École Polyteclmique de 
Montréal, Université du Québec à Montréal , Université du Québec en Outaouais) en 
collaboration avec le partenaire industriel Gestion TechnoCap inc. et l'appui des organismes 
subventionnaires (CRSNG, PROMPT Québec, MITACS), le projet DreamWafer™ a été 
initié pour développer une platefonne de prototypage rapide de systèmes électroniques 
appelée WaferBoard™. Le projet DreamWafer™, ayant un budget de plusieurs millions de 
dollars, a pour objectif d'accélérer le prototypage de systèmes électroniques pour pennettre 
une itération en quelques minutes plutôt que des mois. Dans la platefonne WaferBoard™, 
1 'utilisateur y place des composants électroniques qui sont analysés ; puis, il fournit un netlist 
à un outil qui crée le prototype du système électronique en configurant les connexions entre 
les composants électriques. Si le netlist n'existe pas, un logiciel assiste l'utilisateur pour le 
créer. 
Advenant l'absence de netlist fourni par l'utilisateur, la création (du netlist) devient une étape 
significative dans le processus d'implémentation du prototypage avec le WaferBoard™. D'où 
l'importance de développer un logiciel qui assiste à la création de netlists afin d'atteindre 
l'objectif par le projet DreamWafer™. Pour que cette assistance soit la plus optimale que 
possible, le logiciel vise des automatisations qui interviennent à toutes les étapes de création 
de netlists. En effet, il est possible d ' appliquer des techniques de l' infonnatique qui 
pourraient assister à la conception de netlists. À cet égard, l' utilisation de l' apprentissage 
automatique est un champ à explorer afin d' assister (ou même de remplacer si possible) les 
experts du domaine. L'apprentissage automatique, une branche de l'intelligence artificielle, 
consiste à développer des algorithmes infonnatiques capables de s'autoaméliorer dans 
1 Le site de DreamWafer™: www.dreamwafer.com, septembre 2013. 
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1 'exécution d'une tâche [ 6, 7]. Les algorithmes de l'apprentissage automatique estiment un 
modèle d'un problème du monde réel avec une certaine probabilité établie d'un ensemble de 
données empiriques [8]. 
Une problématique de la création d'un netlist de circuits imprimés provient majoritairement 
des contraintes comportementales. Jusqu'à ce jour, il n'existe aucun outil de conception 
assistée par ordinateur qui soit supporté par l'apprentissage automatique des contraintes 
comportementales d'un netlist de circuits imprimés. Ce mémoire fait une preuve de concept 
par la défmition des infrastructures logicielles pour faire la connexion automatique des 
composants, assistée par l'utilisateur. L'usage de 1 'apprentissage automatique des contraintes 
comportementales accélère davantage la création d'un netlist, car l'utilisateur n'a pas à 
repartir de rien pour établir les formules. 
L'objectif de ce mémoire consiste à proposer une méthodologie qui aide le concepteur à créer 
un netlist dans le but de réduire le temps de conception d'un circuit en général, 
particulièrement dans le cadre du projet DreamWafer™. Cette assistance, qui se discerne à 
trois niveaux, révèle les objectifs suivants2 : 
• Objectif 1 -Simplification des modèles de composants : certains composants (tels 
que les Field Programmable Gate Arrays ou FPGA, les processeurs) peuvent avoir 
plusieurs centaines de broches. Leur usage devient complexe et surchargé au niveau 
de leur représentation conceptuelle. Il serait donc intéressant de donner une nouvelle 
représentation aux composants afin de simplifier leur usage et de faciliter leurs 
connexwns. 
• Objectif 2 - Interconnexion automatique des composants : pour créer le netlist, 
l'utilisateur doit connecter les composants. À 1 'aide de la nouvelle représentation 
élaborée dans la première étape et des valeurs connues des contraintes, des processus 
connectent automatiquement les composants compatibles après vérification ou non 
par l 'utilisateur. 
2 On réfère des fois par « étape 1 »(respectivement 2 et 3) pour désigner l'objectif 1 (respectivement 2 
et 3). 
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• Objectif 3 - Suggestion de contraintes comportementales : l'utilisateur doit définir 
les contraintes comportementales afin que le netlist devienne fonctionnel. Un 
processus supporté par l'apprentissage automatique assiste l'utili sateur à la définition 
formelle des contraintes comportementales. Un cycle, existant entre les étapes de 
l'objectif2 et l'objectif3, permet de raffiner les résultats avant la création des nets. 
Pour atteindre 1 'objectif 1, chaque composant et ses broches sont représentés respectivement 
par une configuration et des interfaces. Une configuration contient des interfaces qui 
contiennent d'autres interfaces (tel un arbre où les feuilles sont les broches). Une interface 
peut être aussi un regroupement de broches ayant une même connectivité fonctionnelle 3. Des 
propriétés formelles sont associées aux configurations et interfaces afin de préserver leurs 
confonnités aux composants et au netlist. La configuration al lège la vue des composants 
grâce à la structure hiérarchique des interfaces. L'utilisateur peut voir le composant par ses 
connectivités fonctionnelles hiérarchiques. Un composant peut avoir plusieurs configurations. 
Les configurations sont réutilisables, ce qui évite donc de les recréer pour chaque nouveau 
netlist. 
Quant à 1 'objectif 2, étant donné que des valeurs prédéfinies de contraintes sont associées aux 
broches et aux composants (et donc aux interfaces et aux configurations), alors des processus 
élaborés pennettent de détecter les interfaces compatibles et de les connecter 
automatiquement sous la supervision de 1 ' utilisateur. Cette partie se divise en deux modules, 
dont l'un détecte la compatibilité des interfaces (appelé module de suggestion des interfaces 
compatibles) et l'autre interconnecte celles sélectionnées pour la création des connexions 
(appelé module d' intercorrespondance automatique). Le module de suggestion d'interfaces 
trouve les interfaces qui sont compatibles au niveau des contraintes, puis assume que celles-ci 
sont connectables et les présente à l'uti lisateur. Quant au module d' intercorrespondance 
automatique, il crée des intercorrespondances énumérées entre les interfaces compatibles (à 
connecter), mais sans créer les nets entre les composants. Une intervention de l' utilisateur (à 
une étape dite mise en veille) lui permet d 'approuver ou de modifier les paramètres de 
connexion. En fournissant les détails des broches à connecter, l'utilisateur peut défmir plus 
3 Une même connectivité fonctionnelle signifie que Je courant électrique transmit par ce groupe de 
broches a un sens opérationnel. 
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facilement les contraintes comportementales. Donc, pour le soutenir dans sa conception, la 
suggestion automatique des fonnules de contraintes comportementales intervient dans la 
troisième étape. 
Les travaux effectués par 1 'objectif 1 ainsi que le concept de connexion automatique ont fait 
l'objet d 'une publication à International Symposium on Circuits and Systems [15]. Une 
méthode de suggestion de connexions à 1 'utilisateur fut également élaborée ainsi qu'une 
infrastructure qw pennettra éventuellement d'interconnecter automatiquement les 
composants. 
Les formules des contraintes comportementales, telles que le délai, sont exprimées par des 
systèmes d'équations. Du point de vue informatique, seule leur structure mathématique nous 
intéresse ; leur sens revient aux experts du domaine. Pour atteindre l 'objectif3 , on suppose 
qu'il existe des netlists dans une base de données où les contraintes comportementales sont 
exprimées formellement (et sont valables seulement dans leurs netlists) . La solution proposée 
consiste à représenter les équations en tant que motifs séquentiels afin de faire usage d'un 
algorithme de forage de données. Plus précisément, l'a lgorithme Apriori [9, 10, 11, 12] 
(modifié selon les concepts proposés) fait une recherche de motifs séquentiels fréquents où 
des formules générales sont extraites et intégrées dans les interfaces. Une formule générale 
est une formule qui est apprise après à une répétition de celle-ci (en tant que motif séquentiel 
fréquent dans la base de données) et peut être réutilisée dépendamment des paramètres du 
netlist en cours de conception. La réutilisation d 'une formule générale est possible, car les 
variables des équations sont représentées par les identifiants des interfaces. Lorsqu'une 
formule générale est utilisée dans un netlist lors de la troisième étape, elle devient spécifique 
à ce netlist à la suite de la détection des interfaces disponibles et des connexions des 
composants. Dans ce cas, on parle d' instances de formule générale. La troisième étape 
instancie les formules générales puis les suggère à l' utilisateur qui les approuve ou les 
modifie. Cependant, à ce point de l'élaboration, la validation des formules reste une tâche 
manuelle. En guise d'exploration de la troi sième étape, des tests ont été faits pour prouver la 
faisabilité de l ' approche proposée. Dans ce mémoire, seule la contrainte du délai a été 
simulée pour la suggestion de contraintes comportementales. 
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En accord avec la définition de 1 'apprentissage automatique, le logiciel INC est capable 
d'apprendre des modèles (de formules) et de les instancier selon le netlist en cours de 
conception. D'habitude (en apprentissage automatique), un seul algorithme effectue la tâche 
de 1 'apprentissage tel que les méthodologies de raisonnement à base de cas [ 13] ou les arbres 
de décision [28). Mais la solution proposée englobe la structure des modules, la modéli sation 
des formules et 1 'extraction de motifs fréquents . Dans un cadre technjque plus général , les 
modules sont conceptualisés relativement aux modèles (à extraire) afin que le logiciel 
devienne capable d'apprendre certaines tâches. Par contraste au raisonnement à base de cas 
où les exemples (pris de la base de connaissances) ne sont pas modifiés, la solution proposée 
fait usage de modèles extraits par forage de données. Dans le raisonnement à base de 
modèle [14] , la tâche principale se concentre à analyser les données afin de trouver un 
modèle sans nécessairement identifier la technique ou indiquer comment le modèle est utilisé. 
La teclmique proposée dans ce mémoire pousse plus loin l' usage des modèles en les 
modifiant selon des paramètres dans le but d'identifier le cas auquel est confronté 1 ' utilisateur 
et de donner sa solution. 
Les contributions qu'apporte ce mémoire sont : 
• Les nouveaux concepts de Configuration et d'Interface pennettent une vue 
hiérarchique des composants et allègent la vue du netlist. Ces concepts suivent des 
propriétés formelles qui doivent être respectées. 
• Une nouvelle méthodologie de création de netlists qui se base sur les interfaces. La 
détection des interfaces compatibles et leurs connexions automatiques accélèrent la 
création du netlist. 
• Une nouvelle approche hybride en apprentissage automatique qui combine le génie 
logiciel et le forage de données. Le forage de données extrait des fonnules générales 
représentées par une série d ' identifiants d'interfaces. L'usage de ces modèles est 
possible grâce à la structure des modules. 
La structure du mémoire est organisée comme suit. Le chapitre 1 introduit les notions de base 
en électronique pour concevoir un net list. Le chapitre II présente un aperçu de 1 'état de 1' art 
de conception des netlists et la problématique du point de vue informatique. Ensuite, Je 
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chapitre III propose des concepts et leurs propriétés à la problématique de l'objectif 1. Le 
chapitre IV présente l'algorithme de suggestion d'interfaces compatibles et l'algorithme de 
connexion automatique fixés par l'objectif 2. Pour l'objectif 3, Je chapitre V explique la 
méthode d'extraction des formules des contraintes comportementales et leurs suggestions 
durant la conception du netlist. Les expérimentations et les résultats sont présentés dans le 
chapitre VI. Le chapitre VII conclut ce mémoire. Et enfin en annexe, l' appendice A présente 
le manuel d'utilisation du logiciel INC. 
CHAPITRE I 
NOTIONS DE BASE EN ÉLECTRONIQUE POUR LA CONCEPTION D'UN CIRCUIT 
ÉLECTRONIQUE 
En électronique, la conception des circuits imprimés prend en compte beaucoup de concepts, 
de paramètres, d'équations et de modèles qui permettent de simuler le comportement des 
circuits imprimés, à partir des principes issus de la mécanique, de l'électromagnétisme, de la 
chimie, de la thermodynamique et la science des matériaux. Ils doivent également prévoir la 
configuration de certains composants avant de les connecter. Ce chapitre présente une brève 
description des notions de base en électronique pour la conception d'un circuit imprimé. La 
première section définit techniquement la notion d'un netlist. Puis, la deuxième section 
explique la problématique des contraintes comportementales. Des exemples de formules de 
contraintes comportementales sont donnés dans la troisième section. La quatrième section 
explique comment les circuits imprimés sont actuellement développés. Et enfin, la cinquième 
section montre les limites de cette conception et le besoin de l'améliorer. 
1.1 Notion de netlist 
La figure 1.1 montre un exemple simplifié d'un netlist. Par exemple, le net 2 indique que la 
broche 2 du composant A est connectée à la broche 3 du composant B. Ainsi, les nets nl, n2, 
n3 et n4 représentent les connexions entre les broches 1, 2, 3 et 6 du composant A 
respectivement aux broches 2, 3, 4 et 5 du composant B. De même, les broches 4 et 5 du 
composant A sont connectées respectivement aux broches 3 et 4 du composant C. Chaque net 
contient la liste des broches connectées. Le netlist du circuit devient la liste des nets n 1, n2, 
n3 , n4, n5 et n6 . 
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... n ... 
A 1 ::: n2 :: 2B 2 
-: n3 '"' 3 I ·~ 3 ... 4 5 4 6 -:: :- 5 
4~ 4~ '"' n4 '"' 
n6 n5 
4' ~' 
4 3 1 •• 
c 2•• 
Figure 1.1 Exemple d'un netlist schématique. 
Un netlist contient aussi des descriptions (électriques, mécaniques, mathématiques ou 
géométriques) des composants, broches et nets. Ces descriptions sont des contraintes de 
conception qui spécifient le circuit. La section suivante présente la notion des contraintes en 
général et plus particulièrement les contraintes comportementales. 
1.2 Notion de contrainte de conception de netlist 
Des contraintes sont associées aux broches, aux nets et aux composants électroniques. Ces 
contraintes qui doivent être respectées afin que le netlist soit fonctionnellement valide. Par 
exemple, une broche (d'un composant) qui fonctionne à une tension de 5V ne peut pas être 
connectée à une source d'alimentation de lOV, car l'opérationnalité du composant ne permet 
pas de supporter une telle tension. Un autre exemple de contrainte associée à un composant 
est la température qui affecte le fonctionnement d'un composant, car le matériel qui le 
construit ne conduit pas le même courant électrique sous différents degrés (de température) et 
a fiabilité en dépend . De ceci, une classification de contraintes est faite. 
Les contraintes se classent en général dans une des quatre catégories suivantes [16] : 
• les contraintes technologiques nécessaires à la fabrication ; 
• les contraintes fonctionnelles qui garantissent les fonctionnalités des circuits 
intégrés; 
-- --------- ---- -------
1 1 
• les contraintes de simplification (du désign du circuit) qui émergent à la suite d'une 
réduction de la complexité du désign du circuit4 ; 
• et les contraintes commerciales qui, par exemple, doivent répondre à certaines 
obligations d'emballage définies par un dessin physique de circuit. 
De plus, les contraintes sont implicites (texte, supposition et algorithme) ou explicites (des 
valeurs directement accessibles telles que le voltage et la fréquence). Les contraintes 
explicites sont connues au début du processus de désign alors que les contraintes implicites 
sont plus difficiles à manipuler à cause de leurs expressions informelles qui se définissent et 
se valident tout au long de la conception. Chaque contrainte a un type de valeur ; type qui se 
rapporte à sa propriété et qui se classe dans un domaine (ou groupe de domaines) physique, 
électrique, mécanique, mathématique ou géométrique. Ces types de contraintes peuvent être 
simples (c.-à-d. qu'elles sont indépendantes, à une variable) ou complexes (qui dépendent 
d'autres contraintes, à plusieurs variables). Les contraintes peuvent avoir des valeurs (ou des 
intervalles de valeurs) nominales, réelles ou statistiques [16] . Les experts du domaine doivent 
manuellement définir et vérifier les contraintes comportementales des composants selon le 
contexte du circuit. Les contraintes comportementales sont implicites et peuvent être simples 
ou complexes dans n'importe quel domaine. 
Les broches des composants connectées au même net doivent être compatibles 
électriquement. Le net leur pennet de communiquer en transmettant des informations grâce à 
des signaux électriques qm décrivent des comportements ou attributs d'un 
phénomène [4, 17]. Un signal se définit aussi en tant que quantité physique, variable dans le 
temps, telle que la température, la pression, le son, la lumière et l'électricité [18]. Un 
composant électronique prend un signal entrant et produit un signal sortant. Ainsi, les 
composants connectés communiquent de façon coordonnée des signaux électriques dans un 
circuit. Mais comme tous les composants ne sont pas fonctionnellement identiques, alors le 
concepteur contrôle le jeu des contraintes. Ainsi , il influence la transmission des signaux 
électriques afin que cette transmission ait un sens. 
4 Les contraintes de simplification sont applicables seulement pour la synthèse de circuits intégrés et 
non des circuits imprimés. 
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Dans la figure 1.2, le netlist est représenté avec la contrainte direction (ou type). Les broches 
possèdent une direction qui indique les transmissions du signal entrant ou sortant. La valeur 
POW, par exemple, indique que les broches connectées au net n4 reçoivent une alimentation 
de SV. La broche 1 du composant A de type entrant (IN) est connectée à la broche 2 de B de 
type sortant (OUT) . Le type OUT ne peut pas se connecter à un type OUT par exemple. Du 
fait que la quantité des détails surcharge le schéma, alors un même netlist peut être représenté 
dans plusieurs fichiers simultanément (schématiques, textuels et physiques). D'autres 
contraintes électriques (telles que la fréquence ou 1 'intensité) pourraient être décrites plus 
explicitement dans un fichier texte du netlist. 
1 IN ni nl /T_ 2 B A 
2 IN n2 OUT 3 
.OUT n3 lN. 
1 
3 4 
5 4 .POW n4 POW_ 5 l IN OUT 
sv 
n6 n5 
OUT IN 
4 3 1 
c 2 
Figure 1.2 Exemple de netlist avec des contraintes d'entrées et sorties. 
Les informations transmises par les nets peuvent devoir respecter des contraintes 
(comportementales) reliées au temps. Elles peuvent devoir, par exemple, arriver 
simultanément (en parallèle ou en série) dans un intervalle défini de temps. Par exemple, 
lorsqu'un processeur transmet des informations en parallèle à des mémoires par un ensemble 
de nets (appelé bus), alors le composant mémoire doit respecter une contrainte temporelle 
(telle que le délai), qui aide à échantillonner 1 'ensemble de ces signaux dans un intervalle de 
temps défini par le comportement des composants interconnectés. Ce comportement est 
généralement extrait des spécifications décrites par le manufacturier de ce composant. Le 
respect de ces contraintes permet d'assurer la validité des opérations d'écriture et de lecture 
(dans les mémoires) . Si un signal ne respecte pas une contrainte temporelle, les infonnations 
sauvegardées dans la mémoire peuvent s'avérer erronées. Les contraintes temporelles 
13 
peuvent être dépendantes de certains paramètres tels que la fréquence des signaux électriques, 
la distance entre les composants, les matériaux des traces conductrices, la distance entre les 
traces conductrices, le voltage, la température, etc. 
1.3 Exemple de contrainte comportementale - le délai 
Le signal que les composants connectés transmettent change d 'état en passant d'une valeur à 
une autre. La transition d'un signal spécifique d'un état vers un autre est appelée 
évènement [19, 20). Du fait que tous les composants ne fonctionnent pas à la même allure de 
traitement d'un signal électrique, alors un intervalle temporel indique le seuil de flexibilité de 
transmission dans lequel le circuit est garanti de rester fonctionnel. Soit, la relation entre deux 
évènements e et e' consiste à spécifier un temps minimum tf et un temps maximum !'!. qui 
indiquent les bornes de l'intervalle temporel (appelé temps de séparation ou délai 
noté [0, !'!.]) [19, 20). Dans la figure 1.3 , un composant transmet un signal pour indiquer 
l'évènement e (passage de OV à 2V). Puis, dans l'intervalle de temps [0, !'!.], le signal suivant 
doit être transmis pour indiquer 1 'évènement e ' (passage de 2V à OV). 
2V 
ov 
)i 
Délai l '-e_' ..;--)~ OV 
:< ): 
--------------> 
Temps J- ~ 
Figure 1.3 Transmi ssion de signal électrique. 
La transmission de l'évènement e' débute entre tf et !'!. . Soit, t(e) et t(e') les temps initiaux de e 
ete ' respectivement, alors on peut affirmer que la formule suivante [19, 20] : 
t(e) + 8 ~ t(e') ~ t (e) + LI (1.1) 
Une écriture alternative de l' expression ( 1.1 ) est : 
8 ~ t(e')- t(e) ~LI ( 1.1 ) ' 
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Le problème se complique lorsqu'un composant reçoit plusieurs signaux simultanément, car 
les informations transmises doivent être complètes afin d 'être traitées. Par exemple, dans la 
figure 1.4, les évènements e1 (avec un délai T1 = [0, L1J]) et e2 (avec un délai T2 = [62, L12]), 
transmis par différents composants, amorcent l'évènement e3. L'évènement e3 ne peut être 
activé qu'entre les bornes inférieures et supérieures des intervalles Tet T'. Autrement dit, 
l'évènement e3 est dépendant de e1 et e2 simultanément: 
Figure 1.4 Exemple d'un graphe d 'évènements. 
L'inégalité de l'expression (1.2) peut être plus étendue si l'évènement e3 dépend 
d 'évènements additionnels ou que d 'autres évènements dépendent de e3. Par exemple, si un 
évènement e5 dépend des évènements e3 et e4 , alors e5 devient implicitement en relation avec 
les délais de e 1 et e2. La tâche du concepteur consiste à trouver les bornes (optimales si 
possible) des délais consistants avec les prérequis des spécifications ciblées par le circuit. Il 
doit vérifier qu 'i l n'y a pas de blocage de délai d'un évènement (par exemple, le 
déclenchement de e3 devient impossible si le minimum t(e1 ) + 81 est supérieur au 
maximum t(e2 ) + L'. 2 ). Il est à noter aussi que les valeurs 6 et L1 peuvent être dépendantes 
d'autres contraintes telles que la fréquence, la température, etc. Au besoin, le concepteur est 
contraint à modifier les configurations des composants ou du circuit pour résoudre les 
impasses ou faire des optimisations. 
À titre d ' exploration, ce mémoire prend en exemple la contrainte comportementale de délai à 
déterminer parmi d ' autres telles que les aléas de délai (skew), les marges de manœuvre de 
délai (slack). Le choix de la contrainte de délai vient du fait qu'elle est importante à définir , 
car d'autres contraintes comportementales en dépendent. 
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Pour concevoir un circuit électronique, les concepteurs procèdent par une méthodologie de 
développement qui défmit les spécifications (du circuit) et vérifie les contraintes 
implémentées. La section suivante présente le cycle de développement d'un circuit 
électronique. 
1.4 Cycle de développement de circuit électronique 
La figure 1.5 illustre le flux typique de conception de circuits imprimés où des idées de 
développement technologique de départ conduisent à la création d 'un système 
électronique [2, 16, 21 , 22, 25 et une figure additionnelle5]. Les concepteurs examinent dans 
une première étape les besoins d 'un système électronique à fabriquer pour en tirer les 
prérequis nécessaires (étape de remue-méninges). Puis, ces prérequis sont évalués (étape 
d'évaluation) afin de définir des concepts qui assurent de réaliser la fonctionnalité du système 
électronique à développer selon le budget disponible. À l'étape de la conception, les concepts 
sont traduits en schémas fonctionnels (électriques et électroniques) qui décrivent 
l'architecture du système. L'étape de capture (conception logique) définit les détails 
(standards) des composants électroniques à utiliser, les schémas logiques et les netlists à 
l'aide des stocks et des librairies disponibles. Les schémas logiques et les netlists sont soumis 
à des simulations et des vérifications de conformité des règles d'interconnexion. Ensuite à 
l'étape de la conception physique, des plans (physiques) et des fichiers de circuits imprimés 
sont défmis en considérant les optimisations et les simplifications possibles . Une foi s de plus, 
des vérifications et des simulations ont lieu afin d'éliminer les erreurs de conception. Les 
plans physiques permettent de créer des prototypes de circuits imprimés (étape de 
fab rication) qui sont ensuite testés (étape de test) afin de corriger les erreurs s 'il y en existe. 
Lorsque les prototypes finaux sont acquis alors leur production en masse peut être entamée. 
Ensuite, les circuits imprimés produits sont assemblés en systèmes électroniques. Il faut noter 
que le flot de conception est un cycle de développement où des ajustements ont lieu à toutes 
les étapes. 
5 La figure additionnelle est tirée du site www. cs .berke ley.edu/~prabal/teaching/csl94-05-s08/csl94-
designflow.ppt, 2008, septembre 2013 . 
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Figure 1.5 Flux de conception des circuits imprimés. 
Plus le flux de conception avance vers la fabrication physique du circuit, alors le degré de 
liberté de conception diminue et donc la solution devient plus restreinte. Les concepteurs 
réduisent graduellement les marges de manœuvre ( c. -à-d. le degré de liberté) afin de 
restreindre l'espace de la solution dans le contexte du circuit et de ses contraintes selon des 
stratégies arbitraires [ 16]. Dans toute conception, les contraintes doivent être respectées. 
Cependant, le but est de les réaliser avec une optimisation prédéfmie de départ . 
Deux importants domaines dans la conception de circuit sont la synthèse et la 
vérification [ 19]. La synthèse est le processus de transformation des spécifications abstraites 
en des implémentations physiques. La vérification est un processus qui assure que les 
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conceptions fonnelles ont été proprement implémentées et répondent aux critères requis par 
les fonctions du circuit. Certaines contraintes temporelles (telles que le délai) sont définies 
selon un cycle issu de trois principes [19] : 
• La vérification par implémentation : qui assure que l' implémentation d'un netlist 
satisfait les contraintes comportementales temporelles de la spécification originale. 
• Dérivation des contraintes pour la synthèse : en utilisant les variables des contraintes 
symboliques tf et ~ . il est possible de déterminer le degré de flexibilité qui est 
disponible tout en satisfaisant les contraintes comportementales. 
• Évaluation de conception : est appliquée en utilisant des variables de contraintes 
symboliques et en déterminant les bornes des valeurs de ces variables dépendamment 
des contraintes comportementales. 
Quant à la vérification temporelle, elle se spécifie sur trois types de relations [ 19] : 
• Le délai : qui décrit une relation temporelle entre deux évènements. 
• Les garanties désignent les relations qui sont assurées d'être maintenues entre les 
évènements (telles que les configurations des composants et les valeurs de certaines 
contraintes électriques et physiques déjà établies). 
• Les contraintes qui sont des conditions fonctionnelles du circuit. 
En général lors de la conception d'un circuit, le concepteur sélectionne et configure les 
composants ( c.-à-d. il initialise les garanties) selon les fonctionnalités du circuit ( c. -à-d . les 
contraintes cibles). Et donc, il ne reste que le calcul des délais. Tout au long de la conception, 
le concepteur calcule les délais et les vérifi e constamment par rapport aux contraintes et aux 
garanties. 
La conception des circuits se fai t à l'aide d'outils de conception (graphique et fonctionnelle) 
assistée par ordinateur qui aident à la génération des netlists (des logiciels tels que 
DxDesigner et PADS de Mentor Graphic6, Allegro et OrCad de Cadenc/ , ViewLogic de 
6 Site de Mentor Graphies: www.mentor.com, septembre 2013 . 
7 Site de Cadence: www.cadence.com, septembre 2013. 
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Synopsis8 , Altium Designer d'Altium9). La section suivante présente les limites actuelles des 
logiciels de conception et le besoin les améliorer. 
1.5 Limites actuelles des logiciels de conception de netlists 
Depuis une trentaine d'années après son introduction, la vérification des modèles pour la 
conception des circuits a connu un grand progrès [23]. Mais ce progrès a touché en grande 
partie la vérification algorithmique des contraintes électriques et temporelles (ou software 
mode! checking) . Quant à la vérification de la description matérielle des circuits (ou 
hardware mode! checking), malgré son progrès, elle reste un problème stagnant et pressant vu 
les problématiques auxquelles elle est confrontée telles que : la complexité des contraintes 
comportementales, le développement accru des nouveaux circuits intégrés et leurs interfaces, 
la qualité des matériels utilisés, l'optimisation des circuits et le temps de mise en marché des 
systèmes électroniques [16, 23]. Mais, les logiciels de conception de netlist n'arrivent pas à 
suivre le progrès. Le développement des circuits imprimés devient donc dépendant en grande 
partie sur l'expérience des concepteurs. Vu que la limite des logiciels provient 
fondamentalement de la stratégie de développement [ 16], alors il devient nécessaire d'en 
trouver une nouvelle qui répond aux problématiques de conception. 
Le chapitre suivant présente l'état de l'art de la conception de netlist du point de vue 
informatique. 
8 Site de Synopsis: www.syno psys.com, septembre 2013. 
9 Site de Altium: www.alt ium.co m, septembre 2013 . 
CHAPITRE II 
ÉTAT DE L'ART DE LA CONCEPTION DE NET LIST 
Le développement technologique de 1' électronique, qui augmente exponentiellement, rend de 
plus en plus difficile la productivité. Les logiciels de conception assistée par ordinateur de 
netlist n'arrivent pas à suivre à la même allure car ils suivent un flux de développement qui 
dépend plus sur l'expertise et la connaissance du concepteur. Dans la première section, ce 
chapitre explique les problématiques du point de vue informatique. Puis, la deuxième section 
résume les approches théoriques existantes en rapport avec ces problématiques . 
2.1 Problématiques de conception de netlist du point de vue informatique 
Durant la conception d'un circuit, les concepteurs vont dans les deux sens de 
développement: ascendant (ou bottom-up) et descendant (ou Top-dawn) [16]. Le 
développement ascendant commence par la configuration des structures internes des circuits 
intégrés (telle que les portes logiques) jusqu'à arriver au désign du système électronique. 
Tandis que le développement descendant commence au niveau système, puis en déduit les 
composants intégrés à utiliser et leurs configurations. En pratique durant la conception, les 
concepteurs essayent de joindre les deux bouts ascendant et descendant. 
Les contraintes comportementales commencent à se définir dès la configuration interne des 
circuits intégrés pour ensuite se propager à un plus haut niveau ( c.-à-d. conception 
ascendante). Ce qm rend « presque impossible» de les définir par une conception 
descendante [ 16]. 
En premier lieu, il faut mentionner que ce mémoire se limite à la conception de système 
électronique jusqu'au niveau des composants et leurs contraintes électriques et fait 
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abstraction de la structure interne des composants. En plus de cette abstraction, d'autres 
difficultés de conception au niveau système ne sont pas adressées telles que le routage des 
nets (où la tâche consiste à trouver les chemins sur lesquels seront imprimés les nets en 
respectant les contraintes de conception). Ce mémoire s'adresse à deux problématiques 
maJeures : la connexion des broches des composants et la suggestion des contraintes 
comportementales où le délai est pris à titre d'exemple. 
2.1.1 Connexion des composants 
Afin qu'un netlist soit généré, tous les éléments qui participent à sa structure doivent 
également être modelés. Donc, il s'agit des objets tels que les composants, les broches, les 
contraintes, les nets et le netlist. Le concepteur ne peut connecter deux broches que si elles 
sont compatibles électriquement. Chaque broche possède la liste de contraintes. Certaines 
contraintes peuvent aussi être associées aux composants et aux nets car tous deux possèdent 
des caractéristiques individuelles. La compatibilité consiste à vérifier que toutes leurs 
contraintes correspondantes sont compatibles électriquement. Par exemple, une broche de 
direction OUT ayant une tension de [2, S)V ne peut se connecter qu ' à une broche de direction 
IN ou INOUT de tension [2, S]V (en supposant que les autres contraintes électriques des 
broches sont compatibles). On assimile à chaque type de contrainte une fonction de 
compatibilité qui lui propre. Chaque fonction vérifie la compatibilité subjective à sa 
contrainte entre plusieurs broches et possiblement une dépendance s'il en existe (par 
exemple, la tension peut dépendre la résistance et de l' intensité du courant). Les détails de ces 
fonctions sont fournis par les experts de 1' électronique. Donc, la compatibilité entre deux 
broches consiste à vérifier toutes les fonctions simultanément. 
Dans ce mémoire, seule la fonction de la contrainte de direction a été développée en 
profondeur pour l'algoritlune de connexion. Quant aux autres fonctions (plusieurs dizaines), 
Iles sont aussi vérifiées en parallèle (avec la direction). Mais, on se limite à vérifier les 
bornes des intervalles par l'égalité. Par exemple, on détermine qu'une broche de direction 
OUT et de tension [3 , 4]V n 'est pas connectable à une broche IN de tension [3, S]V car les 
bornes maximales des intervalles ne sont pas égales (bien que ce soit possible dans certains 
cas en pratique car il y a une tolérance lorsque le voltage maximale d'une broche OUT est 
inférieur au voltage maximale d'une broche IN - mais pas supérieure). On se limite à vérifier 
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par l'égalité les mmnnums et les maximums des intervalles de chaque contrainte afin 
d'asserter la compatibilité des broches testées. Un développement plus concret nécessite la 
prise en compte des détails de chaque fonction lorsque c'est nécessaire. 
D'un autre côté, même si le logiciel à développer suggère les broches compatibles, le 
concepteur aura toujours de la difficulté à identifier celles dont il a besoin car il peut exister 
plusieurs centaines voire milliers de broches dans un netlist. Autrement dit, il y a de fortes 
chances qu'une broche puisse avoir plusieurs dizaines de broches qui lui sont compatibles 
électriquement, cependant, une seule serait nécessaire à la conception. Bien que la tâche de la 
recherche manuelle devienne réduite aux broches compatibles, 1 'utilisateur reste confronter à 
la tâche de connexion broche-par-broche pour tout le circuit. Donc, il devient important de 
trouver une stratégie de représentation des composants qui pennettrait d ' alléger la vue du 
netlist et de connecter un lot de broches plutôt qu'une à la fois . Ce mémoire répond à cette 
problématique en introduisant de nouveaux concepts qui pennettent non seulement la 
suggestion des broches compatibles, mais aussi la connexion automatique par groupes 
compatibles de broches. 
La deuxième problématique à laquelle s'adresse ce mémoire est la suggestion des contraintes 
comportementales qui est couverte dans la section suivante. 
2.1 .2 Suggestion de contraintes comportementales 
La contrainte comportementale, prise en exemple dans ce mémoire, est le délai qui s 'exprime 
par des formules mathématiques. Du point de vue informatique, le sens des fonnules n'est 
pas pris en considération. En d 'autres termes, il ne s'agit pas de faire des véri fi cations mais 
plutôt de suggérer des formules à l' utilisateur selon la conception du circui t. Mais comme les 
formules sont souvent subj ectives au désign du circuit, il devient di ffici le de trouver avec 
exactitude celles dont l' utilisateur a besoin. Jusque à ce jour, il n 'existe aucun logiciel qui 
suggère la contrainte de délai même au niveau de la conception des circuits intégrés [1 6, 24]. 
Pour résoudre une problématique qui se base sur l'expérience du concepteur, des techniques 
de l' informatique telles que l 'apprentissage automatique peuvent être utilisées. 
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Afin de mieux analyser la problématique de la contrainte du délai dans ce mémoire, on réduit 
1 'expression des formules à des équations incluant les connecteurs des base =, < et > ; les 
opérations + et - ; et les opérateurs * et / . À partir de 1 'expression (1.2), une formule est une 
expression dépendante de tf et !J. qui sont aussi fonctions d 'autres contraintes. On supposera 
que tf et !J. sont des fonctions polynomiales à plusieurs variables 10 (c.-à-d. f(d) = 
pl ql rl p2 q2 r2 pn qn rn j{d)- .c . a1x1 y1 ... z1 +a1x2 y2 ... z2 +···+anxn Yn .. . Zn avec -uou!J.,x,y, . .. ,zE IRÎ. 
sont des valeurs réelles des contraintes de dépendance; a1, •. • , a" E IRÎ. sont des constantes 
réelles; p, q, ret nE N). Alors on peut écrire que : 
(2.1) 
et 
De plus, on peut reformuler l 'expression (1.2) comme une suite d'expressions telle que: 
Ou encore: 
Les expressiOns (1.2) et (2.2)' sont équivalentes car e3 doit vérifier tous les termes 
simultanément par un ET logique. Autrement dit, on déduit un système d'équations E tel 
que : 
(2.3) 
10 À ce stade de développement, on ne considère pas des fonctions complexes telles que 
trigonométriques, logarithmiques, etc. 
---- - ----------------
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En utili sant les expressions (2.1) et (2.3), on déduit un nouveau système E' équivalent à E : 
e3 - el - a 1.1 x1.1 y1.1 ... zl,l au xl,2 y1.2 ... zl,2 . . . al,gxl,g Yl ,g .. . zl,g 
le 
) > pl,l ql,l rl,l + pl,2 ql,2 rl,2 + + pl,g ql,g rl,g 
( ) < b al,l /31,1 tyl,l + b al,2 {31,2 t yl,2 + + b al,h /3l,h tyl ,h e3 - e1 - 11 rll sl l ··· 11 1 2 rl 2 sl 2 · · · 1 2 · · · 1 h rl h sl h ·· · 1 h E' = ' ' ' ' ' ' ' ' ' ' ' · (2 4) ( ) > p2,1 q2,1 r2,1 + p2,2 q2,2 r2,2 + + p2,g q2,g r2,g · e3 - e2 - a2.1x2,1 Y2,1 ... z2.1 a2,1x2,2 Yz,2 . .. z2.2 ··· a 2,g x2.g Y2,g .. . z2,g 
( ) < b a2,1 /32,1 t y2,1 + b a2,2 /32,2 t y2,2 + + b a2,h /32,h t y2,h e 3 - e2 - 2.1 r 2,1 s2,1 ·· · 2,1 2.2r2,2 Sz,2 ·· · 2,2 · ·· 2,h r2,h Sz,h ·· · 2,h 
Il est à noter que le nombre des équations et le nombre de leurs variables peuvent être 
théoriquement indéterminés dans le système E'. Donc, la tâche du concepteur revient à 
trouver les valeurs optimales pour lesquelles E' reste vrai . Il est possible qu'une même 
contrainte x de E' puisse exister dans un autre système E". La variable x doit être vrai dans les 
deux. 
On généralise le système E' par un système S d'équations selon les connecteurs, les 
opérations et les opérateurs pris en compte dans ce mémoire sur un nombre inconnu de 
variables, tel que : 
{ 
dl ( = , <, > )( + , - )a1.1xl,1 ( + , -,*,/)al,2xl,2 ( + , - ,*,/) ··· ( +, - ,*,/)al,n 1 X1,n1 
S = d~ = , <, > )( +~-)a2,1X2,1 ( +,~~*,/)a2.2Xz,2C +, ~*,/) . .. ( +, ~*,/)a2,n2 X2,n2 
dm(-, <,>)(+, )am,lXm ,l(+ , , ,j)am,2Xm2C+ , ,*,/) . . . (+, ,*J)am,n2 Xm,nm 
(2.5) 
Les connecteurs, les opérations et les opérateurs entre parenthèses signifient qu 'un seul de 
ces éléments est sélectionnable pour la fonnulation de l'équation. Les valeurs de n et m sont 
théoriquement inconnues. Donc, pour définir une contrainte de délai, il revient à suggérer à 
l'utilisateur un système d 'équations tel que S selon la conception du circuit où les variables 
sont les connecteurs, les opérations, les opérateurs, les constantes au et les valeurs xu des 
contraintes de dépendance. On se limite à suggérer seulement les équations j(d) et non à 
formuler le système 11 • La valeur de f(d) dans Sne représente pas forcément (ep - eq) mais 
peut être n'importe quelle contrainte qui s'exprime par une formule. Autrement dit, on peut 
11 Bien qu' il aurait été possible de suggérer le système d'équations S, ce mémoire s'est limité à 
suggérer seulement les équations individuelles à l'utilisateur. Pour un développement plus concret, il 
faut nécessairement prendre en compte la suggestion des systèmes (incluant leur vérification). Il est à 
noter que ce mémoire a pris en considération seulement les opérations de base. Il n'est donc pas 
impossible d'en déduire les fonctions complexes ou, par exemple, d'utiliser un tier module (tel que 
math/ab : www.mathworks.com/products/matlab/, sept. 20 13) pour résoudre le système d'équations. 
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avoir la valeur 0 à gauche du connecteur et toutes les variables à droite (étant donné que c'est 
un système). Donc, l'exercice consiste à résoudre le système en trouvant les variables 
correctes. Ce mémoire propose une approche en apprentissage automatique qui tente de 
répondre à cette problématique. 
2.2 Approches théoriques existantes de conception de système électroniques 
Tout comme l'indiquent [16, 23], il n'y a pas beaucoup de travaux qui ont été faits dans la 
conception de système électronique ces dernières années, que ce soit au niveau de la 
vérification ou aux problématiques auxquelles s'adresse ce mémoire. La première section qui 
suit couvre les approches existantes qui tentent de faire usage de la connexion automatique. 
Puis, la deuxième section résume les approches de conception faisant usage de 
1 ' apprentissage automatique des contraintes comportementales en générale. 
2.2.1 Approches existantes pour la connexion automatique 
Pour la connexion automatique des broches au niveau système électronique, il n ' existe pas de 
référence (au meilleur de notre connaissance) à part la publication [15] qu'a faite ce mémoire. 
Dans les logiciels de conception assistée par ordinateur tel qu'Altium 12, l 'utilisateur 
sélectionne manuellement un nombre n de broches pour les connecter à un même nombre n 
de broches (ou soit à un bus). Une broche se connecte à celle qui se trouve en face d'elle par 
un « glisser-déposer » (drag-and-drop) . La technique est plus graphique et n'a aucun fond 
qui se base sur les contraintes. De plus, il n'y a pas de suggestion de broches compatibles 
électriquement. De même pour les circuits intégrés, il existe des travaux tels que [26] où la 
technique n' est pas plus différente que celle d'Altium et fait une correspondance entre les 
broches qui se trouvent face à face. 
2.2.2 Approches existantes pour la suggestion de contraintes comportementales 
Les approches théoriques existantes qui font usage de l' apprentissage automatique utilisent 
les machines à vecteurs de support (ou support vectors machines) pour détenniner, par 
exemple, 1 'emplacement physique des transistors dans un circuit intégré [24]. Au meilleur de 
12 Une démonstration de connexion est disponible sur le site d ' Altium 
http://videos.altium.com/trainingcenter/od player.html, septembre 2013 . 
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notre connaissance, il n'y a pas de référence sur la suggestion de la contrainte de délai pour 
les circuits de systèmes électroniques. Ce mémoire fait usage de nouveaux concepts qm 
rendent possible la suggestion de fonnules et donc présente une solution originale. 
L 'astuce qu 'utilise ce mémoire pour la suggestion des formules consiste à décomposer la 
contrainte comportementale du délai en des expressions régulières. Dans ce cas, il existe des 
travaux qui portent sur l'extraction des expressions régulières tels que 1 ' algorithme A priori, 
FP-growth [29] , algorithme d'apprentissage d'expressions régulières de données 
positives [30]. Cependant, l'extraction des expressions régulières n'est pas un apprentissage 
automatique. Ce mémoire utilise les expressions régulières comme modèles afin de les 
reformuler plus tard lors de la conception du netlist. Autrement dit, nous présentons une 
nouvelle approche hybride en apprentissage automatique basée sur un raisonnement à base de 
modèle qui fait usage des expressions régulières. 
Le chapitre suivant propose une nouvelle représentation de modèle des composants 
électroniques grâce à laquelle la connexion automatique et la suggestion des formules 
deviennent réalisables. 

CHAPITRE III 
DÉFINITIONS DES CONCEPTS ET PROPRIÉTÉS DE REPRÉSENTATION DE 
MODÈLE DE COMPOSANTS ÉLECTRONIQUES 
Ce chapitre présente de nouveaux concepts pour la représentation de modèle de composants. 
Cette représentation pennet d'adopter une organisation hiérarchique des broches des 
composants afin de faciliter leurs connexions. 
La première section définit plus en détails le concept d ' interface et de configuration. Puis, la 
deuxième section présente des postulats qui garantissent une représentation fidèl e aux 
composants. La troisième section explique la gestion des contraintes et des connexions. 
Ensuite, la quatrième section décrit les relations entre les différents objets du netlist par un 
réseau sémantique. Et enfm, un exemple pratique est donné à titre de validation des concepts. 
3.1 Définitions de tenues 
Dans l'approche proposée, certains termes utilisés ont des sens spécifiques auxquels 
s'attachent des propriétés et des remarques. Ils sont définis dans les sections qui suivent. 
3.1 .1 Interface 
Une interface représente les connexiOns externes d 'un composant et l'accessibilité à ses 
comportements [27]. En restant fidèle à cette définition, une caractéristique supplémentaire 
peut être ajoutée. Une interface d'un composant est un ensemble de broches nécessaires et 
suffisantes pour une connexion fonctionnelle [15]. Le concepteur peut regrouper d'avance 
l'ensemble des broches qui constitue la fonctionnalité d 'une interface. Autrement di t, les 
interfaces peuvent être créées avant les connexions des broches. Par exemple, les broches 
d'un composant qui se connecteront à un bus d'adresse forment une interface; ou encore, les 
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broches d'une même banque d'un FPGA peuvent former une interface. Les interfaces 
deviennent des parties intégrantes du composant. La figure 3.1 montre une représentation des 
broches d'un composant A par des interfaces. Par exemple, l'interface i1 contient les 
interfaces i3 et i4 . Les interfaces de CA de la figure 3.1 et de la figure 3.2-(b) sont identiques 
sauf que les broches sont cachées dans la figure 3.2-(b). Dans les figures 3.2-(a) et 3.2-(a'), le 
composant A se connecte par les broches 4 et 5 (notés A.4 et A.5) respectivement aux broches 
C.3 et C.4 du composant C. Le concepteur sachant à l'avance que A.4 et A.5 fonctionnent 
ensemble, alors il peut les regrouper ensemble sous un même objet (c.-à-d. interface) avant la 
conception du circuit. Telles qu'illustrées par la figure 3.2-(b), toutes les broches des 
composants A, B et C sont représentées par leurs interfaces. Dans la figure 3.2-(b'), 
l'utilisateur connecte l'interface i2 du composant A (i2 contient les broches A.4 et A.5) à 
l'interface i1 du composant C (i1 contient C.3 et C.4). Le circuit de la figure 3.2-(b') est 
équivalent à celui de la figure 3.2-(a'). 
A 
2 
3 
5 4 6 
Représentation des 
broches par des 
interfaces 
c::::::::~> 
Figure 3.1 Exemple d'une représentation hiérarchique des broches du 
composant A par des interfaces. 
Chaque broche est représentée par une interface initiale appelée interface basique (noté i6) . 
Une interface peut représenter aussi un ensemble d'interfaces existantes [ 15]. Dans ce cas, il 
y a une hiérarchie d'interfaces où les interfaces basiques sont les feuilles . Ceci implique 
qu'une interface peut contenir plusieurs niveaux de hiérarchie d'interfaces . Par exemple, dans 
la figure 3.2-(b), l'interface i1 du CA contient les interfaces i3 et i4 qui contiennent les 
interfaces basiques. Une interface qui regroupe plusieurs autres interfaces est dite interface 
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mère ou interface parent (notée z+)13• À la suite de sa structure hiérarchique, l' interface mère 
a des interfaces enfants directes (du premier niveau de la hiérarchie) et interfaces-descendants 
(tous les niveaux de hiérarchie sauf le premier niveau). La cardinalité d'une interface i (notée 
Iii) est définie par le nombre de ses interfaces-enfants directes. 
~ 
4-f--11= 
~ ~ 
D 1 4 
(a) 
n Connexions des composants par leurs broches 
Représentation des 
composants par 
leurs interfaces 
......___> 
Circuits équiva lents 
.... 
(b) 
n
Connexion s des 
composants par 
leurs interfaces 
Figure 3.2 Représentations équivalentes d'un circuit schématique et 
d'un circuit créé à l'aide d'interfaces. 
3 .1.2 Configuration 
Suite à la définition d'une interface, un composant a en fin de compte toutes ses broches 
représentées par des interfaces. Un ensemble d'interfaces qui contient exactement toutes les 
broches d'un composant A est appelé configuration et est noté CA. Une configuration qui ne 
contient que des interfaces bas iques (sans hiérarchie) est appelée configuration basique. Tout 
composant a primitivement une configuration basique. Un composant peut avoir plusieurs 
configurations selon les combinaisons des interfaces, mais il ne fait usage que d 'une seule 
(configuration) lors de la conception d'un netlist. Toutes les configurations subséquentes 
(appelées configurations avancées) à la configuration basique ont des interfaces qui sont 
13 On utilisera des fois la notation i+ pour insister sur le rôle d 'une interface en tant que mère. Quand il 
n 'est pas nécessaire, on négligera l'exposant+. 
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structurées à la base des interfaces basiques 14 • De plus, une configuration est toujours 
spécifique à un composant, car elle contient des caractéristiques exclusives à ce composant 
(telles que des contraintes physiques et électriques qui décrivent le composant). À l'étape de 
la conception logique (Capture) d 'un circuit imprimé, l'utilisateur cannait d'avance tous les 
composants sélectionnés (pour le netlist) et donc toutes les connexions qui auront lieu, mais 
sans nécessairement connaître leurs détails . En d'autres termes, il est possible de créer les 
configurations avant 1 'usage des composants dans le netlist. Comparativement à la 
représentation usuelle d'un composant où les broches sont indépendantes les unes des autres, 
la configuration représente l'ensemble des connectivités fonctionnelles (d'un composant) 
dans un net list selon les intentions du concepteur. On note par CA. i 1 'interface i d'une 
configuration C d'un composant A. La cardinalité d'une configuration C (noté ICI) est le 
nombre d' interfaces qui la constituent sans compter les interfaces des encapsulations (par 
abus de langage, on y réfère par les interfaces enfants directes de la configuration C). 
Conformément aux définitions des termes présentés dans cette section, la section suivante 
établit des postulats qui s'appliquent aux interfaces et configurations. Ces principes 
permettent d'assurer la consistance des concepts établis avec les représentations réelles des 
composants dans un circuit. 
3.2 Postulats 
Des postulats sont définis fonnellement pour compléter les définitions établies. Ils sont partie 
intégrante de l'approche proposée et doivent être respectés tout au long du développement 
afin d'assurer l'intégrité des netlists. 
3 .2. 1 Atomicité d'interface 
La propriété d' atomicité consiste à représenter chaque broche par une interface basique dans 
un netlist. Une broche d'un composant programmable peut avoir différentes fonctionnalités 
(dépendamrnent de ses propriétés programmées) et donc différentes interfaces basiques, car 
elle change de connectivités fonctionnelles. Mais lors de son instanciation dans un netlist, une 
14 La configuration basique est automatiquement générée et est par défaut la configuration de tout 
composant. Pour les configurations avancées, elles sont manuellement conçues. 
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seule interface basique est utilisée pour chaque broche. Soit, une broche p d'un composant A, 
la fonction g(p) est la relation de p avec une ou plusieurs interfaces basiques ib telle que : 
(3.1) 
où a est le nombre de propriétés possibles que la broche p peut avoir. 
La fonction g(p) retourne l'ensemble des interfaces basiques que la broche p peut avoir. Si le 
composant A n'est pas programmable, alors g(p) retourne l'ensemble qui contient un 
singleton. 
Dans un netlist, chaque broche p doit être représentée par une seule interface basique qui 
appartient à l'ensemble solution de g(p). Soit, la fonction g' (p) est la relation d'une broche p 
avec 1 'interface basique ibk qui la représente dans le netlist telle que : 
g'(p) = instance(g(p)) = ibk (3 .2) 
L'instance d'une interface basique (en résumé) consiste à assimiler les valeurs de la broche p 
à l'interface ibk· Les détails de l'instance d 'une interface basique sont couverts au chapitre V 
car il y a des concepts qui doivent être introduits et pris en compte. 
3.2.2 Existence d'interface 
Toute interface mère est un ensemble d' interfaces formé d'une combinaison d'interfaces 
basiques ou d' autres interfaces mères ex istantes (voir la fi gure 3.3) . Il faut au moins deux 
interfaces pour en concevoir une nouvell e. Soit : 
'Il i+ E / , 3ibk, .. . ,ibm,i:, ... ,ii E 1 tel qu e 
i+ = {ibk' ... , ibm' i:, ... , ii' } (3.3) 
avec 1 i+ 1 2: 2; 1 est 1 'ensemble des interfaces existantes d' un composant A ; ibk ' ... , ibm sont 
des interfaces basiques avec k :S n, m :S n ; n est le nombre total d ' interfaces basiques du 
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composant A ; ct 1 ••• 1 ii sont des interfaces mères existantes avec r :S t, s :S t ; t est le nombre 
total des interfaces mères existantes dans 1. 
cx~a 
G:J i b3 
Configuration bas ique 
' '"" " mp"'"u ~ 
Configuration 
avancée 
Une configuration 
numéro 2.0 de A. 
Configuration 
avancée 
'-------> 
Une configuration 
numéro 1.1 de A. 
Figure 3.3 Fonnation de plusieurs configurations à partir de la 
configuration basique d 'un composant A. 
Dans la figure 3.3 , plusieurs versions de configurations avancées peuvent être construites à 
l'aide d'interfaces nouvelles ou existantes. La configuration de numéro 1.0 n'est pas 
forcément une étape intennédiaire entre la configuration basique et celle de numéro 1.1 . 
L'utilisateur pourrait directement former la configuration de numéro 1.1 à partir de la 
configuration basique. 
Toutes les interfaces mères existantes utilisent la même expression (3.3). Pour concevoir les 
encapsulations, l'ensemble de départ 1 des interfaces existantes est initialement composé 
d ' interfaces basiques. Toute nouvelle interface (mère) est ajoutée à l'ensemble 1. Soit, 1 
augmente d'un élément à la création d'une nouvelle interface. 
Avec 1 i 1 ~ 2, toute interface mère est contrainte de regrouper plus qu 'une seule interface 
enfant, empêchant ainsi d'avoir une boucle infmie d'interfaces vides de sens. On veut éviter 
des exemples triviaux tels que i1={ib1}, i2={iJ} , i3={i2}; par hiérarchie, on obtient i3 contenant 
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plusieurs niveaux d'interfaces pour représenter inutilement l'interface basique i61 . De plus, 
une interface triviale ne représente aucune connectivité fonctionnelle , car elle n' apporte 
aucune nouvelle information différente de son interface enfant. 
Il y a une différence entre i Er et i cr. L'appartenance signifie que i est un élément de j+ 
( c.-à-d. rest parent ou ancêtre de i). Alors que 1 'inclusion signifie que tout élément de i est 
un élément de j+ sans nécessairement que la structure dei se retrouve dansj+ . Autrement 
dit, i Er~ i cr est vrai dans un seul sens et pas forcément dans 1 'autre. Par exemple, dans 
la figure 3.3, l'interface i5 de c:ol.l est incluse dans i7 de C:0 20 mais i5 n'appartient pas i 7. 
La relation + des interfaces est la sommation d'interfaces enfants pour la création d'une 
interface mère. Dans 1 'expression (3.3), une écriture alternative de i serait i = ibk + ··· + 
ibz + C! +···+ii. On n'utilise pas la relation d'union U car elle crée une confusion avec 
l'union ensembliste où les interfaces enfants des interfaces ajoutées deviendraient les enfants 
directs de la nouvelle interface. Ici, on veut créer un nouvel ensemble où les interfaces 
ajoutées sont des éléments et non des ensembles. 
Avec la propriété d 'existence, une interface appartient toujours à une configuration. 
Physiquement, cela assure l'intégrité des interfaces avec les broches d 'un composant. 
3 .2.3 Équivalence d'interfaces 
Dans un circuit, toute broche est représentée par une interface basique, mais toute interface 
basique n'est pas forcément une broche. Une interface mère peut être déclarée basique 
lorsque tous ses enfants sont conceptuellement équivalents. Deux interfaces sont dites 
équivalentes lorsque les broches qu 'elles représentent se connecteront à une même broche 
d'un autre composant. Sachant leur usage à l'avance, le concepteur regroupe les interfaces 
équivalentes sous une même interface mère basique. 
Plus formellement, soient un composant A ayant un nombre n de broches p, g '() une fonction 
qui retourne l'interface basique d'une broche à utiliser dans la configuration de A et une 
relation d'équivalence= tels que: 
Vpl, pz, ····Pm E A, m ~ n, 
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si g'(pl) = g'(pz) = ··· = g'(pm) 
alors g'(p1) + g'(pz) + ··· + g'(pm) = i6 (3.4) 
avec ïi; une interface mère basique. 
La relation d'équivalence g' (pk) = g '(p1) signifie que : 
1. Les broches Pk et p 1 appartiennent au même composant. 
2. Les valeurs des contraintes de g' (pk) sont équivalentes à celles de g' (pt) (avec k S 
m, !Sm). 
3. Leur usage dans le netlist les connecte à une même interface basique d'un autre 
composant. 
Dans la figure 3.4, un composant peut avoir plusieurs de ses broches de type POWER 
connectées à un même net. Conceptuellement, ce groupe de broches serait équivalent à une 
seule broche, car ce sont les sorties fonctionnelles qui sont considérées et non des broches 
individuelles (en fait, le manufacturier aurait pu les connecter à l'intérieur du composant et ne 
montrer qu'une seule broche). À ce point de développement, la création d'une interface mère 
basique est manuelle. Une configuration basique qui utilise des interfaces mères basiques (et 
des interfaces basiques uniquement) est dite configuration basique avancée par abus de 
langage. 
A 
POW 
Composant A Configuration du 
composant A 
Figure 3.4 Exemple d ' équivalence d ' interfaces dans un FPGA. 
Dans la figure 3.5-(a), les broches 1 et 2 du composant A sont connectées à la même broche 1 
du composant B. Conceptuellement, on représente les interfaces équivalentes CA. i ~~ow) et 
CA- i~~ow) par une interface mère basique i:tow). L'utilisateur interagit seulement avec 
l'interface mère basique et ne peut pas accéder les enfants pour des connexions individuelles. 
A 
1~ -, 2
POW 
3 ... 
IN 
4 ... 
OUT 
B 
... 2 
OUT 
... 3 
IN 
Circuit équivalent 
1 1 
Composant A ComposantS Configuration du 
composant A (a) (b) 
Configuration du 
composant B 
Figure 3.5 Exemple de connexion de 1 ' interface mère basique. 
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Pour que deux interfaces i etj se connectent, elles requièrent une précondition qu 'ell es aient 
le même nombre d'interfaces-enfants directs (c.-à-d. lii=VI). En utilisant la propriété 
d'équivalence dans la figure 3.5-(b), l'utilisateur connecte les interfaces enfants de CA- i 1 à 
celles de C8 . i1 en faisant une correspondance bijective. Ce qui n'aurait pas été possible si 
l' interface mère basique n'existait pas. 
Les valeurs des contraintes d'une interface mère basique ne sont pas forcément défini es (par 
exemple, sa contrainte de direction est de type NONE) 15 • Il revient à l'utilisateur de donner 
ses valeurs. Dans une interface mère basique, les enfants ne sont pas accessibles pour des 
connexions individuelles. Cependant, par confonnité à la création d 'un netlist, on supposera 
que tous les enfants sont déjà interconnectés dans leur interface mère basique avant de 
connecter celle-ci aux autres interfaces. De cette façon, toute connexion de 1 ' interface mère 
basique impliquera la connexion immédiate de tous ses enfants (telle que requérait 1 ' intention 
planifiée de leur connexion dans un netlist usuel) . Aussi , pour qu 'une interface mère soit 
déclarée comme basique, il faut que tous ses enfants soient basiques. 
La propriété d'équivalence résout une problématique de la connexion automatique, car el le 
rapporte les interfaces compatibles à un même nombre d'interfaces enfants. Il devient plus 
facile de les connecter par une correspondance bijective. Aussi, une autre raison est qu'on 
veut éviter de suggérer automatiquement les interfaces compatibles à une interface venant 
15 Le type est référé par mode dans le jargon de conception matériel. Le type NONE, tel qu'introduit 
dans ce mémoire, il peut se connecter à tous les types sans exception. Il est par défaut le type de toutes 
les interfaces sauf pour les interfaces basiques associées à des broches. 
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d'une même configuration (mais c'est possible de les connecter manuellement). Lorsqu'une 
configuration est utilisée pour représenter un composant, elle ne montre que les interfaces 
connectables aux autres composants (suivant la définition d'une interface). Avec cette 
stratégie, la représentation d'un composant est allégée. Cependant, il existe des astuces qui 
permettent de contourner ce point si plus tard 1 'utilisateur ne veut pas modifier les 
configurations déjà établies (durant la conception du circuit). À supposer, par exemple, dans 
la figure 3.5-(b ), l 'utilisateur avait utilisé les configurations basiques, alors les interfaces qui 
seront suggérées à C8 . ibfw seront CA- ibfw et CA- ibf w simultanément (dans la direction du 
composant B vers le composant A). Mais dans la direction de A vers B, seule l'interface 
C8 . ibfw sera suggérée pour une connexion avec CA- ibfw ou CA- ibf w. 
3.2.4 Fermeture de configuration 
Quelle que soit la configuration d'un composant A, elle doit contenir les interfaces basiques 
de toutes les broches de A (voir la figure 3.3). Toutes les configurations sont équivalentes à la 
configuration basique lorsqu'elles sont ramenées à un niveau plat (c.-à-d. sans hiérarchie). La 
relation + des interfaces est une relation f ermée sur toute configuration C d 'un composant A. 
Car, quelle que soit 1 ' interface i obtenue par 1 'addition de plusieurs interfaces, alors i c CA. 
Soit : 
(3.5) 
où r :Sn, s :Sn ; n est le nombre d' interfaces dans CA. 
Il y a une différence entre i E CA et i c CA. L'appartenance i E CA signifie que l'interface i 
est une interface (ou descendant d'une interface) de CA . Alors que l'inclusion i c CA signifie 
que Vi' E i alors i' E CA sans nécessairement avoir i E CA . Quelle que soit une interface i c 
CA, une nouvelle configuration C~ peut être formée où i E C~ . 
3.2.5 Partage d ' interface 
Dans une configuration, une interface s est dite partageable lorsqu'elle peut être une 
interface enfant de plusieurs interfaces mères simultanément ; sinon s est une interface non 
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partageable16. Par exemple, dans la figure 3.6, l'interface basique ib3 représente une horloge 
qui doit appartenir à deux groupes d'interfaces ayant différentes connectivités fonctionnelles. 
Une interface mère doit être créée pour chaque groupe. Dans ce cas, 1 'interface basique ib 3 
est déclarée partageable (notée i.partageable = vrai) afm qu'elle existe dans les deux 
interfaces mères. L'intersection n des interfaces qui ne sont pas encapsulées (l'une n'est pas 
l'ancêtre de l'autre) est l'ensemble des interfaces partageables qu'elles ont en commun. 
Soit, une configuration C d'un composant A et i etj des interfaces: 
'<fi,} E CA, si i fi jet j fi i alors in j = {s/s. partageable = vrai} 
avec s E i et s E j et s E CA-
Configuration 
avancée ~ ~...---____,~ 
Horloge 
Configuration basique 
d'un composant A. 
Une configuration avancée de A où i b3 
est partagée dans deux interfaces i 1 et i2• 
Figure 3.6 Exemple de partage d'interface. 
(3.6) 
Bien qu'une interface partageable puisse exister dans plusieurs interfaces mères, il s'agit 
d'une même instance. Lorsqu'elle subit un changement, alors toutes ses interfaces mères 
doivent être mises à jour. Lorsqu'une interface est déclarée partageable, alors récursivement 
tous ses enfants le deviennent aussi. 
Suite à la définition des propriétés des interfaces, la gestion des contraintes et des connexions 
est introduite dans la section qui suit. 
3.3 Gestion des contraintes et des connexions 
Les concepts d' interface et configuration introduisent de nouvelles approches de gestion des 
contraintes et des connexions. La conception du netlist devient différente de l' approche 
16 Par défaut, toute interface est non-partageable. 
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usuelle. La première section présente la gestion des contraintes puis la deuxième section 
présente la gestion des connexions. 
3.3.1 Gestion des contraintes 
Dans le développement actuel, certaines contraintes prennent des valeurs numériques (telles 
que le voltage, la fréquence) et d'autres prennent des valeurs énumérées (tel que le type). En 
fait, chaque contrainte numérique peut être spécifiée sous forme d'intervalle de variations 
autorisées pour un signal électrique, telles que des valeurs minimale (Min), maximale (Max) 
typiques et pire (Pire). Soit, chaque contrainte numérique possède les valeurs Min, Max et 
Pire. Dans la pratique, un signal qui passe dans un net doit être compris dans 1 'intervalle de 
valeurs seuils [Min, Max]. À ce point de développement, seules les valeurs Min et Max sont 
prises en compte pour détenniner la compatibilité électrique. 
Les valeurs des contraintes ne sont pas associées aux broches et au composant, mais plutôt 
aux interfaces et à ses configurations. L'avantage de cette stratégie permet qu'un composant 
soit représenté par plusieurs configurations différentes où chacune d'elles possède ses propres 
valeurs de contraintes. Les valeurs des contraintes dans une configuration (et ses interfaces) 
sont modifiables à volonté sans pour autant affecter les autres configurations. Il peut arriver 
qu 'une même interface avec les mêmes valeurs soit requise dans différentes configurations. 
Pour éviter que l'utilisateur ne reprenne le même travail de création et d'affectation de 
valeurs, il est possible d'utiliser une copie conforme d'une interface (provenant d'une 
configuration existante). Cette copie garde les mêmes valeurs de contraintes pour servir à la 
création d'une nouvelle interface ou une nouvelle configuration. 
Une interface mère peut hériter une valeur d 'une contrainte de ses interfaces enfants sous la 
condition qu 'elles aient toutes la même valeur pour cette contrainte. Par exemple, si tous les 
enfants ont la contrainte voltage de valeur 3.3V, alors l' interface mère peut avoir la même 
valeur. De même, si l'utilisateur affecte une valeur de contrainte à une interface mère, alors il 
peut décider dans la même opération que tous les enfants de celle-ci soient affectés aussi par 
la même valeur. Subséquemment, un processus récursif d'assignation se déclenche de mères 
à enfants jusqu'aux interfaces basiques et vice-versa . L'utilisateur peut décider qu'une 
contrainte particulière (ou un ensemble de contraintes) soit affectée par héritage. 
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3.3 .2 Gestion des connexions 
Pour être en mesure de connecter deux composants A et B par leurs interfaces CA. i et C8 j, il 
faut nécessairement qu'elles aient le même nombre d'interfaces enfants directs (c.-à-d. 
!CA. ii=IC8 jl). Cette condition préalable de connexion est dite compatibilité de cardinalité. 
Chaque interface enfant direct de i devient connectée à une interface enfant direct (appelée un 
correspondant) de j. Leur connexion devient telle qu'une relation bijective entre deux 
ensembles cartésiens où chaque élément de 1 'ensemble A de départ a une seule image dans 
l'ensemble B d'arrivée et vice-versa. Par itération de mères à enfants directs, la connexion 
bijective s'étant jusqu'aux interfaces basiques. Par exemple, dans la figure 3.7-(a), un 
composant A se connecte à un composant B. Des circuits équivalents (mais avec différentes 
configurations) sont montrés dans la figure 3.7-(b) et la figure 3.7-(c). Toutes les interfaces 
basiques de CA. i1 sont connectées avec les interfaces basiques de C8 j 1. Il est à remarquer que 
le nombre d ' interfaces basiques de CA. i1 est égal au nombre d ' interfaces basiques de C8 j 1• 
Soit, pour être en mesure de connecter deux interfaces i et j, il faut nécessairement qu'elles 
aient le même nombre d'interfaces basiques. 
Dans une interface mère, chaque interface basique a un paramètre rang qui détermine l'ordre 
de 1 ' inter-correspondance avec son correspondant. Autrement dit, une interface enfant et son 
correspondant ont le même rang de part et d'autre des interfaces mères (voir la figure 4.5). 
Donc, pour avoir une connexion entre deux interfaces compatibles, il suffit de déterminer le 
rang de leurs interfaces basiques. 
Les interfaces ayant le même rang sont connectées au même net du bus. Il est à noter que les 
rangs n'ont plus d ' importance une foi s que les nets sont créés. Donc, même si une interface 
partageable change de rang lors d ' une seconde connexion, alors la première connexion n 'est 
pas affectée. 
Deux interfaces à connecter doivent aussi être compatibles sur toutes les contraintes 
électriques. Cette deuxième condition préalable de connexion est dite de compatibilité de 
contraintes. Soit, pour que deux interfaces soient connectables (compatibles), il faut 
nécessairement que les deux conditions préalables soient vérifiées. 
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Figure 3. 7 Connexions d 'interfaces mères entre différentes configurations de A et B. 
- --- -- ------------------~---------------------
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La propriété de partage permet de résoudre une problématique de connexion d'interfaces. 
Lorsqu 'une interface mère se connecte à une autre, alors leurs enfants se correspondent dans 
un certain ordre de connexion. Une interface enfant non partageable qui se connecte 
indépendamment de son interface mère implique la perte de la structure de 1 'interface mère et 
de tous ses ancêtres. La propriété de partage autorise plusieurs connexions d'une interface 
enfant sans forcément connecter l'interface mère. Une interface non partageable peut aussi se 
connecter à plusieurs interfaces, mais les connexions doivent se faire simultanément (c.-à-d. 
en une seule opération). La connexion d'une interface non partageable est dite connexion 
fermée. Par opposition à connexion ouverte, une interface partageable peut avoir différentes 
connexions à différents moments. La propriété de la connexion fennée est importante pour 
réduire la liste des interfaces compatibles. Car, au fur et à mesure qu'une interface se 
connecte, la liste des interfaces disponibles devient plus courte. 
3.4 Réseau sémantique 
Pour mieux comprendre les relations des termes définis, un réseau sémantique est établi tel 
que présenté dans la figure 3.8. Un netlist est décrit par un ensemble de composants qui sont 
connectés par des bus. Un composant et ses broches sont respectivement représentés par un e 
configuration et les interfaces qui les représentent. Une interface peut être composée d'une 
encapsulation d'interfaces. La configuration et les interfaces possèdent des contraintes. Un 
net connecte plusieurs interfaces basiques tout en prenant en compte leurs contraintes (dont 
certaines peuvent être associées au net). Un bus regroupe plusieurs nets. 
A plusieurs 
A plusieurs 
Est composé de 
Figure 3.8 Réseau sémantique des objets d'un netlist. 
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3.5 Exemple pratique 
L'exemple pratique suivant montre partiellement les connexions d'un processeur E3 et d'une 
mémoire RAM E7 à la figure 3.9. 
Vers d"autres 
Processeur composants 
+SbV E2 ~A:±: 
AVMA Al... ..Al A2... ..A2 
BUSY A3... ..A3 
.. DO 
.. Dl 
.. 02 
.. 03 
RAM 
El5 
Composant 
processeur E3 
Composant 
RAME7 
Figure 3.9 Exemple pratique de connexion partielle d 'un processeur et d'une mémoire. 
Un bus de données (DO-D3) et un bus d'adresse (AO-A3) connectent C3 à C7. Aussi, la 
broche (R/W) de lecture et d'écriture de E3 est connectée à la broche (lW) de E7. En 
appliquant les propriétés établies, la transformation obtenue est montrée à la figure 3.1 O. 
Vers d'autres 
Figure 3.10 Représentation de l'exemple de la figure 3.9 par des interfaces. 
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Les configurations avancées obtenues sont dépendantes du choix du concepteur. Les 
interfaces qui connectent CE3 à CE7 sont Cn i3= {iRJW,i1,i2 } et CE7. iF {iJW, i5 ,i6 }. Les 
transformations imposées par chacune des propriétés (postulats) sont décrites comme suit : 
• Atomicité : La représentation des composants E3 et E7 en configurations basiques 
sont respectivement CBfsic et CBfsic . Chaque broche est associée à une interface 
basique qui hérite des mêmes contraintes électriques. À partir de la configmation 
basique obtenue, les configurations avancées CEJ et CE7 peuvent être créées en 
appliquant les autres propriétés. 
• Existence : toutes les interfaces mères iJ, i2, i3, i4, i5 , i6 et i 7 ont plus que 2 interfaces 
enfants. 
• Équivalence : les interfaces basiques Cn iAvNA et CE3.is usY sont connectées ensemble 
à une même tension +SV. Ces deux interfaces sont équivalentes et regroupées en une 
seule interface basique qui est Cn i4. 
• Fermeture : les configmations avancées CEJ et CE7 sont fennées , car toutes les 
interfaces basiques (des configurations basiques cBfsic et cBfsic) sont présentes et 
aucune interface externe (provenant de la configmation d ' un autre composant) ne 
participe aux nouvelles interfaces de CE3 et CE7. 
• Partage: l'interface CEJ. iAo est partageable, car elle participe toute seule à une 
connexion avec un autre composant. Du fait que la connexion de CEJ .iAo est devenue 
indépendante de celle de CE3.i1, alors cette situation force le conceptem à la déclarer 
partageable pour qu'un autre composant puisse avoir accès. 
Il faut remarquer que Cn iAo est déclarée partageable dans Cw.i1 mais n'est pas incluse dans 
aucune autre interface mère. La propriété de partage lui a permi s d 'être partagée et de 
participer à des connexions différentes de Cw. i1. D'un autre côté, CE7. iAo n'est pas 
partageable bien qu 'elle soit connectée à CniAo (et donc dans le même processus aux autres 
composants connectés à Cn iAo) . Si une nouvelle interface basique doit être ajoutée à ce net, 
alors 1 'utilisateur se sert de la connexion ouverte de Cn iAo· 
La vue simplifiée de la figme 3.10 est présentée à la figure 3.11. L ' utilisatem se sert des 
configurations avancées Cw et Cu15 pom connecter le processem E3 et la RAM E7 à l'aide 
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de leurs interfaces respectives Cu2.i3 et Cu15.i7 sans se soucier des détails internes. Dans le 
chapitre suivant, un algorithme permet d'interconnecter automatiquement les interfaces 
internes sans intervention de 1 'utilisateur. 
Figure 3.11 Vue simplifiée de la figure 3.10 (vue utilisateur). 
À supposer que, dans un autre circuit, 1 'utilisateur se sert d'autres configurations similaires à 
CE3 et CEl où les interfaces CU2.i3 et Cu15.i7 n'existent pas, mais juste leurs interfaces enfants. 
Dans ce cas, l'utilisateur connecte CE3 à CE7 par trois connexions Cn i1, Cn i2 et Cn iRJW 
respectivement à CE7.i5, CE?.i6 et CE7·irw . 
Grâce aux définitions et propriétés formellement défmies dans ce chapitre III, la 
représentation des composants est simplifiée. Le premier objectif de ce mémoire est atteint. 
Le chapitre IV présente Je processus de connexion automatique des interfaces compatibles. 
CHAPITREN 
SUGGESTION D'INTERFACES COMPATIBLES ET CONNEXION AUTOMATIQUE 
L'utilisateur connecte les interfaces pour créer le netlist. Afin de l'assister dans la conception, 
ce chapitre présente l'algorithme de suggestion des interfaces compatibles dans la première 
section. Puis, la deuxième section présente 1 ' algorithme de connexion automatique. Et enfin, 
la troisième section explique la direction de développement des algorithmes en rapport avec 
la conception de netlist. 
4.1 Algorithme de suggestion d'interfaces compatibles 
La compatibilité entre deux interfaces est évaluée sur deux critères : la compatibilité de 
cardinalité et la compatibilité des contraintes. Dans la figure 4.1 , l' algorithme de vérification 
de compatibilité consiste à évaluer les deux critères entre deux interfaces i et) qu'il prend en 
entrée. La sortie de l ' algorithme est un booléen qui confirme si i et) sont compatibles ou non . 
On prend pour hypothèses que les propriétés des interfaces sont respectées. 
Chaque interface possède la liste de n contraintes qui s'applique à une broche. On note par 
i. ck une contrainte donnée ck d'une interface i avec 1 :::; k :::; n . À ce point de développement, la 
compatibilité des contraintes consiste à vérifier que chaque contrainte ck a un même intervalle 
de valeurs dans i et) (sauf pour certaines contraintes telles que le type, la position). Quel que 
soit une contrainte donnée ck de i et j compatibles, alors i . ck. Min= j. ck. Min eti. ck. Max= 
j. ck. Max . Aussi, on considère que la valeur indéfinie est une valeur acceptable pour la 
compatibilité, même si le Min ou le Max de l'autre interface est différent. Il peut arriver des 
fois que 1 'utilisateur n 'ait pas encore défini certaines contraintes, mais il veut quand même 
établir les connexions. 
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Algorithme de compatibilité entre deux interfaces i etj 
1: Boolean compatible (Interface i, Interface j) 
2· Begin 
3: if ( compatibleType(i, j)) th en //Vérifier le type avec la compatibilitéde caridnalité 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11 : 
if ( ( i.c.min *- j.c.min && i.c.min!=O && j.c.min *- 0) 
1 
for each constainl c 
Il ( i.c.max "# j.c.max && i.c.max. *- 0 && j .c.max. "# 0)) theo 
{ return false //Au moins une contrainte ne vérifie pas la compatibilité 
end for 
else return false 
end if 
return truc 
//Les nombres des types de i et j ne se correspondent pas 
//Tous les critères de compatibilité sont corrects 
12: end compatible 
Figure 4.1 Algorithme de compatibilité entre deux interfaces i et). 
D'autre part, la contrainte de type a été explorée plus en détails. Elle consiste à faire une 
correspondance des valeurs IN (signal entrant), OUT (signal sortant), INOUT (signal entrant 
et sortant), VREF (signal de référence), POW (courant d'alimentation) et GND (la masse 
électrique). Plus précisément, chaque contrainte serait en fait un critère de compatibilité et 
tous les critères doivent être vérifiés pour que deux interfaces soient compatibles ; dont le 
type qui est pris ici en exemple. Mais comme toutes les contraintes (sauf Type) utilisent 
similairement l'égalité des Min et Max, alors elles sont évaluées par une même exécution 
générique (lignes 5 et 6 de la figure 4.1 ). Celle du type, appelée compatibleTyp e() , est 
développée séparément, car elle utilise une correspondance de valeurs. 
Dans la figure 4 .2, 1 'algorithme compatibleType(Interface i, Interface j) vérifie la compatibilité 
de cardinalité entre deux interfaces i et j en établissant une correspondance des types. Une 
correspondance est faite entre les IN dei avec les OUT de). Puis, s ' il en reste des IN dans i, 
alors ils se font correspondre aux IN OUT de j. De même, les OUT de i se correspondent avec 
les IN ensuite les IN OUT de j . Et enfin, le même nombre de IN OUT de i doit être égal au 
nombre restant des IN, OUT et INOUT dej ; sinon i etj sont incompatibles. Les types VREF, 
POW et GND ne peuvent être connectés qu ' à leur type identique 17 et donc i et j doivent aussi 
17 Les autres types peuvent parfois être connectés au GND ou POW dans les circuits réels. Par la 
propriété d'équivalence, lorsque plusieurs interfaces basiques d'un même composant doivent se 
connecter au même net, alors elles sont regroupées en une interface mère basique. Ce qui résout le 
problème d'incohérence de types. 
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avoir le même nombre pour chacun de ces types. Pour que i et} vérifient la compatibilité de 
cardinalité, il faut que la correspondance de leurs types soit exacte. Si la fonction 
compatibleTyp e(i , j) retourne vrai, alors i et j sont compatibles pour la correspondance des 
types et donc implicitement le même nombre d ' interfaces basiques. 
Algorithme de compatibilité de types entre deux interfaces 
1: Boolean compatibleType(Interface i, Interface j ) 
2: Begin 
3: /ln (respectivement m) est le nombre de type dans i (respectivement j). 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
Il : 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 
20: 
21: 
22 : 
23 : 
24: 
25: 
26: 
27: 
28: 
29: 
30: 
31: 
32: 
33: 
34: 
if ( nvREF == m vREF && n pow == m pow && ne No == mc No ) theo 
if (niN <= m o ur ) th en //Faire correspondre les IN de i en premier lieu. 
m o ur = m o ur -niN 
niN= 0 
else /Illy a p lus de I N dans i que de OUT dans). 
n iN = niN - m aur 
m aur = 0 
1
if (niN< = m 1Nour) theo 
m /NOUT = m/NOUT - n iN 
n iN = 0 
else return fa! se //Impossible, i 1 reste des niN sans correspondance. 
end if 
end if 
if (no ur <= m iN ) th en !/Faire correspondre les OUT de i en second lieu. 
miN = m iN -no ur 
nour = 0 
else III 1 y a plus des OUT dans i que des IN dans j. 
no ur = no ur -miN 
miN = 0 
1 
if ( n our <= m 1Nour) theo 
m /NOUT = m/NOUT - nouT 
nour = 0 
else r eturn false //Impossible, il reste des no ur sans correspondance. 
end if 
end if 
//Si les IN OUT dei ne sont pas égaux aux types restants dej alors 
{
if ( n!NOUT * miN+ maur + m 1Nour ) theo 
return false //Impossible, il reste des broches sans correspondance. 
end if 
return true 
end if 
Il Les interfaces i etj se correspondent au niveau des types. 
35: retu rn false //Impossible, pas de correspondance entre V rej, Pow et Gnd. 
36: End compatible Type 
Figure 4.2 Algorithme de correspondance de types entre deux interfaces. 
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Dans la figure 4.3, deux interfaces i et j sont détectées compatibles par application de 
1 'algorithme compatibleType(i, j). Chaque interface enfant de i trouve un correspondant qui 
lui est compatible sur la contrainte de type. Le nombre restant de types dans j est nul. Donc, 
la fonction compatibleType(i,j) retoume vrai. 
Figure 4.3 Exemple d'application de l'algorithme compatibleType(i,j) . 
Chaque interface est comparée à toutes les autres interfaces des autres composants (sur toutes 
les contraintes) et celles qui lui sont compatibles sont sauvegardées dans une liste. Ainsi, un 
répertoire est utilisé pour suggérer les listes des interfaces compatibles à 1 'utilisateur. Si 
l'utilisateur modifie la valeur d'une contrainte d'une interface alors la fonction de suggestion 
est automatiquement relancée pour une mise à jour. Lorsque l'utilisateur sélectionne une 
interface, sa liste d ' interfaces compatibles lui est alors affichée. Puis, il choisit de la liste 
suggérée une ou plusieurs interfaces à connecter. La liste des interfaces sélectionnées est 
acheminée à l'algorithme de connexion automatique. 
4.2 Algorithme de connexion automatique 
L'algorithme de la connexion automatique prend en entrée une liste d'interfaces assurées 
d'être compatibles par l'algorithme de suggestion (d'interfaces compatibles) et sa sortie est 
un ensemble de nets. On prend pour hypothèse que le répertoire (des interfaces compatibles) 
trouvé par l' algorithme de suggestion (d ' interfaces compatibles) est disponible. 
En fait, l ' algorithme de connexion automatique se divise en deux modules. Le premier 
module, appelé algorithme d'intercorrespondance automatique, détermine le rang des 
intercorrespondances entre deux ou plusieurs interfaces compatibles à connecter. Le 
deuxième module, appelé algorithme de création des nets, ajoute les interfaces ayant le même 
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rang à un même net pour créer une liste d'interconnexions. Bien que le netlist puisse être créé 
directement par un seul module, on procède par deux modules afin de pennettre à 1 'utilisateur 
d' intervenir pour des changements. Ces changements lui permettent de vérifier ou modifier 
les rangs avant la création des nets ou encore de changer les valeurs des contraintes pour de 
nouvelles suggestions d'interfaces compatibles. Cette intervention manuelle entre le calcul 
des rangs et la création des nets est appelée étape de mise en veille. 
Utilisant le répertoire trouvé par l'algorithme de suggestion (d'interfaces compatibles), 
1 'algorithme d' intercorrespondance automatique connectlnter(i, j) consiste à comparer 
récursivement les enfants des interfaces i etj jusqu'à arriver aux interfaces basiques pour leur 
affecter un rang (voir la figure 4.4). 
Algorithme d ' inter-correspondance automatique 
1: Boo lean connectlnter (Interface ~ Interface j , int &rank) 
2: Begin 
1/hashCompatiblel nier est une hash liste <! nteJface, liste<] nteJface> > qui associe à 
3: //chaque interface sa liste d 'interfaces compatibles. La fonction 1/hashCompatiblelnter[i}.containsOJ retourne vrai lorsque j se trouve dans la liste 
//compatible dei sinon faux. 
4: if (hashCompatiblelnter[i].contains(j)= true && i.connected= false 
5: 
6: 
7: 
8: 
9: 
10: 
Il: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 
20: 
&& j.connected==fa1se) then 
i.connected=true /IL 'attribut booléen connected dei etj devient vrai car 
j.connected=true //elles sont compatibles. 
if (i.basic=true && j.basic=true) theo 
i.setRank(rank) 
j.setRank(rank) 
rank=rank+ 1 
else if (i.basic==false && j .basic=false) then /li etj ne sont pas basiques. 
for each chi1d interface p of i 
1 
for each chi1d interface q of j 
connectlnter(p,q,rank) //Appel récursif 
//Sortir de la boucle interne si pest connecté. 
if (p.connected) break inn er For-loop 
end for 
end for 
end if 
21: end if 
22: End connectlnter 
Figure 4.4 Algorithme d'intercorrespondance automatique. 
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La hash liste hashCompatiblelnter() est le répertoire trouvé par l'algorithme de suggestion 
(d'interfaces compatibles) et contient les listes des interfaces compatibles de toutes les 
interfaces. À la première occurrence de compatibilité, l'exécution récursive continue 
d'interface mère à interfaces enfants jusqu'à amver aux interfaces basiques. 
L'intercorrespondance des interfaces basiques consiste à leur affecter un rang pour désigner 
leur ordre de correspondance entre les interfaces mères. 
Lorsque le rang d'une interface est défini, alors son attribut connected est mis à vrai bien que 
le net de connexion n'ait pas été créé. D'où, par abus de langage, on dit que l'interface est 
préconnectée. Il aurait été possible de créer immédiatement les nets une fois que les rangs 
sont connus, mais l'exécution de l'algorithme de connexion automatique passe au mode de 
mise en veille. Les nets se créent lorsque les rangs et les contraintes sont approuvés par 
l'utilisateur. L'algorithme de création des nets consiste à créer un net pour chaque rang. 
Ensuite, il ajoute les interfaces basiques qui ont Je même rang au même net créé pour avoir le 
bus (voir la figure 4.5). 
Configuration d'un 
composant A 
Configuration d'un 
composantE 
Figure 4.5 Intercorrespondance rangs des interfaces basiques lors 
de la connexion de CA. i vers C8 j. 
L'ordre des nfants dans un interface intervi nt seul m nt lorsqu'un nfant a plusieurs 
correspondants dans l'autre interface mère. Par exemple, dans la figure 4.5, l'interface OUT 
de i de rang 1 peut se connecter aux interfaces INOUT de troisième et quatrième position 
dans j. Mais comme la troisième vient avant la quatrième dans la liste de j, alors la priorité lui 
est donnée. Alors, IN OUT de troisième position de j s'affecte le rang 1. Soit, à la première 
occurrence, l'interface-enfant est préconnectée au premier de la liste des correspondants 
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d'une même interface mère. Donc, il devient important (lors de la création d'une interface) de 
sélectionner les interfaces enfants dans un ordre arbitraire pour anticiper les 
intercorrespondances désirées au cas où un enfant pourrait avoir plusieurs correspondants. Il 
est à remarquer que plus les contraintes sont définies, alors moins de correspondants une 
interface aura. Soit, au fur et à mesure 1 'utilisateur avance dans la conception du netlist, alors 
il devient plus facile de connecter les composants. Les connexions à la figure 4.5 sont 
obtenues seulement lorsque la contrainte de type est défmie et que toutes les autres sont 
nulles. Par exemple, si 1 ' interface CA- i.igfr avait une tension de [2 ,5]V et celle de C8 .j. ib~ouT 
est de [3,5]V (c.-à-d. elles ne sont pas compatibles au moins une contrainte) , alors CA- i. igfT 
se connecterait à C8 .j. ib~our et CA- i. ib~ se connecterait à C8 .j. ib~our (même si les valeurs de 
tension de C8 .j. ib~our et CA- i. i~ sont indéfinies). Si l'utilisateur est déjà arrivé à l'étape de 
connexion de CA- i à CA- j , cela veut dire que chaque interface enfant a assurément au moins 
une correspondance. 
4.3 Direction de développement des algorithmes dans la conception de netlist 
Les prochaines sections présentent les déci sions prises pour le développement des 
algorithmes afin d'aider à la conception de net list. 
4.3.1 Développement de 1 'algorithme de suggestion d ' interfaces compatibles 
Le choix d'inclure la correspondance de type dans la compatibilité de cardinalité vient du fait 
que les types sont des informations disponibles dans les interfaces basiques au début de la 
conception du netlist. La contrainte de type est statique comparativement aux autres 
contraintes qui sont susceptibles de changer lors de la connexion des composants. Puisque 
l'évaluation de la compatibilité commence par la correspondance des types, il devient rapide 
de conclure si les interfaces ne sont pas compatibles (car il suffit que le type d'une seule 
interface n'ait pas un correspondant). Cependant, même si les types se correspondent, la 
vérification des autres contraintes reste une condition nécessaire pour décider de la 
compatibilité des interfaces. Autrement dit, tout comme dans la pratique, la compatibilité des 
types n'est pas assumée vraie tant que les autres contraintes (telles que le voltage) ne sont pas 
vérifiées. 
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II existe des interfaces compatibles et celles dites potentiellement compatibles. Deux 
interfaces sont compatibles lorsqu'elles vérifient les deux critères de compatibilité. Par 
itération, il faut que les interfaces enfants directes vérifient aussi les deux critères jusqu'aux 
interfaces basiques. À la fin de l'itération, chaque interface basique doit avoir un 
correspondant qui lui est compatible électriquement. Deux interfaces sont potentiellement 
compatibles lorsqu'au moins une interface enfant ne trouve aucun correspondant qui vérifie 
le critère de cardinali té. Autrement dit, les interfaces mères potentiellement compatibles ont 
le même nombre d' interfaces basiques, mais pas la même hiérarchie pour les interfaces 
enfants (en supposant que toutes vérifient la compatibilité des contraintes). Par exemple, dans 
la figure 4.6, les interfaces i1={ {ibi.ib2 },{ibJ,ib4 }} etji={jbJ,{jb2JbJJM}} ont le même nombre 
d'interfaces basiques et donc auraient pu être connectées. Mais, puisque les interfaces enfants 
i1, i2 et }I n'ont pas le même nombre d'enfants , alors i1 et j 1 devient potentiellement 
compatibles. 
r=::l ~
i3~ L.:îî3....J 
Les interfaces i1 etj1 
sont des interfaces 
potentiellement 
compatibles. 
Figure 4.6 Exemple d' interfaces potentiellement compatibles. 
La fonction compatible() n'est pas récursive en elle-même (contrairement à 
compatibleType()) mais elle est appelée exhaustivement pour chaque interface à tour de rôle 
avec toutes les autres interfaces (des composants configurés). Si l'exécution de compatible() 
avait été récursive, alors les interfaces enfants d vraient être compatibles afin que les 
interfaces mères le deviennent aussi . Donc, ceci impliquerait que la fonction compatible() 
devrait être vraie pour leurs enfants aussi . Selon le développement suggéré par ce mémoire, 
lorsque compatible(i, j) retourne vrai pour deux interfaces mères i etj, alors l'exécution de 
l'algorithme est relancée pour les interfaces enfants par force brute. S'il retourne faux pour 
une interface enfant, alors les interfaces i et j sont potentiellement compatibles. Si 
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l'algorithme compatible(i, j) retourne vrai pour tous les enfants, alors i et} sont compatibles. 
Ce mécanisme est intentionnel, car la détection des interfaces potentiellement compatibles 
évite que la structure hiérarchique des interfaces ne soit un critère additionnel de 
compatibilité. En fait, seule la connexion des interfaces basiques est importante. Car, en fin 
de compte, il s ' agit de la connexion des broches. Toutefois, bien qu ' elles soient détectées, les 
interfaces potentiellement compatibles ne peuvent pas être automatiquement connectées . 
Leur détection sert à informer l'utilisateur de leurs différences structurelles et qu'il peut les 
connecter manuellement ou les restructurer s ' il veut se servir de la connexion automatique. 
La suggestion additionnelle des interfaces potentiellement compatibles atténue 1 ' impact du 
choix incorrect des interfaces lors de la création d'une configuration et donc facilite la 
conception du net list. Néanmoins, il existe des méthodes pour forcer leurs connexions et d' en 
créer automatiquement de nouvelles interfaces avec les structures correctes 18• 
Il est à noter que le nombre des interfaces potentiellement compatibles augmente le nombre 
d'interfaces à suggérer et donc coute un peu plus de perfonnance dans la recherche 
exhaustive et dans la mémoire allouée. 
4.3.2 Développement de l' algorithme de connexion automatique 
L'algorithme connectlnter() permet à 1 'utili sateur de connecter (toutefois) les interfaces 
potentiellement compatibles. Cependant, il devrait exister des interfaces enfants (ou 
descendants) qui ne seront pas préconnectées (connected=false) bien que leurs parents soient 
compatibles et préconnectés (connected=true ). Ceci notifie 1 'utilisateur, à 1' étape de mise en 
veille, que ces interfaces enfants (ou descendants) ne sont préconnectées à cause de leur 
structure ou à cause de leurs contraintes électriques (le statut connected des interfaces enfants 
est visible à l' utilisateur). Cette stratégie développée, pour la connexion automatique, détecte 
les erreurs afin notifier l' utilisateur des problèmes rencontrés (suites à une ass ignation 
erronée de contraintes et de choix de structure d'interfaces) et donc une forme assistance à la 
création de netlists. Si l'algorithme connectlnter() ne permettait pas une connexion 
18 Par exemple, si une interface i est compatible avec une interface k mais potentiellement compatible 
avec j (et i doit se connecter à j et k), alors il serait possible de créer automatiquement une nouvelle 
structure pour i qui accepte les structures dej et ken fusionnant les structures compatibles àj et k et en 
appliquant la propriété de partage sur certaines interfaces enfants de i. 
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incomplète des interfaces potentiellement compatibles, alors il reviendrait à l' utilisateur de 
trouver ses erreurs dans les valeurs des contraintes sans savoir quoi corriger (en considérant 
qu 'une interface pourrait avoir plusieurs dizaines d' interfaces enfants et que chaque interface 
possède une liste de plusieurs dizaines de contraintes). 
4.3.3 Flux de conception de netlist 
La figure 4. 7 montre le flux de conception d'un net list que propose ce mémoire. Dans un 
premier temps, l' utilisateur décide de connecter une interface i. Lorsqu' ilia sélectionne, alors 
une liste d'interfaces compatibles lui est suggérée par le processus de suggestion (d'interfaces 
compatibles). L'utilisateur en sélectionne une liste d 'interfaces à connecter, mais ces 
interfaces n'ont pas toutes leurs contraintes définies. Certaines pourraient se révéler inutiles 
ou incohérentes dans une première itération. Ensuite, le module d'intercorrespondance 
d ' interfaces compatibles calcule les rangs des interconnexions puis passe à l'étape de mise en 
veille. L'utilisateur examine les résultats. Il peut décider de modifier certaines contraintes 
pour faire une deuxième itération d' interfaces plus compatibles ou faire appel au processus de 
suggestion de formules de contraintes comportementales. Bien que les nets ne soient pas 
créés, le processus de suggestion de formules suppose que les futures connexions (ou 
préconnexions) seront celles des rangs déjà calculés. Les modèles des formules suggérées 
dépendent des préconnexions et des interfaces existantes dans le netlist. Les valeurs des 
formules changent en même temps que les valeurs des contraintes de dépendance changent. 
Si 1 'utilisateur trouve que les formules suggérées sont très vagues, il peut définir plus de 
contraintes dans une deuxième itération. Les formules suggérées sont des formules extraites 
par forage de données. Soit, plus il y a des exemples de formules dans la base de données, 
plus les modèles de formules deviennent sophistiqués. 
Suite à la présentation des algorithmes de suggestion d'interfaces compatibles et de 
connexion automatiqu , 1 d uxième objectif de ce mémoire est atteint. Le chapitre V, 
présenté dans la section qui suit, introduit de nouveaux concepts qui pem1ettent la suggestion 
des formules des contraintes comportementales. 
r Uti lisateur veut l 
connecter l' interface i 
Les contraintes ont été 
manuell ement défini es, peuvent 
1 être incohérentes ou incomplètes 
1 
Processus de suggestion 1 
d ' interfaces compatibles 1 
Filtrer à nouveau avec 
les nouvell es valeurs. 
es compatibles Interface compat ible à lnterfac 
pour i sont j , k ct m i estj seulement 
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pour la connexton 
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j 
k 
m 
n 
i 
~ ~ 
Premi ère Deuxième 
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automa tique dei, jet k 
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sont 
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If 
1 
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1 Modulede 1 
1 
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approuve les rangs 
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interfaces à connecter requi ses pour les nets 
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Processus de suggestion de formules de 1 contraintes comportementales 
Figure 4.7 Flux de conception d'un netlist. 
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CHAPITRE V 
SUGGESTION ET EXTRACTION DES CONTRAINTES COMPORTEMENT ALES 
Le troisième objectif de ce mémoire consiste à suggérer des formules de contraintes 
comportementales pour un netlist en cours de conception. Dans le chapitre IV, l'algorithme 
de connexion automatique permet une intercorrespondance entre les interfaces à connecter en 
définissant les rangs des interfaces basiques. Bien que les nets puissent être créés, les 
informations restent insuffisantes pour que le netlist devienne fonctionnel , car des contraintes 
comportementales doivent être défmies. Ce chapitre V propose une méthodologie de 
suggestion de contraintes compo1iementales pour un système électronique dans le domaine 
de conception assistée par ordinateur. 
La première section présente les fonctionnalités d'une interface pour la suggestion de 
fonnule. Ensuite dans la deuxième section, la représentation considérée des fonnules est 
expliquée afm de rendre leurs extractions possibles . Le processus de suggestion de formules 
de contraintes comportementales est expliqué dans la troi sième section. Puis, la quatrième 
section explique l'usage des interfaces pour la suggestion des formules . La cinquième section 
présente l'algorithme d'extraction des formules générale et fait une comparaison avec 
l' algorithme Apriori. La sixième et dernière section fait un aperçu de la méthode proposée 
par rapport à l'apprentissage automatique et suggère une nouvelle méthodologie pour le 
raisonnement à base de modèle. 
5.1 Interface gabarit - Fonctionnalités d 'une interface pour la suggestion de formules 
De façon générale, en apprentissage automatique, il est nécessaire d'avoir un certain degré de 
similitude des caractéristiques d 'attributs (telles que qualitatives, quantitatives, de temps, de 
relations vers d 'autres données) entre les objets du domaine afin de faire des 
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regroupements [ 13, 19]. Plutôt que de lancer un apprentissage sur toutes les données 
empiriques en même temps, impliquant le risque d'avoir des résultats qui peuvent se 
contredire, il est préférable (voir obligatoire) d'effectuer l'apprentissage sur des ensembles de 
données qui ont des similitudes (ou classes) afm d'avoir des résultats cohérents. 
L'apprentissage se lance sur chaque classe et les résultats obtenus ne concernent que cet 
ensemble. Ces résultats pennettent de prévoir les comportements d'une donnée quelconque 
appartenant à cette classe. Les résultats sont des règles générales applicables avec une 
certaine probabilité à toute donnée de la classe. Le regroupement en classes peut être 
prédéfini, à priori, par les experts du domaine ; ou en analysant des données empiriques 
(existantes) avec certaines méthodes telles que la classification. Les similitudes des 
caractéristiques des données permettent d'en tirer des attributs qui permettent de classer une 
nouvelle donnée dans sa classe correspondante. Puisque des règles générales sont applicables 
à cette classe (grâce à l'apprentissage), alors la nouvelle donnée se comporte très 
probablement comme les autres données de sa classe. Donc, elle pourrait avoir les mêmes 
règles générales. Tel est, en général, la technique utilisée pour optimiser 1 'apprentissage 
automatique. 
Dans ce mémoire, on appelle par attributs spécifiques les caractéristiques communes à une 
classe prises en compte pour la classification. 
En référence à la méthodologie mentionnée ci-haut, il devient nécessaire de définir les 
attributs spécifiques selon les fonctions ciblées (c.-à-d. selon les caractéristiques de la 
contrainte comportementale du délai) afm de trouver les classes . Cependant, la classification 
des composants n' est pas suffisante, car il s'agit de la connexion des broches. Autrement dit, 
on prendra en compte la classification des broches tout en considérant les caractéristiques de 
leurs composants. Les experts de 1 'électronique font déjà ce regroupement sans être explicites 
à son sujet. Par exemple, ils peuvent util iser un composant tel qu'une mémoire RAM sans être 
précis sur les détails dans un premier temps ; puis, ils peuvent la remplacer par une autre sans 
changer (ou en modifiant) très peu les connexions dans le circuit. En outre, une famille se 
définit comme étant un ensemble de composants ayant des caractéristiques similaires au 
niveau des fonctions globales des broches (ex : la famille des FPGA, des microcontrôleurs, 
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des RAM, des connecteurs, etc.). Dans ce cas, la famille de composants devient un attribut 
spécifique additionnel à prendre en compte pour la classification des broches. 
Plusieurs possibilités de classifications peuvent être envisagées. Par exemple, si les formules 
se rapportaient, en plus des familles de composants, à d'autres paramètres (ex : la fréquence, 
le voltage), alors la classification des broches doit changer relativement. Par exemple, 
regrouper dans une même classe les composants de même famille qui fonction11e entre 
200MHz et 300MHz s' ils utilisent des formules similaires de contraintes comportementales. 
L'important est que les formules des contraintes comportementales triées par la classification 
contiennent des données empiriques cohérentes pouvant servir à 1 ' apprentissage. Dans ce 
mémoire, la classification des broches se limite aux attributs spécifiques de famille et de type, 
mais elle peut être développée davantage pour mclure d'autres paramètres. 
En plus de la classification, la méthodologie proposée crée l'opportunité d'avoir un ensemble 
de broches (c.-à-d. interface) qui répète les mêmes comportements pour une même classe 
dans différents netlists. Pour s'assurer que des caractéristiques de similitude sont extractibles 
dans les circuits, une particularité donnée aux interfaces est qu'elles peuvent être utilisées par 
une même classe de broches. Ceci pem1et d'examiner les caractéristiques des mterfaces dans 
leur classe. Donc, il devient possible d' effectuer un meilleur apprentissage de formules . Par 
exemple, lorsqu'une mémoire RAM est remplacée par une autre dans une modification de 
circuit, alors certaines connexions sont gardées, mais pas d'autres. Ainsi, les interfaces 
utilisées par les connexions désirées de l'ancienne RAM peuvent être réutilisées par la 
nouvelle RAM. Ces interfaces sont équivalentes, car elles ont les mêmes fonctionnalités des 
broches même si leurs contraintes électriques di ffèrent légèrement (pourvu que ce 
changement n 'affecte pas les valeurs des attributs spécifiques de la classification). Donc, 
elles peuvent utiliser des formules similaires de contramtes comportementales. 
Une interface utilisable pour une même classe est appelée interface gabarit. Plutôt que de 
recréer la même interface, son gabarit peut être utilisé afin de réduire le temps de création 
d ' mterfaces ou de configurations. Dans ce cas, on parle d'instances de gabarit19. Pour que 
19 Pour la suite du texte, on réfère par interface tout court pour désigner l'instance d'une interface 
gabarit. 
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l'utilisation d'une interface gabarit soit possible, il devient nécessaire de la sauvegarder dans 
une base de données (relationnelle de préférence). 
Du fait que deux types d'interfaces existent (c.-à-d. interface basique et interface mère), alors 
on défmit les attributs spécifiques de leurs classes de différente manière. Une interface 
basique gabarit est utilisable par une même classe de broches. Autrement dit, une interface 
basique gabarit se classe par famille et par type (car le type d'une broche est associé à une 
interface basique). Le type étant non défmi pour une interface mère, alors les attributs 
spécifiques d'une interface mère gabarit sont la famille et la combinaison d'interfaces 
gabarits qu'elle contient. Par extension de la définition d'une interface, la combinaison des 
interfaces a une signification fonctionnelle pour les interfaces mères gabarits. Donc, cette 
combinaison d'interfaces (c.-à-d. la structure hiérarchique) devient un attribut spécifique 
valide pour sa classe. Suivant la hiérarchie d'une interface mère gabarit, ses interfaces 
(enfants) gabarits finissent aussi par des interfaces basiques gabarits. Donc, pour instancier 
une interface mère gabarit, il revient juste à instancier ses interfaces basiques gabarits peu 
importe le niveau de la hiérarchie (car toutes les interfaces supérieures s'instancient dans le 
même processus récursif)20 . Dans l'expression (3.2), la fonction g'(p) de la propriété 
d'atomicité consiste à identifier 1 'interface gabarit de p selon ses attributs spécifiques ( c. -à-d. 
la famille du composant et le type de p; puis, l'interface gabarit correspondante est chargée 
de la base de données). 
Une interface garde toutes les valeurs des contraintes qui lui sont attribuées dans le netlist 
lors de la sauvegarde dans la base de données. Mais, tel n'est pas le cas pour une interface 
gabarit. Du fait que celle-ci est utilisable par une classe, alors elle ne garde que les valeurs 
des attributs spécifiques. Les valeurs des autres paramètres sont aussi suj ettes à perpétuel 
changement et donc il n'est pas nécessaire de les archiver. Une interface gabarit doit rester 
générale à toute sa classe afin qu' elle reste réutilisable. Lors de leurs instances dans une 
configuration, les interfaces gabarits deviennent plus spécifiques au composant, car elles 
héritent des valeurs de contraintes des broches de ce composant. Chaque interface gabarit à 
un numéro d'identification unique dans la base de données. 
20 En utilisant ce processus, on génère automatiquement la configuration basique d'un composant. 
61 
5.2 Représentation d'une fonnule 
La contrainte de délai (prise à titre d'exemple dans ce mémoire) se définit par un système 
d'équations. Chaque équation est une suite de connecteurs, opérations, opérateurs, constantes 
réelles, valeurs réelles des contraintes de dépendances. Le développement actuel ne prend en 
compte que les équations et non le système en entier. Dans la suite du texte, on sous-entend 
par fonnule une équation du système. 
Une contrainte est identifiée de façon unique dans un netlist par une série d ' identifiants (slD) 
des objets comme suit : 
s!D = contraint/D. interGabaritiD . interlns tance!D. config!D. complnstance/D (5. 1) 
où ID est 1 ' identifiant de (respectivement de la gauche vers la droite) la contrainte (son 
énumération est unique dans la liste générique des contraintes), l'interface gabarit (unique 
dans la base de données) , l' instance de cette interface gabarit (unique dans sa configuration), 
la configuration (unique par rapport aux autres configurations du même composant) et 
l' instance du composant (unique dans le netlist) 2 1. 
Confonnément à l'expression (2 .5), une équation prend la forme : 
s!Doi(= 1 < 1>)(+1-)s/Dxl (+1-1 * 1/)s/Dxz (+1-1 * 1/) .. . (+1-1 * 1/)siDxn (5.2) 
Par exemple, une équation E d'un système S a une forme Di = Xk1 + Xk2 * Xk3 
conformément à l 'expression (5.2). Supposons que les numéros d'identification des interfaces 
i, kl , k2 et k3 sont respectivement 21.11.4.2.4, 21.14.1.1.2, 21.42.5.1.9 et 6.31.5.3.7, alors 
en utili sant l'expression (5.2), on obtient: 
E: « 21.11.4.2.4 = 21.14.1.1.2 + 21.42.5.1.9 * 6.31.5.3.7 » 
Pour exprimer les formules générales, l'approche que suggère ce mémoire est la suivante. La 
formule générale consiste à n 'utiliser que les deux premiers identifiants (c.-à-d. contrainte/D 
et interGabarit/D), car les identifiants des instances ( c.-à-d. inter/nstance/D, config!D et 
2 1 La série d' identifiants est générique et n'a pas besoin d'être entrée manuellement. 
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comp!nstance!D) n'ont aucune utilité dans les interfaces gabarits. Les informations 
importantes sont l'identifiant de la contrainte qui participe dans la formule et l'identifiant de 
la classe de l'interface utilisée (c.-à-d. l'identifiant du gabarit). Par exemple, la formule 
générale de E estE':« 21.11 = 21.14 + 21.42 * 6.31 ».La fonnule E est dite une instance de la 
formule générale E'. Les identifiants des instances peuvent varier, mais pas les identifiants de 
la contrainte ou de la classe. Ainsi, une formule générale peut être instanciée dans différents 
netlists ; mais, et elle garde sa structure de base formée par les identifiants contrainte!D et 
interGabaritlD. Une formule générale devient un modèle dépendant des interfaces gabarits. 
Les identifiants servent à détecter les contraintes et les instances des interfaces gabarits tels 
que présentés dans la section suivante. 
5.3 Processus de suggestion de formules de contraintes comportementales 
Le processus de suggestion de formules prend en entrée une liste d'interfaces préconnectées 
(ayant leurs rangs définis) et la liste des interfaces existantes dans le netlist. On prend pour 
hypothèse que les interfaces gabarits contiennent des formules générales extraites par forage 
de données. La sortie du processus est une liste de formules instanciées selon la conception 
du netlist. 
Une interface gabarit contient la liste de toutes les formules générales. Pour ne déclencher 
que les formules intéressantes, la méthode proposée consiste à instancier les formules 
générales selon les classes des interfaces connectées. Plus précisément, il existe un attribut 
typage dans chaque interface gabarit qui contient une liste de classes (voir la figure 5.2). 
Chaque classe contient une liste de contraintes. Puis, chaque contrainte possède une liste de 
fonnules générales. Par exemple, 1 'utilisateur veut définir la contrainte de délai d'une 
interface ide classe G (famille FPGA et type IN) préconnectée à une interface j de classe G' 
(famille RAM et type OUT). Alors, il sélectionne la contrainte délai puis la liste des formules 
de la classe G' dans i est instanciée automatiquement (vice-versa pour G dans j) . L'utilisateur 
peut ensuite choisir les instances valides par sa conception. 
Pour instancier une formule générale, une recherche exhaustive est faite dans tout le netlist 
afm de trouver toutes les instances des interfaces ayant les mêmes identifiants de gabarits. 
Dans la figure 5.1, un exemple est donné sur 1 'instance d'une formule générale dans un netlist 
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où les identifiants des instances sont représentés dans le tableau. L'identifiant de la contrainte 
du délai est 21 et celle de la fréquence est 6. Les termes de la formule générale contiennent 
les identifiants des interfaces-gabarits (14, 42 et 31 ). Ces identifiants servent à détecter les 
instances ayant la même valeur d'interGabaritlD dans le tableau. Les termes applicables sont 
suggérés à l'utilisateur qui choisit ceux qui sont convenables pour sa conception. La série 
d 'identifiants est remplacée par la valeur de sa contrainte, ensuite la formule est calculée et le 
résultat est assigné à la contrainte de l'interface qui a déclenché la formule générale. Les 
combinaisons possibles sont à usage d 'exemple pour montrer qu'il est possible de combiner 
les termes applicables pour avoir plusieurs formules instanciées à partir d'une seule fonnule 
générale22 • Si un identifiant d'un gabarit ne trouve pas d'instance dans le netlist, alors sa 
valeur dans la formule instanciée est remplacée par une valeur neutre. De plus, si les 
variables d'une fonnule F sont exprimées par d'autres formules et que les valeurs de celles-ci 
changent, alors la formule Fest automatiquement mise à jour, car elle utilise des identifiants 
des contraintes et non pas leurs valeurs directes. 
La section qui suit présente les étapes d 'une interface gabarit lors de la suggestion des 
formules de contraintes comportementales. 
5.4 Usage de l'interface gabarit pour la suggestion des formules 
La réutilisation d'une interface gabarit, dans différents netlists , permet d'accumuler au fur et 
à mesure les données nécessaires à l'extraction des formules générales (voir la figure 5.2). 
Une interface gabarit permet d ' identifier les instances qui proviennent d 'elle. Toutes les 
formules utilisées par les instances d'un même gabarit sont regroupées en tant que données 
empiriques à partir desquelles les fonnules générales sont extraites. De plus, la tâche 
principale d 'une interface gabarit est de stocker les formules générales. Étant donné qu ' une 
interface gabarit est réutil isable, alors les form ules générales qu'elle contient deviennent 
disponibles à toutes ses instances. 
22 Le nombre de combinaisons possibles est le produit des nombres d'instances de chaque terme dans 
une formule. Par exemple, l'interface gabarit d'ID 14 est instanciée 3 fo is, ce lle d'ID 32 est instanciée 
2 fois et celle d'ID 31 est instanciée une fois . Alors, les combinaisons possibles pour avoir des 
instances de F ' sont 3*2* 1 =6. 
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Form ul e généra le: Des séries d 'ID dans un netlist N 
F'= 21J.,i.? .? .? + 21.42 .? .?.? * 6 .J.!..?.? .? 
interGabarit lD interlnstanceiD configiD comp ln stance!D 
Termes appli cables dan s le n etlistN: 
2l.H.3 .1.2 21.42 .2.3 .5 6.J.!.5 .6 .7 
21.14.3 .1.3 2 1.42 .2 .11.1 I 
2l.H.2.2.10 
Combinaisons possibles des term es applicables 
pour avoir différentes instances de F': 
=21.14.3.1.2 + 2 1.42 .2.3.5 * 6.31 .5.6.7 
=21.14.3. 1.2 + 2 1.42 .2 .11.11* 6.31.5.6.7 
=2 1.14.3 .1.3 +2 1.42 .2.3 .5 * 6.31.5.6.7 
=21.14.3 .1.3 + 2 1.42 .2 .11.11* 6.31.5.6 .7 
=21.14.2.2.10 + 2 1.42 .2 .3 .5 * 6.31.5.6.7 
= 21.14.2.2.1 0 + 2 1.42 .2 .11.11 * 6.31.5.6 .7 
12 
14 
.ll 
25 
42 
32 
31 
8 
.ll 
Jl 
1 
3 
3 
5 
2 
3 
5 
6 
2 
2 
2 1 
1 2 
1 3 
2 4 
3 5 
7 6 
6 7 
4 8 
2 10 
I l I l 
L ' utilisateur cho isit les termes app t ica bles (2 1 .14 .3 .1 .2 , 2 1.42 .2. 1 1.1 1, 6.3 1.5 .6.7) 
pouravoirlaronruleF=21 .14.3.1.2+ 21.42.2.1 1.11* 6.31.5.6 .7 . 
Série d ' ID Valeur des contraintes 
21. 14.3.1.2 0.5 nanoseconde 
21. 14.3.1.3 1.1 nanoseconde 
La ronrule F évaluée est F= l .l +0.8*22 = 18.7ns 2 1. 14.2.2. 1 0 2.5 nanoseconde 
Les ID 14, 42 et 3 1 sont des ID d ' internees gabarits. 2 1.42.2.3 .5 1.4 nan osecond e 
Les ID 2 1 et 6 son t respectivement les ID de délai et de fréquence de 
1' énumération de la 1 iste générique de contraintes. 
2 1.4 2.2. 1 1 . 1 1 0 .8 nan oseconde 
6.31.5.6.7 22 hertz 
Figure 5.1 Exemple de suggestion de formules. 
Classe Interface 
interGabaritiD 
interlnstanceiD 
nom 
Famille 
typa ge 
listeValeurContrainte 
,., 
Interface Gabarit 
interGabaritiD= 11 
interlnstance iD= -1 
Bus_adresse 
Classe FPGA ET OUT 
typa ge 
liste Va leurContrai nte 
;' ;' 
Gabari t devient pl us ,;;.-/ 
sophi stiqué par l' ajout ,./;/ 
de nouvelles formul e~.-;,./ 
générales. ,_, 
Interface Gabarit 
interGa baritiD= 11 
interlnstanceiD= -1 
Bus_ad resse 
Classe FPGA ET OUT 
6 
~~~~~~~~Œi~~ 
listeValt 
Delai 
shffldi·h,lll!. 
-21.14+21.42*6.31 
3 
Base de données 5 
S'active seulement 
lorsque le gabarit se 
connecte à une 4 
interface de classe 
RAM ET type IN 7 
----------------~ L---------------v' 
Formules suggérées : 
~2 1 . 14 . ?.?.?•2 1 .4 2.?.?.?*6.3 1 .?.?.? 
Étapes: 
1-lnstancier un objet de la classe Interface en tant 
que gabarit. 
2-Sauvegarder 1 'interface gabarit dans la BD. 
3-Charger l' interface gabarit de la BD et hériter des 
détails du composant auquel elle appartient. 
4-L'utilisateur exprime les contraintes 
comportementales selon sa conception de netlist. 
5-L'utili sateur sauvegarde le net list dans la BD. 
6-Le module d 'extraction ajoute les formules 
générales extraites des net/ists aux gabarits de la 
BD. 
Interface instance 
interGa baritiD= 11 
inte rlnstance iD= 4 
Bus_adresse 
Classe FPGA ET type OUT 
typa ge 
7-Les étapes 3, 4, 5 et 6 sont 
répétées. La ré-instanciation 
du gabarit contenant des 
formules générales permet la 
suggestion automatique des 
formules selon les connexions 
établi es. Les "?" sont 
remplacées par les ID des 
instances ayant les mêmes ro 
d' interfaces gabarits. 
=21.14.1.1.2+21.42.5 .1.9* 6.3 1.5 .3.7 
Figure 5.2 Processus de suggestion de formules de contraintes comportementales. 
65 
La figure 5.2 illustre le processus de suggestion des fonnules de contraintes 
comportementales. Une interface-gabarit est instanciée initialement de la classe Interface 
(étape 1) et sauvegardée dans la base de données (étape 2). Au besoin, le gabarit est rechargé 
de la base de données en tant qu'instance dans une configuration (étape 3). L'utilisateur 
exprime la contrainte de délai de cette instance à 1 'aide de fonnules (étape 4) puis la 
sauvegarde dans la base de données (étape 5). Au fur et à mesure que le gabarit est utilisé, 
alors il devient plus sophistiqué, car des fonnules sont ajoutées (étape 6). Lorsque le gabarit 
est rechargé de la base de données, alors les fonnules générales peuvent être 
instanciées (étape 7). L'instance des formules générales dépend des connexions et des 
interfaces instanciées dans le netlist. 
5.5 Extraction des formules de contraintes comportementales - Exemple le délai 
Le processus d'extraction des fonnules de délai prend en entrée un groupe filtré de fonnules 
empiriques. Ce groupe est obtenu en filtrant la base de données sur deux critères. Le premier 
critère est 1 ' identifiant de 1 'interface gabarit ic qui a instancié les interfaces associées aux 
formules . Le deuxième critère est l'identifiant de l' interface gabarit qui s 'est connectée à ic 
lors de la création des formules empiriques . La sortie du processus est une liste des formules 
générales associées à leur interface gabarit. Les hypothèses considérées sont les suivantes : 
• Les contraintes des formules sont représentées par leurs séries d ' identification telle 
que l'expression (5.2). 
• Les identifiants des instances sont enlevés (c.-à-d . inter!nstance!D, conjig!D et 
complnstanceJD) . 
• Les fonnules sont arrangées dans un ordre lexicographique sans modification des 
valeurs des termes (c.-à-d. prendre en compte les propriétés de l' addition, la 
soustraction, la multiplication et la division). 
L'approche proposée consiste à représenter les formules par des chaines de caractères et un 
arbre syntaxique abstrait (voir la figure 5.3). De cette façon, les formules peuvent être 
représentées en tant que motifs séquentiels [10, 12] afin de les extraire à l'aide d'une 
méthode tell e que l'algorithme Apriori . Chaque terme devient une liste de chaînes de 
caractères et la formule devient une liste de termes. Chaque terme débute par une opération + 
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ou - et se tennine au niveau du dernier caractère (inclus) avant le début d'un autre terme ou à 
la fin de la chaine. Exception faite pour la première série d 'identifiants de la formule ( c.-à-d. 
J'interface qui utilise cette formule) et le connecteur, chacun étant une liste de chaînes de 
caractères. 
F : 2 1.4<+ 10.33* 14.2 1-6.24 
Figure 5.3 Exemple de représentation d 'une formule de délai dans un 
arbre syntaxique abstrait. 
5. 5.1 Recherche de séquences larges 
Une séquence s se définit comme une liste ordonnée d'éléments e1 (l<j<n) notée 
s=(e 1,e2,e3, ... en) où e1 est une collection d'un ou plusieurs évènements h (1 <k<m) tel que 
ej={i~>i2 , ... ,im} [9]. Soit une séquence est caractérisée par le nombre d'éléments et le nombre 
d'évènements qu'elle contient. Une séquence s est contenue dans une séquence q lorsque 
chaque élément des est inclus dans un élément de q en suivant le même ordre d 'apparition. 
Par exemple, une personne P 1 qui achète des produits a et d le premier jour, puis b et c le 
deuxième jour et enfm c et d le troisième jour. Ces transactions effectuées par la personne P1 
sont notées par s1=({a,d},{b,c},{c,d} ). Cette séquence s1 est di fférente de 
s'=( {b,c}, {a,d}, {c,d}) car 1 'ordre chronologique des achats (un facteur important) est 
différent. À supposer qu'une personne P2 effectue des achats de produits comme suit : d le 
premier jour, cet d le deuxième jour; soit s2=( {d}, {c,d} ). La séquence s2 se retrouve dans la 
séquence s1 car tout élément de s2 se retrouve chronologiquement dans s1 (s2 est aussi incluse 
dans s '). Une séquence qui se répète un nombre de fois supérieur à la valeur de support dans 
un ensemble de séquences est dite fréquente (ou motif fréquent). Soit pour chaque inclusion 
d'une séquences dans une séquence q, le support de s est incrémenté par 1. Une séquence 
fréquente est dite large lorsqu ' il n'existe pas une séquence fréquente qui la contient. Ainsi, la 
recherche des motifs fréquents consiste donc à trouver les séquences larges. Cependant, la 
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comparaison des séquences avec elles-mêmes n'est pas suffisante pour trouver les séquences 
larges, car une telle approche n'assure pas la couverture totale des possibilités (la base de 
données ne contient pas tous les cas possibles). Pour cette raison, une approche consiste à 
générer, par niveau, toutes les combinaisons de séquences possibles dites candidates, puis à 
chercher leur support dans la base de données. Seules les séquences candidates fréquentes 
seront prises en compte. 
5.5.2 Principe de l' algorithme Apriori 
Le principe de 1 'algorithme Apriori stipule que « si un itemset23 est fréquent, alors tous ses 
sous-ensembles doivent être aussi fréquents » [ 1 0]. Un itemset est dit fréquent lorsqu ' il a un 
support dépassant un seuil minimal minsup. Le comptage du support d ' un itemset consiste à 
trouver le nombre de foi s que cet itemset se retrouve dans un ensemble d 'autres itemsets. Le 
comptage CJ du support s permet de calculer le support d 'un item set en divi sant CJ par le 
nombre total d' itemsets N (ce qui signifie que le support s est compris dans un intervalle 
[0, 1 ]). Par exemple, on veut trouver le comptage du support du candidat { a,c,d} dans les 
itemsets {a,b,c,d}, {a,c,dj} , {a,b,c,d ,e} et {c,d,e} de la base de données. On vérifie que 
{a,c,d} c {a,b,c,d}, {a,c,d} c{a,c,dj} et {a,c,d}c {a,b,c,d,e} mais {a,c,d}ct: {c,d,e}. Pour 
chaque inclusion, on incrémente le comptage du support du candidat { a,c,d} de + 1 et donc 
son support devient 3. Si le seuil minimal minsup est de 2 alors {a,c,d} devient un itemset 
fréquent. Le principe de l' algorithme Apriori indique que si {a,c,d } est fréquent alors tous ses 
sous-ensembles doivent être fréquents , c'est-à-dire que les supports de {a }, {c}, {d}, {a ,c}, 
{a,d} et {c,d} sont supérieurs à minsup car leurs supports sont supérieurs ou égaux à celui de 
{a,c,d} . D 'autre part, si un itemset n' est pas fréquent, a lors tout itemset qui le contient n 'est 
pas fréquent non plus. Un itemset contenant k items est noté k-itemset. De cela, la génération 
des candidats se fait par niveau L où le premi er niveau L 1 est l'ensemble des singletons de 1-
itemsets (un niveau est l'ensemble des itemsets de même taille k; soit, L1 contient tous les 1-
itemsets, L 2 contient les 2-itemsets .. . ). 
L'opération la plus couteuse dans l' exécution de l' algorithme est la comparaison d'un k-
itemset candidat avec tous les k-itemsets de la base de données pour trouver son support. 
23 Jtemset est équivalent à un élément d 'une séquence. 
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Afin d'améliorer la perfonnance d' Apriori , on s'intéresse à générer les candidats qui seraient 
à priori fréquents . On est certain que les candidats contenant des itemsets non fréquents sont 
inutiles. Autrement dit, on génère des k+ 1-itemsets candidats obtenus par la fusion de deux k-
itemsets fréquents. Pour générer tous les candidats à priori fréquents de niveau L k+ I de façon 
optimale, une règle de correspondance consiste à vérifier si les k-1 premiers items d'un k-
itemset i fréquent sont iden1iques aux k-1 premiers items d'un autre k-itemsetj fréquent. S'ils 
sont égaux alors le dernier item de j est ajouté à la position k+ 1 de i. Le nouveau k+ 1-itemset 
obtenu est un candidat à priori fréquent dont le support sera testé avec le support minimal 
seuil. S'il est fréquent, alors il est ajouté à Lk+I pour continuer la suite de la recherche ; sinon, 
il n ' est pas utile pour la suite et est donc annulé. Ainsi, chaque itemset fréquent est comparé 
avec tous les autres itemsets fréquents du même niveau pour générer tous les candidats du 
niveau supérieur. Ce processus récursif s'arrête au plus haut niveau lorsqu ' il n ' y a plus 
d'itemsets fréquents pour la génération des candidats à priori fréquents. Par exemple, dans la 
figure 5.4, si i= {Q,Q,c} etj={Q,Q,d} sont fréquents, alors on trouve qu ' ils ont en commun la 
séquence {Q,Q} (dans cet ordre chronologique) . Donc, un nouveau items et candidat { a,b,c,d} 
est créé en ajoutant à la fin i= {Q,Q,c} le dernier élément d de). L'itemset candidat {a,b,c,d} 
doit avoir son support évalué afin qui soit considéré un itemset fréquent. Si tel est le cas, alors 
il est ajouté au niveau L4 . 
Dans la figure 5.4, si un itemset est fréquent alors tous ses sous-ensembles sont fréquents . Si 
un itemset est non fréquent, alors tous les ensembles qui le contiennent sont non-fréquents. 
Quant aux itemsets larges, ils sont {a,b,c,d} et {f&} , car ils ne sont contenus dans aucun 
autre itemset fréquent. 
L'approche proposée dans ce mémoire applique le même principe sur les formules, mais avec 
les changements appropriés. Ces changements sont présentés dans la section qui suit. 
5.5.3 Application d 'A priori sur les concepts proposés 
L'application d ' Apriori sur les concepts proposés nécessite différentes stratégies d 'extraction 
des formules fréquentes . La raison est que les formules en tant que séquences n 'ont pas les 
mêmes caractéristiques des itemsets utilisés par Apriori car les items peuvent se répéter dans 
les itemsets. 
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Niveau L 1 
Niveau L2 
Niveau L4 
Figure 5.4 Exemple du principe de l'algorithme Apriori. 
Pour mieux illustrer la problématique des formules, la figure 5.5 donne un exemple de treillis 
des formules . On peut avoir une infmité de niveaux tant qu'il y a des itemsets fréquents . 
Autrement dit, le niveau de la borne supérieure est inconnu même avec un seul itemset (ex : 
une formule telle que a+a*a/a-a ... +a). Cette différence, par rapport à l'approche classique 
d' Apriori, vient du fait qu'un même terme peut être répété plusieurs fois dans une formule. 
L'exposant k dans ak signifie le nombre de fois que a se trouve dans la formule. 
De même dans les termes, on peut avoir un nombre inconnu d'items (ex: +a/a* ... *a). Si l'on 
considère aussi les termes comme étant des séquences et les séries d'identifiants et 
d'opérateurs comme itemsets, alors on obtient un treillis pour les termes de la même forme 
que la figure 5.5 . 
Autrement dit, les niveaux du treillis pour les formules générales recherchées prennent des 
dimensions dépendantes du niveau maximal du treillis des termes multiplié par le niveau 
maximal du treillis des formules. À cette difficulté s'ajoute la génération des candidats pour 
les différents niveaux. Elle consiste à prendre en compte la structure lexicographique des 
formules sans modifier les opérations et opérateurs dans les formules. 
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Niveau L1 
Niveau L2 
Niveau L k+l-+m 
Figure 5.5 Exemple de treillis de formules avec trois termes. 
Dans la figure 5.5 , par exemple, si a est un terme +4.1 *5.22 et b un terme -3.5/6.8, alors la 
génération de aab au troisième niveau signifie que la formules Fest +4.1 *5.22 +4.1 *5 .22 -
3.5/6.8. Il est à remarquer que lorsque le niveau augmente, alors ses itemsets augmentent 
aussi. Soit, il y une infinité de niveaux (à la différence de 1 'approche usuelle d'A priori où les 
niveaux sont fmis). Dans l'approche usuelle d'Apriori, un item ne peut apparaître qu'une 
seule fois dans un itemset, mais tel n'est pas le cas avec les formules . Par exemple, le terme 
+2.11 +2.11 est un itemset candidat valide. Alors que dans l'approche usuelle, l'itemset { a,a} 
ne l'est pas. Ceci a un impact sur la génération des candidats, car il faut prendre en compte 
toutes les combinaisons légitimement possibles. 
La solution proposée consiste à exécuter 1 'algorithme A priori une fois sur les termes en tant 
que séquences et une fois sur les formules en tant que séquences. Cependant, 1 'exécution 
d ' Apriori sur les termes (en tant que séquences) ne retourne pas les itemsets larges , mais 
plutôt tous les itemsets fréquents de tous les niveaux. Cet ensemble de termes fréquents sera 
considéré le premier niveau L 1 pour l'algorithme Apriori des formules (en tant que 
séquences). On veut trouver tous les termes fréquents, car une formule de taille 1-itemset 
contient un terme au niveau L 1. Ensuite, on trouve les formules fréquentes par niveau pour 
enfm en déduire les formules larges recherchées. Ces formules larges sont les formules 
générales recherchées pour les interfaces gabarits. 
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Afin d'améliorer la performance des algorithmes de comparaisons, on fait usage de la 
réduction de la dimensionnalité des termes. Ceci permet de réduire le nombre de candidats 
par niveau. Les termes sont accompagnés par une matrice Mm•n de supports où m est un 
nombre énuméré de connecteurs (c.-à-d. rn = 3) et n un nombre énuméré de signes (c.-à-d. 
n = 2) comme suit : 
[ 
= < >] 
M3•2 = + 0 0 0 
- 0 0 0 
(5.3) 
Par exemple, un itemset 3.11 supporté par la matrice[~ ~ 13°] devient les formules >+3.11 
et <-3 .11 si le support minimal est 5. Il est à noter que le signe de la division fait partie 
intégrante de la série d'identifiants, mais tel n'est pas le cas avec +, - et*. Donc, lorsque les 
tennes sont comparés, il faudra prendre en compte ces détails. 
L'algorithme d'extraction des termes fréquents se trouve à la figure 5.6 et celui des formules 
larges à la figure 5.7. L'algorithme d'extraction des termes fréquents prend en entrée le 
groupe filtré de formules empiriques (par interface gabarit de provenant et interface gabarit 
de connexion). Du fait que toutes les formules proviennent d'une même interface gabarit, 
alors la série d'identifiants à gauche du connecteur est la même pour toutes les fonnules . 
Raison pour laquelle, l'identifiant de l'interface gabarit (à gauche du connecteur) ne participe 
pas à l'extraction des termes et des formules. La sortie de l'algorithme d'extraction de termes 
fréquents est la liste des termes fréquents supportés par leurs matrices de support. Cette 
matrice permet de les reconstruire en des formules ayant un seul terme. Seules les formules 
ayant le support supérieur au seuil minimal sont reconstruites. Les formules obtenues sont de 
niveau L 1• Autrement dit, c'est l'entrée de l'algorithme d'extraction des formules larges . 
L'algorithme d'extraction des formules larges extrait les formules larges (ou générales). 
Ensuite, les formules générales sont sauvegardées dans les interfaces gabarits suivant les 
deux critères qui ont filtré les formules empiriques. C'est-à-dire, elles sont sauvegardées dans 
le typage de l'interface gabarit qui est associée à l'identifiant du côté gauche du connecteur 
des formules générales. 
La section qui suit discute la méthodologie de suggestion des contraintes comportementales 
que propose ce mémoire par rapport à sa classification en apprentissage automatique. 
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Algorithme d 'extraction des termes fréquents 
1: //Une formule est une liste de termes, terme est une liste de chaînes de caractères, 
2: 1/formulaDBList contient les formules de la base de données, minsup est le support minimal 
3: 1/LafonctionfindFrequentTermsO return tous les termes fréquents dans la base de données 
4: List< Term> findFrequentTenns (List<Formula> form ulaDBList, int minsup) 
5: Begin 
6: List<Tenn> Ll=générer le premier niveau à partir des series d 'ID des interfaces basiques 
7: 
8: //trouver les termes fréquents du premier niveau 
9: fmdFrequentTrm s(LI , formulaDBList, minsup) 
10: 
11: //ajouter les termes fréquents trouvés à la liste totale 
12: List< List <Term>>a11Level.append(L1) 
13: 
14: //Générer les termes candidats du niveau suivant 
15: //Remarque: le support seuil est envoyé en paramètre car chaque terme fréquent contient une 
16: // matrice de supports dont certains pourraient être inférieurs à minsup . Lorsque des termes 
17: // vérifient la correspondance de k-1 premiers items , il faut vérifier aussi que les supports de 
18: //même coordonnées dans les matrices soient tous deux supérieurs au seuil minimal avant de 
19: //générer le terme candidat. 
20: List<Tenn> nextLv1 = genTrmCandid(Ll , minsup) 
21: 
22: 
23 : 
24: 
25: 
26: 
27: 
28: 
29: 
30: 
31: 
//trouver les termes fréquent du niveau suivant en éliminant les in fréquents 
fmdFrequentTrm (nextLv1, fonnu1aDBList, minsup) 
//Exécuter tant que le niveau suivant n 'est pas vide 
while(nextLvl is not null) 
{ 
aliLevel.append(nextLv1) 
nextLv1 = genTrmCandid (nextLv1, minsup) 
fmdFrequentTnn (nextLv1, formu1aDBList, minsup) 
end white 
32: //Copier tous les niveaux dans une seule liste de termes 
33: List<Tenn> sing1eList = retumSingleList(aliLevel) 
34: 
35: //Retourner tous les termes fréquents trouvés 
36: return singleList 
37: end fmdFrequentTerms 
Figure 5.6 Algorithme d'extraction des termes fréquents. 
5.6 Aperçue de la méthodologie proposée par rapport à l' apprentissage automatique 
Cette section analyse les caractéristiques de la méthodologie de suggestion de contraintes 
comportementales par rapport aux autres méthodes de l' apprentissage automatique afin de 
mieux évaluer sa classification. 
Algorithme d 'extraction des formules larges 
1: //Une Formule est une liste de Terme, Terme est une liste de chaÎnes de charactères,formulaDBList 
2: //contient les formules de la BD, minsup est le support minimal 
3: 1/LafonctionfindLargeFormula 0 return toutes les formules larges 
4: List<Fonnula> fmdLargeFonnula (List<Fonnula> fonnulaDBList, int minsup) 
5: Begin 
6: //Appeler la fon ctionfindFrequentTermsO pour trouver tous les termes fréquents 
7: List<Tenn> tota!FrequentTennList= findFrequentTenns(fonnulaDBList, minsup) 
8: 
9: Il Restaurer la fo rme originale des termes à part ir de la matrice pour avoir le premier niveau. 
JO: //Remarque : seuls les termes fréquents sont retourné par restaureO 
Il: List<Fonnula> LI = restaure(totaLFrequentTennList) 
12: 
13: //Ajouter les formules du premier niveau à la liste totale des formu lesji-équentes. 
14: //Remarque: les formules du premier niveau sontfi·équentes 
15: List< Fonnula>ai!FrequentFonnu las.append(L 1) 
16: 
17: //Assigner le premier niveau en tant que niveau suivant pour régler la condition de la boucle 
18: Lis t<Fonnula> nextLvl =LI 
19: 
20: //Exécuter tant que le niveau suivant n 'est pas vide 
21: while(nextLvl is not nu li) 
22: //Générer la liste des formules candidates à partir des formules du niveau actuel et du niveau 1 
23: nextLvl = genFm!Candid (LJ, nextLvl) ; 
24: 
25: //Trouver les formu lesfi'équentes du niveau suivant en éliminant les infi'équentes 
26: fmdFrequ entFml(nextLvl, forrnu laDBList, minsup) 
27: 
28: //Ajouter la liste des formules fi'équen tes trouvées à la liste totale 
29: al!FrequentFonnulas.append(nextLvl) 
30: end While 
31: 
33: 
34: 
35: 
36: 
38: 
39: 
40: 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50: 
51: 
52: 
List<Fonnula> largeFormu la //Liste totale des formules larges 
//Vérifier si chaque formu le dans la liste des formules fi'équentes est contenue dans une autre. 
//Si aucune formule fréquente contientfinllsLGI·ge alors finlfsLGI·ge est une formule large 
For each Formula fmllsLarge in ai!FrequentFonnu las 
boo! isNotLarge= false 
r
F or each Formula tempFml in aiiFreq uentFonnulas 
If (fmllsLarge is included in tempFml) true 
t 
isNotLarge =true 
break inner For loop 
end If 
end For 
1/SifinllsLarge est large alors ajouter à la liste totale des formules larges 
if(isLarge is false) then JargeFormula.append(fmllsLarge) 
-end For 
//Retourner tous les formules larges trouvées 
return largeFonnula 
End 
Figure 5.7 Algorithme d'extraction des formules larges. 
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Dans l'introduction, ce mémoire a couvert une partie de cette analyse en disant que la 
méthodologie proposée pourrait se classer dans le raisonnement à base de modèle. En effet, la 
méthodologie proposée trouve des modèles de formules . Mais le raisonnement à base de 
modèle n'a pas un algorithme particulier qui identifie les modèles. Il est souvent euristique 
puis demande une profonde connaissance de la structure des modèles afin de les utiliser. 
En ce qui concerne la création du netlist, ce mémoire suggère que la méthodologie proposée, 
à ce point de développement, est une méthode d'apprentissage semi-automatique, car elle 
demande des interventions de la part de 1 'utilisateur. En fait, tel que la méthodologie est 
développée, l'interaction avec l'utilisateur est intentionnelle, car il doit décider de la 
conception du circuit après chaque étape automatisée. Par exemple, si l'on enlève l'étape de 
mise en veille entre la suggestion d'interfaces compatibles et la création automatique des 
nets, on aurait eu le cas d'utilisation suivant. Le logiciel INC simule dans un premier temps 
les préconnexions de toutes les interfaces compatibles. Puis, il instancie les formules 
générales des contraintes comportementales qui ont le meilleur support afin de déterminer le 
reste des variables inconnues du netlist. Après plusieurs itérations, les préconnexions 
deviennent des connexions. Cependant, le point central de cette section concerne la 
suggestion des contraintes comportementales et non la création du netlist. 
En ce qui concerne la suggestion des contraintes comportementales , à ce point de 
développement, la méthodologie proposée permet en effet d'apprendre des formules de 
contraintes comportementales telles que 1 'illustre la figure 5.8. Tout comme les autres 
méthodes d'apprentissage (arbre de décision, raisonnement à base de cas, etc.), l' ajout de 
nouvelles données empiriques implique un développement plus sophistiqué des modèles de 
formules. De même, la mise à jour de la base de connaissances (c.-à-d . des modèles de 
formules) peut être déclenchée automatiquement après que la base de données augmente d' un 
certain pourcentage de données empiriques. En regardant de cette perspective, on peut 
déduire que ce mémoire introduit une nouvelle approche en apprentissage automatique qui 
peut se générali ser au raisonnement à base de modèle. Ce mémoire se garde de dire que la 
méthodologie proposée pourrait être le premier algorithme général pour le raisonnement à 
base de modèle (qui, jusque-là, n'avait pas une méthodologie générique de développement). 
Mais, on peut déclarer que si la méthodologie proposée est applicable dans un domaine aussi 
75 
compliqué que l'électronique, alors elle peut être applicable pour des problèmes de 
complexité similaire. 
Formules générales 
évaluées selon le s 
paramètres du 
netlist et suggérées à 
l'utilisateur. 
Ajout de nouve Ues 
formules spécifiques 
Formules générale s ex istent dans 
les interfaces insta nciées. 
Sauvega rde des formules générales 
dans le s abarits. 
Extracti on des fur rrrul es 
en tant que rrodèles 
Utilisa tion des formules spécifiques 
en tant que données empiriques. 
Figure 5.8 Cycle de l'apprentissage de modèles de fonnules 
Dans la figure 5.9, l'algorithme général de la méthodologie proposée consiste à utiliser une 
technique d'extraction de motifs fréquents pour avoir des modèles . Au début, les classes (en 
matière de génie logiciel telles que la classe Interface) pem1ettent de générer les instances qui 
sont les données empiriques. D'un autre côté, les spécifications des actions ou des fonctions 
recherchées (tel que l'intérêt de trouver les formules de la contrainte du délai) pennettent de 
regrouper les données empiriques par classification ou clusterisation . Les classes (ou 
clusters) obtenues sont représentées par des instances spéciales dites gabarits auxquels on 
associe des identifiants uniques. Toute action de l'utilisateur est enregistrée sous fonne 
d'expressions dans les instances (données empiriques). Les expressions sont une suite des 
identifiants des classes (ou des clusters). Ensuite, l'extraction des expressions régulières 
d' identifiants (ou modèles) est appliquée sur chaque classe (ou cluster) . Les identifiants font 
référence à des gabarits d' objets et permettent d'identifier les instances correspondantes. Les 
modèles extraits sont sauvegardés dans leurs gabarits respectifs . L'usage d'un gabarit doit 
s'étendre seulement sur sa classe. Un nouveau cas possède des attributs qui identifient sa 
classe et donc son gabarit. Lorsque 1 'utilisateur cherche la solution du nouveau cas, alors les 
modèles (contenus dans le gabarit) sont déclenchés suite à une action ou à une détection de 
valeurs ciblées. Puis, les modèles évalués sur les valeurs des instances présentes grâce aux 
caractéristiques de la problématique dans son environnement en temps réel. 
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Spécifications d'une 
.. E----t action ou fOnction 
Caractéristiques d'attributs 
qui permettent d'organiser 
les données errpiriques dans 
Sauvegarde des rrotifS 
fréquents dans le gabarit 
de la classe ou du cluster 
en association avec leurs 
Identification du gabarit 
pour la création d'une 
nouvelle instance 
(nouveau cas) selon ses 
rrotifS fréquents 
(Expressions régulières 
d' identifiants de gabarits 
+attributs ou fOnctions) 
Les corrporternents du 
nouveau cas dans son 
entourage en temps réel 
déclenchent les rrotifS 
recherchée 
La autres instances 
(identifiées par 
leurs gabarits) av oc 
le nouveau cas 
spécifient les 
rroti fS fréquents 
déclenchés en 
Figure 5.9 Méthodologie de développement et usage des modèles. 
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Quant au développement du logiciel, les modules sont conceptualisés relativement aux 
modèles à extraire afin que le logiciel devienne capable d'apprendre certaines tâches. Cette 
conception peut être étendue vers une automatisation complète et optimale du logiciel afin 
qu'il devienne complètement indépendant. Dans le cas de INC, sa version complète serait 
qu'il soit capable de construire des systèmes électroniques de lui-même. Par exemple, dans 
INC, il est possible (avec la méthodologie proposée) d'inclure des modèles de graphes 
(trouvés avec la même méthodologie des modèles de formules) comme déclencheurs de 
formules . Ils identifieraient le réseau de connexion des composants du circuit en cours afin 
d'instancier les formules générales plus correctes. Dans le cas actuel , on se contente 
d'instancier une fonnule juste pour un graphe à un arc (c.-à-d. le déclenchement de la 
formule a lieu lorsqu'un composant est connecté à un autre). Le travail futur prévoit une 
identification de réseau de composants connectés grâce à des modèles de graphe. 
On peut soutenir que si la méthodologie proposée est applicable dans un domaine aussi 
compliqué que l'électronique, alors elle peut être adaptée pour des problèmes de complexité 
similaire. Par exemple, les jeux de simulation peuvent utiliser des objets gabarits qui 
contiennent des expressions régulières composées de séries d 'identifiants. Les séries 
d'identifiants représentent les actions entrées par l'utilisateur à des moments donnés T à la 
suite d'un évènement E. Les expressions régulières sont extraites en considérant le temps Tet 
l'évènement E. Lors de la simulation, lorsque l'utilisateur rencontre l'évènement E, alors le 
simulateur anticipe l'action de l'utilisateur au temps T en instanciant les séries d'identifiants 
qui font références aux classes d' objets disponibles dans l' environnement E. L' anticipation 
de l'action consiste par exemple, à contrer l'action usuelle ou à supporter la décision de 
1 'utilisateur. 
À la suite des nouvelles approches proposées dans ce chapitre, le troisième objectif du 
mémoire a couvert une partie de la problématique des contraintes comportementales. Ces 
approches peuvent être développées davantage pour améliorer la suggestion des formules de 
contraintes comportementales. Les expérimentations et les résultats obtenus sont discutés 
dans le chapitre suivant. 

CHAPITRE VI 
EXPÉRIMENTA TI ONS ET RÉSULTATS 
Ce chapitre présente les expérimentations et les résultats obtenus par des jeux de tests avec 
INC. Des tests sont effectués pour montrer la validité des concepts et la méthodologie de 
suggestion de formules de contraintes comportementales. Dans l'appendice A, un exemple 
pratique de netlist est a été effectué dans les interfaces utili sateurs graphiques en même temps 
que INC est présenté. 
Pour les tests, plusieurs netlists réels ont été reproduits afin de valider les concepts et leurs 
propriétés. En particulier, les tests sur le netlist « Bottom PCB » du WaferBoard™ révèlent 
que les concepts peuvent effectivement aider à la conception. Le netlist « Bottom PCB » du 
WaferBoard™ contient plusieurs dizaines de composants électroniques. Pour le netlist de 
test, sept composants importants ont été utilisés : un microcontrôleur (voir la figure 6.1 ), deux 
12C Mux (voir la figure 6.2), deux Fan Tray (voir la figure 6.3), un Power Supply (voir la 
figure 6.4) et la banque No .2 d'un FPGA (voir la figure 6.5). Le netlist obtenu est montré 
dans la figure 6.6. Un groupe de connexions (plusieurs dizaines) de broches a été créé avec 
INC en un seul clic de souris. 
La taille du fichier (produit par INC) de 1 'exemple pratique de la figure A. ! est d 'environ 
6.5 Mégaoctets (Mo) et celle de la figure 6.6 est d ' environ 30Mo. La taille d 'un fichier de 
netlist augmente en fonction des connexions créées et des configurations existantes dans les 
composants. En fait, chaque objet composant contient la liste totale de ses configurations ; 
donc, lorsque les configurations deviennent plus structurées, alors la taille du fichier 
augmente. 
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•3V3 
~ ~ U62 
8 12C_1_RtStl /.?--++-_.---'-j RESET 
•3V3 
1 
01<5 
.,bi o.1uF 
IOV 
vcc f-a-- ..,. 
+3V3 
T 
~~ ~: ~~ ~~  
~~ ~;;; ~- ~ 
~o ~==========~jt~=+t=tt=== SDO f-' s~:~=~:~ ~ ~~g~ 
~, ~'t===============~±=++=++==== so1 r s~~~=~~~-~=~g~ 
~ ~8t=================~=t~== 
~~~====================~=== 503 ~ 
s~~~=~~~=~=~g~ 
s~~~=T~~ :-=~g~ 
EXPOSEO_~~g ~ 
12C WRITE ADDRESS: OxEO 
Figure 6.2 Composant 12C Mux d'un netlist de test. 
•3V3 
RJ70 
4K75 
NI 
J30 
8 .9 fAN_TRAY_ l_SOA )?--+--f-f-__JJ!-l 
8 FAN_TRAY_l __ ENABlE_EMCC )·>-----t====t=::::;:~~ 
• 3V3 
RJ69 
4K75 
NI 
•3V3 • 12V +3V3 
C510 
IOUF 
IBV 
1un 
4K75 
FAN TRAY 1 GA2 
AN RAY 1 Al 
AN Y 1 
12C ADDRESS = OxA8 
R28 1 R279 R282 
4K75 4K75 4K75 
NI NI NI 
R280 R27B R272 
0 0 0 
NI 
Figure 6.3 Connecteurs Fan Tray d'un netlist de test. 
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8.38 
8,38 
8.38 
8,38 
8.39 
8,39 
8,39 
8 ,39 
Dans les deux netlists de test, chaque composant avait au moins deux configurations, mais les 
grands composants tels que le FPGA avait quatre configurations (car ils sont le point central 
de plusieurs tests) . Le fait de sauvegarder un composant avec toutes ses configurations dans 
un netlist donne l'avantage à l'utilisateur de réutiliser ce composant et ses configurations 
dans d'autres netlists. L'inconvénient est que la sauvegarde de toutes les configurations 
requière plus de mémoire. Il est mieux de supprimer, si possibles, les configurations non 
nécessaires. 
N 
00 
- - ----·------ ---------- -------------------------------------
Bank 2- 3V3 
.,.. 
' 
.,., 
, .. 
~ ~~Of.'I=I~LI"'_l 
"" 
DeJPU.I"' 2 
OO!JPU.II'(J 
~~~o~·P~l~_• Of.'P~IN_i!i 
ooe_<Pu.~:>~_r. 
~ ~sof.'Pu. , .. r  OD!JPLL1'(6 
00e.."'LLIN_9 
""' ~~OI!JPU.I"'IO ooe_•Pu.••( • • 
0f.'PU.I"'_12 
""' ~So"·~~-" 
og:=u.!:: :: 
""' ~souo~N" oe...Pu.ll'(u 
oe."'u~_ ,, 
~~gg~t::=-~ 
ooe..,.u.r.(:: • 
Design note 
This header is to be use 
w~h cable TTL-232R-3V3 
For the FPGA: 
Tx and RTS are input. 
Rx and CT$ are output 
Figure 6.5 Bank No 2 d'un FPGA d'un netlist de test. 
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Afin de s'assurer que les concepts de configurations et interfaces sont valides par ingénierie 
inverse, des fichiers de netlists de format EDIF24 ont été effectivement convertis au modèle 
de INC. L'exemple d'un netlist de trois composants connectés est montré à la figure 6.7. Le 
netlist, présenté dans la figure A.2, a été converti en configuration et interfaces connectées . 
Les configurations qui peuvent être obtenues sont les configurations basiques et une seule 
version de configuration avancée. Le processus de création des configurations avancées 
consiste à regrouper les interfaces basiques qui se connectent à un même composant dans une 
interface mère. 
24 Le format EDIF 2.0 a été pris en exemple, car c'est le format le plus standard pour la description de 
netlist. Le point de ce développement est de prouver qu'il est possible de parser des netlists existants 
en des structures de netlists basées sur les configurations et interfaces telles que proposées dans ce 
mémoire. 
---- --------- ----- -----
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:!] Create Netlist 
~lected Components 
"' ~ ICl_FPGA Bi o 
BOTTOM CON FIG 2 ver 2 
"' [ti iC2_Mic roContro ll er 
"' BOTTOM CON FIG 2 ver 2 
"' TO FP GA 
"' IC1JC2 
1 
' 2 
,, 6 
. ) 
' g 
~ 10 
IC2_ICJ 
• IC2_IC6 
~ FPGA UC GPIO 
OVER_CURRENT 
FPGA_PROG RAM_B 
• SPI 
SPI_CLK 
SPI_SDO_FROM_PIC 
SPI_SS 
SPI SOI TO PIC 
SPI_CLK 
SPI_CLK 
1 IClMUX_IC2MIC_IC4FAN 
' ICJ MUX IC2MIC IC 4FAN 
- - --- ----------
l- 'il 1--.1 
R;,nk Shared Connected "' ~ 
a~ Name: IC3_2C r•lUX 
Component 
ICl_FPGA Bio 
IC2_Mic roController 
10 
trl.lt 
t:ntt 
tru;: 
tt Ut 
J 
Family: 
1 Connect .. . ) 
Manufecturer: '--'""-''---~ 
Cre~tionDate: ~ 
Rernove Bus 
pack..!loe: 
PilForm: 
Ports: 
T_GND_O 
T_GND_1 
T_GN D_l 
T_GND_3 
T_GND_4 
T_P OW_5 
T_IN_6 
T_IN_l 
T_IN_O 
- - ----, 
The current developpement does not allow 
the follow1ngs: 
-Bus connections cannot be modif1ed one.::: 
L 
they are created. The reason ls to avoid 
u~er modif.icattons after the connexions. 
were venfted by INC. When changes ar·e 
needed, the concern~d bus connexions 
should be deleted and remade after 
applying the desired changes. 
-A confrguratlon cannot be modrfred rf at 
least one of its rnterfaces rs strll connected. 
Large 
1 L~l emtng neWst ... 1 
I Sa'.ect.rrentnetist ... 
Figure 6.6 Netlist « Bottom PCB »du Waferboard™ faite avec INC. 
Toutefois, il existe des techniques pour avoir des interfaces plus développées. Par exemple, 
trouver dans la base de données toutes les interfaces mères qui possèdent le même nombre 
d'interfaces basiques que 1 'interface mère obtenue (ceci fait partir du développement futur) . 
La conversion des fichiers n'a pas été développée plus en profondeur (bien qu'il soit 
important), car il sort de la portée de l'objectif de ce mémoire. 
Quant à l'extraction des formules du délai, le format EDIF ne contient malheureusement 
aucune information sur les contraintes comportementales. Donc, ce point reste à être appliqué 
sur des netlists qui contiennent les informations nécessaires et qui proviennent de projets 
réels. D 'un autre côté, il est difficile de trouver de tels fichiers , car ce sont des fichiers 
avancés dans la conception ; donc, ils portent des droits d 'auteurs. Pour ces raisons, une base 
de données de formules aléatoires a été générée en respectant la formulation de 
l' expression (5.2). Suite à la déduction établie par l'expression (5.2), les formules de la 
contrainte du délai provenant de projets réels auraient une formulation structurellement 
similaire aux fonnules générées. Ce qui assure que les formules générées sont représentatives 
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aux cas réels. À 1' aide de la base de données simulée, les tests qui portent sur 1 'extraction des 
formules sont devenus possibles. Les tests qui simulent la base de données et 1 'extraction des 
formules sont présentés dans La figure 6.8. 
D Convert Net list to abjects l'Y I~ 
....... 
Com ponents l Instance s A Nets A . dff_ 4 • l_36_1_$$_dff_ 4 • CL EAR ~ a set ~ Basic Configuration CLEAR_$$_FIB EX_$$_ dock J • l_36_3_$$_addsub_ 4 mt_$$_1_36_1_$$_dff_ 4 dataO ~ Basic Configuration aset_$$_1_36_5_$$_dff_ 4 datal • l_36_5_$$_dff_ 4 . CLOCK data2 . Basic Configu ration - CLOCK_$$_FIBEX_$$_ 
dat a3 a set clock_$$_1_36_1_$$_dff_ 4 
qO dock ,. clock_$$_1_36_5_$$_dff_ 4 
ql dataO . LAST_91_0_93 
-
q2 data l data0_$$_1_36_5_$$_dff_ 4 
q3 data2 data80_$$_1_36_3_$$_addsu b_ 4 
. add sub_ 4 data3 q0_$$_1_36_1_$$_dff_ 4 
dataAO qO . LAST_91_1_93 
-
dataAl - al - datal $$ I 36 5 $$ dff 4 -
~nd ta netlist cr eatron 
Figure 6.7 Conversion du netlist de format EDIF de la figure A.2 en configuration et 
interfaces dans INC. 
Pattf:ms ID Form11la Examples . Te rrm <+ <· )+ ) · 
F_NONET_ , - 8.05'9.19n.14/9.19. 15.13-1.11/1.o4 0.09 
F_NONET_ ... <•8.05'9.19+15.13·7.11 1.04 
F_NONET_ ... < +8.05' 9.19/l.14 •9.19"15.13'19.14· 7 .11'19.14 1.06 
F_NONET_ ... J <t-8.05"9.19/3.2 4+9.1M5.13/24.21·7.22/19.2 4 3.01 
F_NONET_IN 4 < + 8.05'9.19/3.14 • 9.19"15.13/14.11 8.05 
F_NONET_ ... 5 <• 0.08"6.04 8.08 
F_NONET_I ... 6 >• 803 9.01 
F_FPGAT_N ... <• 2.06·3.05/1.07·8.03 9.04 
F_FPGAT_G ... = • 9.01/1.03/8.04· 7.00/101 9.19 
F_F PGA T_P ... 9 >• (08+9.03 15.13 
F_FP GAT_~ .. 10 =+4.01· 3.0004.01'8.06 8.05'9.19 
F_FPGA T_IN 11 =·0.05/1.07 
F_FP GA T_O ... 12 <+5,0 5 
1 AptOO Term J F_FPGAT_I ... 13 <•g.oz.s.oo 
F_RAMT_N .. . 14 >+3.09+4.08-0.02 
F_RAMT_G ... 15 <+109+3.01+6.06+9.08 
F_RAMT_P ... 16 >+0.0 0+4.06+6.03'"6.06/5.09 Gene rated Formulu Found 
F_RAMT_~ .. 17 >+6.07-0. 03-5 .02 =·1.04 
f_RAMT_IN li =~7.07'9.0 1-8 . 07 - 9.01n . 05 <+2.06 
f_RAMT_O. .. 19 =~6.00·1.01'9.03/9.09 >-t-0.09 
F_RAMT_IN ... 10 <-+2.06 >+9.02 
f_MICROC ... Il >-+107 <•8.05'"'9.19•15 .13 
f_MICROC ... Il <•9.04 
F_MICROC ... Il t.trfJfJD pattefns 10 :•3.02 
f_MICROC ... 14 >-8. 08 
f_MICROC ... 15 NboiConstr<!irts 10 
re oc .. 16 0 •c!IAI'blr.oy Ex""""' 
Ex"'"" ' 300 ..;J 1 Generoto J 
Figure 6.8 Simulation de la base de données et de l' extraction des formules. 
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Dans la figure 6.8, 300 exemples ont été générés pour simuler les données empiriques dans 
une base de données. La génération des formules consistait à utiliser 1 0 interfaces gabarits et 
10 contraintes afin que les combinaisons des séries d'identifiants se retrouvent assez 
fréquemment. On suppose que ces formules proviennent d'une même interface gabarit. On 
suppose aussi que toutes ces formules ont été utilisées lors de la connexion du gabarit à une 
classe de composants (c.-à-d. on prend un groupe de formules filtrées tel que requis par 
l'algorithme d'extraction). Les fonnules générées peuvent contenir les connecteurs(=, < et 
>), les opérations (+et-) et les opérateurs (*et 1) avec 5 séries d'identifiants au maximum 
(les mêmes séries peuvent revenir dans une même formule). Cinq formules arbitraires (en 
tant que données empiriques) ont aussi été ajoutées au début de la liste des formules 
simulées. 
Tous les termes fréquents de tous les niveaux sont trouvés dans la figure 6.8. Ensuite, les 
termes fréquents sont reconstruits pour devenir des 1 -itemsets fonnules. Les 1-itemsets 
formules permettent la suite de 1 'extraction des formules larges. Les formules larges obtenues 
sont sauvegardées dans le typage de leur interface gabarit correspondant. 
La figure 6.9 montre un exemple de suggestion d'une formule générale. Lorsqu'une interface 
ise connecte à une interfacej, alors les formules générales contenues dans i sont suggérées à 
la suite de 1' identification de la classe de j. 
Une simulation de suggestion de la formule de la figure 6.9 est présentée à la figure 6.10 . 
Dans la figure 6.1 0, les composants existant dans le circuit sont trois FPGA A, B et C où A est 
connecté à B mais pas C. Les composants A, B etC sélectionnés sont identiques et utilisent 
aussi des configurations identiques. On veut tester intentionnellement un exemple où l'on a 
plusieurs duplications d ' identifiants de gabarits. On veut aussi tester le comportement des 
mêmes interfaces gabarits existant dans un même netlist. On peut remarquer que, pour 
chaque terme de la formule, trois instances d'une même interface gabarit (d'identifiant 88 et 
d' identifiant 89) sont suggérées, mais avec des valeurs différentes. La formule générale est 
contenue dans l'interface de A. Elle a été suggérée avant la création des nets, car les rangs ont 
préconnectés les interfaces. Donc, la formule générale se déclenche et les valeurs des 
contraintes des interfaces existantes sont suggérées tel que prévu. 
[ TffiFor~ 1 
Formula Va lu~ 
nsso 1.ss+2 .a~ -H9n .1o 
Figure 6.9 Exemple de suggestion d' une fonnule générale. 
J Test Formula J 1-s.zs J @ii: :J 
Formula Valu < 
8 C_DELAY < + 1.88*2.89-3.89/21.10 
8 + 1.88*2 .89 0 
El +1.88 0 
~ 1.88.16.1.1 0 
l1J 1.88.16.1.2 2 
ICI 1.88.16.1.3 4 
El *2 .89 0 
l1J 2.89 .17.1.1 0.75 
~ 2.89 .17.1.2 7 
El 2.89 .17.1.3 0 
8 ·3.89/21.10 0 
El -3.89 0 
l1J 3.89.17.1.1 11 
~ 3.89.17.1.2 0 
D 3.89.17.1.3 o 
El /21.10 0 
ICI 21.10.5.1.1 66 
Figure 6.10 Exemple d' instanciation de la fonnule de la figure 6.9 . 
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Les configurations basiques sont automatiquement générées lorsque l' utilisateur indique la 
famille du composant et le nombre de types des broches. Les gabarits correspondants sont 
identifiés et instanciés pour hériter des autres valeurs des broches. L 'utilisateur peut se servir 
des configurations basiques pour créer un netlist sans avoir besoin de créer des interfaces 
mères. La suggestion des contraintes comportementale ne nécessite pas 1 'ex istence de 
hiérarchie des interfaces. Autrement dit, les méthodologies de suggestion de compatibilité et 
de suggestion de fonnules présentées dans ce mémoire pouvaient se passer des concepts des 
interfaces. On aurait pu appliquer ces méthodologies seul ement au niveau des broches. Du 
fait que les interfaces mères ne sont pas obligatoires, alors on pouvait aussi se passer des 
configurations et les propriétés à appliquer. Mais dans ce cas, l'utilisateur doit connecter 
toutes les broches une par une à celles qui sont compatibles. Ce qui n'est pas pratique. 
L'usage des interfaces mères pennet des connexions automatiques d 'un groupe de plusieurs 
dizaines de broches pour créer un bus telles que les tests l'ont montré. Dans 1 'exemple 
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pratique de la figure A.l, la connexion du processeur U2 à la RAM U15 se fait en un clic de 
souris. Donc, le nombre d'interfaces à connecter n'est plus important une fois que les 
composants sont configurés. On peut noter aussi que ces configurations sont portables d'un 
utilisateur à un autre et d'un projet à un autre. Cela simplifie les tâches de création de 
configurations. 
L'usage des interfaces mères permet aussi d' affecter des valeurs par héritage. Les tests ont 
montré que l'utilisateur est assisté lors de l'affectation des valeurs de contraintes aux 
interfaces. Par exemple, l'affectation d'une norme standard des signaux (tel que HSTL) se 
fait en un clic de souris . Toutes les interfaces basiques prennent les valeurs attribuées de la 
norme standard. 
Les formules suggérées peuvent effectivement reproduire les valeurs appropriées du circuit 
(mais dans une certaine limite). Ceci est devenu possible, car la suggestion des formules a 
pris en compte la connexion des composants comme évènement déclencheur. Cependant, les 
résultats de la suggestion sont dépendants de la classification considérée. Par exemple, si les 
broches des composants ont plusieurs attributs spécifiques de classification, alors les 
formules deviennent plus précises, car les interfaces gabarits deviennent plus spécifique un 
groupe de composants. Les interfaces gabarits rencontrées durant la conception du netlist 
deviennent nombreuses. Donc, l'instanciation des formules n'est plus vague, car elle vise des 
groupes précis de composants. Dans le cas contraire, si la classification regroupe beaucoup de 
catégories de composants par classe, alors les fonnules deviennent vagues. Les interfaces 
gabarits seront instanciées pour tout composant de la classe, peu importe son type. Autrement 
dit, la performance de la méthodologie dépend de la classification des composants. 
Le logiciel INC est toujours en voie de développement pour une éventuelle production. Le 
chapitre suivant présente la conclusion du mémoire. 
CHAPITRE VII 
CONCLUSION 
Ce mémoire a présenté une méthodologie de création intelligente de netlists qui assiste le 
concepteur dans la conception de système électronique. Trois objectifs ont été fix és : 
• Objectif 1 - Simplification des composants. 
• Objectif 2 - Connexion automatique. 
• Objectif 3 - Suggestion de formules de contraintes comportementales. 
Pour le premier objectif, ce mémoire a suggéré une nouvelle méthodologie de représentation 
de modèle de composants. Des concepts et des propriétés f01mels ont été proposés afin de 
garder une représentation fidèle aux composants et à la conception du netlist. La 
méthodologie proposée consiste à représenter un composant par une configuration. Une 
configuration est un ensemble d'interfaces. Une interface est une structure hiérarchique 
d'autres interfaces. Cette représentation arborescente est finie par des feuilles appelées 
interfaces basiques. À chaque interface basique est associée une broche. Soit, toute interface 
est structurée à la base d'interfaces basiques. Le regroupement des interfaces basiques en une 
interface mère nécessite que ce groupe ait une connecti it ' fonctionne lle assum ' vrai par 
1 'uti li sateur. Autrement dit, la structure de la configuration est dépendante de 1 'intention de 
conception du net list. Cinq propriétés ont été formellement définies : l'atomicité, 1 'existence, 
l'équivalence, la fermeture et le partage. Ces propriétés doivent être respectées 
obligatoirement lors de la création des interfaces et des configurations. La représentation 
hiérarchique des broches simplifie la vue du composant, car 1 'utilisateur peut voir un 
composant par ses connectivités fonctionnelLes sans les détails des broches. L'utilisateur se 
sert des connectivités fonctionnelles pour créer le netlist. 
---------, 
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Pour le deuxième objectif, ce mémoire propose deux algorithmes : la suggestion d'interfaces 
compatibles et la connexion automatique des interfaces compatibles. L'algorithme de 
suggestion d'interfaces compatibles consiste à trouver par force brute toutes les interfaces 
connectables des composants du netlist. La compatibilité des interfaces prend en compte les 
des contraintes électriques et leurs structures hiérarchiques. Les interfaces compatibles sont 
assurées d 'être connectables. À chaque interface du netlist est associée sa liste d'interfaces 
compatibles. Lorsque l'utilisateur veut connecter une interface alors la liste des interfaces 
compatibles lui est présentée. La liste sélectionnée des interfaces compatibles (à connecter) 
passe à l'algorithme de connexion automatique. L 'algorithme de connexion automatique se 
divise en deux modules : la préconnexion des interfaces et la connexion des interfaces. La 
préconnexion consiste à défmir un rang de correspondance entre les interfaces basiques selon 
leurs compatibilités électriques. Une étape dite de mise en veille permet à l'utilisateur 
d'apporter des modifications aux préconnexions ou aux valeurs des contraintes. Cette étape 
permet aussi de lancer une itération de réglage des contraintes. Une fois approuvés, les rangs 
sont utilisés pour créer automatiquement les nets. Cette tâche est faite par le module de 
connexion automatique qui consiste à ajouter au même net toutes les interfaces basiques de 
même rang. Si deux interfaces mères sont compatibles, alors elles sont connectées 
automatiquement, peu importe le nombre de leurs interfaces basiques. Des connexions de 
plusieurs dizaines de broches peuvent être créées en un clic de souris. 
Pour le troisième objectif, la contrainte comportementale prise à titre d 'exemple est le délai . 
Le délai s'exprime par un système d'équations. Ce mémoire propose une nouvelle 
méthodologie de raisonnement (à base de modèle) qui se base sur des gabarits d ' interfaces et 
des modèles de formules mathématiques. La méthodologie proposée consiste à classer en 
premier lieu les broches selon leur usage similaire des contraintes comportementales. Ensuite, 
les interfaces gabarits sont associées aux classes des broches obtenues. Une équation du 
systèm qui exprime la contrainte du délai contient un ensemble d 'opérations et d ' identifiants 
associés aux valeurs des contraintes. Ces contraintes peuvent provenir de n ' importe quelle 
interface du netlist. Pour trouver les formules générales, ce mémoire propose de transformer 
les expressions mathématiques en des motifs séquentiels exprimés par des séries d'opérations 
et d ' identifiants (d'interfaces gabarits) afin d 'en extraire les motifs fréquents . L'extraction 
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des formules générales est exécutée par un algorithme à la base de l'algorithme Apriori. Il 
consiste notamment à trouver tous les termes fréquents dans une première étape, ensuite 
toutes les formules larges dans une deuxième étape. Une formule étant une suite séquentielle 
de termes. Les formules générales sont exprimées par des connecteurs (=, <, >), des 
opérations(+, -), des opérateurs(*,/) et des identifiants d ' interfaces gabarits. Les fonnules 
générales sont ensuite sauvegardées dans les interfaces gabarits correspondantes à leurs 
classes. 
Pour suggérer des formules de contraintes, les formules générales sont instanciées selon la 
conception du circuit. L'instanciation d'une fonnule générale consiste à trouver toutes les 
interfaces existantes dans le netlist suivant deux critères. Le premier critère requiert que les 
interfaces recherchées aient leur identifiant d 'interface gabarit présent au moins une fois dans 
la formule générale. Le deuxième critère d'instanciation est la préconnexion de l' interface qui 
contient la fonnule à une classe d'interfaces. Les interfaces trouvées ont leurs valeurs de 
contraintes suggérées à 1 ' utilisateur. L' utilisateur choisit les valeurs appropriées des 
contraintes selon la conception du netlist. La suggestion dépend de la présence des 
composants dans le netlist. La suggestion des fonnules nécessite un module d 'extraction qui 
s'applique à une base de données contenant des formules de contraintes comportementales. 
Les formules générales deviennent plus précises dans le temps, car elles sont mises à jour au 
fur et à mesure que la base de données augmente. 
Au meilleur de notre connaissance, la méthodologie proposée dans ce mémoire est la 
première dans le domaine de conception assistée par ordinateur de netlist qui soit basée sur 
l'apprentissage automatique. Elle aide l' utilisateur à créer un netlist de système grâce à un 
raisonnement à base de modèle. Un logiciel, nommé Intelligent Netlist Creator (INC), a été 
implémenté pour valider la méthodologie proposée (INC est présenté en appendice A). 
Les concepts ont été implémentés dans INC suivant plusieurs patrons de conception tels que 
la fabrique abstraite (Abstract Factory Pattern), le singleton, le contrôleur. Les propriétés et 
les remarques des concepts sont exécutées automatiquement par INC à l' insu de l' util isateur. 
L'util isateur n'est pas obligé (mais il est recommandé) qu'il comprenne les propriétés de 
configuration et d'interface. 
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Le logiciel Intelligent Netlist Creator, réalisé dans le cadre de ce mémoire et pour le projet 
DreamWafer™, applique la méthodologie proposée. L'usage des configurations et des 
interfaces facilite la création d'un netlist. Le logiciel élaboré a été intégré dans le projet 
DreamWafer™. Cependant, le module de suggestion de contraintes comportementales n'a 
pas été introduit dans INC mais a été appliqué sur des bancs d'essai typiques. Les causes de 
détachement du processus (de suggestion de formules) sont l'absence des données empiriques 
pour valider l'approche et les nombreux détails de développement à considérer (tels que la 
vérification des systèmes d'équations et la résolution des blocages de dépendance de 
contraintes). Toutefois, les tests ont montré que la faisabilité de l'apprentissage automatique 
des formules peut être appliquée à la méthodologie proposée. 
Le développement fait dans le cadre de la recherche n'est qu'une preuve de concepts et 
plusieurs améliorations sont à apporter ; à savoir : 
• Dans le processus de suggestion d'interfaces compatibles, la compatibilité des 
interfaces a été réduite à l'égalité des Min et Max. Cependant, l'implémentation doit 
être plus fonnelle et conforme à la pratique de connexion de broches (sous la 
direction des experts). Chaque contrainte doit avoir une liste de fonctions formelles 
de compatibilité entre deux interfaces. 
• Les attributs spécifiques de la classification considérée des broches dans la 
suggestion de formules sont la famille de composants et la contrainte de type. Si des 
tests sur des données empiriques réels montrent que les classes sont très vagues, alors 
il faut nécessairement redéfmir les attributs spécifiques. 
• Le logiciel INC peut être étendu jusqu'à défmir des contraintes physiques (pour le 
désign du layout) . En effet, il est possible d 'automatiser un type de connexion de 
réseau tel qu 'un réseau étoilé en donnant aux connexions des conditions 
supplémentaires avec des coordonnées physiques. Par exemple, de la li ste des 
interfaces compatibles, connecter chaque interface à cinq de ses interfaces 
compatibles pour avoir une forme étoilée sous la condition qu ' elles soient des 
interfaces partagées, distantes entre 5mm et 7 mm et ayant un voltage de 1.5Volt. 
• Il est possible de substituer une des configurations d'un composant à une autre en 
plein désign du circuit. Mais le développement actuel ne permet pas une telle action , 
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car il y a des stratégies de rémodélisation d'interfaces mères à considérer (telles que 
l'annulation des interfaces basiques mères créées par la propriété d'équivalence). Ce 
développement dépend des stratégies de conception futures ou même d 'une 
modification des propriétés des concepts établis (si c'est nécessaire). 
• Dans l'expression d ' une formule de contrainte comportementale, l'utilisation des 
fonctions complexes (telles que sinus, somme algébrique ... ) requiert que la 
représentation d 'une formule utilise des graphes directionnels. Ce genre de 
problématique fait partir de 1 'ordre de développement futur. Diverses méthodes de 
représentation de fonnule peuvent impliquer relativement différentes approches 
d'apprentissage. 
• Un netlist peut être transformé en un composant ayant une configuration et des 
interfaces telles que des circuits intégrés ou des systèmes sur puces (system-on-a-
chip ). Pour cela, certaines interfaces seront déclarées externes et visibles et 
1 'ensemble des composants et des interfaces restantes devient invisible et 
inaccessible. Dans ce cas, un netlist devient telle qu'une configuration interconnectée 
qui a ses interfaces dépendantes les unes des autres. 
Et enfin, on peut conclure ce chapitre en indiquant que la méthodologie proposée 
d'apprentissage à base de raisonnement de modèle dans ce mémoire peut être généralisée 
pour traiter d'autres problèmes similaires à la création de netlists. Ces problèmes peuvent 
toucher à plusieurs domaines où le comportement d'un tiers partie (c.à.d. un utilisateur ou un 
autre système) est pris en compte tel s que les logiciels de conception en général, les jeux de 
simulation, l'intelligence artificielle pour des robots indépendants, le traitement de langage 
naturel. Pourvu que la tâche en question s'exprime par des expressions régulières et pas 
forcément par des formules mathématiques. Il s'agit notamment de faire une classification de 
gabarits d'objets (en classes) et associer ces gabarits à des identifiants et à des déclencheurs 
d'évènements correspondants. L'extraction d'expressions régulières d'identifiants permet 
d ' avoir des instances relatives à l'environnement d'application en temps réel. Si cette 
approche est applicable dans un domaine aussi complexe que l'électronique, alors elle peut 
servir dans d'autres domaines de complexité similaire. Le logiciel Intelligent Netlist Creator 
est toujours en voie de dével<lppement pour une éventuelle production. 

APPENDICE A 
PRÉSENTATION DU LOGICIEL INTELLIGENT NETLIST CREATOR 
À partir des concepts établis dans ce mémoire, l' implémentation et les tests ont été effectués 
en même temps que le développement des concepts se faisait. Notamment, la représentation 
des composants par des configurations et interfaces, la suggestion des connexions et la 
connexion automatique ont été implémentées dans le logiciel Intelligent Netlist Creator 
(INC). Quant à la suggestion des fonnules et leurs extractions de la base de données, des tests 
ont simulé des exemples aleatoires (dynamiques) et statiques pour valider la méthodologie 
proposée, mais ils n'ont pas été introduits dans INC. Les raisons sont l'absence des données 
empiriques pour valider l'approche, la vérification des systèmes d ' équations et la résolution 
des blocages de dépendance de contraintes. Toutefois, le développement actuel pennet une 
telle extension, car la structure du code source a été implémentée dans un sens qui pennet 
1 'apprentissage de modèles. 
Le netlist est pris en exemple pour la présentation de INC est présenté à la figure A.l . Il 
servrra d'exemple d'application dans la présentation de l'interface graphique 
utilisateur (IUG). 
A.l Désign et IUG 
INC a été implémenté avec la platefonne de développement Qt25• Sans le code des IUG et 
sans les commentaires, INC a atteint environ 6.500 lignes de code (environ 15.000 avec les 
tests de l'algorithme d 'extraction et les simulations). Les fenêtres d ' interaction avec 
25 Le site de Qt-Creator: http: //gt-project.org/ , sept. 2013 . 
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1 'utilisateur pour créer un net list d'un exemple pratique (voir la figure A.l) sont présentées 
dans les sections suivantes. 
J 
A.I.J Fenêtred'entrée 
Broches 
connectées 
-- ( ) 
( 
connectées 
Broches connectées 
au même bus 
Figure A.l Exemple pratique26 . 
20 1 6H-70N 
RAM 
U15 
La figure A.2 est une capture d'écran de I'IUG d'entrée de INC qui se présente comme suit: 
1. Le bouton « Create ... » permet de créer un nouveau netlist en ouvrant la fenêtre de 
« sélection d'un composant » ; 
26 Exemple tiré partiellement de Design Works ™: Design Works™ Professional, version 5 (Windows 
Ali). Développeur : Capilano Computing Systems Ltd, October 2009. 
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2. Le bouton « EDIF Test » pennet de charger un fichier de fonnat EDIF existant en 
une forme arborescente (tel que montre la figure A.2) ; 
3. Le bouton « Parsing . .. » convertit le fichier EDIF chargé en des configurations, 
interfaces et nets connectés (tel que montré dans la figure 6.7). 
:!] Intelligent Netlist Creator l= lr@J I~J 
Line No Keyword Va lue G r= 6 ~ Root Fi le C:/Users/Raizei/Desktop/ EDIF/ Exam ... ~ 1 edif fi bex 1 edifl/ersion 2 0 0 2 ediflevel 0 
~ 3 keywordMap 
~ 4 status 
-~ 10 library FIB EX 
11 edifleve l 0 
~ 12 technology 
~ 16 cell dff_ 4 
16 ceiiType generic 
~ 17 view view1 
17 viewType netlist -
cp ~ 18 interface ~ 19 port a set 19 di rection INPUT 
~ 20 port clock 
~ 21 port data O 
1 EDIF Test 1 !> 22 port data1 
r0 !> 23 port data 2 1 Parse ... !> 24 port data 3 G 
Figure A.2 Fenêtre d'entrée de INC. 
Le développement actuel supporte la transformation d'un netlist de fonnat EDIF (seulement à 
titre de preuve de concept). La création d 'un nouveau netlist mène à une autre fenêtre que la 
section suivante présente. 
A.l.2 Fenêtre de création de netlists 
La figure A.3 est une capture d ' écran de l'IUG de INC pour la création d ' un netlist et se 
présente comme suit : 
1. La liste des composants sélectionnés que le netlist contient ; 
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2. Le bouton « Select ... » permet de sélectionner les composants du netlist en ouvrant 
la fenêtre de « sélection de composants ». Ce bouton conduit au scénario du 
processus « Sélectionner Composants » ; 
3. Le bouton « Dejine . . . » permet de défmir la configuration d'un composant 
sélectionné dans le netlist en ouvrant la fenêtre de« définition de configuration». Ce 
bouton devient disponible seulement lorsque 1 'utilisateur clique sur un composant du 
netlist. Si l'objet Composant perd l'interaction (jocus) avec l'utilisateur, alors le 
bouton « Dejine ... » devient indisponible (disable). Aussi, si un composant est 
connecté alors ce bouton est indisponible; ce qui contraint l'utilisateur à ne pas 
changer de configuration si ce composant est connecté, car le développement actuel 
ne supporte pas cette option. Ce bouton mène au scénario du processus « Définir 
Configuration » ; 
4. Le bouton « Connect ... » pennet de connecter deux ou plusieurs composants du 
netlist en ouvrant la fenêtre « Connexion de composant». Ce bouton devient 
disponible seulement si l'utilisateur sélectionne deux ou plusieurs composants. Il 
mène au scénario du processus « Connecter Interfaces » ; 
5. Les boutons « Save current net list ... » et « Open existing netlist .. . » permettent de 
sauvegarder et de charger un fichier d'un netlist existant ayant un format binaire 
propre à INC (binaire d'extension INCNetlist) 27 . 
L'action de« sélection des composants» est la première dans la chronologie. Elle est la seule 
action d'interaction disponible pour l'utilisateur pour la création d'une nouvelle netlist (à 
moins que l'utilisateur ne charge un netlist existant). La sélection des composants est 
présentée dans la section qui suit. 
A.l.3 Fenêtre de sélection de composants 
La figure A.4 (« Sélectionner Composants ») est une capture d 'écran de l' IUG de INC pour la 
sélection des composants d'un netlist et se présente comme suit : 
27 Un futur développement de INC prévoit de générer des formats textes ou XML. La raison du choix 
de format binaire est que les fichiers prennent moins de capacité de stockage dans la mémoire (à des 
fins de tests). Les fichiers binaires d'extensions INCNetlist et INCComp sont spécifiques à INC. 
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1. La liste des composants de référence qui peuvent être instanciés plusieurs fois dans 
un netlist. Ils sont chargés soit de la base de données ou à partir d'un fichier de 
format INCComp à J'aide du bouton « Open .. . »; 
!] Crea te Nettist 
-
Se lected Component s 4111;" Rank Shared Connected 
L_ _________________________________________ -
-
Bus Component 
-
[ Select ... ~ .• 
Oef,ne 
3 
Omiy 
Connect Mardacturer 
~ Creotlon Oote: ~ pac~e 
Pînform: 
Ports: 
-
Remove Bt.s 
The current œ:.eloppement does not allow 
the fonwmçs: 
·Sus connectOiis cannat be modifted on(e 
they ore creo:ed. The reason is to avoid 
user modiftca\ i(()S after the connexu:Jils 
were veri fledby INC. When chançes are 
needed, the c erned bus (Onne~tons 
should be deleted and 'emade after 
appiYII19 the deslfed chanQes. 
· A configura'icn camot be modified If at 
least one of ~s rter faces is stlil connected . 
Figure A.3 Fenêtre de INC pour la création de netlists. 
l·. ~ llilll!t3.oll 
-
1 Lood exlstno netlst .. . 1 
1 ~ve oxrert netlist ... 1 
2. La liste des composants instanciés qui sont actuellement dans le netlist. Les boutons 
« Add » et « Remove » pennettent respectivement d' instancier un composant de 
référence dans le netlist ou d'enl ever un composant instancié du netlist. Le 
composant instancié prend un nom et un identifiant génériques. Le nom générique est 
modifiable par l' utilisateur en doublecliquant sur la chaine de caractères. La liste de 
toutes les configurations et leurs interfaces existantes de chaque composant est 
montrée en une forme arborescente à l'utilisateur afin qu'il ait une idée du composant 
instancié ; 
3. Le bouton « New . . . »permet de créer un nouveau composant de référence en ouvrant 
la fenêtre de« création d'un nouveau composant». 
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La liste des composants de la base de données (c. -à-d. de référence) est chargée dans la liste 
du point 1 de la figure A.4 pour la création d'un netlist. Si l'utilisateur ne trouve pas un 
composant dans la liste des composants de référence, alors il crée un nouveau à l'aide de la 
fenêtre de « création d'un nouveau composant » présenté dans la section qui suit. 
A.1.4 Fenêtre de création d'un nouveau composant de référence 
La figure A.5 est une capture d'écran de l'IUG de INC pour la création d'un nouveau 
composant de référence et se présente comme suit : 
1. Les informations du composant sont remplies par 1 'utilisateur qui donne un nom de 
référence, la famille énumérée (pour la classe) dans une zone combinée et des 
informations passives. 
2. L'utilisateur indique le nombre de chaque type de broches (attributs spécifiques). 
!] Select a component l 'Y~ 
c ~e: ~RIPH ~ ""\.!.) • J !C l_MPERIPH ..tt!. ~ Ports: 
' ""'' '"" """""' ~ !CI_MPERIPH J T_IN_O . 
1 1 
, MPERIPH CONFIG 2 T_IN_l ~ Add>> Family: J 1> BOTIOM CON FIG 2 ... T_IN_l 1 Remove 1 ~ !C l MPU = T_IN_l t· 0 ICJ~B: n/O ct - Manufacturer: Example __j T_IN_4 
• 0 IC 4_RAM 
l T_IN_5 Ba s1c Configurat io n Cre~on D~te : 0 1. 01.2000 T_IN_6 
RAM CON FIG 2 
____] T_IN_7 • BOTIOM CONFIG 2 ... Package: T_IN_B --
o TO MPU 
_] T_IN_9 /F - Pin Form: Large. T_IN_lO 
-
~ ~~ 1 Cancel 1 1 OK 1 
Figure A.4 Fenêtre de INC pour la sélection des composants d'un netlist. 
Le composant créé est un composant de référence où les identifiants et les noms des broches 
sont génériques. Le développement actuel ne permet pas de modifier les noms ou les 
identifiants génériques des broches. Cependant, ce changement (incluant les attributs 
spécifiques tels que le type) se fait au niveau des interfaces gabarits auxquelles les broches 
sont associées. Le composant de référence permet de dupliquer plusieurs composants 
d ' instances. Le composant instancié est ajouté au point 2 de la figure A.4. 
L'ajout et Je chargement des composants de référence permettent de créer la liste des 
composants à instancier dans le netlist. Puis, cette liste de composants instanciés est chargée 
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dans Je point 1 de la figure A.3. Pour chaque composant de la liste, J'utilisateur définit une 
configuration en ouvrant la fenêtre de « définition de configurations » tel que présenté dans la 
section qui suit. 
!] New Component 
Component Information : Types: 
Component : Component None 0 ~ 
GND ~ 
POW 2 ~ 
Family: IFPGA 
Manufacturer : User VREF 3 ~ 
IN 4 - œ 
Creation date: 01/01/2000 [j 
OUT œ 
Package: Package IN-OUT 21 œ1 
Pin form: !Large TOTAL 16 
8 0 
Figure A.S Fenêtre de INC pour la création d'un nouveau composant de référence 
A.l.S Fenêtre de définition de configurations 
Après avoir sélectionné un composant instancié et appuyé le bouton « Define .. . » de la 
figure A.3, la fenêtre de définition de configuration s'ouvre en chargeant le composant 
sélectionné (le bouton devient disponible seulement lorsque l'objet cliqué par l'utili sateur est 
un composant et que ce composant n 'est pas connecté). Cette IUG correspond au processus 
« Définir Configuration» du chapitre II (section 2.3.2). La figure A.6 est une capture d' écran 
de l'IUG de INC pour la définition d'une configuration d'un composant et se présente 
comme suit : 
1. À l'ouverture de la fenêtre, la liste des configurations existantes dans le composant 
est chargée dans « Configuration ». Si le composant a été instancié d 'un nouveau 
composant de référence, il ne contient aucune configuration. Dans ce cas, la 
configuration basique est automatiquement générée et ajoutée à la liste des 
configurations du composant. La création automatique de la configuration est basée 
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sur les propriétés établies dans ce mémoire. Notamment, chaque broche du 
composant instancie une interface basique pointe sur la broche. À l'instance, toute 
interface possède la liste de toutes les contraintes et donc les informations telles que 
le type de la broche ou d'autres contraintes associées sont passées à la nouvelle 
interface basique. Toutes les nouvelles interfaces basiques sont ajoutées a une 
nouvelle configuration qui prend aussi les contraintes associées au composant ; 
2. La liste « Interface » contient toutes les interfaces gabarits existantes dans toutes les 
configurations du composant. Chaque interface est représentée une seule fois. La liste 
« Related Configurations » montre la liste des configurations dans lesquel1es se 
trouve une interface gabarit sélectionnée dans « Interface » ; 
3. Le bouton « Save ... » permet de sauvegarder le composant et toutes ses 
configurations et interfaces dans un seul fichier binaire (de format INCComp) 
indépendamment du netlist en cours de conception. Ce fichier peut être rechargé dans 
un autre netlist en tant que composant de référence (à partir du bouton « Open ... » de 
la figure A.4) ; 
4. L'utilisateur peut assigner une valeur de contrainte à une configuration ou une 
interface mère et ses enfants (par héritage récursif) dépendamrnent de l'objet 
sélectionné dans la liste « Configuration». L'utilisateur sélectionne les contraintes 
par leurs cases à cocher pour désigner les valeurs à faire hériter aux enfants d'une 
interface mère. Toutefois, 1 'assignation de valeurs aux contraintes d 'une interface est 
mieux contrôlée dans l'IUG de connexion d'interfaces. Ce point concerne 
essentiellement les contraintes de configuration ; 
5. Le bouton« Add new . .. » permet de créer une nouvelle configuration et de nouvelles 
interfaces si requises en ouvrant la fenêtre de « création de nouvelle configuration ». 
Le bouton « DeJete » permet de supprimer une configuration existante avec toutes ses 
interfaces sauf la configuration basique. Le développement actuel ne pennet pas la 
modification d'une configuration existante. 
!:3 Define the selected component 
Selected Component: 
<oo"''"'"' 9 
~ MPERIPH CO N FIG 2 
" BOTTOM CON FIG 2 ver 2 
" TO MPU 
C//D 
/WR 
CLK 
~ DATA 
/CS 
RE SET 
/RD 
/TxC 
RxD 
/RxC 
!Cl_MPERIPH 
Example 
01.01.2000 
Large 
t·1odify;] ( Add new... 1 
Constraint Min 
• C_TYPE 
0 
• r:J C_F ... 
1 
• ICJ c_v. .. 
2 
~ 1 Ill 
Max 
Basic Configuration 
[ Save Component .. . J( 0 
w~ 
0 
!CS 
RE SET 
C//D 
/ RD 
/WR 
CLK 
/TxC 
RxD 
/RxC 
/DSR 
/CTS 
TxD 
TxRDY 
Related Configuration(s): 
Assic;Jn value to 
aU interfaces 
Assign 
Cancel OK 
Figure A.6 Fenêtre de INC pour la définition d'une configuration d'un composant. 
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Si l'utilisateur ne trouve pas la configuration désirée, alors il crée une nouvelle à l'aide de la 
fenêtre de« création d'une nouvelle configuration» tel que présenté dans la section qui suit. 
A.l.6 Fenêtre de création de nouvelle configuration et interfaces 
Après avoir cliqué sur le bouton « Add new .. . » de la figure A.6, la fenêtre de création d'une 
nouvelle configuration s'ouvre en chargeant toutes les configurations existantes du 
composant. La figure A.7 est une capture d'écran de l'TIJG de INC pour la création d'une 
configuration du composant sélectionné et se présente comme suit : 
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1. La liste des configurations et interfaces existantes est chargée lors de l'ouverture de 
la fenêtre; 
2. Pour créer une configuration, l'utilisateur sélectionne les interfaces existantes du 
point 1 et les copies d'objets dans la liste du point 2 à l'aide du bouton « >>>> ». 
3. Pour créer une interface, l' utilisateur sélectionne les interfaces existantes du point 1 
et les copies d'objets dans la liste du point 3 à l'aide du bouton « >> ». La nouvelle 
interface peut être ajoutée directement dans la liste de la nouvelle configuration (du 
point 2) ou être ajoutée (temporairement) à la liste des interfaces existantes (du 
point 1) pour servir dans la hiérarchie d 'une autre nouvelle interface ; 
4. L'utilisateur ajoute la nouvelle interface du point 3 temporairement à la liste des 
interfaces existantes pour s ' en servir dans la création d'une autre nouvelle interface. 
Cette option permet à 1 'utilisateur de créer les encapsulations désirées des interfaces. 
!] Crea te new Confi~n and Interfaces r-<~ l TI~ ,.... 
v 
New Interface ~ ~ Existing interfaces ~ Shared Basic ~ New Configuration 
/FIRQ 
1 « Add Interface 1 
ToRam_i3 CONFIG_PROC_MPU_U2 
IN Ml J 
~ RIIW ~ AU ~ TSC • DATA_il All /HAlT '--' . DO 1: All J ~ fl)fMA rJ » Dl A14 
Dl A15 l!C J 
-
Dl 
-
• FUNCTIONS BA J « l -D4 E BS J 
BUSY J ~ D5 Q ~ Basic Configuration D6 1 ~ /RE SET Dl /IQR ~ MPU CONF!l [ »» J • ADDR_il / FIRQ • BOTIOM CON FIG v ... 
·~~ - ô El AO /NMI Al TSC P DATA_i2 
Al /HALT ~ ADDR_il 
1 iTO MPERIPH Al ~ !RJrw 
- - ~ 
f\ ln . ..ATNinr:T ~ 1 1 ' 1 Ill _.,.,-..=;=:-.J ' Delete 
1 
Cancel 
1 
Figure A.7 Fenêtre de INC pour la création d 'une nouvelle configuration et de 
plusieurs interfaces. 
1 ~ 
1 
OK 
Toutes les propriétés des interfaces interviennent dans cette fenêtre (sauf l'atomicité qui a 
permis de créer automatiquement une configuration basique). Lorsqu'une interface non 
partageable est ajoutée, elle devient indisponible et de couleur rouge. L'utilisateur ne peut 
1 
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plus s'en servir une fois ajoutée dans une nouvelle interface ou configuration. Dans la liste du 
point 1, l'utilisateur peut changer l'attribut partageable d'une interface pour la rendre 
partageable (ainsi que tous ses enfants automatiquement) . Ceci permet à l'utilisateur de 
1 'ajouter dans plusieurs nouvelles interfaces mères (telle que 1 ' interface « R/W » de la 
figure A.7 présente dans la liste du point 2 et du point 3) ; assurant ainsi la propriété de 
partage. De plus, la même interface partageable ne peut être ajoutée qu ' une seule fois en tant 
qu'enfant direct à une interface mère ou à la nouvelle configuration pour empêcher 
l'utilisateur de créer des interfaces vides de sens. L'utilisateur peut aussi appliquer la 
propriété d'équivalence en changeant J'attribut basic dans la liste du point 1. Cette option est 
disponible seulement pour les interfaces mères. Une interface mère basique connecte tous ses 
enfants et descendants en une seule connexion. D'où, les enfants et descendants deviennent 
tous indisponibles (ne peuvent être sélectionnés individuellement) et l'utilisateur ne peut 
interagir qu'avec 1 'interface mère basique (incluant les valeurs des contraintes) . La propriété 
d'existence est assurée par le fait que seules les interfaces de même classe sont chargées dans 
le point 1. Quant à la propriété de fermeture , elle est assurée par le fait que l' utilisateur ne 
peut sauvegarder la nouvelle configuration que lorsque toutes les interfaces basiques s ' y 
retrouvent au moins une fois. Aussi, dans le point 1 de la figure A 7, une interface en jaune 
(telle que l'interface « ToDRAM ») signifie que la structure de cette interface n'est plus 
valide, car au moins une interface enfant (ou descendant) non partageable a été utilisée. Du 
fait que l'interface enfant n 'est pas partageable, alors l ' interface mère n'est plus valide et 
donc devient indisponible. Ce qui notifie l'utilisateur des interfaces valides qui restent pour la 
nouvelle configuration. À ce point de développement, le IUG des interfaces gabarit pour 
l'affectation des interfaces basiques n' a pas été développé (mais juste des tests ont été 
appliqués). 
La nouvelle configuration créée est ajoutée à la liste des configurations existantes du point 1 
de la figure A.6 . Après la définition de sa configuration, le composant est mis à jour dans la 
liste des composants du point 1 de la figure A.3 (liste de composants du netlist). La sélection 
de plusieurs composants définis active le bouton « Connect. .. » de la figure A.3. L'utili sateur 
peut choisir un sous-groupe de composants définis pour les connecter tel que présenté dans la 
section qui suit. 
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A.l.7 Fenêtre de connexion d ' interfaces 
La fenêtre de la connexion d ' interfaces est présentée dans les figures A.8, A.9, A. lü et A.ll. 
Elle correspond au processus «Connecter Interfaces» du chapitre II (section 2.3.2) et 
contient également les sous-processus 3.1 de «suggestion d ' interfaces compatibles» et 3.2 
de « interconnexions automatiques» des interfaces suggérées. La démonstration est appliquée 
sur 1 'exemple pratique de la figure A.l dans lequel se trouvent un processeur U2 et une RAM 
Ul5. De plus, deux autres RAM Ul6 et Ul7 identiques à Ul5 ont été instanciées pour faire 
une connexion simultanée au processeur U2 (et d 'autres tests) . Elles sont présentées dans les 
sections qui suivent. 
A.l. 7.1 Suggestion de connexions d'interfaces compatibles 
Le sous-processus de «suggestion de connexions » d'interfaces compatibles est décrit dans 
les points des figures A.8 et A.9 comme suit : 
1. Le sous-groupe de composants défmis est chargé à l 'ouverture de la fenêtre dans « la 
liste composants». Lorsque l'utilisateur clique sur un objet Interface, alors la liste 
des interfaces compatibles (et potentiellement compatibles) trouvées est montrée 
dans le point 2; 
2. Dans l'exemple pratique, l' interface CU2.i3 (ToRam_i3 du composant ICl _MPU) 
contient CU2. i,, Cu2. i2 et CU2. iR!W· Lorsque 1 ' utilisateur clique sur Cu2.i3 alors la liste 
des interfaces compatibles montre la disponibilité de CUJ 5.i7 (ToMPU _i7) qui 
contient Cu15.i5, Cu 15 .i6 et CUJ 5.i;w de la RAM Ul5 (composant IC2_RAM). Les 
interfaces Cu 16.i7 et Cu17 .i1 des autres RAM Ul6 et UJ7 (composants IC3_RAM et 
IC4 _ RAM) sont aussi compatibles, car elles ont la même structure. L'utilisateur peut 
sélectionner toutes les trois interfaces et les connecter directement. II peut décider de 
modifier les valeurs des contraintes pour mieux filtrer les interfaces suggérées ; 
3. Dans le point 2 ci-dessus (la suggestion d'interfaces compatibles), les valeurs de 
contraintes des interfaces CuJs.i7 et Cu17.i7 sont toutes zéro alors que cell e de Cu16.i7 a 
juste la contrainte du voltage à [2 ; 3]V. L'utilisateur modifie les contraintes de la 
fréquence et d 'alimentation respectivement pour les valeurs [222 , 333]MHz et 
------------, 
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[3, 4]V pour l ' interface CU2. i3 . L'utilisateur peut décider aussi de faire hériter les 
valeurs des contraintes sélectionnées par leur case à cocher à tous ses descendants ; 
4. L'utilisateur peut décider de faire passer toutes les valeurs de contraintes 
sélectionnées (par leur case à cocher) à n' importe quelle interface de n'importe quel 
composant dans le netlist (compatible ou pas). Il peut aussi spécifier les interfaces à 
affecter selon leur type. Par exemple, dans la figure A.8, l'utilisateur a affecté les 
valeurs des contraintes de fréquence et d'alimentation de l' interface CU2. i3 à 
l'interface Cu16.i7 et tous ses enfants de type NONE (qui par défaut désigne tous les 
types). L'affection des valeurs de contraintes aux descendants de Cu16.i7 est 
optionnelle. Cette option permet à l'utilisateur de transférer automatiquement toutes 
les contraintes sélectionnées d'une interface à une autre (pouvant la rendre 
directement compatible ou potentiellement compatible si elles ont le même nombre 
d'interfaces basiques); 
5. Les nonnes standards de signaux sont un cas spécial du point 4 . Dans ce point 5, 
HSTL pris en exemple pour les tests . Cependant, 1 'exemple a été arbitrairement 
choisi lorsque la valeur du voltage de Cu16.i7 a été mise à [2, 3]V au début des 
connexions. Lorsque l'utilisateur a affecté la norme HSTL à CU2 .i3 dans la figure A.8 , 
alors la liste des composants suggérés est mise à jour telle que présentée dans la 
figure A.9. L'interface Cu16.i7 (ToMPU _i7 de IC3 _RAM) a été éliminée de la liste 
des interfaces compatibles de CU2. i3, car celle-ci a pris la valeur [0.75 , 0.75]V et donc 
n'est plus compatible avec [2, 3]V. Suivant cette approche, une mise à jour des 
interfaces compatibles assiste l'utilisateur à mieux filtrer les interfaces à connecter 
selon les variations des valeurs des contraintes. 
À la suite de la connexi<Jn CU2.i3 avec les interfaces compatibles CUJ 5.i7 et Cu17.i7 
simultanément, les rangs de correspondance des interfaces internes sont affectés 
automatiquement tels que présentés dans la section qui suit. 
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A.l. 7.2 Interconnexions automatiques des interfaces compatibles 
Le sous-processus des « interconnexions automatiques» des interfaces compatibles (à 
connecter) est décrit dans les figures A.l 0 et A.ll comme suit : 
1. Dans la figure A.l 0, le rang est affecté automatiquement aux interfaces basiques tel 
que décrit dans l'algorithme d'intercorrespondance automatique. Les nets ne sont 
toujours pas créés à ce point et ceci permet à 1 'utilisateur de faire des modifications 
manuelles telles que l'ajout de n'importe quelle interface de la liste des composants 
disponibles, la modification des rangs des interfaces qui créés les nets, les valeurs des 
contraintes28 ; 
2. Dans la figure A.ll , après que 1 'utilisateur décide des rangs et des valeurs de 
contraintes comportementales des interfaces, alors les connexiOns sont 
automatiquement créées dépendamment des rangs. Toutes les interfaces basiques 
ayant le même rang sont ajoutées au même net; puis, l'ensemble des nets est assigné 
au bus créé. 
À la suite de la création des nets, de nouvelles connexions peuvent être créées. Cependant, 
dans la liste des interfaces compatibles d'une interface à connecter, des informations aide 
1 'utilisateur à mieux cerner la situation actuelle du circuit. Par exemple, dans le point 3 de la 
figure A.lO, il y a des interfaces déjà connectées (fond rouge) et des interfaces partageables 
(fond bleu) dans la liste des interfaces compatibles. Les interfaces partageables (montrées par 
des flèches bleues) peuvent être ajoutées à de nouvelles connexions, mais pas les interfaces 
connectées (fonds rouges et indiquées par des flèches noires). Dans le point 4 de la 
figure A.ll, le composant JC5 _ MPERIPH contient une interface TO _ MPU potentiellement 
compatible avec l' interface ADDR_il (CU2 .i1) de JCJ_MPU (mais celle-ci étant connectée et 
potentiellement compatible alors elle est affectée d'un fond jaune et rouge). Si l'utilisateur 
veut connecter ADDR _il avec TO _ MPU, alors il peut la déclarer comme partageable ; 
cependant, cette option est disponible juste dans un cadre de test. De même pour une 
interface mère basique, l' utilisateur peut déclarer une interface mère en tant qu'une interface 
28 À ce point, le module de suggestion de formules est supposé intervenir, car les connexions sont 
prêtes à être créer. Le module de suggestion de formules utilise les rangs pour trouver les classes. Un 
exemple de test de formules est montré dans la section des résultats. 
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basique où tous ses enfants seront interconnectés. Dans ce cas, les interfaces enfants 
deviennent inaccessibles. 
Après la création des nets, la fermeture de la fenêtre de « connexions d'interfaces » retourne 
1 'utilisateur à la fenêtre principale de « création de net!ists » pour une éventuelle sauvegarde 
dans un fichier tel que présenté dans la figure A. l2 . L'utilisateur peut sélectionner un groupe 
de composants défmis pour de nouvelles connexions ou ajouter de nouveaux composants au 
net list. 
La présentation de INC dans cette section est la versiOn introduite dans le projet 
DreamWafer™. Quant aux tests de simulation de suggestion et d'extraction des fonnules du 
délai , ils n'ont pas été introduits dans INC mais sont présentés dans la section des résultats. 
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