Abstract-This paper presents a novel error-resilient strategy which employs a reversible watermarking technique to protect the H.264/AVC video content. The proposed scheme adopts reversible watermarking to embed an error detection codeword within every Macroblock (MB). The watermark is then extracted at the decoder and used to detect the corrupted MBs to be concealed. The proposed scheme further manages to recover the original video content after watermark extraction, thus providing no loss in video quality. The simulation results demonstrate that the proposed approach provides a substantial gain of up to 2.6 dB in Peak Signal-to-Noise Ratio (PSNR) relative to the standard with a minimal increase in complexity.
INTRODUCTION
Recent advances in video compression and wireless technologies have made location-independent access to multimedia services possible. However, one of the major challenges in wireless video delivery is the vulnerability of video coding standards to transmission errors, where even a single corrupted bit may cause significant visual impairments which compromise the perceptual quality of the recovered video content [1] .
H.264/AVC [2] offers several error resilient schemes which make wireless video delivery more robust to transmission errors [3] - [5] . Nevertheless, these methods consider a packet-loss scenario, where the receiver discards the corrupted packets and conceals all the Macroblocks (MBs) contained within the packet, even the uncorrupted MBs [6] . This implies that the error resilient methods adopted by the standard operate at a lower bound since they assume a worst-case scenario.
A number of error resilient strategies can be found in literature. In [7] , syntax and semantic violation rules were proposed which only manage to locate 57% of the visually impaired regions. Joint Source-Channel techniques were adopted in [8] - [10] . However, the method proposed in [8] reduces the compression efficiency of the codec while the other approaches provide limited protection. The performance of the Pixel-level artefact detection mechanisms proposed in [11] - [13] employ heuristic thresholds which are sequence dependent. Machine learning algorithms were recently introduced to detect the visually impaired MBs to be concealed [14] , [15] . These approaches were found to provide a better generalization. Nonetheless, they are still prone to false positives and thus may result in superfluous concealment of undistorted MBs.
Fragile watermarking was adopted in [16] - [18] to embed information that aids the detection and concealment of distorted regions. A low resolution version of each video frame was embedded in itself in [19] using spread-spectrum watermarking techniques and is used to aid concealment of distorted regions. However, the watermarking techniques adopted in [16] - [19] are irreversible, and therefore the embedded information reduces the quality of the transmitted video even when transmitted over noise-free channels.
This paper presents the application of reversible watermarking where a variable length error detection code is embedded within each MB. This payload is reversibly extracted by the decoder to check the correctness of the protected video content. The presented method manages to achieve Peak Signal-to-Noise Ratio (PSNR) gains of up to 2.6 dB relative to the standard. Furthermore, the presented results show that the proposed system outperforms other state of the art watermarking based error resilient methods found in literature.
This paper is organized as follows. The Reversible Data Embedding (RDE) procedure adopted in this paper is presented in Section 2 followed by the description of the proposed error resilient method. The simulation results are presented in Section 4 while the final comments and conclusion are provided in Section 5.
II. REVERSIBLE DATA EMBEDDING (RDE)
The Reversible Data Embedding (RDE) proposed by Tian [20] was adopted in this work since it has the appealing property that the decoder can recover the original undistorted video after watermark extraction. The RDE algorithm was originally implemented in the pixel domain where a pair of coefficients x and y are transformed according to and
where l is the average and h is the difference of the coefficients. The difference h is said to be expandable if
where b is the bit to be embedded. The difference value, h, is said to be changeable if it satisfies the condition 
Unambiguously expandable (UEN) pairs are those pairs which are still expandable after data embedding [21] . Bits can only be embedded in expandable (EN), unambiguously expandable (UEN) and changeable (CN) pairs. If a pair does not satisfy any of these conditions it is said to be nonchangeable (NC) and no data can be hidden in that pair. To embed a bit b, the coefficient pairs are modified according to
where x' and y' are the modified pixel pairs and h' is derived using 2
Given that not all pixel pairs are suitable for data embedding, the decoder must track the pixel-pairs which were modified at the encoder. Therefore, a location map is required, where a map bit value would be required for each pair of coefficients. However, [21] and [22] reduce this since UEN and NC pairs can be immediately recognized by the extracting algorithm without the need of a map bit. Furthermore, the location map can be further compressed using a lossless compression algorithm [20] .
The data extracting algorithm is then reversed and the embedded bit is extracted from the least significant bit (LSB) of the difference h. Once the embedded bit is extracted, h is modified according to
The original coefficients are then derived using (4).
III. REVERSIBLE DATA EMBEDDING USING RELATION BASED WATERMARKING
The RDE algorithm was originally proposed to be applied on pixel pair coefficients. However, the quantization process adopted by lossy video compression standards, such as H.264/AVC, corrupts the embedded information, thereby making the algorithm useless. For this purpose, it was decided to apply the RDE on the quantized transformed coefficients, as shown in Figure 1a [23] . The watermark extraction is performed in the feedback to ensure synchronization between the encoder and decoder.
The information to be embedded is inserted in the quantized transform coefficients of the 4×4 blocks. The data was embedded only within UEN and EN pairs since CN pairs require extra bits to be sent. Furthermore, since a different number of bits are embeddable in different 4×4 blocks, the Relation-Based Error Detection (RBED) [16] , which is a variable length check code, was used. The payload to be embedded is derived using
where M = 2 n , n is the number of bits embeddable in the 4×4 block, c(i) is the i th transform coefficient and K is the resulting payload to be embedded. watermark extraction and validation at the decoder As regards the location map, no bits were used to mark UEN and NC pairs. However, since EN pairs can become CN after data embedding, EN pairs which become CN after data embedding were marked with a 1 while CN pairs were marked with a 0. The location map was not compressed, and was transmitted as side information.
The insertion of the watermark was done within the prediction loop of the encoder. This ensures that the chosen encoded 4×4 block is the one that requires the least amount of bits to be represented. Furthermore, being a reversible watermark, the DC component of the 4×4 block can also be used for data embedding without introducing distortion in the frame. Figure 2 shows an example of the watermark insertion. The transform coefficients are considered as a sequence of numbers organised as per the zig-zag scan adopted by the encoder. They are then grouped in pairs and classified as EN, CN and NC using (1) -(3). The number of bits embeddable is then calculated. Once the number of embeddable bits is known, the payload is calculated using (7), and it is then embedded into the pairs using (4) and (5). The map value is then set according to the new categorisation of the modified pairs.
At the decoder, the watermark is extracted from the 4×4 blocks of coefficients (as show in Figure 1b ) and the payload calculated again after the watermark is extracted. Transmission errors are detected when the extracted payload and the newly calculated payload after watermark extraction do not match. Figure 3 shows an example of the extraction algorithm. The extraction algorithm works exactly the same as the insertion algorithm up to the classification of the pairs. For EN pairs, the LSB of h is extracted and then h is modified according to (6). The original coefficients are then obtained using (4) . For CN pairs, the location map is checked to determine if data extraction is required. If the map value is 1, a bit is extracted from the LSB of h, otherwise data extraction does not take place.
The subsequent modification of h and restoration of the original coefficients are the same as for EN pairs. For NC pairs, the decoder knows a priori that no data extraction is to take place. Once all of the coefficient pairs have been considered, the embedded payload has been extracted. The payload is then calculated again using the 'new' set of pairs and compared to the extracted payload. If they do not match, then an error has been detected and the MB is marked as corrupted. MBs in that slice from that MB onwards are then discarded and concealed. 
IV. SIMULATION RESULTS
The proposed error resilient strategy was integrated within the Baseline profile of the Joint Model (JM) software 12.2 [24] which was modified to allow the decoder to decode partially damaged H.264/AVC slices. The decoder thus accepts corrupted packets and employs the syntax and semantic check rules presented in [7] to detect non-H.264/AVC bitstreams. The reception of corrupted slices can in practice be achieved using transport layer protocols such as UDP Lite [25] . The raw video sequences were encoded at QCIF resolution, with the format IPPP…. The encoder applies a random Intra refresh of 5% and each slice has a maximum of 10 MBs. In compliance with the JM software, each slice was encapsulated within RTP/UDP/IP packets and transmitted over an Additive White Gaussian Noise (AWGN) channel. The standard error concealment algorithms implemented by the JM 12.2 software model were used to conceal the corrupted MBs for both the standard and proposed approach. The standard mechanism adopts Slice Level Concealment (SLC) where the entire corrupted slice is dropped and concealed. On the other hand, the proposed approach manages to detect the actual MBs affected by the transmission errors and thus can locate the MBs to be concealed, thus employing MB Level Concealment (MLC). It will be shown in latter simulation results that the proposed scheme provides better localization of the corrupted MBs and thus minimizes the area to be concealed, thus improving both objective and subjective quality. In order to get a better representation of the performance of the system, at least 10 different noise patterns for each Bit Error Rate (BER) were considered. The location map was assumed to be received uncorrupted.
The method proposed in this paper, Reversible Data Embedding Relation Based Watermarking (RDERBW), was compared to the standard video codec with no watermark (NW) and other state of the art watermarking approaches found in literature such as Forced Even Watermarking (FEW) [17] , and Relation Based Watermarking (RBW) [16] . FEW was applied to all transform coefficients except the DC coefficient and RBW was implemented using 10 AC coefficients and M=6. Figure 4 and Figure 5 illustrate the rate distortion curves for Foreman and Mother and Daughter sequences respectively. The watermarked sequences achieve a lower PSNR relative to the standard. This mainly occurs since the embedded information modifies the image statistics which results in a reduced compression rate. Although the PSNRs of FEW and RDERBW are quite close to each other, in reality the visual quality of FEW is slightly worse than that of RDERBW as shown in Figure 6 . Figure 7 and Figure 8 illustrate the rate distortion curves for the two sequences at a constant Quantization Parameter (QP). These results show that the quality of the video produced by RDERBW at fixed QP outperforms the other two watermarking schemes considered. These plots further show that although RDERBW is a lossless watermark, there is still a slight degradation in PSNR (which increases with decreasing QP) with respect to the non-watermarked sequence. This is mainly because after insertion of the watermark, the statistics of the block are altered. The consequence of this change is that the prediction method chosen for NW and RDERBW may be different. The encoder chooses the prediction method which minimises the residual. Thus, changing the statistics of the 4×4 block will change the residual information, causing a different prediction method to be chosen from the standard video codec NW. The different prediction methods may produce different residuals, resulting in a slightly different reconstructed image with a different PSNR than that with no watermark. This slight difference in PSNR may in theory be zeroed by inserting the watermark module exactly before the entropy encoding of the residuals, and not within the frame prediction loop. This would, however, come at the cost of an increase in bit rate. As shown in Figure 9 and Figure 10 , RDERBW outperforms the standard NW scheme, where PSNR gains of up to 2.4 dB were achieved. This is achieved even though the transmitted standard codec achieves a higher PSNR from the encoder side as shown in Figure 4 . It is also important to notice that RDERBW outperforms the other state of the art watermarking schemes FEW and RBW. As the BER becomes very small (in the order of 10 -6 ), the errors introduced are minimal and so, as the video sequences start to converge to their transmitted quality, the NW sequence achieves a quality as good as the watermarked sequence. Figures 11 and 12 compare RBW with the proposed reversible scheme RDERBW at 120kbps. These figures clearly show that the reversible watermarking scheme achieves PSNR gains of up to 2.6 dB relative to the standard. Figure 13 shows the results of a simulation for the Mother and Daughter sequence at a QP of 28, which gives a data rate of 64kpbs for NW for this sequence. In this case NW started with a 0.8dB gain over RDERBW from the encoder. At the high BER of 5x10 -4 RDERBW has a clear gain of 1.7dB over NW, showing the increase in robustness at such high error rates. Figure 14) and considering 25dB as the threshold for good quality video, one observes that NW has a probability of 51% to experience unsatisfactory video quality while for FEW this probability goes down to 45.5%. On the other hand, the probability of experiencing poor video quality for the proposed RDERBW goes down to 28.5%. This further confirms that the proposed RDERBW method does indeed perform better. This superiority is further confirmed by the subjective results shown in Figure 15 . Since watermark insertion modifies the statistics of the 4×4 blocks, it can reduce the compression efficiency resulting in an increase in bit rate. The increase in bit rate with respect to the NW sequence for the proposed scheme was calculated by varying the QP between 10 and 40. RDERBW increased the bit rate by at most 18.4%, and only by 8.1% for 64kbps (refer to Figure 16 and Figure 17 ). Although FEW decreases the bit rate, as expected, since it inserts more zeros near the end of the 4×4 blocks, the end quality is worse than for RDERBW as shown in the previous simulation results. As regards the uncompressed location map, the maximum bit rate increase incurred was 5.6%. This can be further reduced using lossless compression algorithms such as JBIG. V. COMMENTS AND CONCLUSIONS
The proposed RDERBW method presented in this paper outperforms the error resilient strategies of both the standard and the other watermarking based strategies tested from literature. The proposed method achieves a significant improvement in performance at the cost of a minimal increase in complexity. The results give a clear indication that the inclusion of watermarks within the video content increases the robustness of the bit stream and in general results in a better visual quality after decoding. At constant bit rates, it was shown that RDERBW introduces distortion comparable to FEW in the sequence but manages to provide a better visual experience after decoding with transmission errors. At constant QPs, RDERBW introduces the least distortion in the video sequence. Although the lossless watermark implemented requires a location map for data recovery, the rate increase at a constant bit rate required for transmission of this map is at most 5.6%, which can be further compressed, hence justifying the use of such a scheme given the clear gains in quality observed in the simulation results. The complexity of the RDERBW algorithm is minimal and is suitable for real-time wireless applications.
