Abstract. In this paper, we investigate a priori and a posteriori error estimates of fully discrete H 1 -Galerkin mixed finite element methods for parabolic optimal control problems. The state variables and co-state variables are approximated by the lowest order Raviart-Thomas mixed finite element and linear finite element, and the control variable is approximated by piecewise constant functions. The time discretization of the state and co-state are based on finite difference methods. First, we derive a priori error estimates for the control variable, the state variables and the adjoint state variables. Second, by use of energy approach, we derive a posteriori error estimates for optimal control problems, assuming that only the underlying mesh is static. A numerical example is presented to verify the theoretical results on a priori error estimates.
Introduction
Finite element method is the most widely used numerical method in computing optimal control problems, the literature on this topic is huge, it is impossible to even give a very brief review here. For the studies about a priori error estimates, superconvergence and a posteriori error estimates of finite element approximations for optimal control problems, see [2, 3, 7, 11, 15, 16, 19, 20, 22, 23, 31, 32] for elliptic optimal control problems and [12, 14, 18, 21, [24] [25] [26] for parabolic optimal control problems.
However, the mixed finite element method is much more important for a certain class of optimal control problems, which contains the gradient of the state variable in the objective functional. For example, in the flow control problem, the gradient stands for Dracy velocity and it is an important physics variable, or, in the temperature control problem, large temperature gradients during cooling or heating may lead to its destruction. Chen et al. have done some works on a priori error estimates and superconvergence properties of standard mixed finite element methods for optimal control problems, see, for example, [5, 6, 8, 13] . In [5, 6] , Chen used the postprocessing projection operator, which was defined by Meyer and Rösch (see [22] ) to prove a quadratic superconvergence of the control by mixed finite element methods. In [8] , Chen used the average L 2 projection operator and the superconvergence properties of mixed finite element methods for elliptic problems to derive the superconvergence of the control. However, the convergence order is h 3 2 since the analysis was restricted by the low regularity of the control. In [13] , we developed a mixed discontinuous finite element method for linear parabolic optimal control problems, and derived a priori and a posteriori error estimates.
In this paper, we shall investigate a priori and a posteriori error estimates of H 1 -Galerkin mixed finite element method for parabolic optimal control problems. The proposed method was first introduced to discuss a priori error estimates for linear parabolic and parabolic integro-differential equations [27, 28] . A notable advantage of this approach is that the method not only overcomes the inf-sup condition but the approximating finite element spaces are also allowed to be of different polynomial degree. Notice that using this method, we can derive two approximations for the gradient of the primal state variable y, one is the numerical approximation solution p p p h , the other is the derivative of the approximation solution y h .
We consider the following linear parabolic optimal control problems for the state variables p p p, y, and the control u with control constraint: 
y t (x, t) + divp p p(x, t) + β β β(x) · ∇ y(x, t) + c(x) y(x, t)
= f (x, t) + u(x, t), x ∈ Ω, t ∈ J , (1.1b) p p p(x, t) = −A(x)∇ y(x, t), x ∈ Ω, t ∈ J , (1.1c)
y(x, t) = 0, x ∈ ∂ Ω, t ∈ J , (1.1d)
y(x, 0) = y 0 (x), x ∈ Ω, (1.1e)
where Ω ⊂ R 2 is a polygonal domain, J = (0, T ]. Let K be a closed convex set in U =
) is a symmetric 2 × 2-matrix and there are constants c 1 , c 2 > 0 satisfying for any vector X ∈ R 2 , c 1 X
We also assume that the following coercivity condition holds:
So the well-posedness of the control problem (1.1a)-(1.1e) is guaranteed. In this paper, we adopt the standard notation W m,p (Ω) for Sobolev spaces on Ω with a norm · m,p given by
We denote by
and the standard modification for s = ∞. For simplicity of presentation, we denote
. Similarly, one can define the spaces H 1 (J ; W m,p (Ω)) and
. In addition C denotes a general positive constant independent of h and ∆t, where h is the spatial mesh-size and ∆t is time step.
The plan of this paper is as follows. In Section 2, we construct H 1 -Galerkin mixed finite element approximation scheme for the optimal control problem (1.1a)-(1.1e) and give its equivalent optimality conditions. The main results of this paper are stated in Section 3 and Section 4. In Section 3, we derive a priori error estimates for the control variable, the state variables and the adjoint state variables. In Section 4, we derive a posteriori error estimates for optimal control problems. A numerical example is presented to verify our main results in Section 5. In the last section, we briefly summarize the results obtained and some possible future extensions.
Mixed methods for optimal control problems
In this section, we shall construct H 1 -Galerkin mixed finite element approximation scheme of the control problem (1.1a)-(1.1e). To fix the idea, we shall take the state spaces
, where V V V and W are defined as follows:
The Hilbert space V V V is equipped with the following norm:
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A mixed weak form of (1.1b)-(1.1c) can be given by
where (·, ·) is the inner product of L 2 (Ω).
As in [27] ,
, differentiating (2.2a) with respect to t, and then substituting the two resulting equations, we derive
Using (1.1c) and (2.3), we get the following mixed variational form
Now, we recast (1.1a)-(1.1e) as the following weak form:
Since the objective functional is convex, it then follows from [17] that the optimal control problem (2.5a)-(2.5d) has a unique solution (p p p, y, u), and that a triplet (p p p, y, u) is the solution of (2.5a)-(2.5d) if and only if there is a co-state (, z) ∈ L L L×Q such that (p p p, y,, z, u) satisfies the following optimality conditions:
The inequality (2.6g) can be expressed as
Let h denote a regular rectangulation of the domain Ω, h τ denotes the diameter of τ and h = max h τ . Let V V V h be a finite dimensional subspace of V V V consisting of the lowest order Raviart-Thomas mixed finite element space [10, 29] , namely,
where Q m,n (τ) indicates the space of polynomials of degree no more than m and n in x and y on τ, respectively.
Let W h ⊂ W be the standard linear finite element space and V h be the following piecewise constant space
Before the mixed finite element scheme is given, we introduce three operators. Firstly, we define the standard elliptic projection
Next, recall the Fortin projection (see [4] and
We have the approximation property:
We now consider the fully discrete mixed finite element approximation for the control problem. Let ∆t > 0, N = T /∆t ∈ , and t n = n∆t, n ∈ . Also, let
We define for 1 ≤ s < ∞ and s = ∞ the discrete time dependent norms 
Again, it can be shown that the optimal control problem (2.14a)-(2.14d) has a unique solution 
×K h satisfies the following optimality conditions:
Similarly, employing the projection (2.7) the optimal condition (2.15g) can be rewritten as follows:
Then the optimality conditions (2.15a)-(2.15g) satisfying
In the rest of the paper, we shall use some intermediate variables.
For any control function
In the rest of the paper, we shall use some intermediate variables. For any control functioñ u ∈ K, we define the discrete state solution (p p p h (ũ), y h (ũ),h (ũ), z h (ũ)) associated withũ which satisfies
A priori error estimates
In this section, we will derive a priori error estimates for the optimal control problems. 
we have
where
are independent of h and ∆t.
Proof. Let
From (2.6a)-(2.6f) and (2.19a)-(2.19f), by (2.10a) and (2.11a), we have the following error equations:
for any v v v h ∈ V V V h and w h ∈ W h , n = 1, · · · , N , and where
By standard backward difference error analysis, we have
. ( we have
Multiplying both sides of (3.5) by 2∆t and summing it over n from 1 to M (1 ≤ M ≤ N ), using Cauchy inequality, (3.4), (2.10b), (2.11b), Poincare' inequality and e 0 1 = 0, we find that Substituting (3.7) into (3.6), applying the discrete Gronwall's lemma to the resulting inequality, and using the assumption on A, we find that 
Next, we derive the following inequality.
Lemma 3.3. Let u be the solution of (2.6a)-(2.6g) and u n h
be the solution of (2.15a)-(2.15g), respectively. We have
From (2.19a)-(2.19f), we have
) and w h = r n 2 in (3.14f), respectively. Then multiplying the four resulting equations by ∆t and summing it over n from 1 to N , we can find that
, (3.15) which yields to (3.12). Now, the main result of this section is given in the following theorem. 
) is independent of h and ∆t.
Proof. It follows from (2.6g) , (2.12) and (2.15g) that
Using Cauchy inequality and Lemma 3.3, we see that
, (3.18a)
, (3.18b)
Then, (3.16a) can be proved by (3.17)-(3.18c) and Lemma 3.1. Combining Lemmas 3.1-3.2, (3.16a) with the triangle inequality, we complete the proof of theorem.
A posteriori error estimates
In this section, we shall consider a posteriori error estimates for H 1 -Galerkin mixed finite element approximation to parabolic optimal control problems.
Let (p p p, y,, z, u) and (P h , Y h , Q h , Z h , U h ) be the solutions of (2.6a)-(2.6g) and (2.17a)-(2.17g), respectively. We decompose the errors as follows:
Now, we are in the position to estimate the error between
) be the solutions of (2.17a)-(2.17g) and (2.18a)-(2.18f), respectively. Then we have
where l is an edge of an element τ, (A −1 P h + ∇Y h ) · n l is the normal derivative jumps over the interior edge l, defined by
where n is the unit normal vector on l = τ
, h l is the maximum diameter of the edge l.
Proof. First, let y 0 h be the solution of the following equation
this together with (2.15c) yields to
It follows from (2.17c), (2.18c), Green's formula and Cauchy inequality that
where we have also used the properties of the local averaging interpolation operatorπ h , please see [30] for detail. Using (2.17a) and (2.18a), we find that
Now, integrating (4.4) from 0 to t, using Cauchy inequality, the following equality
Poincare's inequality, (4.3), and Gronwall's lemma, we complete the proof of lemma. 
Lemma 4.2. Let
Proof. Similar to (4.3)-(4.4), we have
Now, integrating (4.7b) from t to T , using Cauchy inequality, Poincare's inequality, Gronwall' lemma, (4.7a) and ξ(x, T ) = 0, we complete the proof of lemma.
From (2.6a)-(2.6g) and (2.18a)-(2.18f), we derive the error equations:
Using the stability analysis as in Lemmas 4. 
In order to the following analysis, we divide the domain Ω into three parts:
It is easy to see that the partition of the above three subsets is dependent on t. For all t, the three subsets are not intersected each other, andΩ =Ω − ∪Ω 0 ∪Ω + . Firstly, let us derive the a posteriori error estimates for the control u. 10) where
Proof. It follows from (2.6g) that
We first estimate I 1 . Note that
It follows from Cauchy inequality that
Furthermore, we have that
It yields that
Then (4.12)-(4.14) imply that
Moreover, using Cauchy inequality, it is clear that
Now we turn to I 3 . Integrating (4.8a), (4.8c)-(4.8d) and (4.8f) from 0 to T , using (4.8b) and (4.8e), we have
Thus, we obtain from (4.13) and (4.15)-(4.17) that 
Numerical experiments
In this section, we present below an example to illustrate the theoretical results on a priori error estimates. The discretization was already described in previous sections: the control function u was discretized by piecewise constant functions, whereas the state ( y, p p p) and the co-state (z,) were approximated by the lowest order Raviart-Thomas mixed finite element functions and standard piecewise linear finite element functions. In the following example, we choose the domain Ω = [0, 1] × [0, 1], β β β = (1, 1) T , T = 1, c = 1 and A is a unit matrix. sin(πt) sin(πx 1 ) cos(πx 2 ) , z = div, u = max{0, −div}.
The source function f and the desired states y d and p p p d can be determined using the above functions. In Table 1 , the error
obtained on a sequence of uniformly refined meshes are shown. The convergence orders of these errors can be found in Table 2 . These results are consistent with the prediction of Theorem 3.1.
Conclusions
In this paper, we discussed fully discrete H 1 -Galerkin mixed finite element methods for linear parabolic optimal control problem (1.1a)-(1.1e), we used backward Euler method (θ -method with θ = 1) for time discretization. In the coming papers, we shall use CrankNicolson method (θ -method with θ = 1 2 ) and discontinuous Galerkin method with piecewise polynomials for time discretization, we can refer to [1, 24, 25] to construct the corresponding numerical schemes. Furthermore, we shall consider a priori and a posteriori error estimates of H 1 -Galerkin mixed finite element methods for optimal control problems governed by hyperbolic equations and parabolic integro-differential equations.
