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In this paper, we compare from the theoretical and experimental points of view
three stochastic optimization algorithms: the Metropolis, simulated annealing, and
iterated energy transformation algorithms. We give the optimal exponents for the
concentration of the marginal distribution of the final state of these algorithms
around the global minima of the virtual energy function. Experiments are performed
on an N.P. complete benchmark which tries to retain the main aspects of scheduling
problems. They lead to the same qualitative ranking of algorithms as the theory
does.  1996 Academic Press, Inc.
INTRODUCTION
The aim of this paper is to recall theoretical results about the convergence
speed of three general purpose stochastic algorithms and to compare these
asymptotic results with experiments on an N.P. complete benchmark prob-
lem. The three algorithms are the Metropolis, simulated annealing, and
iterated energy transformation (I.E.T.), algorithms. Each of these has been
designed to improve on the previous one, the Metropolis algorithm being
an improvement on deterministic relaxation schemes.
The benchmark will be some kind of jigsaw puzzle problem with addi-
tional constraints. We built it as a prototype task assignment problem.
1. THEORY
The algorithms we will study can be applied to any finite state space
(other kinds of state spaces, such as Rn, could also be considered, but would
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require different types of proofs and formulations of results, which we will
not discuss here).
1.1. The Metropolis Algorithm
Let E be a finite set and let V: E 3 E R R1 < h1yj be a rate function
on E 3 E, with real non-negative or infinite values. Assume that V is
irreducible in the sense that any two states x and y in E can be connected
by a path of finite V-cost: in other words assume that the matrix M 5
exp(2V) is irreducible in the usual sense that for any x, y [ E supn$1 M n(x,
y) . 0. On the canonical space (E N, B ), where B is the sigma field
generated by the events depending on a finite number of coordinates, let
us consider the canonical process (Xn)n[N defined by Xn(g) 5 gn .
The object which we will study in this section is a family (Pb)b[R1 of
probability distributions on (E N, B ) of time homogeneous Markov chains
satisfying for some positive constant a the following large deviation es-
timate:
Large Deviation Estimate L.D.E. (V, a). The transition matrix pb of Pb
satisfies for any b [ R1 , any x, y [ E
ae2bV(x,y) # pb(x, y) #
1
a
e2bV(x,y), x ? y.
Remarks. For results related to the weaker assumption that
lim
bR1y
1
b
log pb(x, y) 5 2V(x, y),
we refer to [8] and to [4].
When the L.D.E. assumption is satisfied, the family of processes
(Pb)b[R1 is called a generalized Metropolis algorithm with rate function V.
The classical Metropolis algorithm corresponds to the following
stronger assumption:
C.M. There is a Markov matrix q: E 3 E R [0, 1] which is irreducible and
reversible with respect to its invariant measure, and an ‘‘energy function’’ U˜:
E R R, such that
pb(x, y) 5 q(x, y)e2b(U˜(y)2U˜(x))1, x ? y,
where r1 5 maxh0, rj.
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Remark. The C.M. assumption implies the L.D.E. assumption with
V(x, y) 5 H(U˜(y) 2 U˜(x))1 when q(x, y) . 0,
1y otherwise.
We will state three kinds of theoretical results about Pb .
The first one is to study the limiting behavior of the invariant probability
measure eb of Pb , which is unique, since under L.D.E., Pb is irreducible.
This study will show that any generalized Metropolis algorithm is a
minimization algorithm for some virtual energy U.
The second result is about the behavior of the trajectories of Pb , through
the distributions
Pb((t(D), Xt(D)) [ ? u X0 5 x), D , E, x [ D,
of the exit time t(D) 5 infhn [ N u Xn Ó Dj and exit point Xt(D) of the
process from an arbitrary subdomain D of E.
The third result is a study of the concentration speed of the law Pb n
X 21n of Xn on arg min U, that is, a study, for h . 0, of
inf
b[R
max
x[E
Pb(U(Xn) $ h 1 Umin u X0 5 x),
the probability to get a state of energy level at least h above the ground
state energy at time n for the worst starting point X0 5 x and the best
choice of parameter b [ R1 .
THEOREM 1 (Virtual Energy, Freidlin and Wentzell). Under the L.D.E.
assumption, the invariant measure eb of Pb is such that for some positive
constant b and for any b [ R1 , any x [ E,
be2bU(x) # eb(x) # b21e2bU(x),
where the virtual energy U: E R R1 depends only on the rate function V.
Characterization of U (Trouve´ [26]). For any path c 5 (x0 , . . . , xr), let
HU(c) 5 max
i51,...,r
U(xi21) 1 V(xi21 , xi).
Let Gx,y be the set of paths from x to y and let HU(x, y) 5 minc[Gx,y HU(c).
Then U is the virtual energy of the rate function V if and only if minx[E
U(x) 5 0 and
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HU(x, y) 5 HU(y, x), x, y [ E.
THEOREM 2 (Exit Time from a Subdomain, Freidlin and Wentzell). For
any D , E, D ? E, there is a positive constant b . 0 such that
bebHD(x) # Eb(t(D) u X0 5 x) # b21ebHD(x), x [ D,
where HD: D R R1 . The quantity HD(x) satisfies
max
x[D
HD(x) 5 max
x[D
min
y[E \D
HU(x, y) 2 U(x),
where U is the virtual energy.
In the same way for a suitable positive constant b, for any x [ D and
y Ó D
be2bVD(x,y) # P(Xt(D) 5 y u X0 5 x) # b21e2bVD(x,y),
where VD: D 3 E \D R R1 < h1yj is the exit rate function of D. Let
GD(x, y) be the set of paths c connecting x to y such that c 5 (xi)i51,...,r
with xi [ D, i , r. Then
VD(x, y) 5 min
c[GD(x,y)
HU(c) 2 min
z[E\D
HU(x, z).
Cycles. For any energy level l [ R, let us consider the equivalence
relation R l on E defined by
R l 5 h(x, y) [ E 2 u HU(x, y) # lj < h(x, x) u x [ E j.
Then the set of cycles of (E, V) is by definition
C 5 <
l[R
E/R l .
The cycles of (E, V) have the property that for any C [ C , any x, y [ C,
HC (x) 5 HC (y) 5 H(C),
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and for any z Ó C
VC (x, z) 5 VC (y, z)
def
5
V(C, z).
Exit Path from a Domain D. An important remark is that for any
D , E
max
x[D
HD(x) 5 maxhH(C) : C [ C , C , Dj.
Thus the behavior of the exit paths from D is linked with the decomposi-
tion of D into maximal subcycles. Let
M (D) 5 hC [ C : C , D, hC 9 : C , C 9 , Dj > C 5 hC jj
be the decomposition of D into maximal subcycles. For C1 , C2 [ M (D) let
V(C1 , C2) 5 min
y[C2
V(C, y),
then
VD(x, y) 5 min
r[N*
min HOr
i51
V(Ci21 , Ci) 1 V(Cr , y), Ci [ M (D), x [ C0J.
Moreover the minimizing sequences C0 , . . . , Cr in the preceding equation
are the most likely cycle sequences in M (D) gone through by the exit path
from D when the starting point is x and the temperature is low. For more
details on the exit path, we refer to [4].
A consequence of the Markov property and of the fact that HC (x) is
independent of x [ C, when C is a cycle, is that for any « . 0 there is
b . 0 such that
be2bV(C,y) # Pb SH(C) 2 « , log t(C)b , H(C) 1 «, Xt(C) 5 y u X0 5 xD
# b21e2bV(C,y).
For more precise estimates and generalizations to an arbitrary domain D,
we refer to [4].
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The estimates of t(D) can be applied to the case when D 5 hx [ E :
U(x) . 0j and allow us to prove estimates about the convergence speed
of the Metropolis algorithm.
THEOREM 3. For any state space E, any constant a . 0, there is a constant
d . 0 such that for any irreducible rate function V, any generalized Metropolis
algorithm Pb satisfying L.D.E. (V, a), any h . 0, any N [ N
max
x[E
Pb(U(XN) $ h u X0 5 x) # d Se2hb 1 exp S2Nd e2bH1(V)DD,
where U is the virutal energy of V and where
H1(V) 5 max
x[E,
U(x).0
min
y[E,
U(y)50
HU(x, y) 2 U(x),
is the ‘‘first critical depth of V.’’
Therefore, considering
b 5
1
H1
log S NH1dh log ND,
we get that for some constant d9 depending on E and a . 0 only
inf
b[R1
max
x[E
Pb(U(XN) $ h u X0 5 x) # d9 Sd9hH1 log NN D
h/H1
.
Moreover the constant h /H1 is optimal for small values of h; more pre-
cisely,
lim
NR1y
1
log N
log inf
b[R1
max
x[E
Pb(U(XN) # h u X0 5 x) 5
h
H1
as soon as h [ U(E) and
H1 5 max
x:U(x)$h
min
y:U(y)50
HU(x, y) 2 U(x),
which is the case for instance when
h 5 minhU(x) : x [ E, U(x) . 0j.
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This shows that the Metropolis algorithm may be very slow, when we
are interested in an energy level h which is small when compared with
H1(V). This will especially be the case if we are interested in the exact
convergence to U 21(0), for which we have to take h 5 minhU(x) : x [ E,
U(x) . 0j.
1.2. The Simulated Annealing Algorithm
We consider again a finite state space E and a family pb: E 3 E R
[0, 1] of Markov matrices indexed by an inverse temperature parameter
b [ R1 and satisfying assumption L.D.E. (V, a) for some irreducible rate
function V and some positive constant a.
Given a non-decreasing sequence (bn)n[N we consider on the canonical
space (E N, B , Xn) the distribution P(bn)n[N of a time inhomogeneous Markov
chain with transitions
P(b.) (Xn 5 y u Xn21 5 x) 5 pbn(x, y).
The family of distributions (P(b.)) is called a generalized simulated an-
nealing algorithm. It is called a classical S.A. algorithm when pb satisfies
the more stringent C.M. assumption.
The behavior of the trajectories of simulated annealing algorithms can
also be studied through the joint distribution of the exit time and point
from subdomains of E (see [5] and [26]).
We have the following result.
THEOREM 4 (Catoni, Trouve´). For any state space E, any a . 0, there
is a positive constant d . 0 such that for any irreducible rate function V,
any generalized simulated annealing algorithm P(b) satisfying L.D.E. (V, a),
for any subdomain D , E, any x [ D, any y [ E\D, any m [ N, any
n . m,
P(b.)(t(D) $ n, Xt(D) 5 y u Xm 5 x) #
1
d
e2bm11VD(x,y) p
n21
k5m11
(1 2 de2bkH(D)),
On21
k5m11
ebkVD(x,y) P(b.)(t(D) 5 k, Xt(D) 5 y u Xm 5 x)
$ d S1 2 1d p
n21
k5m11
(1 2 de2H(D)bk)D,
where H(D) 5 maxz[D HD(z).
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Comments. The proof of this theorem is by induction on the size of D.
A pivotal role is played by the case when D is a cycle. The estimates satisfy
some generic composition rules, which allow to get the probability of exit
from some set Dr at point y after having crossed a finite succession of r
boundaries from D1 (where the starting point is supposed to be) to D2 ,
from D2 to D3 , and so on till crossing from Dr21 to Dr , as soon as estimates
are known for the exit from each of the sets Di .
These rules allow us to prove easily the second inequality of the theorem
for an arbitrary subset D once it is known for the maximal subcycles of D.
To get the first estimate, one has to consider D\hgj, where g is a point of
lowest virtual energy in the deepest subcycle of D, and to apply the induction
hypothesis to D\hgj, considering the last visit of the Markov chain to g
before it gets out of D. The proper technical way to set the induction
hypothesis, as well as its proof, can be found in Trouve´ [28, Theorem 4.5]
(or in French in Trouve´ [26]). The results we have isolated here are the
second and the fourth point of the induction hypothesis.
The intuition of the reader can be guided by the fact that everything
works as in the case of a reversible dynamic, via the introduction of the
elevation HU(x, y), although the construction of the rate function VD(x, y)
is more involved. The proof for the reversible case goes back to Catoni [5,
Theorem 4.3]. The idea to isolate a point g in the bottom of D comes by
analogy from Friedlin and Wentzell’s study of the exit time and point from
a domain in the time homogeneous (constant temperature) case.
The typical sequences of maximal subcycles of M (D) gone through by
exit paths are the same as for the generalized Metropolis algorithm. For a
semi-group approach to the exit problem in the continuous time case, we
also refer to [24] and [25].
The results for the convergence speed of simulated annealing algorithms
are the following:
THEOREM 5 (Catoni, Trouve´). For any state space E, any a . 0, any
irreducible rate function V, there is a constant d . 0 such that for any
generalized simulated annealing algorithm P(b.) satisfying L.D.E. (V, a),
inf
bN1 #b
N
2 #???#b
N
N
max
x[E
P(bN1 ,...,bNN)(U(XN) . 0 u X0 5 x) # dN
2D21,
where the constant D(V), called the ‘‘difficulty of V,’’ is the following function
of V:
D(V) 5 max
x[E,U(x).0
min
y,U(y)50
HU(x, y) 2 U(x)
U(x)
.
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Comments. This theorem is proved in Catoni [5] in the case of a revers-
ible dynamic. The extension to the non-reversible case, which is concerned
with preliminary estimates of the average number of visits to points outside
the deepest local minima of E, is done in Trouve´ [28, Theorem 4.7], the
rest of the proof being unchanged. In Trouve´ [28] the result is stated in
Theorem 6.3.
The proof of the theorem itself consists in building a triangular cooling
schedule of the form
bNn 5 5
1
H˜1
log SBH˜1U˜1 n 1 eH˜1b0D 0 , n , m1 ,
1
H˜k
log SBH˜kU˜k21 (n 2 mk21) 1 «2H˜k/U˜k21D mk21 # n , mk , k , r,
where « is a small parameter depending on N, where the sequence of times
m1 , . . . , mr depends on N and where the finite sequences H1 5 H1(V)
. H˜2 . ? ? ? H˜r and U˜1 . ? ? ? . U˜r are critical sequences of depths and
energy levels, respectively (they are independent of the number of iterations
N of the algorithm). As these critical sequences are not likely to be easily
computable in practice, this construction has only a theoretical interest. It
is sharp in the sense that we have the following converse result on the
convergence speed of simulated annealing:
THEOREM 6 (Catoni, Trouve´). For any state space E, any a . 0, any
b . 0, any irreducible rate function V, there is d . 0 such that for any
simulated annealing algorithm P(b.) satisfying L.D.E. (V, a) and
p
n
k51
min
x[E
ebn(x)
ebn11(x)
$ b, n . 1, (1)
for any N [ N,
max
x[E
P(b.)(U(XN) . 0 u X0 5 x) $ dN 2D
21
. (2)
Remark. The technical assumption (1) is usually fulfilled for any increas-
ing sequence of inverse temperatures bn . This is for instance the case under
the C.M. assumption and more generally when pb(x, y)ebV(x,y) is independent
of b. It should also be noticed that in (2) the sequence (b.) may depend
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on N. Thus, this theorem shows that the exponent D(V)21 in the previous
theorem is optimal.
The bounds of the previous theorem can almost be achieved using a
simple exponential triangular temperature sequence.
THEOREM 7 (Catoni, Trouve´). For any state space E, any a . 0, any
irreducible rate function V, any simulated annealing algorithm P(b.) satisfying
L.D.E. (a, V), any positive constant A, the cooling schedule
bˆNn 5 A S(log N)2A Dn/N
satisfies for some constant d . 0
max
x[E
P(bˆN. ) (U(XN) . 0 u X0 5 x) # d Slog N log log NN DD
21
.
These convergence results show that in the case of simulated annealing
the optimal convergence exponent D21 depends on the structure of the
local minima of the virtual energy U and not on the precision with which
we want to approximate Umin .
Therefore, when D(V) , H1(V)/minhU(x) : U(x) . 0j the convergence
speed of simulated annealing is faster than the convergence speed of the
Metropolis algorthm.
The interest of Theorem 7 is that the exponential cooling schedule which
is used does not depend on precise and presumably hard to compute features
of V. Exponential schedules are ‘‘all-purpose’’ schedules which are good
to use when little is known about the problem. It is also possible to build
in the same spirit piecewise constant triangular cooling schedules which
are almost optimal (see Cot and Catoni [12]).
1.3. The Iterated Energy Transformation Algorithm
The I.E.T. algorithm is defined under the strong assumption C.M. Let
E be a finite state space, q: E 3 E R [0, 1] an irreducible Markov matrix
reversible with respect to its invariant measure. Let U˜: E R R be a function
to be minimized, and consider the family of Markov matrices ( pb)b[R1
defined by pb(x, y) 5 q(x, y) exp 2b(U˜(y) 2 U˜(x))1 , x ? y [ E.
The I.E.T. algorithm can be described as follows. For any strictly concave
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strictly increasing energy transformation F: [U˜min , 1y[R R, we consider
the Markov matrix pF defined by
pF (x, y) 5 q(x, y) exp 2 (F n U˜(y) 2 F n U˜(x))1 , x ? y,
and the family of transformations (Fa,b,t) defined by
Fa,b,t(U˜) 5 aU˜ 1 b log(U˜ 1 t),
where a, b, t are real parameters. The term aU˜ is allowed here because
in many applications the log(U˜ 1 t) term is not suitable to fight against
the combinatorial explosion of the level sets hx [ E : U˜(x) , lj
when l increases. Given parameters M [ N (number of iterations per-
formed with each energy transform), two real parameters r . 0 and
h0 (related to the update of the shift parameter t), and an initial lower
bound d , Umin , let Pa,b,M,r,h0 be the distribution on (E
N, B ) defined by
the conditionals
Pa,b,M,r,h0(Xn 5 y u (X0 , . . . , Xn21) 5 (x0 , . . . , xn21)) 5 pFa,b,t
n
(x0 ,...,xn21)
(xn21 , y)
with
tr 5 h0 2 d, 0 , r # M,
tkM1r 5 tkM 2
1
1 1 r
(minn,n#kM U(Xn) 1 tkM) 1 h0 , 0 , k, 0 , r # M.
The convergence speed of this non-Markovian (but still ‘‘piecewise Mar-
kovian’’) process is given by the following theorem:
THEOREM 8 (Catoni). For any E, q, a . 0, there are positive constants
B and K such that for any energy function U˜, any lower bound d such that
d , Umin , any h0 $ 0, any r [ N
max
x[E
Pa,b,M,r,h0(U˜(XMr) $ h u X0 5 x) # «,
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where, putting
D˜h0(V) 5 maxx[E
U˜(x).U˜min
min
y[arg min U˜
H(x, y) 2 U˜(x)
U˜(x) 2 U˜min 1 h0
,
«, M, r and b are linked by the relations
b 5
log(Kr/«)
log(1 1 r)
,
M 5 B S «KrD2log(11D˜h0)/log(11r) log Kr«
5 Bb log(1 1 r)(1 1 D˜h0)
b,
h 5 U˜min 1 r S r1 1 rDr21 (U˜min 2 d 1 h0) 1 h0 r(1 1 r).
COROLLARY 1.
lim sup
NR1y
(log N)22 log inf
b,M,r,h0
max
x[E
Pa,b,M,r,h0(U˜(XN) . U˜min u X0 5 x)
# 2
1
4 log(1 1 D)
,
where D is the difficulty defined in connection with simulated annealing.
The interest of this theorem lies mainly in its corollary, which shows that
a proper tuning of the parameters leads to a faster scale of convergence
rate than the one achieved by simulated annealing (see [6]). The I.E.T.
algorithm learns the shift parameter t from the data in an adaptive way.
The ideal value for t would be t 5 2U˜min , for which the chain with transition
matrix pF would no longer be irreducible, but would instead be trapped in
arg min U˜. Therefore for this (unknown) value of t the convergence rate
would be of order exp(2aN) and not of order N 2a (that is, exponential
and not polynomial). The learning process of t slows the convergence rate
to N 2alogN, which is still better than polynomial.
1.4. Multiple Searches
We now address the following question: Assuming that we know in
advance how much computer time we are ready to spend and that we have
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chosen to use one of the three preceding optimization algorithms, is it
preferable to perform one single long run of it or several shorter ones? To
answer this question, we have to consider
«1(M) 5 max
x[E
P(U(XN) . Umin u X0 5 x)
and to optimize in M the quantity «1(M)N/M, where N is the total number
of iterations corresponding to the overall computer time we are planning
to use.
The preceding theoretical estimates immediately show that for all three
algorithms limMR1y (1/M) log «1(M) 5 0. This indicates that there is an
optimal finite value of M which should be used when N is large enough to
allow it. The efficiency of repeating several runs of moderate length and
keeping the best computed solution was first pointed out by Azencott [1].
In principle, it should be possible to estimate the value of «1(M) by
recording the issues of a series of experiments. Repeating this for different
values of M and keeping the one minimizing M 21«ˆ1(M) would give an
estimator of the best value of M. We have not performed this systematic
program in the experiments we will describe in the next section; however,
we have observed qualitatively that for M large, «1(M) decreases very
slowly and remains in our case a long time away form 0. Consequently,
it was clearly beneficial in practice in this case to perform repeated
runs.
This fact makes it possible to tune the parameters one run after the other
in an empirical but still quite efficient way in practice.
2. EXPERIMENTS
2.1. Statement of the Problem
We have built to perform experiments a prototype task assignment prob-
lem which is easy to visualize and easy to parameterize in such a way that
we are sure that solutions exist. This problem takes the form of a jigsaw
puzzle with additional constraints.
The ‘‘set of resources’’ E is a rectangular discretized frame:
E 5 h0, . . . , M 2 1j 3 h0, . . . N 2 1j , Z2.
608 OLIVIER CATONI
The set of tasks B is the set of pieces of the jigsaw puzzle. Each piece
r [ B has a rectangular shape defined by its width wr and height hr and is
prescribed not to overlap any other piece. The solution space thus is
S 5 hx , B 3 E : x(r) 5 [ar , ar 1 wr[3[br , br 1 hr[,(ar , br) [ Z2, r [ B
and x(r) > x(r9) 5 B, r ? r9 [ Bj,
where we have used the functional notation x(r) 5 he [ E : (r, e) [ xj.
The additional constraint compares the number of sites occupied on each
line of the frame with a reference measure. It has a meaning when the
problem is ‘‘loose’’ in the sense that the sum of the areas of the pieces is
less than the area of the frame. To define this constraint, let us consider
the projection F of B 3 E on the second coordinate of the frame:
F:
B 3 E R Z
(r, a, b) ° b.
Let ex be the counting measure on the subset x of B 3 E. This is the
restriction of x of the counting measure e on B 3 E: ex(A) 5 e(A > x).
The image measure ex n F21 is a measure on F(B 3 E) 5 h0, . . . ,
N 2 1j which counts the number of sites occupied by the solution x on
each line. Let r be a reference measure on F(B 3 E). The constraint is
that we would like ex n F21 to be proportional to r.
This constraint can be expressed in several ways.
—The ‘‘rigid’’ way is to normalize r so that its total mass r(Z) equals
or[B hr 3 xr , the sum of the areas of the pieces, and to represent the
constraint by the requirement that for each b [ Z,
ex n F21(b) # r(b).
—The ‘‘relaxed’’ way is to normalize r so that r(Z) . ex n F21(Z) 5
or[B hr 3 wr for a solution x [ S and to minimize over
hx [ S : ex n F21 # rj
the quantity
V(x) 5 E h Sex n F21
r
D dr ,
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where h(z) 5 (1 2 z)2, or h(z) 5 1 2 z 1 z log z. The important fact
about the ‘‘entropy-like’’ function h is that it is strictly convex and satisfies
h(1) 5 h9(1) 5 0.
2.2. Method of Resolution
To solve this jigsaw puzzle with additional constraints, we apply a method
which could be generalized to other scheduling problems. We consider the
state space of partial solutions
S˜ 5 hx , B 3 E : x(r) 5 [ar , ar 1 wr[3[br , br 1 hr[, r [ fB(x), x(r) > x(r9)
5 B, r ? r9 [ fB(x), ex n F21(b) # r(b), b [ Zj,
where fB: B 3 E R B is the projection on the first coordinate:
fB((b, e)) 5 b.
We consider on B 3 E two Markov matrices qC and qD with the proper-
ties that
hqC(x, y) . 0 : x ? yj
5 h(x, y) [ S˜ 2 : for some r [ B\fB(x), fB(y) 5 fB(x) < hrjj
and
hqD(x, y) . 0 : x ? yj 5 hqC(y, x) . 0 : x ? yj.
These properties ensure that the following proposition holds:
PROPOSITION 1. All the states in S˜ can be built starting from the empty
solution and can be destroyed back to the empty solution:
S˜ 5 <
1y
n50
hy : q nC(B, y) . 0j 5 <
1y
n50
hx : q nD(x, B) . 0j.
We define on S˜ the cost function
W(x) 5 U(x) 1 aV(x),
where a . 0 is a parameter, where
U(x) 5 2e(x) 5 2 O
r[fB(x)
wr 3 hr ,
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and where
V(x) 5 E h Sex n F21
r
D dr.
Then we take advantage of the fact that we know that W(y) # W(x) when
qC(x, y) . 0, by putting c 5 infhW(y) 2 W(x) : x ? y, qD(x, y) . 0j . 0
and introducing the generalized Metropolis Markov matrix
pb(x, y) 5 e2cb qD(x, y)e2b(W(y)2W(x)2c)1
1 S1 2 O
z[S˜
qD(x, z)e2bc2b(W(z)2W(x)2c)1D qC(x, y),
where b . 0 is the inverse temperature parameter. Note that the positive
part in (W(y) 2 W(x) 2 c)1 has an effect only in the case when x 5 y.
Note also that the virtual energy of ( pb)b[R1 is W(x) 2 Wmin , as is easily
checked.
This matrix has the following computer implementation:
Choose with probability e2cb whether to apply qD or not.
In case we apply qD , draw y according to the distribution qD(x, ?)
and keep it as the new state of the algorithm with probability
e2(W(y)2W(x)2c)b.
Otherwise, draw the new state of the algorithm according to qC(x, ?).
The introduction of a toss with odds e2cb and (1 2 e2cb) saves a lot of
applications of qD at low temperatures and therefore saves some computa-
tions.
From the family of Markov matrices ( pb)b[R1 , we build Metropolis and
simulated annealing algorithms as described in the first part of this presen-
tation.
In order to define the I.E.T. algorithm for this jigsaw puzzle application,
we have to describe for a given energy transformation F: [Wmin , 1y[RR
the way we build the transformed Markov matrix pF (since the matrix pb
from which we start is not strictly speaking of the form assumed in assump-
tion C.M.). We take
pF(x, y) 5 eF(W(x))2F(W(x)1c)qD(x, y)e(F(W(x)1c)2F(W(y)))2
1 S1 2 O
z[S˜
qD(x, z)eF(W(x))2F(W(x)1c)1(F(W(x)1c)2F(W(z)))2D qC(x, y).
For a detailed description of qC and qD , we refer to [9].
METROPOLIS, SIMULATED ANNEALING, AND I.E.T. ALGORITHMS 611
2.3. Results of Experiments
We built a problem with 60 pieces covering an area of 230 unit
squares, in a frame of size 30 3 10. The sizes of the pieces are the
following:
Number of pieces Width Height
15 3 2
15 2 1
5 5 2
5 2 4
20 1 1
The values of the constraint measure r are given in the following table:
n 1 2 3 4 5 6 7 8 9 10
r(n) 15 15 30 20 20 25 25 30 30 20
With this choice of r the constraint is ‘‘rigid’’, we also used in a second
series of experiments a ‘‘relaxed’’ constraint, taking r˜ 5 Hg r.
We made three series of experiments:
1. Using a rigid constraint and a simple energy function W(x) 5 U(x),
2. Using a rigid constraint and a compound energy function W(x) 5
U(x) 1 104 3 V(x),
3. Using a relaxed constraint and a compound energy function
W(x) 5 U(x) 1 104 3 V(x).
2.3.1. Rigid Constraint, Simple Energy Function
In order to have a point of comparison, we recorded first the performance
of repeated relaxations. The relaxation algorithm we used corresponds to
a choice of b 5 1y in the Metropolis algorithm.
Then we tried the Metropolis algorithm with a moderate number of
steps. We compared relaxation with 300 steps (for which convergence was
always reached) with the Metropolis algorithm with N 5 4000 steps at
inverse temperature b 5 1. In order to compare methods using the same
number of iterations, we repeated Metropolis 20 times and the relaxation
algorithm 4000 3 20/300 5 266 times. In Fig. 1 we plot the repartition
functions of the best solution found for each of the 20 runs of Metropolis
(dashed lines) and the best 20 results out of the 266 runs of the relaxation
algorithm (solid lines).
We obtained very suggestive evolutions for the Metropolis algorithm, as
shown in Fig. 2.
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FIGURE 1
On this plot of un 5 U(Xn) for n 5 300, . . . , 400, we see the ‘‘staircase’’
shape of the trajectories of the Metropolis algorithm. The algorithm ‘‘falls’’
into deeper and deeper maximal cycles of the domain S˜ \ S.
The energy evolution can be decomposed into a decreasing part un 5
mink#n uk and a ‘‘wandering’’ part un 5 un 2 un , as in Fig. 3.
The repartition function of the wandering part gives information about
the depth of secondary attractors from which the algorithm is able to escape
within the time of the simulation. It is a useful tool for choosing the inverse
temperature parameter b. Figure 4 shows the repartition function corre-
sponding to the plot given in Fig. 3.
Then we used the Metropolis algorithm and simulated annealing on long
time intervals. Namely we took N 5 20,000, bmin 5 0.7, bmax 5 1.1 for
simulated annealing and b 5 1 for the Metropolis algorithm. On 10 runs
of each algorithm, we could notice a clear gain in performance in favor of
simulated annealing.
We tried then to get a better improvement using the I.E.T. algorithm.
Since the state space is already rather large, we used a non-zero value of
FIGURE 2
FIGURE 3
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FIGURE 4
a in Fa,b,t . We took a 5 0.3, b 5 30, 1/(1 1 r) 5 0.5, r 5 4 and h0 5 15.
We obtained the following comparative results for the best energy found
in each of 10 runs of each algorithm. The repartition functions are plotted
in Fig. 5. The mean values are 16.2 for the Metropolis algorithm (solid
lines), 11.6 for the simulated annealing algorithm (dashed lines), and 10.9
for the I.E.T. algorithm (dash-dot lines).
2.3.2. Rigid Constraint, Compound Energy Function
We used W(x) 5 U(x) 1 104V(x). The range of this energy is very large,
when compared with the previous one, since Wmax 5 2,300,230, whereas
Wmin 5 0 and removing a piece of size 1 3 1 from a complete solution in
a line of weight r(y) 5 30 costs DW Q 334.33. Therefore we may expect
a more spectacular improvement on the Metropolis algorithm from the
speed-up techniques.
We tried different temperatures for the Metropolis algorithm with N 5
20,000. The best results were obtained when b 5 8 3 1024. On 10 runs,
the average best value was 15,853.
Using simulated annealing with bmin 5 1024, bmax 5 1023, we improved
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FIGURE 5
the performance on the average, as shown in Fig. 6. On 10 runs, the average
best energy value was 8765.
We obtained some more improvement using the I.E.T. algorithm (with
c 5 5 3 1025, b 5 10, and h0 5 2000). On 10 runs the average best energy
value was 6280.
Figure 6 is a diagram of the repartition functions of the best energy
value for ten runs of the Metropolis algorithm (solid lines), the simulated
annealing algorithm (dashed lines), and the I.E.T. algorithm (dash-dot lines).
2.3.3. Relaxed Constraint, Compound Energy Function
When we use the constraint r˜ 5 Hg r, the range of W is between Wmin 5
76,666.66 and Wmax 5 2,760,230.
On this example, we can perform the same kind of comparison as in the
case of a rigid constraint. We made 10 runs of length N 5 20,000 of each
algorithm. The average of the best energy value found in each run is 8731 for
the Metropolis algorithm, 8685 for the simulated annealing algorithm, and
8567 for the I.E.T. algorithm. Figure 7 is a diagram of the corresponding
repartition functions (solid lines for the Metropolis algorithm, dashed lines
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FIGURE 6
for the simulated annealing algorithm, and dash-dot lines for the I.E.T. algo-
rithm).
The best solution was found by the I.E.T. algorithm. It has an energy of
W(x) 5 78,750 and is shown in Fig. 8.
In this solution, all the pieces are set in the frame. We can judge the quality
of the solution with respect to the proportionality constraint in the following
table. The optimum would be ex n F21 5 r 5 5/6 3 r˜. We are not too far from
that: the two entries ex n F21 (2) and ex n F21 (4) are one unit too large, and
ex n F21 (9) is two units short of the optimum. This is the best approximation
to an optimal solution we were able to compute for this example. This seems
to show that relaxing slightly the constraint and introducing the loss function
V(x) in the energy eases the optimization process.
n 1 2 3 4 5 6 7 8 9 10
r(n) 15 15 30 20 20 25 25 30 30 20
r˜(n) 18 18 36 24 24 30 30 36 36 24
ex n F21(n) 15 16 30 21 20 25 25 30 28 20
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FIGURE 7
This should be compared with the best solution found without relaxing
the constraint (Fig. 9) and its constraint table:
n 1 2 3 4 5 6 7 8 9 10
r(n) 15 15 30 20 20 25 25 30 30 20
ex n F21(n) 15 15 29 20 20 24 24 29 29 19
FIGURE 8
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FIGURE 9
For this solution U(x) 5 6. Solutions of energy U(x) 5 6 were also found
using the simple energy U to guide the search. Therefore the advantage of
introducing the V component in the energy function is not obvious when
the constraint is rigid.
FIGURE 10
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FIGURE 11
2.3.4. Typical Energy Evolutions
It is also interesting to consider typical energy evolutions of those three
algorithms. In Figs. 10 and 11, we have plotted the sequence
un 5 U(Xn).
As we have already mentioned, these sequences of energy values can be
decomposed into a decreasing component
un 5 minhuk : k # nj
and a wandering component
un 5 un 2 un .
The repartition functions of (un , n 5 1, . . . , N) can help set properly the
parameters. It indicates the depth of the attractors from which the algorithm
is able to escape.
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FIGURE 12
In the case of simulated annealing, energy can also be plotted against
the current value of the inverse temperature b (Fig. 12).
We see in Fig. 12 that the same range of energy values is explored by
simulated annealing around inverse temperature b 5 2 3 1024 and by the
Metropolis algorithm at inverse temperature b 5 2 3 1024 after stabilization.
This is coherent with the theory which says that with a probability not far
from one the values reached by simulated annealing at inverse temp-
erature b should be of the same order as the values reached at equilibrium
at temperature b (this is only a weak form of quasi-equilibrium: sim-
ulated annealing with an exponential cooling schedule has also a non-
zero—but hopefully small—probability to get stuck somewhere in a local
minimum).
It is interesting to compare the energy evolutions of the three algorithms.
The comparison between the Metropolis algorithm and the simulated an-
nealing algorithm shows clearly that the temperature used in Metropolis
is too low during the 4000 first iterations and too high during the 8000
last iterations. As for the I.E.T. algorithm (Fig. 13), we can see that the
fluctuations of the wandering part are decreasing with time, as in the case
of the simulated annealing algorithm, but that the evolution of the energy
is more unstable: it can go up and down faster (in other words its peaks
METROPOLIS, SIMULATED ANNEALING, AND I.E.T. ALGORITHMS 621
FIGURE 13
are sharper). This explains why it is able to sample more efficiently a state
space containing many local minima.
CONCLUSION
We described in this presentation three algorithms from both the theoreti-
cal and the experimental point of view. The first conclusion of this confron-
tation between theory and practice is that they lead to the same qualitative
ranking of algorithms.
Moreover our benchmark has an interest for itself, since it has been
designed to retain the main difficulties of scheduling problems (such as the
automated building of time tables). In this presentation we have skipped over
some algorithmic aspects of the benchmark, which are discussed in [9], to
concentrate on the use of a numerical constraint and the way to relax it.
One aim of this experimentation was to show that it is possible to get
good, if not optimal, solutions even in the case when very non-monotonous
evolutions of the energy are needed, as is the case here, since the only way
to move around a piece of the puzzle is to remove it and put it somewhere
else afterwards—a succession of two moves, the first of which implies an
energy increase.
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It was also an occasion to illustrate the typical behavior of the three
algorithms and to introduce some tools which can be useful in a variety of
situations (such as the idea to enlarge the state space to partial solutions
or the use of some ‘‘entropy-like’’ cost function to handle proportional-
ity constraints).
Of course, we have touched only a limited number of questions. For
instance, we left open the question of the best choice of parameters for
simulated annealing and the I.E.T. algorithm. We only used robust ‘‘all-
purpose’’ sets of parameters, namely exponential temperature sequences
in one case and logarithmic energy transforms in the other case, and we
set the remaining parameters by trial and error, looking at some repartition
functions in an interactive way. Another question we did not mention is
the choice of elementary moves. We did this on purpose, in an effort to
lay the stress on general ideas and tools rather than discuss issues which
would have been too dependent on the precise example we chose to study.
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