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ABSTRACT
TAOWANG: EMPIRICAL ANALYSIS OF SEQUENTIAL TRADE MODELS FOR
MARKET MICROSTRUCTURE.
(Under the direction of Chuanshu Ji.)
Market microstructure concerns how different trading mechanisms affect asset price for-
mation. It generalizes the classical asset pricing theory, which only holds under frictionless
perfect market conditions. Most market microstructure models focus on two important as-
pects: (a) asymmetric information shared by different market participants (informed traders,
market makers, liquidity traders, et al.) (b) transaction costs reflected in bid-ask spreads.
The complexity of those models presents significant challenges to empirical studies in such
a research area. In this work, we consider some extensions of the seminal sequential trade
model in Glosten and Milgrom (Journal of Financial Economics, 1985) and perform Bayesian
MCMC inference based on the TAQ (trade and quote) database in Wharton Research Data
Services. Issues in both (a) and (b) are addressed in our study. In particular, the latent process
of fundamental asset value is modeled with GARCH volatilities; the observed and predicted
bid-ask price sequences are related by incorporating parameters for pricing errors and for
informed traders’ impact.
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CHAPTER 1: INTRODUCTION
The research in financial economics becomes more necessary after the financial crisis,
with statistics playing an important role in such studies. Several milestones in modern fi-
nance, such as capital asset pricing model (CAPM), Black-Scholes-Merton derivatives pric-
ing, hold under certain perfect market conditions, i.e. the market is fully efficient with no
taxes, no transaction costs, no bid-ask spreads, unlimited short-selling, and all market par-
ticipants sharing the same information, to name just a few. Those assumptions are clearly
violated in real financial markets, evidenced by many empirical studies. Market microstruc-
ture concerns friction factors, aims to understand how asset price formation is affected by
various trading mechanisms.
In this work, we will focus on two aspects of market microstructure that attract most atten-
tions from financial economists: asymmetric information and bid/ask spreads. We will follow
the model-based approach in the seminal work of Glosten and Milgrom (1985), referred to
as G-M model in what follows. It is a sequential trade model assuming risk neutrality, a
quote-driven protocol. The market maker posts bid and ask prices in every (discrete) time
unit based on which traders place their orders. There are certain informed traders among
other uninformed traders in the market, and the proportion of informed traders is represented
by a parameter α. The information asymmetry induces adverse selection costs that force the
market maker to quote different prices for buying and selling, leading to the bid-ask spread.
The spread is a premium the market maker demands for trading with informed traders. A
special feature in G-M model is to present explicitly how bid and ask prices change over time
and are influenced by different trading orders.
Our research project concerns empirical studies for G-M model and its extensions using
real market data. Due to the complexity of many market microstructure models, such as G-M,
systematic model-based empirical studies are relatively lacking compared to the development
of theoretical models and model-free descriptive data analysis. A noticeable contribution is
Hasbrouck (2009) which considers an extension of Roll model [cf. Roll (1984)] and uses
the Gibbs sampler to estimate the effective trading cost and trading direction. To validate the
method, a high correlation 0.965 is calculated between the Gibbs sampler estimates of the
effective cost and the estimates based on high frequency TAQ data.
The sophisticated hierarchical and dynamic structure in G-M model presents a daunting
challenge to model-based statistical inference using real market data. Little has been done
in this direction. Das (2005) takes a useful step by presenting an algorithm for computing
approximate solutions to the bid/ask prices and runs a simulation study under the modified
G-M model. It helps us learn from the market maker’s perspective, and paves a road for
further studies.
In this work, we consider some extensions of G-M model (including Das’s) and per-
form Bayesian MCMC inference based on the TAQ (trade and quote) database in Wharton
Research Data Services. Both the asymmetric information and bid-ask spread issues are ad-
dressed. To the best of our knowledge, our work is the first attempt at inference on market
microstructure models of G-M type based on intra-day data. In the second part of our work,
we incorporate GARCH(1,1) model for the volatility of asset returns. In the first part, we
assume the volatility of equity returns is a constant over time, however, a common finding
in empirical studies of financial markets is that the variance of the returns has many stylized
facts, such as volatility clustering, leptokurtic distributions, asymmetry and leverage effect.
GARCH models are very popular under this circumstance. For that case, we present the
MCMC algorithm, and to study some properties of posterior distributions for certain param-
eters and the bid-ask spread.
The remaining chapters are organized as follows. Chapter 2 summarizes several afore-
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mentioned market microstructure models. Our model and estimation methods are presented
in Chapter 3. Chapter 4 gives a brief introduction to MCMC algorithms and conducts simula-
tion studies. Chapter 5 discusses the empirical studies, including the Wharton Research Data
Services, MCMC convergence results, the estimation results and economic interpretations.
Chapter 6 describes the GARCH(1,1) volatility model and emprical studies based on the new
model. Detailed MCMC procedures for the original and GARCH(1,1) models are provided
in Appendix.
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CHAPTER 2: LITERATURE REVIEW
There are so much work about market microstructure that we can’t present all of them.
In this Chapter, we present a partial literature review related to our work. As mentioned in
Introduction, Hasbrouck (2009) proposed a Bayesian MCMC approach based on Roll (1984)
model to estimate the effective trading cost and trading direction. As far as we know, it’s the
first work of applying Bayesian MCMC paradigm into market microstructure model. Both
the Roll (1984) model and Hasbrouck’s approach are presented here. Since G-M model is
the main framework we follow, it’s discussed following Hasbrouck’s approach. In addition,
Das (2005), by extending G-M model, develops a model of learning market maker which
explicitly compute the conditional expectation equation. He also discusses the similarities
and differences between his model and real stock market data in terms of distributional and
time series properties of returns. Das’s method can be seen as a calibration of an extended
G-M model.
2.1 Roll Model
Roll (1984) suggests a model of transaction prices which incorporates market dynamics.
This model is fundamental to many market microstructure models in the sense that it’s a
minimal structural model of security price dynamics that incorporates a bid ask spread and
it also illustrates the distinction between price movement due to fundamental security value
and those attribute to market organization and trading mechanism. Although too simple to
capture many realistic features in the market, the Roll model articulates an important aspect
of the bid-ask effect on trading price and serves as a good starting point.
The model is the following:
For t=1,2,...,
mt = mt−1 + ut, where the ut are i.i.d. N(0, σ2) (2.1)
where mt is the efficient price, which means the expected terminal value of the security
conditional on all public information. The ut reflect new public information. The bid and ask
prices are given as
bt = mt − c
at = mt + c
(2.2)
where c is the non-negative half-spread. And the transaction price is:
pt = mt + cqt (2.3)
where pt are the transaction price and qt are direction indicators, which take on value 1
(buy) or -1 (sell) with equal probability. The two sequences {qt} and {ut} are assumed to
be independent. Note that only {pt} are observed, while {mt} and {qt} are treated as latent
variables.
The model implies
∆pt = c∆qt + ut (2.4)
from which it follows
var(∆pt) = σ
2 + 2c2
cov(∆pt,∆pt−1) = −c2
(2.5)
∆pt exhibits negative serial correlation as the result of effective cost. The intuition is: If
mt is fixed so that transaction prices take on only two values, the bid and the ask, and if the
current price is the ask, then the price change between the next price and the current price
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must be either 0 or −2c. And similarly, if the current price is the bid, then the price change
between the next price and the current price must be either 0 or 2c.
2.2 Hasbrouck’s method
The Roll model has two parameters, c and σ2, and also the latent variables, {qt}. Has-
brouck (2009) proposed a Bayesian approach based on Roll(1984) model to estimate the
effective trading cost and trading direction. The full posterior over the parameters and latent
variables is summarized by the posterior joint distribution function f(c, σ2, q|p), however,
it’s not in the closed form. We could get full conditional posterior distribution f(c|σ2, q, p),
f(σ2|c, q, p), and f(q|c, σ2, p) via multivariate Bayesian methods. This motivates the Gibbs
sampling, which constructs full posterior densities by iteratively simulating from full condi-
tional distributions for c, σ2 and q.
The model estimated by Hasbrouck’s approach genralized on the basic Roll model. The
new model is:
∆pt = c∆qt + βmrmt + ut (2.6)
where rmt is the market return on date t. It’s assumed that the market return is independent
of ∆qt. The sampling procedure is as follows:
• Step 0. Initialize {σ2, q1, q2, · · · , qT}, then the iterative steps are:
• Step 1. Based on the most recently simulated σ2 and the the set qt, compute the poste-
rior for the regression coefficients(c and βm) and make a new draw.
• Step 2. Given c, βm , and the set qt, compute the implied ut, make a new draw from the
updated posterior for σ2.
• Step 3. Given c, βm, and σ2, make new draws for q1, q2, · · · , qT . Return to Step 1.
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The trading cost estimated from US stocks are taken from 1926 to 2006 CRSP daily
data. It is also estimated by averaging all the trading costs during this period based on high
frequency trade and quote(TAQ) data. The CRSP/Gibbs estimates are very close to TAQ
estimates (with correlation 0.96), which shows that the daily Gibbs estimates have strong
validity.
Most Market Microstructure models including Roll (1984) model are dynamic over time
and have latent variables. Dynamic latent variable models can be formulated in state-space
form and estimated by maximum likelihood. However, the Bayesian paradigm and MCMC
methods make it more convenient and easy to interpret.
From statistical point, Hasbrouck’s empirical study on Roll (1984) model using MCMC
sheds light on Bayesian type of analysis on market microstructure model. However, Has-
brouck’s method has two limitations. One is that the high frequency data are not directly
used to do empirical inference. He estimates the trading cost by CRSP daily data and com-
pare the results with the estimations from the model free method using TAQ data. The other
one is that he uses the correlation between his model estimation and the model free estimation
to measure the goodness of fit, which is not so convincing.
2.3 Glosten-Milgrom Model
The model we presented here is a simplified version of the original Glosen-Milgrom
(1985) model. We follow the framwork in O’hara (1995) . Consider one security valued at
V ∈ {Vh, Vl}, with P (V = Vh) = p. The value is revealed at the end of the trade. There are
three types of market participants: market makers, the informed traders I and the uninformed
traders U , the proportion of the informed traders is α. The market maker posts bid and ask
quotes, B and A. A trader is randomly selected from the crowd each time and submit an
order of one unit, either buy or sell. The informed trader buys if V = Vl, sells if V = Vh
since he knows V . While the uninformed trader buys or sells with equal probability. The
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market maker doesn’t know the type of the trader. He will set the bid and ask prices such that
A1 = E[V |Buy1] = VhP (Vh|Buy1) + VlP (Vl|Buy1) (2.7)
B1 = E[V |Sell1] = VhP (Vh|Sell1) + VlP (Vl|Sell1) (2.8)
and by Bayesian Formula,
P (Vh|Buy1) =
P (Buy1|Vh)P (Vh)
P (Buy1|Vh)P (Vh) + P (Buy1|Vl)P (Vl)
(2.9)
P (Vh|Sell1) = P (Sell1|Vh)P (Vh)
P (Sell1|Vh)P (Vh) + P (Sell1|Vl)P (Vl) (2.10)
further more,
P (Buy1|Vh) = α +
1
2
(1− α) = 1 + α
2
, q (2.11)
P (Buy1|Vl) =
1− α
2
= 1− q (2.12)
P (Sell1|Vh) = 1− α
2
= 1− q (2.13)
P (Sell1|Vl) = α + 1− α
2
= q (2.14)
so
P (Vh|Buy1) =
1+α
2
p
1+α
2
p+ 1−α
2
(1− p)
=
qp
qp+ (1− q)(1− p)
(2.15)
8
and
P (Vl|Buy1) =
(1− q)(1− p)
qp+ (1− q)(1− p) (2.16)
P (Vh|Sell1) = (1− q)p
(1− q)p+ q(1− p) (2.17)
P (Vl|Sell1) = q(1− p)
(1− q)p+ q(1− p) (2.18)
Next, we consider a sequence of transactions, let b denote the number of buys and s
denote the number of sells, then similarly by Bayesian formula, we can get
P (Vh|b, s) = q
b(1− q)sp
qb(1− q)sp+ (1− q)bqs(1− p)
P (Vl|b, s) = (1− q)
bqs(1− p)
qb(1− q)sp+ (1− q)bqs(1− p)
(2.19)
It can be shown that given the equations above, the bid and ask prices will converge to
the true fundamental value of the security.
One important economic justification of G-M model is trades update prices, which means
a learning process for the market maker. When the order is a buy order, since the market
maker doesn’t know which type of trader the order is from, in order to protect himself, he will
adjust his belief about the value of the stock by making an upward revision in the conditional
probability of a high outcome. Similar thing happens when it’s a sell order. As the market
maker receives trades, therefore, his expectation of the asset’s values changes, and this, in
turn, causes the bid and ask prices to change.
Another justification is that asymmetric information induces a bid-ask spread. The asym-
metric information in G-M model is the proportion of the informed traders in the population.
As α increases, the bid-ask spread will also increase. We will see this later in our simulation
study.
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In a word, G-M model lays foundation for the information based sequential trade model.
The limitation of G-M model is that the informed traders are drawn randomly by the
market mechanism. When he is selected, he will trade once at one unit of order but doesn’t
have any trading strategies to maximize his profit. In addition, the assumption that the true
value of the stock has two values is far from realistic.
2.4 Das’s approach
2.4.1 Model
The model is the following:
We assume that there’s only one stock trading in the market. The market maker sets bid
and ask prices at time t (Bt and At respectively) at which he is willing to buy or sell one unit
of the stock.
The stock has a true underlying value Vt at time period t. At time period t, a single trader
is selected from the crowd and allowed to place either a (market) buy or (market) sell order
for one unit of the stock. There are two types of traders in the market, uninformed traders and
informed traders. An uninformed trader will place a buy or sell order for one unit with equal
probability, or no order with some probability if selected to trade. An informed trader who is
selected to trade knows Vt and will place a buy order if Vt > At, a sell order if Vt < Bt.
The true underlying value of the stock can be considered a jump process, which means
that at time t, with probability p, a normal jump compared to the true value at t − 1, with
mean 0, variance σ2 occurs, namely, Vt =
 Vt−1 +N(0, σ
2) with probability p
Vt−1 with probability 1− p
.
The market-maker attempts to track the true value over time by maintaining a probability
distribution over possible true values and updating the distribution when it receives signals
from the orders that traders place. The market maker will set the bid and ask prices so that
he makes zero profit, B = E[V |Sell] and A = E[V |Buy].
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2.4.2 Derivation of Bid and Ask Price Equations
Let α be the proportion of informed traders in the trading crowd, and let η be the prob-
ability that an uninformed trader places a buy (or sell) order. Then the probability that an
uninformed trader places no order is 1− 2η.
To explicitly compute those conditional expectations, we discretize the X-axis into inter-
vals and apply Bayes’ formula, we get
E[V |Sell] =
Vmax∑
Vi=Vmin
ViP (V = Vi|Sell)
=
Vmax∑
Vi=Vmin
ViP (Sell|V = Vi)P (V = Vi)
P (Sell)
(2.20)
where,
P (Sell) =
Vmax∑
Vi=Vmin
P (Sell|V = Vi)P (V = Vi)
=
Vmax∑
Vi=Vmin
[P (Sell|V = Vi, Informed)P (Informed)
+ P (Sell|V = Vi,Uninformed)P (Uninformed)]P (V = Vi)
=
B−1∑
Vi=Vmin
[(α + (1− α)η)P (V = Vi)]
+
Vmax∑
Vi=B
[((1− α)η)P (V = Vi)]
(2.21)
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and so the bid price at time period t is given by:
B = E[V |Sell]
=
Vmax∑
Vi=Vmin
ViP (Sell|V = Vi)P (V = Vi)
P (Sell
=
B−1∑
Vi=Vmin
ViP (Sell|V = Vi)P (V = Vi)
P (Sell)
+
Vmax∑
Vi=B
ViP (Sell|V = Vi)P (V = Vi)
P (Sell)
(2.22)
Similarly as in (2.21), we could get:
B =
1
P (Sell)
(
B−1∑
Vi=Vmin
((1− α)η + α)ViP (V = Vi) +
Vmax∑
Vi=B
((1− α)η)ViP (V = Vi)
)
(2.23)
where, P (Sell) is given by (2.21) , and the ask price is given by:
A =
1
P (Buy)
(
A∑
Vi=Vmin
((1− α)η)ViP (V = Vi) +
Vmax∑
Vi=A+1
((1− α)η + α)ViP (V = Vi)
)
(2.24)
where P (Buy) is given by:
P (Buy) =
A∑
Vi=Vmin
[((1− α)η)P (V = Vi)] +
Vmax∑
Vi=A+1
[((1− α)η + α)P (V = Vi)] (2.25)
Based on this model, Das used simulation to test the algorithm and compare the time
series and distributional properties of simulated returns with those calculated from real data.
Das’s approach sheds light on how to solve the conditional expectation equations in G-M
model. However, from the statistics point of view, no empirical analysis has been done in
Das(2005) model.
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CHAPTER 3: MODEL AND ESTIMATION
Our main contribution is to estimate the parameters in an extended G-M model under
Bayesian MCMC paradigm based on high frequency trade and quote(TAQ) data. In the
following three chapters, we will present our model, estimation methods, simulation results
and empirical study results.
3.1 Model
From now on, the prices we consider are all log prices. We still consider one stock in the
market. The market maker sets bid and ask prices at time t (Bt and At respectively) at which
he is willing to buy or sell one unit of the stock.
Similar to Das(2005), the stock has a true underlying value Vt at time period t. At each
time t, a single trader is selected from the crowd and allowed to place either a (market) buy
or (market) sell order for one unit of the stock. There are two types of traders in the market,
uninformed traders and informed traders. An uninformed trader will place a buy or sell order
for one unit with equal probability, or no order with some probability if selected to trade. An
informed trader who is selected to trade knows Vt and will place a buy order if Vt > At, a
sell order if Vt < Bt.
The true underlying value of the stock at time t can be considered a random walk, which
means that at time t, a normal jump, with mean 0, variance σ2 occurs, namely, Vt = Vt−1 +
N(0, σ2).
Each time, the market maker sets the bid and ask price first, then the traders put their
orders. To sequentially update his belief about the true value, the market maker will set bid
and ask prices in the following way: Bt = Et[V |Sell] , the expectation of Vt conditional on
a sell order on time t, and At = Et[V |Buy], the expectation of Vt conditional on a buy order
on time t.
Let α be the proportion of informed traders in the trading crowd, and η be the probability
that an uninformed trader places a buy (or sell) order. Then the probability that an uninformed
trader places no order is 1− 2η.
To explicitly compute those conditional expectations, apply Bayes’ formula, we can get
Et[V |Sell] =
∫
vpt(v|Sell)dv
=
∫
v
Pt(Sell|v)ft(v)
Pt(Sell)
dv
(3.1)
where ft(v) is the normal density of Vt and Pt(Sell) is the probability of a sell order at t.
Pt(Sell) = Pt(Sell|Informed)P (Informed) + Pt(Sell|Uninformed)P (Uninformed)
= α
∫ Bt
−∞
ft(v)dv + (1− α)η
(3.2)
Therefore the bid price at time period t is given by:
Bt = Et[V |Sell]
=
1
Pt(Sell)
∫ ∞
−∞
vPt(Sell|v)ft(v)dv
=
1
Pt(Sell)
(∫ Bt
−∞
(α + (1− α)η)vft(v)dv +
∫ ∞
Bt
(1− α)ηvft(v)dv
)
=
1
Pt(Sell)
(
α
∫ Bt
−∞
vft(v)dv + (1− α)ηV0
)
(3.3)
Similarly, for the ask price, we have
At =
1
Pt(Buy)
(
α
∫ ∞
At
vft(v)dv + (1− α)ηV0
)
(3.4)
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where, Pt(Buy) is given by:
Pt(Buy) = α
∫ ∞
At
ft(v)dv + (1− α)η (3.5)
3.2 Estimation
In the model, we are interested in the following parameters α: the proportion of informed
traders; η: the buying or selling probability of uninformed traders at each time period; σ2:
the volatility of the jump of the underlying asset.
To estimate those parameters, since the true underlying value of the stock is a latent vari-
able, which means we can’t observe it directly, the usual estimation methods, like LSE, MLE,
don’t work here. Bayesian framework implemented with MCMC methods is applied here
since it has several advantages, both methodological and computational. Bayesian framework
offers more flexibility in modelling hierarchical data with structural changes, and are often
more easily interpretable. MCMC methods generate a discrete-time Markov chain whose
stationary distribution is the joint posterior distribution of model parameters and latent vari-
ables, hence samples from the posterior distribution of any marginal are easy to obtain by
selecting elements from the joint series.
Under Bayesian paradigm, we need to specify priors and calculate the posterior through
the likelihood.
Priors
Concerning about priors, for α, since the proportion of informed traders in the crowd
is relatively small and it’s between 0 and 1, a Beta prior with mode close to 0.l is
assigned to α. For η, it’s also a probability parameter and no prior information about it
is available, and also there’s a constraint 2η < 1, so we just use a Unif(0, 0.5) prior for
it. For σ2, the volatility parameter, Inverse Gamma is a conjugate prior, therefore, we
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will stick to that one. So the priors are as follows:
α ∼ Beta (αα, βα)
η ∼ Unif (0, 0.5)
σ2 ∼ Unif (u1σ, u2σ)
Likelihood
In order to make the connection between the theoretical calculated bid, ask prices and
the real data, we assume that the real bid price P bt ∼ N(Bt, δ2), and the real ask price
P at ∼ N(At, δ2), where δ is a small perturbation volatility term and the prior for δ2 is
δ2 ∼ Unif(u1δ, u2δ). Under these conditions, we can derive the posterior conditional
distribution, which will be used in MCMC sampling.
Posterior
Our goal is to simulate samples from the joint posterior distribution. However, due
to the complexity of the model, the hierarchical structure and high dimensionality of
parameters, the joint posterior distribution is not in closed form, we can’t generate
samples directly. Therefore, MCMC is applied here. Basically, MCMC methods gen-
erate a discrete-time Markov chain whose stationary distribution is the joint posterior
distribution of model parameters and latent variables.
The following chapter gives a brief introduction to MCMC approach and the detailed
posterior distribution and MCMC procedure for our specific model are specified in
Appendix I.
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CHAPTER 4: SIMULATION STUDY AND MCMC
Under Bayesian paradigm, two types of methods are used to get samples from the poste-
rior distributions. If the density has a familiar functional form, such as a member of exponen-
tial families, a conjugate prior is chosen for the parameter, then the posterior distribution is
usually expressed in terms of conjugate probability distributions. In this case, we don’t need
numerical integration to calculate the posterior distribution due to the conjugate priors. How-
ever, the easy calculations of the posterior density comes with a price with the restrictions
imposed on the form of the prior.
A second type of computation strategy is called simulation-based methods. In many
situations, it’s unlikely that the conjugate prior is an adequate representation of the prior
state of knowledge, or the distribution density doesn’t have any conjugate priors, so that
the posterior distribution is not a familiar functional form. In such cases, the numerical
approximation or Monte Carlo simulation methods are needed.
In terms of simulation-based methods, rejection sampling with a suitable choice of pro-
posal density is a general method for simulating from an arbitrary distribution. Importance
sampling is an alternative strategy for calculating integrals and simulating from a general
posterior distribution.
Monte Carlo integration and posterior approximation via rejection sampling or impor-
tance sampling involve direct simulation from a sampling distribution, usually treated as an
approximation to the desired density f(x). However, when the dimension of the model be-
comes large, both rejection and importance sampling will be difficult to implement as they
require the construction of a suitable proposal density which are hard to require in high di-
mension cases. Therefore, Markov Chain Monte Carlo (MCMC) becomes a better way to
generate samples in high-dimensional problems. The idea of MCMC sampling was first
introduced by Metroplis, Rosenbluth, Teller (1953) and was subsequently generalized by
Hastings (1970). A general and detailed statistical theory of MCMC methods can be found
in Tierney (1994).
The MCMC sampling strategy relies on the construction of a Markov chain with realiza-
tions x(0), ..., x(i), .... Under appropriate regularity conditions (see Tierney (1994)), asymp-
totic results guarantee that as i goes to infinity, x(i) converges in distribution to f(x).
In what follows, we introduce two of the most frequently used Markov Chain Monte Carlo
methods, Gibbs sampling and Metroplis-Hastings sampling, then present a combination of
the two – Metroplis-Hastings within Gibbs algorithm which is used in our Bayesian MCMC
model.
In the following algorithms, our goal is to generate samples from a density function f(x).
While in the Bayesian paradigm, f(x) becomes the joint posterior distribution of the param-
eter θ, f(θ|data).
4.1 Gibbs Sampling
The Gibbs sampling is an algorithm based on successful generations from the full condi-
tional densities. A basic exploration can be found in Casella and George (1992). We want
to sample from f(x1, x2, ..., xm) and assume that the full conditional density {f(xi|xj, j 6=
i), i = 1, ...,m} are available for sampling. Then the Gibbs algorithm works as follows:
1. Set the initial value x(0) = (x(0)1 , ..., x
(0)
m )′
2. Generate a new value x(n) from x(n−1) through successive generation values: x(n)1 ∼
f(x1|x(n−1)6=1 ) x(n)2 ∼ f(x2|x(n)1 , x(n−1)3 , ..., x(n−1)m )
... x(n)m ∼ f(xm|x(n)6=m)
3. Change n to n+ 1 and repeat step 2 until convergence.
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As the number of iterations increases, the chain approaches its stationary distribution and
convergence holds approximately.
The Gibbs sampling is the most frequently used MCMC algorithm when it’s easy to write
down the full conditional densities from which we could easily draw samples. When there
are no closed form for the full conditional densities, we might consider rejection sampling or
Metroplis-Hastings algorithm, described in the next section.
4.2 Metroplis-Hastings Sampling
Like Gibbs sampling algorithm, the Metroplis-Hastings algorithm is an iterative MCMC
method. The originator of the algorithm is Metroplis et al (1953) and Hastings (1970) intro-
duced this algorithm for statistical problems. We want to generate samples from the density
function f(x). As in rejection or importance sampling, a proposal density q(x) from which
we can easily generate samples is required. The Metroplis-Hastings algorithm works as fol-
lows.
1. Set the initial value x(0)
2. Generate sample y ∼ q(y|x(n))
3. x(n+1) = { y with probability ρ(x
(n), y)
x(n) with probability 1− ρ(x(n), y)
where ρ(x, y) = min{1, f(y)q(x|y)
f(x)q(y|x)}
4. Repeat step 2 and 3 until enough samples are generated.
4.3 Metroplis-Hastings within Gibbs algorithm
Metropolis-Hastings(MH) within Gibbs was proposed as a hybrid algorithm that com-
bines Metropolis-Hastings and Gibbs sampling, and was suggested in Tierney (1994). In
the manner of Gibbs, one block of parameters is sampled conditional on the rest. However,
because the conditional distributions involved are not easily sampled, a Metroplis sampler is
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used to generate the draws. Then conditional distributions are obtained by using the fact that
when the data and a block of parameters are held fixed, the conditional density of the remain-
ing parameters is proportional to the likelihood times the prior. Then proposal densities must
be obtained by the specific problem.
For example, suppose there are 4 parameters (x1, x2, x3, x4), an MH within Gibbs may
proceed with the following sequence of updates.
1. Update (x(n+1)1 |x(n)2 , x(n)3 , x(n)4 ) using Gibbs.
2. Update (x(n+1)2 , x
(n+1)
3 |x(n+1)1 , x(n)4 ) via Metroplis-Hastings.
3. Update (x(n+1)4 |x(n+1)1 , x(n+1)2 , x(n+1)3 ) with Gibbs step.
Under Bayesian MCMC paradigm, we want to simulate samples from the joint posterior
distribution. In our model, there are four parameters and also a latent variable, the true
underlying value {Vt} of the asset. Using Gibbs sampling, in order to get samples from the
joint posterior distribution, we can sample from the full conditional posterior distribution.
The full conditional posterior distribution is proportional to the product of the prior and the
likelihood for the corresponding parameter. If the prior is conjugate, it’s easy to simulate a
sample from the conditional posterior distribution. However, if the prior is not conjugate and
the full conditional posterior distribution is hard to sample from, we implement a Metroplis-
Hastings(M-H) within Gibbs sampling.
Please see Appendix I for the detailed M-H within Gibbs algorithm for our specific situ-
ation.
4.4 MCMC Convergence Diagnostics
A critical issue for users of MCMC methods in applications is how to determine when it
is safe to stop sampling and use the samples to estimate characteristics of the distribution of
interest. Here, we present some commonly used MCMC convergence diagnostic criteria.
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4.4.1 Gelman-Rubin Diagnostics
Gelman and Rubin (1992) proposed a convergence diagnostic based on m(m > 1) paral-
lel chains, each started from different initial values which are over-dispersed with respect to
the true distribution. Their method is based on a comparison of the within and between chain
variances for each variable. The procedure is as follows:
For each parameter:
1. Run m parallel chains of length 2n with over-dispersed starting value.
2. Disregard the first n samples in each chain.
3. Compute the within-chain and between-chain variance.
4. Compute the estimated variance as a weighted mean of within-chain and between-
chain variance.
5. Calculate the shrink factor.
The within-chain variance is given by W =
∑m
j=1 s
2
j
m
, where s2j =
∑n
i=1(xij−x¯j)
n−1 is the
sample variance for jth chain and x¯j =
∑n
i=1 xij
n
. The between-chain variance is given by
B = n
m−1
∑m
j=1(x¯j − x¯)2, where x¯ =
∑m
j=1 x¯j
m
. B can be viewed as the variance of chain
means multiplied by n. Then the estimated variance is ˆV ar(x) = (1 − 1
n
)W + 1
n
B and the
shrink factor is Rˆ =
√
ˆV ar(x)
W
. Values substantially above 1 indicate lack of convergence.
A potential problem with Gelman-Rubin diagnostic is that it may mis-diagnose conver-
gence if the shrink factor happens to be close to 1 by chance. By calculating the shrink factor
at several points in time, gelman.plot in R package CODA shows if the shrink factor has
really converged, or whether it is still fluctuating.
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4.4.2 Geweke Diagnostics
Geweke (1992) proposed a convergence diagnostic for Markov chains based on a test for
equality of the means of the first and last part of a Markov chain (by default the first 10% and
the last 50%). If the samples are drawn from the stationary distribution of the chain, the two
means are equal and Geweke’s statistic has an asymptotically standard normal distribution.
The test statistic is a standard Z-score: the difference between the two sample means
divided by its estimated standard error. The standard error is estimated from the spectral
density at zero and so takes into account any autocorrelation. Hence values of Z which fall
in the extreme tails of a standard normal distribution suggest that the chain was not fully
converged.
If Geweke diagnostic indicates that the first and last part of a sample from a Markov chain
are not drawn from the same distribution, it may be useful to discard the first few iterations to
see if the rest of the chain has ”converged”. The geweke.plot in R package CODA shows what
happens to Geweke’s Z-score when successively larger numbers of iterations are discarded
from the beginning of the chain. To preserve the asymptotic conditions required for Geweke’s
diagnostic, the plot never discards more than half the chain.
The first half of the Markov chain is divided into several segments, then Geweke’s Z-
score is repeatedly calculated. The first Z-score is calculated with all iterations in the chain,
the second after discarding the first segment, the third after discarding the first two segments,
and so on. The last Z-score is calculated using only the samples in the second half of the
chain.
4.5 Simulation Results
In order to test if our MCMC algorithms work well, we do simulation study first. Figure
4.1 gives us an illustration of how the bid,ask and transaction prices change over time.
In the simulation study, we specify α = 0.2, η = 0.25, σ2 = 0.025, δ2 = 0.01. Based on
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the market model in Section 3.1, we calculated the Bid and Ask prices, and then use these data
to estimate the four parameters in the model by our MCMC algorithms. We run two MCMC
chains, each containing 120,000 samples, and use 20,000 burn in sample.(After the burn in
sample, we use every 10 sample as a new sample) Table 4.1 examines the effectiveness of the
estimation strategy, showing the true value, posterior summary statistics of those parameters.
We could use the posterior mean or posterior median as an estimation of the parameter.
Parameter True Value Min Median Mean Max Standard Error
α 0.2000 0.0030 0.1600 0.2300 0.5100 0.0020
η 0.2500 0.0000 0.2300 0.2500 0.5000 0.0010
σ2 0.0250 0.0021 0.0280 0.0300 0.0450 0.0000
δ2 0.0100 0.0000 0.0100 0.0100 0.0200 0.0000
Table 4.1: Summary statistics of posterior samples using simulated data.
Figures 4.2-4.5 show the related convergence results of the MCMC algorithm.
Trace plots give us a direct insight of what values the posterior samples take at each
iteration.
The autocorrelation plots show us how the autocorrelation changes with the increase of
lag. From the autocorrelation plot, we can see except δ2, the autocorrelations for the other
3 parameters are almost 0 at any lag. For σ2, the autocorrelation decreases to 0, as the lag
increases.
From Gelman-Rubin plot, we can see that the shrink factors for all four parameters con-
verge to 1 after some iterations. Also, from Geweke plot, most of the Z-scores for all pa-
rameters are between -1.96 and 1.96. Both the Gelman-Rubin and Geweke plot show good
MCMC convergence.
Seeing the similarities between the posterior estimation and the true value of the pa-
rameters and MCMC convergence, we can conclude that our MCMC algorithm works well.
Therefore, the next step is to do empirical study using the real high frequency data.
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Figure 4.1: Illustration of bid, ask and transction prices using simulated data
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Figure 4.2: Trace plot of posterior samples using simulated data
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Figure 4.3: Autocorrelation plot of posterior samples using simulated data
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Figure 4.4: Gelman-Rubin plot of posterior samples using simulated data.
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Figure 4.5: Geweke plot of posterior samples using simulated data.
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CHAPTER 5: EMPIRICAL STUDY
5.1 Data
The data we used are the bid and ask prices of Microsoft stock on April and May, 2013
from trade and quote (TAQ) database. The Trade and Quote (TAQ) database contains intraday
transactions data (trades and quotes) for all securities listed on the New York Stock Exchange
(NYSE) and American Stock Exchange (AMEX), as well as Nasdaq National Market System
(NMS) and SmallCap issues. We consider four different equties from four different sectors:
Bank of America Corporation (Ticker: BAC), Microsoft Corporation (Ticker: MSFT), Pfizer
Inc. (Ticker: PFE), Exxon Mobile Corporation (Ticker: XOM). We divide the data into
training set and test set. The April data is the training set and the May data is the test set.
Since the data are recorded tick by tick, it’s high frequency and has tons of observations
for one month. For example,the microsoft data in April 2013 has around 28,000,000 obser-
vations in total, each day has over 900,000 observations and so there are about 13 tradings
at each time spot during each trading day.There are perhaps two major problems if we do
empirical study using the raw bid and ask prices. One is the computational burden. Since the
time horizon we can handle is at most several hundreds considering the computation time,
under the raw data style, the sample size we could use is relatively small. The other one is that
there’s too much noise in the original high frequency data. So in order to do our empirical
study, some data manipulation techniques are applied here.
• Firstly, the missing data are deleted.
• Secondly, for the same trading time spot, the mean of all the observations are used.
• Thirdly, since trading are heavier at the beginning and the end of the trading day, while
thinner at lunch time, we participated each day into 5 periods: 9:30 to 10:00, 10:00 to
11:30, 11:30 to 2:30, 2:30 to 3:30, 3:30 to 4:00 and used the mean of the bid and ask
price during each period.
Figure 5.1 shows the bid and ask prices for the cleaned data. From Figure 5.1, it’s hard to
see the difference between the bid and ask prices since the difference is usually 1 or 2 cents,
extremely small compared to the bid and ask prices. So in order to see the difference, we
zoom Figure 5.1 to get Figure 5.2, which plots only the first 10 bid and ask prices.
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Figure 5.2: Bid and Ask prices for the real aggregation data (zoomed in)
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5.2 Summary Statistics of Posterior and MCMC Convergence Results
Tables 5.1 to 5.4 show the summary statistics of the posterior samples for all the four
parameters of different equities. Again, we could use posterior mean or posterior median to
estimate those parameters. From Table 5.1 to 5.4, we can see that the posterior estimations of
α and σ2 vary from equities to equities, while the estimations of η and δ2 are almost the same
for all four equities. Since η is the probablity of a buy or sell order of an uninformed trader,
it doesn’t change among different equities, so is δ2, the pertubation between the theoretical
and real bid and ask prices. While the proportion of informed traders and the volatility of
returns depend on equities.
Figures 5.3-5.18 show the convergence results of the MCMC algorithms for all four eq-
uities. Similar to the analysis in the simulation study, we could conclude that the MCMC
algorithms converge. However, although the autocorrelation of σ2 decreases as lag increases,
it still exists. This suggests us that the constant volatility model may not be an appropriate
one.
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Parameter Min Median Mean Max Standard Error
α 0.0000 0.2871 0.3500 0.9998 0.0019
η 0.0000 0.2502 0.2502 0.5000 0.0010
σ2 0.0028 0.0564 0.0533 0.0800 0.0001
δ2 0.0000 0.0504 0.0503 0.1000 0.0002
Table 5.1: Summary statistics of posterior samples using real BAC data.
Parameter Min Median Mean Max Standard Error
α 0.0000 0.1646 0.2495 1.0000 0.0017
η 0.0000 0.2509 0.2512 0.5000 0.0010
σ2 0.0036 0.0573 0.0544 0.0800 0.0001
δ2 0.0000 0.0526 0.0518 0.1000 0.0002
Table 5.2: Summary statistics of posterior samples using real MSFT data.
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Parameter Min Median Mean Max Standard Error
α 0.0000 0.2905 0.3533 1.0000 0.0019
η 0.0000 0.2513 0.2507 0.5000 0.0010
σ2 0.0030 0.0358 0.0337 0.0500 0.0000
δ2 0.0000 0.0513 0.0508 0.0100 0.0002
Table 5.3: Summary statistics of posterior samples using real PFE data.
Parameter Min Median Mean Max Standard Error
α 0.0000 0.1644 0.2476 0.9993 0.0017
η 0.0000 0.2517 0.2512 0.5000 0.0010
σ2 0.0024 0.0353 0.0336 0.0499 0.0000
δ2 0.0000 0.0522 0.0516 0.1000 0.0002
Table 5.4: Summary statistics of posterior samples using real XOM data.
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Figure 5.3: Trace plot of posterior samples using real BAC data
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Figure 5.4: Autocorrelation plot of posterior samples using real BAC data
36
0 2000 4000 6000 8000
1
.0
0
1
.1
5
1
.3
0
last iteration in chain
s
h
ri
n
k
 f
a
c
to
r median
97.5%
alpha
0 2000 4000 6000 8000
1
.0
1
.2
1
.4
last iteration in chain
s
h
ri
n
k
 f
a
c
to
r median
97.5%
eta
0 2000 4000 6000 8000
2
6
1
0
1
4
last iteration in chain
s
h
ri
n
k
 f
a
c
to
r median
97.5%
sigma2
0 2000 4000 6000 8000
1
.0
1
.2
1
.4
last iteration in chain
s
h
ri
n
k
 f
a
c
to
r median
97.5%
delta2
Figure 5.5: Gelman-Rubin plot of posterior samples using real BAC data.
37
0 2000 5000
-2
-1
0
1
2
First iteration in segment
Z
-s
c
o
re
alpha (chain1)
0 2000 5000
-2
-1
0
1
2
First iteration in segment
Z
-s
c
o
re
eta (chain1)
0 2000 5000
-2
-1
0
1
2
First iteration in segment
Z
-s
c
o
re
sigma2 (chain1)
0 2000 5000
-6
-4
-2
0
2
4
6
First iteration in segment
Z
-s
c
o
re
delta2 (chain1)
0 2000 5000
-2
-1
0
1
2
First iteration in segment
Z
-s
c
o
re
alpha (chain2)
0 2000 5000
-3
-2
-1
0
1
2
3
First iteration in segment
Z
-s
c
o
re
eta (chain2)
0 2000 5000
-2
-1
0
1
2
First iteration in segment
Z
-s
c
o
re
sigma2 (chain2)
0 2000 5000
-2
-1
0
1
2
First iteration in segment
Z
-s
c
o
re
delta2 (chain2)
Figure 5.6: Geweke plot of posterior samples using real BAC data.
38
0 2000 4000 6000 8000
0
.0
0
.4
0
.8
Iterations
Trace of alpha
0 2000 4000 6000 8000
0
.0
0
.2
0
.4
Iterations
Trace of eta
0 2000 4000 6000 8000
0
.0
2
0
.0
6
Iterations
Trace of sigma2
0 2000 4000 6000 8000
0
.0
0
0
.0
4
0
.0
8
Iterations
Trace of delta2
Figure 5.7: Trace plot of posterior samples using real MSFT data
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Figure 5.8: Autocorrelation plot of posterior samples using real MSFT data
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Figure 5.9: Gelman-Rubin plot of posterior samples using real MSFT data.
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Figure 5.10: Geweke plot of posterior samples using real MSFT data.
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Figure 5.11: Trace plot of posterior samples using real PFE data
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Figure 5.12: Autocorrelation of posterior samples using real PFE data
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Figure 5.13: Gelman-Rubin plot of posterior samples using real PFE data.
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Figure 5.14: Geweke plot of posterior samples using real PFE data.
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Figure 5.15: Trace plot of posterior samples using real XOM data
47
0 10 20 30
-1
.0
-0
.5
0.
0
0.
5
1.
0
Lag
A
ut
oc
or
re
la
tio
n
alpha
0 10 20 30
-1
.0
-0
.5
0.
0
0.
5
1.
0
Lag
A
ut
oc
or
re
la
tio
n
eta
0 10 20 30
-1
.0
-0
.5
0.
0
0.
5
1.
0
Lag
A
ut
oc
or
re
la
tio
n
sigma2
0 10 20 30
-1
.0
-0
.5
0.
0
0.
5
1.
0
Lag
A
ut
oc
or
re
la
tio
n
delta2
0 10 20 30
-1
.0
-0
.5
0.
0
0.
5
1.
0
Lag
A
ut
oc
or
re
la
tio
n
alpha
0 10 20 30
-1
.0
-0
.5
0.
0
0.
5
1.
0
Lag
A
ut
oc
or
re
la
tio
n
eta
0 10 20 30
-1
.0
-0
.5
0.
0
0.
5
1.
0
Lag
A
ut
oc
or
re
la
tio
n
sigma2
0 10 20 30
-1
.0
-0
.5
0.
0
0.
5
1.
0
Lag
A
ut
oc
or
re
la
tio
n
delta2
Figure 5.16: Autocorrelation plot of posterior samples using real XOM data
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Figure 5.17: Gelman-Rubin plot of posterior samples using real XOM data.
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Figure 5.18: Geweke plot of posterior samples using real XOM data.
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5.3 Interpretation
Glosten-Milgrom model captures the notion of asymmetric information, explicitly char-
acterizing the bid-ask spread. The bid-ask spread is the difference between the price at
which liquidity suppliers are willing to buy(ask) and the price at which they are willing to
sell(bid).In the market microstructure theoretical models, there are three sources of bid-ask
spread: First, the adverse selection costs arising with asymmetric information. Second, the
inventory costs, those the market maker must sustain for holding undesired positions. The
third one is the order processing cost, which is associated with the handling of a transaction.
In G-M model, the bid-ask spread is due to the first one. The assumption of asymmetric
information generates adverse selection costs, which oblige market makers to quote different
prices for buying and selling, i.e. to open the bid-ask spread. The spread is the premium that
market makers demand for trading with agents with superior information. The asymmetric
information in G-M model is reflected by α, the proportion of the informed traders in the
crowd. Since asymmetric information determines the bid-ask spread, we could imagine that
the bigger α is, the more informed traders, the larger the bid-ask spread will be. Figure
5.19 shows us how the value of α affects the bid-ask spread in the simulation study. The
conclusion is that with the increase of α, the bid-ask spread also increases. Proposition 5.3
provides us a theoretical justification of our conclusion.
In order to showAt−Bt is an increasing function of α, we can show that the derivative of
At − Bt about α is positive for sufficiently small α. We consider approximating the bid-ask
spread At −Bt as a linear function of α for sufficiently small α > 0, i.e. at every t, we want
to write
At −Bt = a0 + a1α + o(α) (5.1)
with a0 ≥ 0 and a1 > 0. It can be verified that as functions of α, both At and Bt have
continuous (right-)derivatives at α = 0. Expressing the dependence of At and Bt on α, we
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have
a0 = lim
α↓0
[At(α)−Bt(α)] and a1 = lim
α↓0
{
d[At(α)−Bt(α)]
dα
}
.
For t = 1, 2, ..., the asset value process
Vt = Vt−1 + Zt
where Zt are independent following Zt ∼ N(0, σ2). Hence Vt ∼ N(V0, tσ2). We denote the
normal density of Vt by ft(·). Define
I1t(α) = P (Vt > At(α)) =
∫ ∞
At(α)
ft(v) dv,
I2t(α) = P (Vt < Bt(α)) =
∫ Bt(α)
−∞
ft(v) dv,
I3t(α) = E[VtI{Vt>At(α)}] =
∫ ∞
At(α)
v ft(v) dv,
I4t(α) = E[VtI{Vt<Bt(α)}] =
∫ Bt(α)
−∞
v ft(v) dv.
Proposition 5.3.1. For every t, we have
a0 = 0; (5.2)
a1 = η
−1 lim
α↓0
[I3t(α)− I4t(α) + I2t(α)− I1t(α)] > 0. (5.3)
Proof.
At(α) =
[I3t(α)− ηV0] α + ηV0
[I1t(α)− η] α + η , (5.4)
Bt(α) =
[I4t(α)− ηV0] α + ηV0
[I2t(α)− η] α + η . (5.5)
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Hence equation (5.2) follows from
lim
α↓0
At(α) = lim
α↓0
Bt(α) = V0. (5.6)
Furthermore, more tedious but still standard calculation yields
η a1 = lim
α↓0
[I3t(α)− I4t(α) + I2t(α)− I1t(α)]
= I3t(0)− I4t(0) + I2t(0)− I1t(0)
= E[VtI{Vt>V0}]− E[VtI{Vt<V0}], (5.7)
where the last step follows from the fact that
I1t(0) = P (Vt > V0) = 1/2 = P (Vt < V0) = I2t(0).
Finally, note that Vt = V0 + ξt with ξt = Z1 + · · ·+ Zt ∼ N(0, tσ2). Therefore,
E[VtI{Vt>V0}]− E[VtI{Vt<V0}]
= E[V0I{ξt>0}] + E[ξtI{ξt>0}]− E[V0I{ξt<0}]− E[ξtI{ξt<0}]
= E[ξtI{ξt>0}]− E[ξtI{ξt<0}] > 0, (5.8)
which leads to a1 > 0.
Note: Proposition 5.3 implies that the derivative of At(α) − Bt(α) is strictly positive in
a small neighborhood of α = 0 due to the continuity of this derivative function. Therefore,
At(α)−Bt(α) is an increasing function of sufficiently small α.
Let Ft be the information available at time t, right before any transaction, Ft+ be the
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information available after a trade at time t, which include information about whether a
trader has arrived at time t, whether he bought or sold, and the price at which trade occured.
And let tk be the time when the kth transaction occurs and pk be the kth transaction price,
then pk is either Atk or Btk . Define Gk = Ftk+, then we have the following proposition.
Proposition 5.3.2. The transaction price {pk} is a martingale w.r.t. Gk.
Proof.
pk = AtkI{A buy order at tk} +BtkI{A sell order at tk}
= E[Vtk |A buy order at tk]I{A buy order at tk} + E[Vtk |A buy order at tk]I{A sell order at tk}
= E[Vtk |Ftk+] = E[Vtk |Gk].
(5.9)
Thus,
E[pk+1] = E[E[Vtk+1|Gk+1]|Gk]
= E[E[Vtk+1|Gk]|Gk+1]
= E[Vtk+1|Gk]
= E[Vtk + Ztk+1 + Ztk+2 + · · ·+ Ztk+1−1|Gk]
= E[Vtk |Gk] = pk
(5.10)
since E[Zi|Gk] = 0 ∀ i ≥ k, by the definition of ξi.
This prospostion can be interpreted as no arbitrage profit opportunity for the market.
In addition, the bid-ask spread is a reflection of the market maker’s belief about the degree
of asymmetric information. The degree of informed trading among total market participants
may not change in the short time period, at least from the market maker’s viewpoint. This
implies that the market maker makes no inference when he sees the total order imbalance at
tick level. He will shift the whole bid-ask band rather than change the spread itself. Figure
12 shows the bid-ask spread for the real cleaned data. From it, we see that the bid-ask price
doesn’t change much for a short time period, which convinces our conclusion.
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Figure 5.19: The mean bid-ask spread VS α from simulated data
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Figure 5.20: The bid-ask spread VS time from the real aggregation data
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Now let’s turn our attention to the stability properties of the bid and ask spread. In the
original G-M model, they show that if trades are reasonably banlanced (i.e. the probability
of a purchase given that a trade occurred is bounded away from zero and one) then the
expectation of the number of trades times the average spread squared is bounded by a number
that is independent of the pattern of trade. However, in our model, due to our assumption of
the dynamic evolution of the true value Vt, we are able to derive a more specific result: there
exists a constant c > 0, such that
t−1(At −Bt)2 = c, ∀t > 0 (5.11)
To outline our strategy, let B∗t =
V0−Bt
σ
√
t
and V ∗t =
V0−Vt
σ
√
t
. Then V ∗t ∼ N(0, 1). An
informed trader places a sell order if Vt < Bt which is equivalent to V ∗t > B
∗
t . Since the
distribution of V ∗t does not depend on t, the equations (3.2) and (3.3) can be rewritten so that
their expressions do not depend on t except for the solution B∗t . The bottom line is:
√
t is a
right scaling factor for Bt. By the same token, we can define A∗t =
At−V0
σ
√
t
and treat (3.4) and
(3.5) similarly. Finally, note that At−Bt
σ
√
t
= A∗t +B
∗
t .
Lemma 5.3.1. Consider the equation
αz [1− Φ(z)] + (1− α)ηz = αE[ZI{Z≥z}] (5.12)
where Z ∼ N(0, 1) with cdf Φ, and α and η are positive constants in (0, 1). Then (5.12) has
a unique solution z∗ > 0.
Proof: Rewrite (5.12) as
(1− α)ηz = αE(UI{U≥0}) (5.13)
where U = Z− z ∼ N(−z, 1). As z changes from 0 to∞, the LHS of (5.13) increases from
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0 to∞ as well, whereas the RHS decreases from α√
2pi
to 0. Therefore, (5.13) [and (5.12)] has
a unique solution z∗ > 0.
Proposition 5.3.3. There exists a constant c > 0, as a function of parameters α, η and σ,
such that (5.11) holds.
Proof: It follows from (3.2) and (3.3) that
P (Sell) Bt = α E(VtI{Vt≤Bt}) + (1− α)η E(Vt),
which yields
−α P (V ∗t ≥ B∗t ) B∗t σ
√
t+ αV0 P (V
∗
t ≥ B∗t )− (1− α)η B∗t σ
√
t+ (1− α)η V0
= −α E(V ∗t σ
√
t I{V ∗t ≥B∗t }) + αV0 P (V
∗
t ≥ B∗t ) + (1− α)η V0. (5.14)
Having canceled some terms on both sides of (5.14), we have
αB∗t P (V
∗
t ≥ B∗t ) + (1− α)η B∗t = α E[V ∗t I{V ∗t ≥B∗t }]. (5.15)
Following Lemma 5.3.1, equation (5.15) shows that B∗t = z
∗ is a positive constant (not de-
pending on t) that makes Bt = V0 −B∗t σ
√
t a unique solution for (3.3). A similar result can
be obtained for At. That will complete the proof for Proposition 5.3.3.
From the proof of Lemma 5.3.3, after some manipulation of the equation (5.15), we can
get:
(1− α)η B∗t = αE[(V ∗t −B∗t )I{V ∗t −B∗t≥0}] (5.16)
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The right hand side of equation (5.16) is greater than or equal to 0, so is the left hand side,
which means B∗t ≥ 0 for any t, since 1− α > 0 and η > 0. Therefore, Bt = V0 − σ
√
tB∗t ≤
V0. Similarly, we can get thatAt ≥ V0 for any t. Thus, we can have the following proposition.
Proposition 5.3.4. At each time t, we have At ≥ E[Vt] = V0 ≥ Bt.
An important interpretation of this propostioin is that the ask price is the revised expecta-
tion of true underlying value if there’s a buy order and the bid price is the revised expectation
of true underlying value if there’s a sell order. Therefore, the expectation of Vt are revised
upward in response to a buy order and downward in response to a sell order. After the bid
and ask prices are posted, not only we know the possible transaction prices, we also know
what the revised expectation the true value is from the market maker’s point of view.
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CHAPTER 6: GARCH VOLATILITY MODEL
In the previous model, we treat the volatility of the asset return as a constant σ2, which
obviously contradicts the stylized facts about asset returns. So in this chapter we consider
a GARCH volatility model, the related MCMC algorithm, simulation and empirical study.
We first give a brief introduction to GARCH volatility model, then present the new model,
estiamtion methods, simulation study, empirical study and finally the interpretations.
6.1 Introduction to ARCH/GARCH Volatility Model
A common finding in empirical studies of financial markets is that the variance of the
returns is not constant over time. Specifically, there are periods when volatility is relatively
high, and periods when price movements are quite small, which is called the “volatility clus-
tering” effect. Also time series of asset returns shows many other stylized facts, such as
leptokurtic distributions, asymmetry and leverage effect. A distribution whose kurtosis ex-
ceeds 3 (which is the kurtosis of any normal distribution) is called leptokurtic and is usually
associated with heavier tails than that of the normal distribution. Asymmetry of magnitudes
in upward and downward movements of asset returns is of common occurrence in equity mar-
kets. In particular, the volatility response to a large positive return is considerabley smaller
than that to a negative return of the same magnitude. This asymmetry is referred to as a
leverage effect.
To capture these effects, Engel (1982) proposed the AutoRegressive Conditional Het-
eroskedasticity(ARCH) model. The idea is to estimate the volatility at time t conditional on
the information available at time t. The ARCH(k) model is defined by the following:
zt = σtt, σ
2
t = ω +
k∑
1
γjz
2
t−j (6.1)
in which zt is the centred log return, t are i.i.d. random variables with mean 0 and variance 1
and have either standard normal or standard Student t-distribution, and σ2t is the conditional
volatility.
Bollerslev (1986) introduced the generalized ARCH(GARCH) model which is of the
form
zt = σtt, σ
2
t = ω +
p∑
i=1
βiσ
2
t−i +
q∑
j=1
γjz
2
t−j (6.2)
where the notations are the same as those in ARCH model. The GARCH(p, q) model can
be considered as an ARMA model of volatility with martingale difference innovations. To
ensure the zt is covariance stationary, it’s required that
ω > 0, γj ≥ 0, βi ≥ 0,
p∑
i=1
βi +
q∑
j=1
γj < 1 (6.3)
GARCH volatilities were also adopted in some models for market microstructure, such
as Engle and Sun (2007), where they use a GARCH process to model both the daily and tick
volatilities.
We apply the GARCH(1,1) model to the volatility of asset return : Vt − Vt−1. The new
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model is:
Vt = Vt−1 + zt, zt = σtt
σ2t = ω + βσ
2
t−1 + γz
2
t−1
= ω + βσ2t−1 + γσ
2
t−1
2
t−1
t
i.i.d∼ N(0, 1),
ω > 0, , β > 0, γ > 0, β + γ < 1
(6.4)
6.2 Estimation
In the GARCH volatility mode, we replace the previous σ2 by three new parameters ω,
β, γ. And Bayesian MCMC framework can also be applied to the new model to get the
parameter estimation.
To estimate those parameters, again we apply Bayesian MCMC. The priors are given
below:
α ∼ Beta(αα, βα)
η ∼ Unif(0, 0.5)
ω ∼ Unif(0, uω)
β ∼ Unif(uβ, 1)
γ ∼ Unif(0, 1− uβ)
δ2 ∼ Unif(u1δ, u2δ)
The prior information for the new parameters ω, β, γ is based on the literature and also
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the condition β + γ < 1. From Lai and Xing (2008), ω is usually very small and β is close
to 1 while γ is also quite close to 0.
Under these conditions, we can derive the posterior conditional distribution, which will be
used in MCMC sampling. Please refer to APPENDIX II for the detailed posterior distribution
derivation and MCMC procedure for the GARCH volatility model.
6.3 Simulation Study
Similar as before, in order to test if our MCMC algorithms work well, we do simulation
study first. In the simulation study, we specify α = 0.2, η = 0.25, δ2 = 0.01, ω = 0.08, β =
0.96, γ = 0.015. Based on the new GARCH volatility model, we calculated the Bid and Ask
prices, and then use these data to estimate the six parameters in the model by our MCMC
algorithms. We run two MCMC chains, each containing 120,000 samples, and use 60,000
burn in sample.(After the burn in sample, we use every 20 sample as a new sample) Table
6.1 examines the effectiveness of the estimation strategy, showing the true value, posterior
summary statistics of those parameters. We could use the posterior mean or posterior median
as an estimation of the parameter. Figures 6.1-6.4 show the related convergence results of the
MCMC algorithm.
From the tables and figures, we can see that our simulation results are acceptable, the
posterior mean or median are close to the true value and MCMC diagnostic statistics show
that the chains converge. Therefore, next step, we can implement the MCMC procurdure
using real data.
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Parameter True Value Min Median Mean Max Standard Error
α 0.20 0.0000 0.1677 0.2400 0.9997 0.0032
η 0.25 0.0000 0.2474 0.2492 0.4997 0.0019
ω 0.08 0.0008 0.0845 0.0788 0.1000 0.0002
β 0.96 0.8357 0.9850 0.9785 0.9999 0.0002
γ 0.015 0.0000 0.0006 0.013 0.1232 0.0001
δ2 0.01 0.001 0.0105 0.0106 0.1000 0.0000
Table 6.1: Summary statistics of posterior samples using simulated data (GARCH).
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Figure 6.1: Trace plot of posterior samples using simulated data (GARCH)
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Figure 6.2: Autocorrelation of posterior samples using simulated data (GARCH)
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Figure 6.3: Gelman-Rubin plot of posterior samples using simulated data (GARCH).
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Figure 6.4: Geweke plot of posterior samples using simulated data (GARCH)
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6.4 Empirical Study
For the empirical study, we use the same data as before. The following tables give us the
summary statistics for posterior samples of different equities and the figures following the
tables are convergence diagnostics. From the figures, we can see that our MCMC algorithms
converge. We can use posterior mean or median as estimators of the parameters.
In terms of the posterior estmation of the parameters for different equities, our conclusion
is that η and δ2 are almost the same for all four equities. While the GARCH parameters ω, β
and γ vary among different equities, but the difference is quite small. For α, the proportion of
informed traders, the estimation for XOM is very different from the remaining three equities.
In order to compare our estimation results of the original and GARCH(1,1) models, we
compare the predicted mean square errors. To get the predicted mean square error, we use
the posterior mean as the estimator of the parameter and then do the prediction. The mean
squared error is defined as
∑
(xˆi − xi)2/n, where xˆi is the element of the predicted price
vector xˆ, xi is the element of the actual price vector x and n is the length of xˆ. Table 6.6
gives us the comparision result of the square root of predicted mean square error of the bid
and ask prices for the original and GARCH(1,1) model. From the table, we can see that the
predicted mean squre error for the GARCH(1,1) model is uniformly smaller than the original
model for all four equities.
Parameter Min Median Mean Max Standard Error
α 0.0000 0.1662 0.2506 1.0000 0.0027
η 0.0000 0.2470 0.2474 0.4997 0.0016
ω 0.0005 0.0452 0.0430 0.050 0.0000
β 0.8068 0.9845 0.9781 0.9999 0.0002
γ 0.0000 0.0007 0.0128 0.1449 0.0002
δ2 0.0010 0.0503 0.0505 0.1000 0.0003
Table 6.2: Summary statistics of posterior samples using real BAC data (GARCH)
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Parameter Min Median Mean Max Standard Error
α 0.0000 0.1651 0.2501 0.9987 0.0031
η 0.0000 0.2490 0.2494 0.5000 0.0019
ω 0.0000 0.0853 0.0799 0.1000 0.0001
β 0.8450 0.9840 0.9774 1.0000 0.0003
γ 0.0000 0.0074 0.0131 0.1514 0.0002
δ2 0.0100 0.0451 0.0451 0.0800 0.0004
Table 6.3: Summary statistics of posterior samples using real MSFT data (GARCH)
Parameter Min Median Mean Max Standard Error
α 0.0000 0.1599 0.2457 0.9972 0.0031
η 0.0001 0.2485 0.2487 0.5000 0.0018
ω 0.0060 0.0745 0.0718 0.0800 0.0001
β 0.8056 0.9840 0.9772 1.0000 0.0002
γ 0.0000 0.0073 0.0134 0.1564 0.0002
δ2 0.0010 0.0506 0.0511 0.1000 0.0004
Table 6.4: Summary statistics of posterior samples using real PFE data (GARCH)
Parameter Min Median Mean Max Standard Error
α 0.0000 0.2810 0.3492 0.9999 0.0022
η 0.0000 0.2494 0.2493 0.5000 0.0013
ω 0.0081 0.0929 0.0898 0.1000 0.0000
β 0.8059 0.9814 0.9734 1.0000 0.0002
γ 0.0000 0.0084 0.0153 0.1788 0.0001
δ2 0.0100 0.0446 0.0448 0.0800 0.0002
Table 6.5: Summary statistics of posterior samples using real XOM data (GARCH)
Original GARCH
Ask Bid Ask Bid
BAC 0.1442 0.1225 0.1014 0.0798
MSFT 0.1002 0.0931 0.0937 0.0866
PFE 0.1102 0.1025 0.1060 0.0981
XOM 0.2096 0.1982 0.1345 0.1238
Table 6.6: Predicted MSE of different equities for the original and GARCH(1,1) model
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Figure 6.5: Trace plot of the posterior samples from real BAC data (GARCH)
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Figure 6.6: Autocorrelation of the posterior samples from real BAC data (GARCH)
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Figure 6.7: Gelman-Rubin plot of posterior samples using real BAC data (GARCH)
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Figure 6.8: Geweke plot of posterior samples using real BAC data (GARCH)
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Figure 6.9: Trace plot of posterior samples using real MSFT data (GARCH)
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Figure 6.10: Autocorrelation plot of posterior samples using real MSFT data (GARCH)
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Figure 6.11: Gelman-Rubin plot of posterior sampels using real MSFT data (GARCH)
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Figure 6.12: Geweke plot of posterior samples using real MSFT data (GARCH)
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Figure 6.13: Trace plot of posterior samples using real PFE data (GARCH)
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Figure 6.14: Autocorrelation plot of posterior samples using real PFE data (GARCH)
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Figure 6.15: Gelman-Rubin plot of posterior samples using real PFE data (GARCH)
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Figure 6.16: Geweke plot of posterior samples using real PFE data (GARCH)
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Figure 6.17: Trace plot of posterior samples using real XOM data (GARCH)
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Figure 6.18: Autocorrelation plot of posterior samples using real XOM data (GARCH)
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Figure 6.19: Gelman-Rubin plot of posterior samples using real XOM data (GARCH)
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Figure 6.20: Geweke plot of posterior samples using real XOM data (GARCH)
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6.5 Interpretation
Similar to the original model, the propositons 5.3.2 and 5.3.4 still hold and the proofs
are also the same. The conclusion of proposition 5.3.3 also holds under the GARCH(1,1)
volatility model. However, the proof is more complicated since the volatility of increment of
Vt is not a constant any more. The following is the detailed proof of the asymptotic property
of the bid-ask spread under GARCH(1,1) model.
First, under the assumption ω > 0, and β + γ < 1, let’s develope some asymptotic
properties of the GARCH(1,1) model. Define V ∗∗t =
Vt−V0√
ω
1−β−γ t
, then we have the following
lemma.
Lemma 6.5.1. Under the assumption, ω > 0 and β+γ < 1, we haveEV ∗∗t = 0, E(V ∗∗t )2 =
1, ∀t and V ∗∗t converges in distribution to N(0, 1) as t→∞.
Proof:
In order to prove our lemma, we need to cite Central Limit Theorem for weak dependent
random variables, from Billingsley (1995), theorem 27.4, which says:
Suppose that X1, X2, . . . is stationary and α-mixing with αn = O(n−5) and that EXn =
0, EX12n <∞. Denote Sn = X1 + · · ·+Xn, then the limit
σ2 = lim
n→∞
ES2n
n
(6.5)
exits and if σ 6= 0, then Sn
σ
√
n
converges in distribution to N(0, 1).
Let’s check the conditions one by one. Under the GARCH(1,1) model, Vt = V0 + z1 +
z2 + · · ·+ zt, consider Vt−V0 = z1 + z2 + · · ·+ zt, from Lindner (2009), under the condition
β + γ < 1, {zt} are α-mixing with geometric rate, which means αn ≤ cλn, for some c > 0
and λ ∈ (0, 1) thus αn
n−5 ≤ cλ
n
n−5 → 0, meaning that αn = O(n−5).
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Also from Lindner (2009), Ezt = 0, Ez12t exits and Ez
2
t = Eσ
2
tE
2
t =
ω
1−β−γ . Then
consider:
E(z1 + · · ·+ zt)2 =
t∑
i=1
Ez2i + 2
∑
i<j
Ezizj
= t
ω
1− β − γ + 2
∑
i<j
Eσiiσjj
= t
ω
1− β − γ
(6.6)
since
∀i < j, Eσiiσjj = EσiiσjEj = 0 (6.7)
because j is independent of σiiσj . Therefore the conditions of CLT for weak dependence
satisfies, and we have z1+···+zt√ ω
1−β−γ t
= Vt−V0√ ω
1−β−γ t
D−→ N(0, 1). Also, EV ∗∗t = 0 since Ezt = 0 and
E(V ∗∗t )
2 = E (z1+···+zt)
2
t ω
1−β−γ
= 1 from equation (6.6). Therefore the lemma is proved.
In order to show the asymptotic property of the bid and ask spread, we also need the
following lemma regarding uniform integrablility.
Lemma 6.5.2. If {Yt} is uniform integrable, Yt converges to Y in distribution and Y is
integrable, then E[YtI{Yt≥0}]→ E[Y I{Y≥0}] as t→∞.
Proof:
For any M > 0, we have
|EYtI{Yt≥0} − EY I{Y≥0}|
= |EYtI{0≤Yt≤M} + EYtI{Yt>M} − EY I{0≤Y≤M} − EY I{Y >M}|
≤ |E[YtI{0≤Yt]≤M} − E[Y I{0≤Y≤M}]|+ |EYtI{Yt>M}|+ |EY I{Y >M}|
(6.8)
then for ∀ > 0, since {Yt} are uniform integrable and E|Y | < ∞, we can choose M large
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enough, such that |EYtI{Yt>M}| ≤ /3 and |EY I{Y >M}| < /3.
Consider the first item of equation (6.8), since Yt converges in distribution to Y , define
Y ∗t =
 Yt, 0 ≤ Yt ≤MM, Yt > M (6.9)
and
Y ∗ =
 Y, 0 ≤ Y ≤MM, Y > M (6.10)
Then for any continuous and bounded function f ,
Ef(Y ∗t ) = E[E[f(Y
∗
t )]|Yt]
= P (Yt > M) ∗M + P (0 ≤ Yt ≤M) ∗ Ef(Yt)
t→∞−−−→ P (Y > M) ∗M + P (0 ≤ Y ≤M) ∗ Ef(Y )
= E(f(Y ∗))
(6.11)
this means that Y ∗t converges in distribution to Y
∗, and then
E[Y ∗t I{0≤Y ∗t ≤M}]→ E[Y ∗I{0≤Y ∗≤M}] (6.12)
In addition, since
E[Y ∗t I{0≤Y ∗t ≤M}] = E[YtI{0≤Yt≤M}] (6.13)
and
E[Y ∗I{0≤Y ∗≤M}] = E[Y I{0≤Y≤M}] (6.14)
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we have
E[YtI{0≤Yt≤M}]→ E[Y I{0≤Y≤M}] (6.15)
as t→∞, for any M > 0.
Therefore, for any  > 0, we can first choose M large enough such that the summation
of the last two items of equation (6.8) is less than 2/3 and then choose t large enough,
such that the first item is less than /3, thus, equation (6.8) is less than , which means that
E[YtI{Yt≥0}]→ E[Y I{Y≥0}], as t→∞. The lemma is proved.
Now we can show our final conclusion about the asymptotic property of the bid ask
spread. Similarly as before, let’s define V ∗t = −V ∗∗t = V0−Vt√ ω
1−β−γ t
, B∗t =
V0−Bt√
ω
1−β−γ t
, and
A∗t =
At−V0√
ω
1−β−γ t
, then we have the following proposition.
Proposition 6.5.1. Under the GARCH(1,1) volatility model, A∗t and B∗t , which are defined
above, are uniformly bounded.
Proof:
Using the same calculation as that for the original model, we can get that under GARCH(1,1)
model, B∗t should satisfy the following equation:
(1− α)ηB∗t = αE[(V ∗t −B∗t )I{V ∗t −B∗t≥0}]. (6.16)
Note that the expression of the equation is the same as before, but the definition of V ∗t
and B∗t is different. To show B
∗
t is bounded, first notice that the right hand side of equation
(6.16) is greater than or equal to 0, therefore, B∗t ≥ 0. Secondly, notice that
E|V ∗t | = E|V ∗t |I{V ∗t ≥B∗t } + E|V ∗t |I{V ∗t <B∗t }
≥ E|V ∗t |I{V ∗t ≥B∗t }
≥ B∗t P (V ∗t ≥ B∗t ).
(6.17)
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Therefore,
E[(V ∗t −B∗t )I{V ∗t −B∗t≥0}] ≤ E|V ∗t |I{V ∗t ≥B∗t } +B∗t P (V ∗t ≥ B∗t )
≤ 2E(|V ∗t |)
≤ 2
√
E(V ∗t )2 = 2 <∞.
(6.18)
Following equation (6.16), we show that B∗t are uniformly bounded. Similar method can
be applied to show that A∗t are also uniformly bounded. The proposition is proved.
Finally, we have the proposition of the asymptotic property of bid-ask spread.
Proposition 6.5.2. Under the GARCH(1,1) volatility model, there exists some constant d >
0, as a function of α, η, ω, β and γ, such that
lim
t→∞
t−1(At −Bt)2 = d. (6.19)
Proof:
Our strategy is similar to the original model case, let B∗t and V
∗
t are defined as above in
proposition 6.5.1. Then an informed trader places a sell order if Vt < Bt which is equivalent
to V ∗t > B
∗
t . By the same token, we can defineA
∗
t =
At−V0
σ
√
t
and treat (3.4) and (3.5) similarly.
And note that At−Bt√ ω
1−β−γ t
= A∗t+B
∗
t , if we can show thatB
∗
t andA
∗
t converge to some constants
which don’t depend on t, then we are done.
So consider the two equations:
(1− α)ηB∗t = αE[(V ∗t −B∗t )I{V ∗t −B∗t≥0}] (6.20)
(1− α)ηz∗ = αE[(Z − z∗)I{Z−z∗≥0}] (6.21)
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where Z ∼ N(0, 1). We want to show that
lim
t→∞
B∗t = z
∗ (6.22)
From Lemma 5.3.1, we know that equation (6.21) has a unique solution z∗, which doesn’t
depend on t. From Proposition 6.5.1, {B∗t } are uniformly bounded, if we prove that every
convergent subsequence of B∗t converges to z
∗, we are done.
Consider any convergent subsequence B∗tk of B
∗
t , suppose B
∗
tk
→ z, since it’s bounded
and V ∗t is uniform integrable, then V
∗
t − B∗t is also uniform integrable. In addition, since as
k →∞, V ∗tk converges in distribution to Z, and B∗tk → z, by Slutsky’s theorm, V ∗tk−B∗tk also
converges in distrubtion to Z − z.
Then following Proposition 6.5.2, we have
E[(V ∗tk −B∗tk)I{V ∗tk−B∗tk≥0}]→ E[(Z − z)I{Z−z≥0}] (6.23)
and
(1− α)ηB∗tk → (1− α)ηz (6.24)
B∗tk satisfies
(1− α)ηB∗tk = αE[(V ∗tk −B∗tk)I{V ∗tk−B∗tk≥0}] (6.25)
let k →∞, we get
(1− α)ηz = αE[(Z − z)I{Z−z≥0}] (6.26)
since equation (6.21) has a unique solution z∗, then z = z∗, which means that for every
convergent subsequence B∗tk of B
∗
t , B
∗
tk
→ z∗. Therefore, B∗t → z∗ as t → ∞. Using the
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same token, one can show that A∗t → z∗, thus,
lim
t→∞
t−1(At −Bt)2 = ω
1− β − γ limt→∞(A
∗
t +B
∗
t )
2
=
4(z∗)2ω
1− β − γ
(6.27)
The proposition is proved.
For the original model, we have the conclusion that when the proportion α of informed
traders is small enough, the bid-ask spread is an increasing function of α. Now, we can have
similar result, but in the asymptotic sense.
Proposition 6.5.3. When t is large enough, the bid-ask spread At − Bt is an increasing
function of α.
Proof:
Again, let’s consider
a1 = lim
α↓0
d[At(α)−Bt(α)]
dα
(6.28)
Using the same calculation and notation as before, and define s =
√
ω
1−β−γ , we can get
that
η a1 = lim
α↓0
[I3t(α)− I4t(α) + I2t(α)− I1t(α)]
= I3t(0)− I4t(0) + I2t(0)− I1t(0)
= E[VtI{Vt>V0}]− E[VtI{Vt<V0}] + P (Vt < V0)− P (Vt > V0)
= E[(V0 + s
√
tV ∗∗t )I{V ∗∗t >0}]− E[(V0 + s
√
tV ∗∗t )I{V ∗∗t <0}] + P (V
∗∗
t < 0)− P (V ∗∗t > 0)
= s
√
t{E[V ∗∗t I{V ∗∗t >0}]− E[V ∗∗t I{V ∗∗t <0}]}+ (V0 − 1)[P (V ∗∗t > 0)− P (V ∗∗t < 0)]
t→∞−−−→∞
(6.29)
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since as t → ∞, the first part of equation (6.29) goes to ∞ and the second part goes to 0,
using the fact that P (V ∗∗t > 0)→ P (Z > 0) = 0.5, P (V ∗∗t < 0)→ P (Z < 0) = 0.5 and
E[V ∗∗t I{V ∗∗t >0}]− E[V ∗∗t I{V ∗∗t <0}]→ E[ZI{Z>0}]− E[ZI{Z<0}] =
√
2
pi
. (6.30)
Equation (6.29) means that there exists some T > 0, for any t > T ,
lim
α↓0
d[At(α)−Bt(α)]
dα
> 0 (6.31)
which is saying, for α small enough, At−Bt is an increasing function of α. The proposition
is proved.
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APPENDIX A: MCMC PROCEDURE FOR THE ORIGINAL MODEL
In this section, we provide details of the MCMC algorithm given in Chapter 3.
At first, we specify the hyperparameters in the prior distributions. We let αα = 2, βα =
10, ασ = 3, βσ = 1 and u1σ = u1δ = 0, u2σ = u2δ = 0.5
In the formulas below, t stands for each time period in the model(t = 1, · · · , T ) and n
stands for the nth iteration (n = 1, · · · , N ) in the MCMC procedure.
• Step 0. Initialize α(0), η(0), σ2(0), δ2(0), V (0)1 , · · · , V (0)T , for simplicity, for each parame-
ter, just use a sample from the prior distribution.
• Step 1. Update the latent variable V (n)t .
1. if t = 2, 3, · · · , T − 1
f(V
(n)
t |V (n−1), V (n)1 , · · · , V (n)t−1, θ(n−1), P a, P b)
∝f(V (n)t |V (n)t−1, θ(n−1))f(V (n−1)t+1 |V (n)t , θ(n−1))
∝e−
(V
(n)
t −V
(n)
t−1)
2
2σ2(n−1) e
− (V
(n−1)
t+1 −V
(n)
t )
2
2σ2(n−1)
∝e−
[V
(n)
t −
V
(n)
t−1+V
(n−1)
t+1
2 ]
2
2(σ(n−1)/√2)2
∼N(V
(n)
t−1 + V
(n−1)
t+1
2
,
σ2(n−1)
2
)
(A.1)
where V (n) = (V (n)1 , · · · , V (n)T )T , and θ(n) = (α(n), η(n), σ2(n), δ2(n))T .
So given all the other, we just sample a normal distribution with mean V
(n)
t−1+V
(n−1)
t+1
2
,
variance σ
2(n−1)
2
to get V (n)t .
2. if t = 1, similarly, we sample V (n)1 ∼ N(V (n−1)2 , σ2(n−1))
3. if t = T , then we sample V (n)T ∼ N(V (n)T−1, σ2(n−1))
• Step 2. Update σ2(n)
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1. If the prior is IG(ασ, βσ), then
f(σ2(n)|V (n), α(n−1), η(n−1), δ2(n−1), P a, P b)
∝
T∏
t=2
f(V
(n)
t |V (n)t−1, p(n), α(n−1), η(n−1), δ2(n−1), P a, P b)f(σ2(n))
∝
T∏
t=2
(σ2(n))−
1
2 e
− (V
(n)
t −V
(n)
t−1)
2
2σ2(n) (σ2(n))−ασ−1e−
βσ
σ2(n)
∝(σ2(n))−(T−12 +ασ)−1e−
∑T
t=2(V
(n)
t −V
(n)
t−1)
2
2 +βσ
σ2(n)
∼IG(T − 1
2
+ ασ,
∑T
t=2(V
(n)
t − V (n)t−1)2
2
+ βσ)
(A.2)
2. If the prior is Unif(u1σ, u2σ), then
f(σ2(n)|V (n), α(n−1), η(n−1), δ2(n−1), P a, P b)
∝
T∏
t=2
f(V
(n)
t |V (n)t−1, p(n), α(n−1), η(n−1), δ2(n−1), P a, P b)f(σ2(n))
∝(σ2(n))−T−12 e−
∑T
t=2(V
(n)
t −V
(n)
t−1)
2
2σ2(n) 1{σ2(n)∈(u1σ ,u2σ)}
(A.3)
The conditional posterior distribution is not in the closed form, hence we need an
Metroplis-Hastings step within Gibbs. The procedure is as follows:
(a) Simulate a sample yσ from a proposal density qσ, here, we use the prior
distribution, which is Unif(u1σ, u2σ).
(b) Denote the conditional posterior distribution of σ2 as fσ, compute the accep-
tance probability ρσ = min(1,
fσ(yσ)qσ(σ(n−1))
fσ(σ(n−1))qσ(yσ)
).
(c) σ2(n) = { yσ with probability ρσ
σ2(n−1) with probability 1− ρσ
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• Step 3. Update α(n)
f(α(n)|V (n), σ2(n), η(n−1), δ2(n−1), P a, P b)
∝
T∏
t=1
e
− (P
a
t −At)2
2δ2(n−1) e
− (P
b
t −Bt)2
2δ2(n−1) (α(n))αα−1(1− α(n))βα−1
(A.4)
where Bt, At is given by equations (3.3) and (3.4) respectively, with η, α replaced by
η(n−1) and α(n) respectively.
The conditional posterior distribution is not in the closed form, hence we need an
Metroplis-Hastings step within Gibbs. The procedure is as follows:
1. Simulate a sample yα from a proposal density qα, here, we use the prior distribu-
tion, which is Beta(αα, βα).
2. Denote the conditional posterior distribution of α as fα, compute the acceptance
probability ρα = min(1,
fα(yα)qα(α(n−1))
fα(α(n−1))qα(yα)
).
3. α(n) = { yα with probability ρα
α(n−1) with probability 1− ρα
• Step 4. Update η(n)
f(η(n)|V (n), σ2(n), α(n), δ2(n−1), P a, P b)
∝
T∏
t=1
e
− (P
a
t −At)2
2δ2(n−1) e
− (P
b
t −Bt)2
2δ2(n−1) 1{η(n)∈(0,1)}
(A.5)
where Bt, At is given by equations (3.3) and (3.4) respectively, with η, α replaced by
η(n) and α(n) respectively.
Similar with α, an MH within Gibbs step is applied since the conditional posterior of
η(n) is not in the closed form. The steps are given as below.
1. Simulate a sample yη from a proposal density qη, here, we still use the prior
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distribution, which is Unif(0, 1).
2. Denote the conditional posterior distribution of η as feta, compute the acceptance
probability ρη = min(1,
fη(yη)qη(η(n−1))
fη(η(n−1))qη(yη)
).
3. η(n) = { yη with probability ρη
η(n−1) with probability 1− ρη
• Step 5. Update δ2(n)
f(δ2(n)|V (n), σ2(n), α(n), η(n), P a, P b)
∝
T∏
t=1
(δ2(n))−
1
2 e
− (P
a
t −At)2
2δ2(n−1) · (δ2(n))− 12 e−
(Pbt −Bt)2
2δ2(n−1) 1{δ2(n)∈(u1δ,u2δ)}
∝(δ2(n))−T · e−
∑T
t=1
(Pat −At)2+(Pbt −Bt)2
2δ2(n) 1{δ2(n)∈(u1δ,u2δ)}
(A.6)
where Bt, At is given by equations (3.3) and (3.4) respectively, with η, α replaced by
η(n) and α(n) respectively.
Again, we need an MH within Gibbs step.
1. Simulate a sample yδ from a proposal density qδ, here, we still use the prior
distribution, which is Unif(u1δ, u2δ).
2. Denote the conditional posterior distribution of δ as fδ, compute the acceptance
probability ρδ = min(1,
fδ(yδ)qδ(δ
2(n−1))
fδ(δ2(n−1))qδ(yδ)
).
3. δ2(n) = { yδ with probability ρδ
δ2(n−1) with probability 1− ρδ
• Step 6. Let n = n+ 1, and go to Step 1.
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APPENDIX B: MCMC PROCEDURE FOR THE GARCH(1,1) MODEL
In this section, we provide the detailed description of the MCMC algorithm for GARCH(1,1)
volatility model.
• Step 0. Initialize α(0), η(0), ω(0), β(0), γ(0), δ2(0), V (0)1 , · · · , V (0)T , σ2(0)1 , · · · , σ2(0)T . For
simplicity, for each parameter, just generate a sample from the prior distribution.
• Step 1. Update the latent variable V (n)t .
1. if t = 2, 3, · · · , T − 1
f(V
(n)
t |V (n−1), V (n)1 , · · · , V (n)t−1, θ(n−1), P a, P b, σ2(n−1))
∝f(V (n)t |V (n)t−1, σ2(n−1)t )f(V (n−1)t+1 |V (n)t , σ2(n−1)t+1 )
∝ exp{−(V
(n)
t − V (n)t−1)2
2σ
2(n−1)
t
} exp{−(V
(n−1)
t+1 − V (n)t )2
2σ
2(n−1)
t+1
}
∝ exp{−(σ
2(n−1)
t+1 + σ
2(n−1)
t )(V
(n)
t )
2 − 2[σ2(n−1)t+1 V (n)t−1 + σ2(n−1)t V (n−1)t+1 ]V (n)t
2σ
2(n−1)
t σ
2(n−1)
t+1
}
∝ exp{−
(V
(n)
t )
2 − 2[σ
2(n−1)
t+1 V
(n)
t−1+σ
2(n−1)
t V
(n−1)
t+1
σ
2(n−1)
t+1 +σ
2(n−1)
t
]V
(n)
t
2
σ
2(n−1)
t σ
2(n−1)
t+1
σ
2(n−1)
t+1 +σ
2(n−1)
t
}
∼N(σ
2(n−1)
t+1 V
(n)
t−1 + σ
2(n−1)
t V
(n−1)
t+1
σ
2(n−1)
t+1 + σ
2(n−1)
t
,
σ
2(n−1)
t σ
2(n−1)
t+1
σ
2(n−1)
t+1 + σ
2(n−1)
t
)
(B.1)
where V (n) = (V (n)1 , · · · , V (n)T )T , θ(n) = (α(n), η(n), ω(n), β(n), γ(n), δ2(n))T and
σ2(n−1) = (σ2(n−1)1 , · · · , σ2(n−1)T )T .
2. if t = 1, we sample V (n)1 ∼ N(V (n−1)2 , σ2(n−1)2 )
3. if t = T , then we sample V (n)T ∼ N(V (n)T−1, σ2(n−1)T )
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• Step 2. Update latent variable σ2(n)t
f(σ
2(n)
t |V (n), θ(n−1), σ2(n)1 , · · · , σ2(n)t−1 )
∝ 1
σ
(n)
t
e
− [V
(n)
t −V
(n)
t−1]
2
2σ
2(n)
t
(B.2)
The conditional posterior distribution is not in the closed form, hence we need an
Metroplis-Hastings step within Gibbs. The procedure is as follows:
1. Simulate a sample yσ from a proposal density qσ, here, we use the inverse gamma
distribution, IG(3,1).
2. Denote the conditional posterior distribution of σ as fσ, compute the acceptance
probability ρσ = min(1,
fσ(yσ)qσ(σ(n−1))
fσ(σ(n−1))qσ(yσ)
).
3. σ(n) = { yσ with probability ρσ
σ(n−1) with probability 1− ρσ
• Step 3. Update ω(n)
f(ω(n)|θ(n−1), {V (n)}, {σ2(n)})
∝
T∏
t=2
[ω(n) + β(n−1)σ2(n)t−1 + γ
(n−1)(V (n)t−1 − V (n)t−2)2]−
1
2
exp{−
T∑
t=2
(V
(n)
t − V (n)t−1)2
2[ω(n) + β(n−1)σ2(n)t−1 + γ(n−1)(V
(n)
t−1 − V (n)t−2)2]
}1{ω(n)∈(0,a)}
(B.3)
The conditional posterior distribution is not in the closed form, hence we need an
Metroplis-Hastings step within Gibbs. The procedure is as follows:
1. Simulate a sample yω from a proposal density qω, here, we use the prior distribu-
tion, which is Unif(0, a).
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2. Denote the conditional posterior distribution of ω as fω, compute the acceptance
probability ρω = min(1,
fω(yω)qω(ω(n−1))
fω(ω(n−1))qω(yω)
).
3. ω(n) = { yω with probability ρω
ω(n−1) with probability 1− ρω
• Step 4. Update β(n)
f(β(n)|θ(n−1)−ω , ω(n), {V (n)}, {σ2(n)})
∝
T∏
t=2
[ω(n) + β(n)σ
2(n)
t−1 + γ
(n−1)(V (n)t−1 − V (n)t−2)2]−
1
2
exp{−
T∑
t=2
(V
(n)
t − V (n)t−1)2
2[ω(n) + β(n)σ
2(n)
t−1 + γ(n−1)(V
(n)
t−1 − V (n)t−2)2]
}1{β(n)∈(b,1)}
(B.4)
Again, the conditional posterior distribution is not in the closed form, hence we need
an Metroplis-Hastings step within Gibbs. The procedure is as follows:
1. Simulate a sample yβ from a proposal density qβ , here, we use the prior distribu-
tion, which is Unif(b, 1).
2. Denote the conditional posterior distribution of β as fβ , compute the acceptance
probability ρβ = min(1,
fβ(yβ)qβ(β
(n−1))
fβ(β(n−1))qβ(yβ)
).
3. β(n) = { yβ with probability ρβ
β(n−1) with probability 1− ρβ
• Step 5. Update γ(n)
f(γ(n)|θ(n−1)−ω,−β, ω(n), β(n), {V (n)}, {σ2(n)})
∝
T∏
t=2
[ω(n) + β(n)σ
2(n)
t−1 + γ
(n)(V
(n)
t−1 − V (n)t−2)2]−
1
2
exp{−
T∑
t=2
(V
(n)
t − V (n)t−1)2
2[ω(n) + β(n)σ
2(n)
t−1 + γ(n)(V
(n)
t−1 − V (n)t−2)2]
}1{γ(n)∈(0,1−β(n))}
(B.5)
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Again, the conditional posterior distribution is not in the closed form, hence we need
an Metroplis-Hastings step within Gibbs. The procedure is as follows:
1. Simulate a sample yγ from a proposal density qγ , here, we use the prior distribu-
tion, which is Unif(0, 1− β(n)).
2. Denote the conditional posterior distribution of γ as fγ , compute the acceptance
probability ργ = min(1,
fγ(yγ)qγ(γ(n−1))
fγ(γ(n−1))qγ(yγ)
).
3. γ(n) = { yγ with probability ργ
γ(n−1) with probability 1− ργ
• Step 6. Update α(n)
f(α(n)|{V (n)}, {σ2(n)}, η(n−1), δ2(n−1), P a, P b)
∝
T∏
t=1
e
− (P
a
t −At)2
2δ2(n−1) e
− (P
b
t −Bt)2
2δ2(n−1) (α(n))αα−1(1− α(n))βα−1
(B.6)
where Bt, At is given by equations (3.3) and (3.4) respectively, with η, α, σ2 replaced
by η(n−1), α(n) and σ2t respectively.
Again, we need an MH within Gibbs step:
1. Simulate a sample yα from a proposal density qα, here, we use the prior distribu-
tion, which is Beta(αα, βα).
2. Denote the conditional posterior distribution of α as fα, compute the acceptance
probability ρα = min(1,
fα(yα)qα(α(n−1))
fα(α(n−1))qα(yα)
).
3. α(n) = { yα with probability ρα
α(n−1) with probability 1− ρα
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• Step 7. Update η(n)
f(η(n)|{V (n)}, {σ2(n)}, α(n), δ2(n−1), P a, P b)
∝
T∏
t=1
e
− (P
a
t −At)2
2δ2(n−1) e
− (P
b
t −Bt)2
2δ2(n−1) 1{η(n)∈(0,0.5)}
(B.7)
where Bt, At is given by equations (3.3) and (3.4) respectively, with η, α, σ2 replaced
by η(n), α(n) and σ2t respectively.
Similar with α, an MH within Gibbs step is applied since the conditional posterior of
η(n) is not in the closed form. The steps are given as below.
1. Simulate a sample yη from a proposal density qη, here, we still use the prior
distribution, which is Unif(0, 1).
2. Denote the conditional posterior distribution of η as feta, compute the acceptance
probability ρη = min(1,
fη(yη)qη(η(n−1))
fη(η(n−1))qη(yη)
).
3. η(n) = { yη with probability ρη
η(n−1) with probability 1− ρη
• Step 8. Update δ2(n)
f(δ2(n)|V (n), σ2(n), α(n), η(n), P a, P b)
∝
T∏
t=1
(δ2(n))−
1
2 e
− (P
a
t −At)2
2δ2(n) · (δ2(n))− 12 e−
(Pbt −Bt)2
2δ2(n) 1{δ2(n)∈(u1δ,u2δ)}
∝(δ2(n))−T · e−
∑T
t=1
(Pat −At)2+(Pbt −Bt)2
2δ2(n) 1{δ2(n)∈(u1δ,u2δ)}
(B.8)
where Bt, At is given by equations (3.3) and (3.4) respectively, with η, α, σ2 replaced
by η(n), α(n) and σ2t respectively.
Again, we need an MH within Gibbs step.
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1. Simulate a sample yδ from a proposal density qδ, here, we still use the prior
distribution, which is Unif(u1δ, u2δ).
2. Denote the conditional posterior distribution of δ as fδ, compute the acceptance
probability ρδ = min(1,
fδ(yδ)qδ(δ
2(n−1))
fδ(δ2(n−1))qδ(yδ)
).
3. δ2(n) = { yδ with probability ρδ
δ2(n−1) with probability 1− ρδ
• Step 9. Let n = n+ 1, and go to Step 1.
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