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Bézout  et  les intersect ions de courbes algébriques 
 
 
par Liliane Alfonsi 
Agrégée et  docteure en mathémat iques 




Ét ienne Bézout  (1730-1783) , qui fut  membre de l’Académie royale des 
Sciences et  de l’Académie de Marine, Examinateur des Gardes du Pavillon et  de 
la Marine et  des élèves et  aspirants au corps royal d’Art iller ie ainsi que Censeur 
royal, est  essent iellement  connu pour son cours de mathémat iques et  t rois 
résultats algébr iques qui portent  son nom. Son cours, best -seller  j usqu’à la f in du 
XI Xe siècle et  couramment  appelé « le Bézout  » dans les écrits de Napoléon, 
Stendhal ou Chateaubriand, fut  totalement  novateur et  s’imposa aussi bien dans 
les écoles de la Marine et  de l’Art iller ie, dont  Bézout  était  responsable, que, après 
la Révolut ion, dans les Écoles cent rales et  à l’examen d’ent rée de l’École 
Polytechnique. Ses résultats mathémat iques essent iels – le Bézout ien, l’« ident ité 
de Bézout  » et  le « théorème de Bézout  » – furent  longtemps méconnus ou 
at t r ibués à d’aut res, avant  que leur intérêt  ne soit  démontré et  sa paternité 
reconnue.  
 
Figure  1  :  Ét ienne Bézout  ( 1 7 3 0 - 1 7 8 3 )  ( im age université St -Andrews)  
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Le texte que nous avons choisi de commenter 1 est  l’un de ses deux écrits les 
plus importants, l’aut re étant  le t raité Théorie générale des équat ions 
algébriques, publié en 1779. C’est  aussi le prem ier de ses t ravaux de recherche 
contenant  des approches vraiment  or iginales et  des résultats fondamentaux.  
Dans quel contexte s’inscrit - il ? Bézout , ayant  quit té sa ville natale de 
Nemours vers l’âge de vingt  ans pour s’installer à Par is et  connaît re l’émulat ion 
du m ilieu de la recherche mathémat ique française, a rapidement  fait  part ie de 
l’entourage de d’Alem bert , dont  il devient  un disciple. I l collabore à la deuxième 
édit ion du Traité de dynam ique de ce dernier et , j usqu’en 1760, il t ravaille sur 
des sujets de prédilect ion de l’encyclopédiste, la mécanique et  le calcul intégral.  
Á part ir  de 1760, sa vie pr ivée ( il se mar ie et  devient  père en 1761)  et  
professionnelle ( il accompagne les académiciens Camus et  Nollet  dans les écoles 
du Génie et  de l’Art iller ie pour faire passer les examens et  donner des cours de 
physique expér imentale)  l’éloignent  de d’Alembert . Cet  éloignement , sans doute 
en part ie voulu aussi, lui permet , en mathémat iques, de suivre son penchant 
pour l’algèbre, déjà fortement  sensible dans son approche du calcul intégral. I l va 
d’abord s’intéresser à la résolut ion algébr ique des équat ions de degré quelconque 
et  publier un mémoire sur ce sujet  en 1762. Les méthodes ut ilisées en ce 
domaine sont  basées sur l’élim inat ion des inconnues et  elles amènent  Bézout  à 
s’intéresser plus spécialement  à cet te part ie de l’algèbre, comme il l’écrit  dans 
l’int roduct ion du texte que nous allons étudier :   
Les recherches [ sur l'élim inat ion]  dont  je vais exposer les résultats dans 
ce m ém oire, doivent  naissance à celles dont  je cont inue de m 'occuper sur 
la résolut ion algébr ique des équat ions2.  Quelque route qu'on prenne pour 
résoudre ce dernier problèm e, on aura toujours à élim iner plusieurs 
inconnues [ . . .]  c'est  donc préparer les voies que de t ravailler  à 
perfect ionner les m éthodes d'élim inat ion ;  & pour y parvenir , le problème 
qu'on doit  se proposer est , ce m e sem ble, de déterm iner à quel degré doit  
m onter l'équat ion résultante de l'élim inat ion [ p. 288]  
Mais Bézout  a compris l’intérêt  du sujet  et  ent revoit  d’ailleurs l’insolubilité 
des équat ions de degré supérieur ou égal à 5 par des méthodes algébr iques :   
Si les m éthodes d'élim inat ion n'avoient  d'autre ut ilité que leur applicat ion 
à la résolut ion algébr ique des équat ions, je m e serais contenté de ce qui 
peut  avoir  rapport  à ce dernier objet  [ …]  m ais ces m éthodes ont  une 
applicat ion beaucoup plus étendue [ …]  En effet , si on a des m éthodes pour 
                                                
1. Texte BibNum  (voir référence en note 4 ci-après) . 
2. Bézout  présentera en 1765, soit  un an après le texte qui nous occupe, un mémoire à l’Académ ie des sciences 
sur la résolut ion des équat ions, problème qu’il n’avait  pas abandonné.  
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résoudre, par approxim at ion [ …]  lorsqu'on n'a qu'une seule équat ion, on 
n'en a pas de m êm e [ …]  lorsque les relat ions des inconnues restent  
dispersées dans plusieurs équat ions ;  ainsi quand m êm e on sera it  
condam né pour  toujours à  résoudre par  approx im at ion 3,  les 
m éthodes d'élim inat ion n'en seraient  pas m oins indispensables [ p. 288] . 
Donc, dans le mémoire « Recherches sur le degré des équat ions résultantes 
de l'évanouissement  des inconnues et  sur les moyens qu'il convient  d'employer 
pour t rouver ces équat ions », qu’il présente à l’Académ ie des sciences en 1764 4 
et  que nous allons étudier, Bézout  fait  le point  de ses t ravaux et  de ses résultats 
sur le sujet  de l’élim inat ion, comme un récapitulat if avant  de se consacrer à sa 
nouvelle charge d’Examinateur des écoles de la Marine. Cet te charge, il en 
ent revoit  la lourdeur puisqu’elle va l’obliger à de nom breux mois de 
déplacements dans les ports et  à l’écriture d’un cours complet  de 
mathémat iques. Son amertume d’êt re détourné de ses recherches apparaît  dans 
le texte à propos de certains résultats qu’il sait  pouvoir êt re améliorés :   
Au reste, je crois ces m éthodes encore t rès suscept ibles de perfect ion [ .. .]  
c'est  un t ravail auquel j ' invite ceux qui seront  assez heureux pour avoir 
plus de tem ps à dépenser que m oi [ p. 329]  
 
Figure  2  :  Le  socle de la  st atue  de  Bézout  à  Nem ours. On lit  « Théorie générale des 
équat ions algébriques ». (photo Alain Juhel,  sit e Mathour iste )  
                                                
3. Souligné par nous.  
4. I l le lit  au cours des séances des 1er, 15, 24 et  29 févr ier  1764 et  ce mémoire sera publié dans les Mémoires 
de l’Académ ie Royale des Sciences (MARS)  de cet te année- là. 
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LE CONTEXTE MATHÉMATI QUE 
Le problème général de l’élim inat ion peut  s’énoncer ainsi :  Un certain 
nombre d'inconnues et  de relat ions polynomiales ent re ces inconnues étant  
donné, y a- t - il des valeurs de ces inconnues qui vér if ient  toutes ces relat ions ? Et  
dans le cas d’une réponse posit ive, quelles sont-elles ? Pour résoudre ce 
problème, on cherche à déduire des relat ions polynom iales données, une 
équat ion dans laquelle ne subsiste plus, au maximum, qu'une seule inconnue. On 
dit  alors que l'on a « élim iné » les aut res. Cet te équat ion donnera une condit ion 
d'existence, d'où l'on pourra t irer éventuellement  les valeurs de l' inconnue 
restante qui,  une fois calculées, permet t ront  de t rouver celles des aut res.  
 
Un exem ple d’é lim inat ion  
 
I l s’agit  de t rouver la « condit ion d’existence » perm et tant  d’élim iner x 
dans le systèm e suivant  :  

ax² + bx + c = 0       





Notat ions prélim inaires 





Le prem ier déterm inant  est  
a a'
b b'
,  appelons- le ΔC =  ab’ – ba’, et  par 
permutat ion les deux aut res déterm inants ΔA =  bc’ – cb’ et  ΔB =  ca’ – 
ac’.  
 
Méthode d’élim inat ion 1 
On élim ine les term es en x²  en m ult ipliant  (1)  par a’ et  (2)  par a. On 
obt ient  :   xΔC =  ΔB.  On reporte cet te « valeur » de x  dans le systèm e :  
∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆
²
a + b + c = 0      
²
²







De nouveau, m ult ipliant  la prem ière par b’ et  la deuxièm e par b et  en 
ret ranchant , on obt ient  :  ΔB² =  ΔA ΔC,  ce qui est  la condit ion d’existence 
cherchée. 
 
Méthode d’élim inat ion 2 
Mêm e prem ière étape. On obt ient  :  xΔC =  ΔB. 
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En ant icipant  sur la méthode de Bezout  ci-après, on t rouve une autre 
façon de sym ét r iser le systèm e afin d’élim iner le second degré :  on 




aa'x +  (a'b +  ab')x + (ca' + bb')x + cb' = 0       




ce qui donne par soustract ion xΔB =  ΔA,  et  am ène par élim inat ion de x  à 
la m êm e condit ion ΔB² =  ΔA ΔC.   
 
Nota 
La condit ion d'existence ΔB² =  ΔA ΔC , ou (ab'-ba') (c'b-b'c)= (a'c-ac') ² , 
est  une relat ion ent re coefficients réels, si x  est  la seule inconnue. Mais 
a, b, c, a',  b',  c',  peuvent  aussi êt re des polynôm es réels en y , et  la 
relat ion devient  alors une équat ion en y  – ce qu’on appelle la résultante 
du systèm e –, dont  la résolut ion perm et  d'avoir  les x correspondants.  
 
Dans son mémoire, Bézout  commence par faire l'histor ique en citant  t rois 
noms :  Newton, Euler et  Cramer. I l veut , comme il le dit  lui-même, 
ne point  envelopper dans [ son]  t ravail ce qui peut  appartenir  à d'aut res . 
[ p. 289]   
Faisons donc le point  sur le problème de l'élim inat ion au moment  où il écr it  
son texte, d’une part  pour éclairer ses propos et  d’aut re part  pour m ieux 
comprendre l’apport  et  l’or iginalité de son t ravail.  
Ce problème s'était  essent iellement  porté jusque- là sur le cas de deux 
équat ions à deux inconnues, correspondant  à la recherche des points 
d’intersect ion de deux courbes planes. On le résolvait  surtout  par subst itut ion, ce 
qui ent raînait  des facteurs superflus dans l'équat ion finale.  
Newton, avait , dans son Arithm et ica universalis en 1707, donné sans 
explicat ions les formules de la résultante, sans facteurs superflus, pour deux 
équat ions de degré n chacune, avec n =  1, 2, 3 ou 4. Par ailleurs, le nombre de 
points d' intersect ion de deux courbes planes était  pour lui, de toute évidence et  
sans démonst rat ion, le produit  des degrés des deux courbes. Et , de fait , j usque 
vers le m ilieu du XVI I I e siècle, il était  adm is et  non démontré, qu'une courbe de 
degré m  et  une courbe de degré n, se coupaient  en (ou en au plus)  m .n points.  
Euler est  le prem ier qui ait  expr imé le besoin d’une démonst rat ion et  qui en 
ait  donné une, même si celle-ci n’est  pas exacte. I l la présente en 1748 à 
l'Académie des Sciences de Berlin, dans un écrit  int itulé « Démonst rat ion sur le 
nombre de points où deux lignes des ordres quelconques peuvent  se couper » , 
qui sera publié en 1750. Euler, comme d’Alembert , avait  donné en 1746 une 
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démonst rat ion, lacunaire mais sér ieuse, du théorème fondamental de l'algèbre, 
pour un polynôme à une variable à coefficients réels. Énoncé sous une forme 
actuelle, il dit  que, tout  polynôme à une var iable, de degré n et  à coefficients 
réels, a n racines réelles ou imaginaires. Euler l’étend donc, par analogie, à un 
polynôme dont  les coefficients sont  eux-mêmes polynom iaux, mais aucun 
résultat ,  à son époque, ne le lui permet tait . Sa démonst rat ion qui actuellement  
pourrait  se reprendre en changeant  bien des points et  en se plaçant  dans la 
clôture algébr ique de  (X)  – c'est  à dire la clôture du corps des fract ions 
rat ionnelles sur  -  est  donc inexacte et  le t rouble lui-même à certains moments. 
Par ailleurs, s’il « démontre » – avec toutes les rest r ict ions précédentes – que le 
degré de la résultante est  le produit  des degrés des deux équat ions, il ne peut 
arr iver à écrire la résultante elle-même puisqu’il ne peut  écrire les racines qu’il 
suppose exister. Sa méthode n’est  donc pas const ruct ive.  
Dans les t ravaux d'Euler sur l'élim inat ion, il faut  citer aussi le chapit re XI X 
du tome 2 de l'ouvrage I nt roduct io in analysin infinitorum  (1748)  dont  Bézout a 
pu s’inspirer mais en améliorant  la méthode et  en en changeant les buts, nous y 
reviendrons, et  un deuxième mémoire « Nouvelle méthode d'élim iner les 
quant ités inconnues des équat ions »  qu'il présente la même année que Bézout , 
en 1764, à l'Académ ie des sciences de Berlin et  qui sera publié en 1766. Euler, 
dans ce mémoire, ne s’intéresse qu’à deux équat ions. Après avoir démontré les 
formules d'élim inat ion que Newton donne sans explicat ions dans son Arithmet ica 
Universalis, il obt ient  la résultante en écrivant  que les deux équat ions ont  une 
racine commune, ce qui le ramène à une méthode proche de celle de son 
mémoire de 1748, avec les mêmes défauts.  
 
Figure  3  :  Gabr ie l Cram er ( 1 7 0 4 - 1 7 4 2 ) , m athém at icien suisse  ( im age université 
St -Andrews) .  
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Cramer, cité lui aussi par Bézout , publie à Genève en 1750 l'I nt roduct ion à 
l'analyse des lignes courbes algébriques, dans lequel, bien qu'il ne semble pas 
avoir eu connaissance du mémoire d'Euler de 1748 – publié lui aussi en 1750 –, il 
emploie la même idée (présentée sous une forme différente) , pour arr iver au 
même résultat  sur les intersect ions de courbes planes, et  il pense êt re le prem ier 
à l'avoir démontré. Sa démonst rat ion comporte donc les mêmes erreurs que celle 
d’Euler et  les mêmes imprécisions ;  elle ne conduit  pas à l’écriture de la 
résultante. Un aut re point  est  présent  dans l’ouvrage de Cramer, l'élim inat ion 
dans les systèmes linéaires qui l’amène à ses célèbres formules pour les solut ions 
de ces systèmes. Nous verrons que Bézout , rendant  hom mage à Cramer, 
reprendra, à sa façon, la format ion du déterm inant  en lui donnant  une t rès 
grande importance dans son œuvre.  
@@@@@@@ 
Ét ienne Bézout  résume lui-même son t ravail dans l' int roduct ion du 
mémoire :   
Je réduis, dans ce mém oire, tout  le t ravail de l'élim inat ion, à quelques 
degrés que m ontent  les équat ions, je le réduis, dis- je, à élim iner des 
inconnues au prem ier degré [ p. 291]  
Nous allons expliciter cet te idée or iginale de Bézout  et  la façon dont  il 
l'emploie. En ramenant  la résolut ion d'un système quelconque à celle d'un 
système linéaire homogène, il écr it  l'équat ion résultante comme condit ion 
d'existence de solut ions non nulles à ce système linéaire, c’est -à-dire en annulant  
le déterm inant 5. On peut  dès lors comprendre le cheminement  de son ouvrage 
qui se déroule en plusieurs étapes :  
- améliorer, selon lui, la format ion du déterm inant  d'un système linéaire, à 
l’aide d’une nouvelle méthode ;  
- ramener le calcul de la résultante à celui du déterm inant  d'un système 
linéaire homogène ;  
- appliquer cet te idée, d’abord, à la recherche du degré de la résultante de 2 
équat ions à 2 inconnues, puis de n équat ions à n inconnues, avec n >  2 ;  
- puis l’appliquer pour met t re au point  une méthode performante de calcul 
de la résultante, dans le cas de deux équat ions à deux inconnues 
(méthode qui a apporté le Bézout ien) .  
                                                
5. Bézout  n’emploie pas le mot  déterm inant , ni la notat ion actuelle.  
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La grande originalité du t ravail de Bézout  sur l'élim inat ion est  là :  pour lui, 
la résultante est  toujours donnée par le déterm inant  d'un système linéaire. Cet te 
idée est  tout  à fait  nouvelle et  sera son fil conducteur.  
 
 
LES SYSTÈMES LI NÉAI RES 
L'ouvrage de Cramer, I nt roduct ion à l'analyse des lignes courbes, est  bien 
sûr connu de Bézout  quand il écr it  son mémoire de 1764. Voici l’hommage qu’il 
rend au savant  genevois, même si lui-même pense avoir apporté quelques 
améliorat ions à l'applicat ion de ses formules :   
I l n'y a encore que fort  peu de temps qu'on a une m éthode pour t rouver la 
valeur des inconnues dans les équat ions du 1er degré d'une m anière 
simple & sans que cet te valeur soit  com pliquée de quelque facteur inut ile ;  
[ . . . ]  M. Cram er a donné une règle générale pour les expr im er toutes 
débarrassées de ce facteur :  j 'aurais pu m 'en tenir  à cet te règle ;  m ais 
l'usage m 'a fait  connaît re que quoiqu'elle soit  assez simple, quant  aux 
let t res, elle ne l'est  pas de m êm e à l'égard des signes lorsqu'on a au-delà 
d'un certain nombre d'inconnues à calculer ;  j 'ai donc cru devoir  revenir 
sur cet  objet . (p.291)   
Bézout  explique alors ce qu'il propose, c'est -à-dire ce que nous appeller ions 
une règle de const ruct ion du déterm inant , qu'il énonce sans la démontrer :  au 
lieu de compter pour chaque terme les « dérangements » et  en déduire son 
signe, comme le proposait  Cramer, il indique qu’il « réduit  le t ravail à n'exiger 
d'aut re at tent ion que celle qu'il faut  pour écrire des let t res ».  
Ce n'est  pas la résolut ion d’un système quelconque qui intéresse Bézout  ;  
mais, un système homogène étant  donné, il se propose de t rouver la condit ion 
pour qu'il ait  des solut ions non toutes nulles. I l énonce sa règle dans le lemme 
1 :   
Soient  a, b, c, d, &c., les coefficients de ces inconnues dans la prem ière 
équat ion. 
a', b', c',  d',  &c., les coefficients de ces inconnues dans la seconde 
équat ion 
a' ',  b' ' , c' ' , d' ' ,  &c., ceux de la t roisièm e & ainsi de suite. 
[ …]  Form ez les deux perm utat ions ab & ba & écr ivez ab – ba ;  avec ces 
deux perm utat ions & la let t re c form ez toutes les permutat ions possibles 
en observant  de changer de signe toutes les fois que c changera de place 
dans ab & la m êm e chose à l'égard de ba ;  vous aurez 
  abc – acb +  cab – bac +  bca – cba6.  
                                                
6. On accole c à ab en 3e posit ion, puis on le fait  remonter en 2e (avec le signe –) , puis en 1e (avec le signe + ) . 
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Avec ces six permutat ions et  la let t re d, form ez toutes les permutat ions 
possibles, en observant  de changer de signe à chaque fois que d changera 
de place dans un m ême term e ;  [ . . .]  et  ainsi de suite jusqu'à ce que vous 
ayez épuisé tous les coefficients de la prem ière équat ion.  
Alors conservez les let t res qui occupent  la prem ière place ;  donnez à celles 
qui occupent  la seconde, la m êm e m arque qu'elles ont  dans la seconde 
équat ion ;  à celles qui occupent  la t roisièm e, la m êm e marque qu'elles ont  
dans la t roisièm e équat ion, & ainsi de suite ;  égalez enfin le tout  à zéro et  
vous aurez l'équat ion de condit ion cherchée [ p. 292]  
Traduit  en termes actuels, cet  énoncé affirme qu'un système homogène a 
des solut ions non nulles si et  seulement  si son déterm inant  est  égal à zéro. 
Bézout  met  ensuite ces condit ions sous la forme :   
ab' – a'b =  0, 
(ab' – a'b)c' '  +  (a"b – ab")c' +  (a'b" – a"b')c =  0        &c… 
Cet te nouvelle form e a deux avantages Le prem ier, de rendre les 
subst itut ions à venir, plus comm odes ;  le deuxièm e c'est  d'offr ir une règle 
encore plus sim ple pour la format ion de ces formules.  
En effet , il est  facile de rem arquer  
1° que le prem ier term e de l'une quelconque de ces équat ions, est  formé 
du prem ier m em bre de l'équat ion précédente, mult iplié par la prem ière 
des let t res qu'elle ne renferm e point , cet te let t re étant  affectée de la 
m arque qui suit  im m édiatem ent  la plus haute de celles qui ent rent  dans ce 
m êm e m embre ;  
2° Le deuxièm e term e se form e du prem ier, en change ant  dans celui-ci la 
plus haute m arque en celle qui est  imm édiatem ent  au–dessous & 
réciproquem ent , & de plus en changeant  les signes ;  
3° Le t roisièm e, se form e du prem ier, en changeant  dans celui-ci la plus 
haute m arque en celle de deux num éros au–dessous & réciproquem ent , & 
de plus en changeant  les signes ;  
4° Le quat r ièm e, se form e du prem ier , en changeant  dans celui-ci la plus 
haute marque en celle de t rois num éros au-dessous & réciproquem ent , & 
changeant  les signes, & toujours de m êm e pour les suivans. (p. 294) .  
I l ajoute en corollaire :   
Chacun des term es de l'équat ion de condit ion a donc essent iellem ent  le 
m êm e nom bre de facteurs, & ces facteurs sont  tellem ent  combinés que 
jamais, dans un mêm e term e, il ne s'y en rencont re deux qui 
appart iennent  à une mêm e inconnue.  
I l faut  remarquer que la recherche de Cramer sur les systèmes linéaires, 
l'amène à calculer ce que Gauss appellera en 1801 « le déterm inant  », en tant  
que dénominateur commun des solut ions. Celle de Bézout , nous l'avons vu, 
l'amène au déterm inant  comme objet  dont  l’annulat ion expr ime la condit ion pour 
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qu'un système linéaire homogène ait  d'aut res solut ions que la solut ion nulle. I l 
cherche les condit ions d'existence de telles solut ions pour un système, ce que 
représente la résultante dans le cas général.  
Sa règle d'écriture a deux caractérist iques, elle donne en même temps les 
termes et  leurs signes et  elle procède par récurrence sur le nombre d'inconnues 
et  donc de coefficients d'une équat ion. I l est  remarquable que sa règle non 
démontrée – sans doute obtenue par induct ion à part ir  des cas n =  2,3, 4 –, en 
plus de sa simplicité, donne les m ises en forme suivantes que Bézout  présente 
t rès clairement  :  
1°)  ab'c" – ac'b" +  ca'b" – ba'c"  +  bc'a" – cb'a" =   
  (ab' – a'b)c' '  + (a"b – ab")c' +  (a'b" – a"b')c 
2°)  ab'c"d' ' '  – ab'd"c' ' ' +  ad'b"c' ' '  – da'b"c' ' '  – ac'b"d' ' '  +  ac'd"b' ' ' 
 – ad'c"b' ' '  +  da'c"b' ' '  +  ca'b"d' ' '  – ca'd"b' ' '  +  cd'a"b' ' '  – dc'a"b' ' ' 
 – ba'c"d' ' '  +  ba'd"c' ' '  – bd'a"c' ' '  +  db'a"c' ' '  +  bc'a"d' ' '  – bc'd"a' ' '   
+  bd'c"a' ' '  – db'c"a' ' '  – cb'a"d' ' '  +  cb'd"a' ' '  – cd'b"a' ' '  +  dc'b"a' ' '   =  
 [ (ab' – a'b)c''  +  (a"b – ab")c' +  (a'b" – a"b')c] d'' '   
 +  [ (a'b – ab')c'' '  +  (ab' ' '  – a' ' 'b)c' +  (a" 'b' – a'b" ') c] d"  
 +  [ (a' ' 'b – ab'' ') c' '  +  (ab" – a"b)c" ' +  (a"b' ' '  – a'"b' ') c] d'  
 +  [ (a'b' ' '  – a' ' 'b') c''  +  (a'"b" – a"b'")c' +  (a" 'b' – a'b' ') c'' '] d.  
On reconnaît  ce que l’on appelle actuellement  le développement  d'un 
déterm inant  suivant  les éléments d'une ligne ou d'une colonne, faisant  apparaît re 
les déterm inants m ineurs correspondants.  
 
Calcul d’un déterm inant  avec ses déterm inants m ineu rs  
 
Le déterm inant  d’ordre 3 (appellat ion et  notat ions m odernes)  se calcule 
ainsi :  
 
On ret rouve la form ule de Bézout  ci-dessus pour un systèm e de t rois 
équat ions à t rois inconnues.  
Le calcul d’un déterm inant  d’ordre 4 se fait  par induct ion de la mêm e 
m anière, faisant  intervenir des déterm inants d’ordre 3, et  about issant  à 
la formule de Bézout  d’ordre 4. 
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On appelle déterm inants m ineurs les déterm inants interm édiaires 
intervenant  dans le calcul (déterm inants d’ordre 2 pour le calcul de 
celui d’ordre 3, déterm inants d’ordre 2 et  3 pour le calcul de celui 
d’ordre 4) . 
 
 
APPLI CATI ON À LA RECHERCHE DU DEGRÉ DE LA  RÉSULTANTE  
Bézout  rend hommage, nous l'avons vu, à ses prédécesseurs dans le 
domaine de l'élim inat ion :  Newton, Euler et  Cramer. Mais il constate que les 
résultats de Newton, 
lorsqu'on les applique à des degrés un peu élevés conduisent  à des 
équat ions qui, à la vérité, renferm ent  les racines ut iles au problèm e, m ais 
qui en adm ettent  en m êm e tem ps d'inut iles, & cela en nombre d'autant  
plus grand, que le nombre des équat ions & le degré de chacune 
deviennent  plus élevés [ p. 289]  
Celles d’Euler et  Cramer, performantes pour deux équat ions, ne le sont  plus 
dès qu'on dépasse ce nombre car  
telle est  la nature de ces m éthodes, qu'elle exige que pour élim iner on 
compare les équat ions deux à deux :  or [ .. . ]  ce procédé conduit  à des 
équat ions beaucoup plus élevées qu'il ne faut  | p. 289]  
Car ceci est  un aut re point  qui dist ingue Bézout  de ses prédécesseurs. I ls ne 
se sont  intéressés qu’au cas de 2 équat ions à 2 inconnues, persuadés que le cas 
de n équat ions à n inconnues se ramenait  facilement  à celui- là par itérat ion. 
Bézout , lui, a compris l’inadéquat ion de ce procédé qui apporte des facteurs 
superflus – et  donc de fausses racines – et  complique encore plus les calculs7.  
Pour remédier à ces défauts, il ent reprend, pour élim iner une inconnue, de :   
- t raiter toutes les équat ions en même temps ;  
- ramener l'élim inat ion à la résolut ion d'un système linéaire ;  
- t rouver le degré de la résultante, c'est -à-dire, du polynôme en la ou les 
inconnue(s)  restante(s) . 
Sa démarche consiste, n équat ions à n inconnues de degrés quelconques 
étant  données,  
                                                
7. La méthode de Newton et  d’Euler pour plus de deux équat ions – Cramer n’aborde pas ce point  – est  celle que 
donne d'Alembert  en 1756 dans l’ar t icle « Évanouir  » de l’Encyclopédie :  « Quand il y a plus de deux inconnues, 
par exemple, x, y, z, &c. on réduit  d'abord les inconnues à une de moins ;  on fait  évanouir  x  ou y , &c. en 
t raitant  z & les aut res comme une constante ;  ensuite on réduit  les inconnues restantes à une de moins, & ainsi 
du reste. Cela n'a aucune diff iculté ». Quand on sait  que d’Alembert  écr ivait  la même chose en 1781, après 
avoir pourtant  été en 1779 un des deux rapporteurs du t raité Théorie générale des équat ions algébr iques de 
Bézout , on mesure l’incompréhension du t ravail de ce dernier par son ex-mentor et  à quel point  leurs rapports 
s’étaient  distendus.  
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- à les mult iplier chacune par un polynôme à coefficients indéterm inés ;  
- à égaler la somme de tous ces produits à zéro, obtenant  ainsi ce qu'il 
appelle « l'équat ion-somme » ;  
- à annuler dans cet te équat ion tous les coefficients de l' inconnue qu'il a 
choisi d'élim iner, grâce aux indéterm inées des différents polynômes 
mult iplicateurs. 
I l s'at taque ainsi en même temps à deux problèmes :  déterm iner les degrés 
des polynômes mult iplicateurs et  celui de la résultante – partant  du principe qu'il 
n'y a, les inconnues restantes étant  choisies, qu'une résultante à un coefficient  
mult iplicateur près.  
 
LE CAS DE DEUX ÉQUATI ONS À DEUX I NCONNUES  
Bézout  commence par calculer le degré de la résultante pour deux équat ions 
à deux inconnues et  il s'explique :   
Non que je prétende décider ma m éthode préférable à celle que Mrs.  Euler 
& Cram er ont  donnée pour ce cas seulem ent , m ais parce que cet te 
m éthode étant  uniform e, j 'ai cru m e rendre plus clair  en fort ifiant  
l'analogie par la réunion de ce cas avec les autres, & en m êm e temps 
parce que dans un t ravail aussi long que l'est  souvent  celui de 
l'élim inat ion, il n'est  pas inut ile de m ult iplier les m éthodes sur lesquelles 
les Calculateurs peuvent  porter leur choix [ p. 291]  
À ce stade, une clarif icat ion s' impose. La méthode qu'il va ut iliser est  celle 
des coefficients indéterm inés exposée par Euler en 1748 dans son I nt roduct io in 
analysin infinitorum , chapit re XI X, pour t rouver la résultante de deux équat ions à 
deux inconnues. Mais Euler ne l'a pas ut ilisée pour calculer  le degré de la 
résultante, alors que c'est  ce que va faire Bézout . Celui-ci a donc raison de dire 
qu'il n'ut ilise pas la m ême méthode qu'Euler et  Cramer, pour calculer  le  degré 
de la  résultante, et  non la résultante elle-même. Comme nous allons le voir, 
cet te méthode n'a en effet  r ien de commun avec les méthodes d'Euler du 
mémoire « Démonst rat ion sur le nombre des points où deux lignes des ordres 
quelconques peuvent se couper », et  celle de Cramer, fondées toutes les deux 
sur l’idée qu’une équat ion à une var iable de degré n a n  racines, quels que soient  
les coefficients, et  sans pouvoir préciser ce que peuvent  êt re ces racines – en 
langage actuel :  sans préciser dans quel corps cela peut  êt re vrai8. 
                                                
8. Euler est  conscient  que « les expressions des racines A, B, C, D, etc., a, b, c, d, etc., sont  pour la plupart  for t  
ir rat ionnelles et  souvent  telles, qu'on ne les peut  pas assigner », et  qu'il faut  montrer que sa résultante est  bien 
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Bézout , qui est  sans doute conscient  – comme eux-mêmes semblent  l’avoir 
été – des lacunes de leurs démonst rat ions, ne l’expr ime pas et  ne présente 
modestement  sa méthode que comme une aut re façon de calculer le degré de la 
résultante. Pourtant  il va donner ainsi la prem ière démonst rat ion correcte du fait  
qu'une courbe de degré m  et  une courbe de degré m ’, sans composante 
commune, se coupent au plus en m .m ’ points. 
Soient  les deux équat ions :   
1 2 3 4
' ' 1 ' 2 ' 3 ' 4
.............. 0
' ' ' ' ' ...... ' 0
m m m m m
m m m m m
Ax Bx Cx Dx Ex V
A x B x C x D x E x V
− − − −
− − − −
 + + + + + + = + + + + + + = , 
dans lesquelles A, B, C, D, E, etc., A', B', C', D', E', etc., sont  des polynômes 
en la deuxième inconnue y , de degrés respect ifs :  p, p +  1,  p +  2, p +  3, etc. 9,   
et   p', p' +  1 , p' +  2, p' +  3, etc.,  il mult iplie les deux équat ions respect ivement , 
par les polynômes (L)  et  (L' )  suivants :   
1 2 3 4
' ' 1 ' 2 ' 3 ' 4
( ) ......................
( ') ' ' ' ' ' ............. '
n n n n n
n n n n n
L Mx Nx Px Qx Rx T
L M x N x P x Q x R x T
− − − −
− − − −
+ + + + + +
+ + + + + +  
et  obt ient  donc, pour que chaque puissance de x  disparaisse dans 
l'équat ion-somme, le système ci-dessous (à m  +  n +  1 équat ions)  :   
' ' 0
' ' ' ' 0
' ' ' ' ' ' 0




AN A N BM B M
AP A P BN B N CM C M
AQ A Q BP B P CN C N DM D M
etc
VT V T
+ = + + + = + + + + + = + + + + + + + = + =
 
avec les condit ions m  +  n =  m ' +  n', et m  +  n +  1 =  n +  1 +  n'  + 1 ( i.e. 
autant  d'équat ions que d'inconnues) . Les valeurs de n et  n' sont  alors fixées, 
n= m ' – 1 et  n'= m  – 1, et  le déterm inant  du système doit  êt re nul pour que les 
inconnues puissent  êt re différentes de 0. Les coefficients d'une même inconnue 
sont  des polynômes dont  les degrés sont  en progression arithmét ique de raison 
1. 
                                                                                                                                                        
un polynôme en x , ce qu’il n’arr ive pas à faire contrairement  à ce qu’il affirme. I l passe out re en écr ivant  :  « S'il 
y a dans cet te démonstrat ion encore quelque obscur ité, cela vient  de sa grande généralité ». Cramer, lui,  ne 
fait  pas de remarque sur la nature des racines a, b, c, d, etc., mais déplore simplement  que ces racines soient  
inconnues « lorsque l'équat ion A est  d'un degré t rop élevé pour que l'Algèbre en puisse donner la solut ion ».  
9. Pour assurer la généralité de cet te construct ion, Bézout  prend bien soin d’expliquer (bas de page 300) 
qu’ « il faut  part ir  du terme où la somme des exposants de x  et  y  est  la plus for te, et  ret rancher de cet te 
somme l’exposant  de x  dans le prem ier terme ». Prenant  l’exemple de l’équat ion a3 x5 y – 2 a4 y2x3  +  y8 x – a9 
=  0, il remarque que la somme la plus for te est  sur le terme , soit  9 ;  il ret ranche de 9 l’exposant  de x  dans le 
prem ier terme, soit  5, ce qui donne p =  9 – 5 =  4. Ainsi, p, p+ 1, etc. sont - ils des degrés maximaux  à chaque 
fois, le maximum étant  at teint  au moins une fois :  dans cet  exemple :  pour x5, p =  4 ;  pour x2 ( terme non 
présent  dans cet  exemple)  p +  3 =  7 ;  pour x, p +  4 = 8 (dans ce cas valeur maximale en y effect ivement  
at teinte, par const ruct ion) .  
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I l se sert  alors du lem me I I  qu'il a démontré au début  de son mémoire :   
Soient  n suites ar ithmét iques de raison k et  de prem iers term es a, b, c, 
etc.  
a  b  c  d  e          etc. 
a+ k  b+ k  c+ k  d+ k  e+ k      etc. 
a+ 2k  b+ 2k  c+ 2k  d+ 2k  e+ 2k    etc. 
a+ 3k  b+ 3k  c+ 3k  d+ 3k  e+ 3k    etc. 
etc.  etc.  etc.  etc.  etc. etc. 
dans quelque ordre qu’on ajoute n term es de cet te progression, tels que 
deux d’ent re eux ne soient  jam ais ni dans la m êm e ligne, ni dans la m ême 
colonne, la som m e sera toujours  




[ p. 296] .  
I l en est  de même s’il y a des lacunes dans le tableau, en sommant  comme 
prem iers termes, ceux qui sont  ou devraient  êt re en prem ière ligne. 
Par applicat ion immédiate aux suites ar ithmét iques des degrés en y  des 
coefficients A, A', B, B', C, C', etc., qui se ret rouvent  dans le système linéaire en 
M, M', N, N', P, P', etc.,  
p  p'       
p+ 1  p'+ 1  p  p'   
p+ 2  p'+ 2  p+ 1  p'+ 1  p p' 
p+ 3  p'+ 3  p+ 2  p'+ 2  p+ 1 p'+ 1 
etc.  etc.  etc.  etc.  etc. etc. 
on t rouve que le degré de chaque terme du déterm inant  du système sera au 















Or, l’annulat ion de ce déterm inant  donne l'équat ion résultante du système 















ou encore comme n =  m ’ – 1 et  n’ =  m  – 1, 
G =  mm' +  mp' +  m 'p. 
@@@@@@@ 
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I l faut  faire ici quelques remarques importantes.  
Deux polynômes Q(x,y)  et  Q’(x,y)  étant  donnés d’ordre respect ivement  m  et  
m ’ en x, Bézout  a montré que :   
- il existe un polynôm e non nul L(x,y)  d'ordre au plus m '  – 1 en x , et  un 
polynôme non nul L'(x,y)  d'ordre au plus m  – 1 en x , tels que L.P +  L'.Q =  0 
soit  une équat ion en une seule inconnue y , si et  seulement  si, le déterm inant  
du système obtenu en égalant  à zéro tous les coefficients des différentes 
puissances de x , dans L.P +  L'.Q, est  nul ;  
- la résultante qu'il obt ient  étant  le déterm inant  d'un système dont  les 
coefficients sont  des polynômes en y ,  Bézout  est  sûr que c'est , elle-même, un 
polynôme en y ,  puisqu'il ne fait  que des mult iplicat ions et  des sommes de 
polynômes. Euler et  Cramer manipulant  des fract ions et  des racines de 
polynômes, n’ont  pas montré ce point  de façon convaincante. 
- si les deux équat ions de départ  sont  de degrés respect ifs m  et  m ' ,  alors 
p =  p '  =  0 10, et  on ret rouve, dans la formule donnant  G, pour m aximum du 
degré de la résultante le produit  des degrés des équat ions, m .m '.  
Donc, Bézout  a démontré, sans aucun point  obscur ou discutable, que deux 
courbes planes de degrés respect ifs m  et  m ', se coupent  au plus en m .m ' points. 
Avant  même la généralisat ion qu' il fera en 1779, pour un nombre quelconque 
d'équat ions et  d' inconnues, cela just if ie déjà que le théorème correspondant 
porte son nom. 
En revanche, Euler a montré que sa résultante – celle du mémoire de 1748 
– ne cont ient  aucun facteur superflu et  donc ne peut  donner aucune racine 
ét rangère au problème, alors que Bézout  donne une condit ion nécessaire pour 
que le système ait  des racines, mais ne démontre pas qu'elle est  aussi suffisante, 
ce qui est  pourtant  le cas11. Peut -êt re, connaissant  déjà le résultat  d'Euler et  de 
Cramer, et  étant  arr ivé au même degré, Bézout  est imait - il qu'il ne pouvait  y 
avoir de facteur superflu dans sa résultante, d'après le résultat  même de ses 
prédécesseurs. 
                                                
10. Si le degré total (degré en x  +  degré en y)  est  m , qui est  le plus haut  degré en x, ceci signifie, de par la 
const ruct ion de Bézout  rappelée en note 9, que p =  0 :  le terme de plus haut  degré en x  se confond avec le 
terme de plus haut  degré total.  
11. La démonstrat ion est  aujourd’hui aisée, grâce au Résultant  (voir  page suivante) . En effet , soit  y0 une racine 












VD xC xB xA x
mmmm
mmmm
, devient  un système à une seule inconnue x. Or le résultant  de ce 
système est  nul, d’après le choix de y0, donc il existe un x  solut ion du système, et  donc (x, y0) , est  solut ion du 
système de départ .  
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CE QUI  DI FFÉRENCI E LA  MÉTHODE DE BÉZOUT DE 1 7 6 4  DE CELLE D 'EULER 
DANS L ’ I NTRODUCTI O I N  ANALYS I N I NFI N I TORUM  DE 1 7 4 8 .   
Nous avons dit  au paragraphe précédent  que la méthode donnée par Bézout 
pour la résultante est  celle d’Euler dans son I nt roduct io in analysin infinitorum .  
Nous avons vu aussi que, même s'il ne l'explicite pas puisque ce n'est  pas son 
but , Bézout  obt ient  l'équat ion résultante. 
Qu’est -ce donc qui différencie leurs deux méthodes d'obtent ion de cet te 
équat ion ?  
Elles suivent  la même idée de départ  :  mult iplier  chacune des équat ions par 
un polynôme à coefficients indéterm inés, chacun de ces deux polynômes ayant  
pour degré, par rapport  à l’inconnue qui apparaît  dans l'écriture, celui de cet te 
inconnue dans l'équat ion qu' il ne mult iplie pas, moins un. À part ir  de là, Euler 
ident if ie les coefficients des deux polynômes produits, ce qui lui permet  d'obtenir, 
m  étant  le degré en y  de la prem ière équat ion et  n celui de la seconde, un 
système d'équat ions linéaires de m  +  n – 1 équat ions à m  +  n – 2 inconnues. 
Mais chez lui, à cause de certains coefficients choisis, le système n'est  pas 
homogène. I l calcule les coefficients indéterm inés avec les m  +  n – 2 prem ières 
équat ions, et , en plaçant  ces valeurs dans la dernière équat ion, il obt ient  la 
résultante.  
Quels sont  les défauts de ce procédé ?  
Le système n'étant  pas homogène, il n'est  pas sûr qu'il y ait  des solut ions 
mais Euler ne s'en préoccupe pas. Les solut ions sont  généralem ent  des fract ions 
rat ionnelles – c’est  d'ailleurs le cas des exemples qu'il donne – et  demandent 
donc dans la m ise au même dénominateur pour revenir à des polynômes, des 
calculs longs et  suscept ibles d’élim iner des racines à cause des ensembles de 
définit ion des fract ions, ce dont  Euler ne t ient  pas compte.  
Pour sa part , Bézout , après avoir mult iplié lui aussi chaque équat ion 
(d'ordres respect ifs m  et  m ' en x)  par un polynôme à coefficients indéterm inés 
(d'ordres respect ifs m ’ – 1 et  m  – 1 en x) , fait  la somme des deux produits et  
égale à zéro les coefficients de tous les termes. Mais chez lui le système obtenu 
de m  +  m ' équat ions à m  +  m ' inconnues, est  homogène. I l t rouve donc 
l'équat ion résultante, comme condit ion d'existence pour des solut ions non toutes 
nulles qu’il n'a pas besoin de calculer, et  ne t ravaille ainsi que sur des 
polynômes. On le voit , la même idée de départ  est  ut ilisée de façon plus 
élégante, plus rapide et  surtout  plus sûre chez Bézout .  
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En revanche, si l'on exam ine ces deux procédés d'un point  de vue actuel, on 
constate qu'ils nous conduisent  à la même matr ice carrée que nous noterons M r  
(mat r ice résultante) , et  qui, avec les notat ions de Bézout , est  d'ordre m  +  m ' et  
est  égale à :   
M r  =    
0 0 ... ' 0 0 ...
0 ... ' ' 0 ...
... ' ' ' ...
... ' ' ' ...
. ... . ' ' ...
0 . ... 0 . ' ...
0 0 . ... 0 0 . ...
0 0 0 ... 0 0 0 ...
A A
B A B A
C B A C B A
D C B D C B
etc D C etc D C
etc D etc D
etc etc
             
 
C'est  le déterm inant  de M r  qui est  appelé aujourd'hui le résultant  du 
système   
1 2 3 4
' ' 1 ' 2 ' 3 ' 4
.............. 0
' ' ' ' ' ...... ' 0
m m m m m
m m m m m
Ax Bx Cx Dx Ex V
A x B x C x D x E x V
− − − −
− − − −
 + + + + + + = + + + + + + =   .  
Donc, si on peut  at t r ibuer à Euler la prem ière idée qui a conduit  finalement  
à cet te matr ice résultante, c'est  Bézout qui a pensé à ut iliser l’annulat ion de son 
déterm inant  comme condit ion nécessaire à la résolut ion du système des deux 
équat ions. Cet te condit ion est  la résultante cherchée.  
D'aut re part , Euler ut ilise la méthode des coefficients indéterm inés de façon 
classique, c'est -à-dire en ident if iant  des termes et  en calculant  les coefficients 
pour les remplacer dans une des équat ions obtenues. I l suppose implicitement  
que ces coefficients existent , et  il cherche leurs valeurs, valeurs dont  il a besoin. 
Bézout , lui, se sert  seulement  des coefficients indéterm inés comme out ils 
pour const ruire sa résultante. I l n’a pas besoin de connaît re leurs valeurs et  
d’ailleurs il ne les cherche pas. I l veut  uniquement  connaît re leur condit ion 
d'existence, qui est  l’équat ion cherchée. L'ut ilisat ion que fait  Bézout  des 
coefficients indéterm inés n'est  donc pas l'ut ilisat ion classique, et  par la suite, 
dans son ouvrage de 1779, il cont inuera à les employer d'une façon t rès originale 
et  surtout  const ruct ive.  
 
LE CAS DE TROI S ÉQUAT I ONS À TROI S I NCONNU ES 
Si, pour deux équat ions à deux inconnues, la déterm inat ion du degré est  
donc pleinement  réussie – car les condit ions permet tent  de déterm iner sans 
ambiguïté n, n' et  G –, il n'en est  pas de même quand on augmente les nombres 
d'équat ions et  d' inconnues. 
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Voulant  éviter de t raiter les équat ions deux par deux, Bézout  va, là aussi, 
essayer de se ramener à un système linéaire, et  d’appliquer les principes exposés 
au début  de l’étude du mémoire.  
Quand il les applique aux cas de t rois équat ions à t rois inconnues, x, y, z, il 
est  obligé, puisqu' il n'envisage que l'élim inat ion d'une inconnue dans son calcul,  
d'appliquer sa méthode deux fois, c'est  à dire qu' il devra obtenir t rois polynômes 
pour élim iner x  et  obtenir un prem ier polynôme en y, z ;  puis t rois aut res pour 
un second polynôme en y , z ;  enfin, il devra élim iner y  ou z dans les deux 
équat ions t rouvées. 
Bézout  commence donc par élim iner x . Les notat ions sont  analogues aux 
précédentes.  
Soit  t rois équat ions de degrés respect ifs en x, m , m ’, m " , dans lesquelles les 
coefficients A, B, C, etc., A', B', C', etc., A", B", etc., sont  des polynômes à deux 
inconnues y  et  z, telles que les degrés de A, B, C, etc.,  A', B', C',  etc., A", B" , C" , 
etc., soient  respect ivement  p, p +  1, p +  2, etc.,   p', p' +  1, p' +  2, etc.,   p", 
p"+ 1, p"+ 2 , etc. Les polynômes mult iplicateurs de chaque équat ion ont  pour 
degrés respect ifs en x, n, n', n" .  
Bézout  suppose, pour que les termes de plus haut  degré de l'équat ion 
somme puissent  s'annuler, que :  m  +  n =  m ' +  n'   et   m  +  n ≥ m " +  n" . 
On doit  avoir    m  +  n +  1 =  n +  1 +  n' +  1 +  n" +  1, c'est  à dire autant  
d'équat ions que d'inconnues, donc  n' =  m  – n" – 2   et    n =  m ' – n" – 2.  
Par un raisonnement  analogue à celui du paragraphe (c)  précédent , sur le 
degré du déterm inant  du système obtenu en annulant  les coefficients de x  dans 
l'équat ion-somme, il obt ient , G étant  le degré de ce prem ier polynôme en y, z :   
G= m m' +  pm ’ +  p'm  – m  – m ' +  m " – p – p' +  p" +  1  
– (p +  p' – p"  +  m  +  m ' – m " – n" – 2)n", où n" est  indéterm iné.  
Pour avoir G m inimum, il annule la dér ivée de G par rapport  à n" , ce qui 
donne :                
( ' " ' ")
" " " 1
2
m m m p p p
n m p
+ + + + += − − −  .  
Cet te valeur de n"  ne pourra pas toujours êt re prise car on doit  avoir :   
1)  n"  ent ier posit if ;  
2)  le terme ent re parenthèses pair ;   
3)  m  +  n  ≥ m " +  n" ;  
4)  m ' – 2 ≥ n" , puisqu'on suppose m ' ≤ m .  
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Donc il prend n" =  
' " ' "
2
m m m p p p α+ + + + + −
 – m " – p" – 1, où α est  « la plus 
pet ite valeur possible ». 
Dans ce cas, Bézout ne peut  pas t rouver de formule qui lui donne de façon 
certaine le meilleur résultat  pour G,  puisque le choix de n"  reste aléatoire. I l 
reconnaît  le caractère insat isfaisant  de son résultat  puisqu' il écrit  :   
Si l'on ne peut  parvenir  à donner à n, n', n", des valeurs posit ives, qu'en 
rendant  G plus grand qu'il ne serait  par la com binaison des équat ions deux 
à deux, on aura recours à ce dernier m oyen. (p. 305)  
ce qui le ramène à la méthode de ses prédécesseurs.  
Bézout  t raite alors quelques exemples pour montrer les avantages de sa 
méthode.  
Soit  p =  p ' =  p"  =  0 & m =  m ' =  m " , par élim inat ion en prenant  les 
équat ions deux à deux, l’équat ion finale a pour degré m 4, alors que par sa 
méthode, il arr ive à [ (3m ²  +  1) / 4] ²  si m  est  impair et  [ 3m ² (3m ² / 4 +  1) ] / 4 si m  
est  pair. I l donne le tableau suivant , où la prem ière méthode est  l’usuelle avant  
lui ( t raiter les équat ions deux par deux) , et  la deuxième méthode la sienne :   
 si m  =      2              3            4             5             6                7 
1 re méthode   G= 16   81       256   625        1296          2401 
2e méthode    G= 12   49       156   361         756       1369 
Bézout  examine ensuite les cas où le nombre d’équat ions et  d’inconnues est  
n supérieur ou égal à 4. I l t rouve alors, out re la longueur des calculs exigés 
puisqu' il n'élim ine les inconnues que les unes après les aut res, que ces calculs ne 
lui permet tent  pas d’about ir  à des résultats sat isfaisants.  
 
 
NOUVELLE MÉTHODE POUR  TROUVER LA RÉSULTANT E 
I l revient  ensuite sur le cas de deux équat ions, mais pour calculer la 
résultante d'une aut re façon, puisqu’il connaît , dorénavant , son degré.  
I l envisage d'abord le cas de deux équat ions à deux inconnues de même 
degré m  en x :   
1 2 3 4
1 2 3 4
............ 0
' ' ' ' ' ...... ' ' 0
m m m m m
m m m m m
Ax Bx Cx Dx Ex Ux V
A x B x C x D x E x U x V
− − − −
− − − −
 + + + + + + + = + + + + + + + =  
I l mult iplie :   
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- la prem ière équat ion par A' et  la deuxièm e par A, la différence est  de degré 
m  – 1 ;  
- la prem ière équat ion par A'x +  B' et  la deuxième par Ax +  B, la différence est  
de degré m  – 1 ;  
- la prem ière équat ion par A'x²  +  B'x +  C' et  la deuxième par Ax²  +  Bx +  C, la 
différence est  de degré m  – 1 ;  etc. 
j usqu’à avoir m  équat ions, chacune de degré m  – 1. 
I l considère chaque puissance de x  comme inconnue et  obt ient  donc un 
système de m  équat ions à m  -  1 inconnues. 
Grâce au résultat  sur les équat ions linéaires donné au début , il peut  dire que 
le déterm inant  du système de m  équat ions à m  inconnues, obtenu à part ir  de 
celui qu' il a const ruit , en mult ipliant  la colonne des constantes par une même 
let t re, doit  êt re égal à zéro pour qu'il y ait  des solut ions.  
Cont ra irem ent  à la  précédente, cet te m éthode d'obte nt ion de la 
résultant e est  ent ièrem ent  une créat ion de Bézout . On remarque qu'elle 
n'ut ilise pas de coefficients indéterm inés, mais seulement  les coefficients des 
équat ions de départ . De plus, le calcul est  plus facile que celui du résultant  
puisque l'ordre du déterm inant  obtenu est  seulement  m  au lieu de m  +  m ' =  2m .  
Si l’on note les deux équat ions de départ  f( x )  =  0 et  g(x)  =  0, et  les 
polynômes mult iplicateurs 
fm  =  A,    fm -1 =   Ax +  B,    fm-2 =  Ax²  +  Bx +  C,    etc.,    fm-i =  Ax
i +  Bx i-1 +  
etc.,     
f1 =  Ax
m-1 +  Bxm-2 +  Cxm -3 +  …+  U,  
gm =  A',  gm -1 =  A'x +  B',  gm -2 =  A'x²  +  B'x +  C', etc., gm-i =  A'x
i +  B'x i-
1 +  etc.,   g1 =  A'x
m-1 +  B'xm-2 +  C'xm-3 +  … +  U',  
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où la m atr ice Bz est  égale à  
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Cet te matr ice Bz a été appelée par Sylvester en 1853, le « Bézout ien »
12 en 
hommage à son inventeur. Mutat is m utandis, on peut  remarquer qu’elle a une 
forme analogue à celle d’un déterm inant  pr imaire, c'est -à-dire de type xy’ – x’y .  
 
Figure  4  :  Le m athém at icien angla is Jam es Joseph Sylvester  ( 1 8 1 4 - 1 8 9 7 )  
(WikiCom m ons)  
L'équat ion obtenue en écrivant  l’annulat ion du déterm inant  du Bézout ien, 
est , d'après ce qui précède, la résultante du système :  
1 2 3 4
1 2 3 4
.............. 0
' ' ' ' ' ...... ' ' 0
m m m m m
m m m m m
Ax Bx Cx Dx Ex Ux V
A x B x C x D x E x U x V
− − − −
− − − −
 + + + + + + + = + + + + + + + =  
Cet te annulat ion est  la condit ion nécessaire et  suffisante pour que ce 
système ait  des solut ions. 
Bézout , dans son mémoire, ne se demande pas si la condit ion est  suffisante, 
mais comme le degré du Bézout ien est  m ²  +  m p +  m p', il ne doit  pas considérer 
comme indispensable de le montrer, sans doute pour les mêmes raisons que 
pour le résultant . 
En fait  le système a une solut ion si et  seulement  si Dét  Bz =  0 ou si et  
seulement  si Dét  M r  =  0. 
I l envisage maintenant  le cas où les deux équat ions à 2 inconnues sont  de 
degrés différents en x , m  et  m ’,  avec m’ <  m  :  
                                                
12. Sylvester a appelé Bézout ien la forme quadrat ique définie par la matr ice Bz. Cependant  ce nom représente, 
suivant  les auteurs, soit  la matr ice, soit  le déterm inant  de cet te matr ice. I l est  aussi souvent  employé 
indifféremment dans les deux sens, quand il n'y a pas d'ambiguïté.  
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1 2 3 4
' ' 1 ' 2 ' 3 ' 4
............... 0
' ' ' ' ' ...... ' 0
m m m m m
m m m m m
Ax Bx Cx Dx Ex V
A x B x C x D x E x V
− − − −
− − − −
 + + + + + + = + + + + + + =  
I l essaie le même genre de procédé, mais cela s'avère moins sim ple. 
Bézout  mult iplie :    
- la prem ière par A' et  la deuxième par A 'mmx −  et  fait  la différence qui est  
de degré m  – 1 en x ;   
- la prem ière par A'x +  B' et  la deuxième par '1' mmmm B xA x −+− + , la différence 
est  de degré m  – 1 en x  ;  
- la prem ière par A'x²  +  B'x +  C' et  la deuxième par 
' 2 ' 1 'm m m m m mAx Bx Cx− + − + −+ + , la différence est  de degré m  – 1 en x ;  etc. 
j usqu’à avoir m ’ équat ions, chacune de degré m  – 1.  
Puis il mult iplie chacune de ces équat ions par un coefficient  indéterm iné, et  
la deuxième équat ion de départ  par :  
' 1 ' 2 ' 3' ' ' .....m m m m m mM x N x P x T− − − − − −+ + + +  
Une fois tous ces produits obtenus, il les ajoute et  égale à 0 la somme des 
coefficients de chaque puissance de x . Par les formules du lemme I I  précédent , il 
obt ient  l’équat ion de condit ion. 
En fait , dans ce cas, il retombe sur la prem ière méthode puisque ce n'est  
plus un système d'équat ions où les inconnues sont  des puissances de x  qu'il 
obt ient , mais un système où les inconnues sont  les coefficients indéterm inés 
int roduits13. Bézout  poursuit  en cherchant  à simplif ier les calculs, mais ne t rouve 
plus un niveau de généralité et  de simplicité intéressant . 
I l le t rouve encore moins lorsqu'il veut  passer à des équat ions à un plus 
grand nombre d’inconnues. I l est , là encore, comme dans sa prem ière méthode, 
confronté aux mêmes diff icultés de déterm inat ion des exposants et  à des calculs 
longs et  aléatoires. Bézout  en est  d'ailleurs t rès conscient  :   
Au reste, je crois ces m éthodes encore t rès suscept ibles de perfect ion, & il 
y a un grand nombre de cas où en suivant  les pr incipes sur lesquels elles 
sont  fondées, on parvient  à t rouver des routes plus faciles. [ . .. ]  c'est  un 
t ravail auquel j ' invite ceux qui seront  assez heureux pour avoir  plus de 
temps à dépenser que m oi. [ p. 328-329]  
                                                
13. C'est  en rédigeant , en 1766, la part ie « algèbre » de son cours pour la Marine que Bézout  t rouvera le calcul 
du Bézout ien dans le cas où m  et  m' sont  différents. Cela nuira longtemps à sa postér ité car Jacobi le 
redécouvrant  dans un cours (celui de Bézout) , pr it  ce calcul pour une méthode anonyme et  se l’appropr ia en 
1736. Sylvester rétablit  Bézout  dans ses droits en 1753.  
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Cet te dernière remarque, figurant  dans la dernière part ie du m émoire lu le 
29 févr ier 1764, fait  allusion à la perspect ive de nouvelles charges – nous l’avons 
vu – liées à l’enseignement  des Gardes du Pavillon et  de la Mar ine et  le 
conduisant  à se rendre à Brest  dès mars 1764.  
 
 
LE THÉORÈME DE BÉZOUT POUR LES POLYN ÔMES À UNE VARI ABLE  
Le tout  dernier paragraphe du mémoire d'Ét ienne Bézout  est  le suivant  :   
On peut  encore appliquer à beaucoup d'aut res usages cet te manière de 
combiner les équat ions, part iculièrem ent  à la recherche du comm un 
diviseur de plusieurs quant ités complexes. 
En effet , si deux, t rois ou un plus grand nom bre de quant ités com plexes 
ont  un diviseur commun com posé, par exem ple, de x, & de telles autres 
quant ités qu'on voudra, on peut  supposer que chacune de ces quant ités 
est  zéro, parce qu'elle le deviendrait  en effet , si on m et tait  pour x sa 
valeur qu'on aurait  en égalant  ce diviseur à zéro :  alors ou le diviseur est  
d'une, ou de deux ou d'un plus grand nombre de dim ensions ;  il n'y a donc 
qu'à chercher quels sont  les polynôm es indéterm inés par lesquels il 
faudrait  mult iplier chaque équat ion pour qu'en égalant  à zéro la somme 
des produits, il n'y restât  que les deux derniers term es, si le commun 
diviseur doit  êt re d'une dim ension, ou les t rois derniers, s' il doit  êt re de 
deux dim ensions, & ainsi de suite.  
Je m e contente d'indiquer cet  usage. [ p. 337-338]  
Bien que la phrase ne soit  pas t rès claire sur le nombre de variables 
considérées, car il ne parle que de x  mais ajoute des « quant ités complexes 14 » 
et  « telles aut res quant ités qu'on voudra », on comprend ce qui suit  :   
- Bézout  considère la prem ière méthode qu'il a exposée, celle de la 
mult iplicat ion par des polynômes indéterm inés ;   
- il se place dans le cas où le résultant  est  égal à zéro, nécessaire pour que les 
polynômes aient  des solut ions communes ;   
- dans ce cas, il essaye d'annuler seulement  les coefficients des termes en x 
pour des exposants de x supérieurs à 1, ou 2, etc., ce qui va lui donner 
m  +  n – 2, ou m  +  n – 3, etc.. équat ions à m  +  n inconnues, qu'il pourra 
toujours résoudre en fonct ion de deux, ou t rois, etc.,  inconnues choisies ;  
- grâce à cela, il aura avec les deux (ou t rois, etc.)  derniers coefficients, deux 
(ou t rois, etc.)  équat ions à deux (ou t rois, etc.)  inconnues ;  
                                                
14. « Une quant ité complexe en algèbre, est  une quant ité comme a +  b – c, composée de plusieurs part ies a, 
b, c, jointes ensemble par les signes +  et  –. » [ Encyclopédie, ar t . « complexe » 1753] .  
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- suivant  la compat ibilit é de ce dernier système, il pourra conclure s' il a ou non 
at teint  le degré du PGCD. 
Bézout  énonce donc que le  PGCD de plusieurs polynôm es est  la 
som m e du produit  de ces polynôm es par  des polynôm es  à coeff icients 
in déterm inés . La déterm inat ion de ces coefficients donne le PGCD et  indique 
son degré, donc le nombre de racines communes aux polynômes de départ . Mais 
il se contente « d'indiquer cet  usage », sans expliciter davantage. 
Quelle est  la voie indiquée par Bézout  ? Tout  d'abord il ne précise pas le 
nombre d'inconnues qu'il considère, mais il semble se placer dans le cas le plus 
général de n  équat ions à n  inconnues. Or, la méthode des polynômes 
indéterm inés n'a été, on l'a vu, couronnée de succès que pour deux équat ions à 
deux inconnues. I l ne peut  donc l'appliquer que dans ce cas. Rest reignons-nous 
donc au cas de deux inconnues. 
Bézout  semble penser que cet te méthode va toujours permet t re d'élim iner 
les termes qu'il faudra pour arr iver au PGCD. Or, il est  bien clair que, deux 
polynômes P(x, y)  et  Q(x, y)  étant  donnés, s' il existe deux polynômes L(x, y)  et   
L'(x, y) , tels que L.P +  L'.Q =  1, alors P et  Q n'ont  pas de racine commune et  pas 
de div iseur commun. Mais la réciproque n'est  pas vraie. I l suffit  de considérer les 
deux polynômes x  et  y  dans K[ x,y ]  qui n'ont  aucun div iseur commun aut re que 
1 – bien qu'ils aient  une racine commune (0,0)  –, mais pour lesquels on ne peut  
t rouver aucun L et  aucun L' tels que L.x +  L'.y =  1. 
Le seul cas qui reste à considérer est  donc celui d'une seule inconnue, c'est -
à-dire celui du système :   
1 2 3 4
' ' 1 ' 2 ' 3 ' 4
( ) .............. 0
( ) ' ' ' ' ' ..... ' 0
m m m m m
m m m m m
P x Ax Bx Cx Dx Ex V
Q x A x B x C x D x E x V
− − − −
− − − −
 = + + + + + + = = + + + + + + =  
où A, A', B, B', C, C', etc., sont  des nombres et  non des polynôm es.  
On sait  que dans K[ X] , avoir une racine commune et  avoir un div iseur 
commun sont  deux propriétés équivalentes, cont rairement  au cas de plusieurs 
var iables. I l est , là aussi, bien clair que, deux polynômes P(x)  et  Q(x)  étant  
donnés, s' il existe deux polynômes L(x)  et  L'(x) , tels que L.P +  L'.Q =  1, alors P 
et  Q n'ont  pas de racine commune et  pas de div iseur commun. Exam inons la 
réciproque. Bézout  a montré qu'il existe un polynôme non nul L(x)  de degré au 
plus m ' – 1 et  un polynôme non nul L'(x)  de degré au plus m  – 1, tels que 
L.P +  L'.Q =  0,  si et  seulement  si le Résultant  du système est  nul. Donc si le 
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résultant  de P et  Q n'est  pas nul, c'est  à dire si P et  Q n'ont  pas de racine 
commune, cela signifie que le système 
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  où M, N, &c.., M', N', &c. sont  des nombres, a une solut ion. 
On obt ient  donc « l’ident ité de Bézout  15 »:  Les polynômes P(x)  et  Q(x)  sont  
prem iers ent re eux, si et  seulement  si, il existe un couple unique de polynômes 
L(x)  et  L'(x)  tels que L.P +  L'.Q =  1 , avec le degré de (L)  st r ictement  infér ieur 
au degré de Q, et  le degré de L'  st r ictement  infér ieur au degré de P.  
Plus généralement , dans K[ X] , l'aff irmat ion qui term ine le mémoire de 
Bézout  est  vraie, le PGCD de deux ou plusieurs polynômes peut  êt re t rouvé 
comme somme du produit  de ces polynômes par d'aut res polynômes, puisque 
K[ X]  est  un anneau principal. On peut  donc énoncer une nouvelle forme, telle 
qu’elle est  aujourd’hui bien connue, de son théorème :   
Pour que (Pi) i= 1, 2, &c..,  n soit  une fam ille d'éléments de K[ X]  prem iers ent re 
eux dans leur ensemble, il faut  et  il suffit  qu'il existe une fam ille (Ai) i= 1, 2, &c., n de 
polynômes de K[ X]  telle que 1= Σi= 1,  2, &c. ., n Ai.Pi.  
 
 
CONCLUSI ON SUR CE MÉM OI RE DE 1 7 6 4  
Ce mémoire, présenté à l'Académie royale des sciences le 1er février 1764, 
est  la prem ière œuvre marquante de Bézout , non seulement  par ses résultats 
mais aussi par ses démarches innovantes sur plusieurs points.  
Bézout  est  le prem ier à concevoir et  à énoncer l' idée que la recherche de la 
résultante d'un système de n équat ions à n inconnues, peut  toujours se ramener 
à l'étude de systèmes linéaires homogènes.  
I l est  aussi le prem ier, grâce à cet te opt ique, à concevoir la résultante 
comme la condit ion d'existence de solut ions non nulles de ces systèmes, et  
ramène donc son calcul à celui d'un déterm inant .  
                                                
15. Le théorème analogue dans Z (a et  b éléments de Z, sont  prem iers ent re eux si et  seulement  si, il existe un 
couple (u, v)  dans Z²  tels que au +  bv =  1) , est  souvent  appelé de façon impropre, théorème de Bézout , alors 
qu'il doit  êt re at t r ibué à Bachet  de Mézir iac (1581-1638) , en 1621.  
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Cela lui permet  d'êt re le prem ier à donner explicitement  une démonst rat ion 
sat isfaisante du théorème sur le degré de la résultante de deux équat ions à deux 
inconnues et  donc sur le nombre maxim um de points d' intersect ion de deux 
courbes planes. 
Relié à cet te démonst rat ion, Bézout  est  le prem ier à envisager le PGCD de 
deux polynômes comme la somme du produit  de ces polynômes par d’aut res 
polynômes16. De façon implicite, on l'a vu, cela ent raîne l'un des deux théorèmes 
qui porte son nom, celui sur la condit ion nécessaire et  suffisante pour que des 
polynômes à une var iable soient  prem iers ent re eux. 
Enfin ce mémoire cont ient  une façon tout  à fait  nouvelle de calculer la 
résultante, la méthode du « Bézout ien ». I l connaît  toujours actuellement  des 
développements notoires. L' intérêt  de cet te matr ice – son ordre (qui est  la moit ié 
de celui du Résultant ) , sa symétrie – a réapparu depuis les années 1970, grâce, 
ent re aut res, au développement  des possibilités de calculs dû à l' informat ique. En 
effet , des art icles récents qui paraissent  aujourd'hui dans des revues aussi bien 
d'algèbre linéaire et  d'analyse que de physique ou d'informat ique, montrent  que 
les propr iétés du Bézout ien semblent  bien en faire un out il de plus en plus ut ilisé. 
L' importance de ce m émoire ne fut  reconnue qu'au XI Xe siècle, bien après sa 
parut ion, comme toute l’œuvre de Bézout  d’ailleurs. Comme l'écriv it  H.S. White, 
président  de l’Am erican Mathem at ical Society , en 1909 :   
Yet  what  a comm entary on the fut ilit y of the best  efforts is found in the 
fact  that  both Jacobi and Minding, only 60 years later, published 
invest igat ions as new whose m ethods and results were in effect  ident ical 
with Bézout 's !  At  least  this showed not  that  his work was unnecessary, 




(novem bre 2013)  
                                                
16. Préfigurant  la théor ie des idéaux de Dedekind.  
17. White, H. S. « Bezout ’s theory of resultants and its influence on geometry », Bullet in of the American 
Mathemat ical Society , 15, 1909, p. 332. Bézout  a souffert  de l’oubli mais aussi du fait  qu’ayant  publié ses 
résultats dans son cours, ils ont  longtemps été considérés comme des résultats anonymes.  
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Pour illust rer le fait  que « deux courbes de degré m  et  n se coupent  en m n 
points » – Bézout  dit  « en au plus m n points » –, sauf si elles ont  une 
composante commune, voici quelques exemples. I ls mont rent  le rapport  ent re la 
résultante que l’on t rouve après élim inat ion d’une inconnue, la f igure et  le 
nombre de points d’intersect ion tels qu’on les considère aujourd’hui.  
 
 








Ces deux ellipses, x²  +  ( y – 0,5) ² / 4 =  1 (vert icale)  et  x² / 4 +  y²  =  1 
(horizontale) , ont  quat re points d' intersect ion à coordonnées réelles que l’on 
« voit  ».  
 
Exem ple de calcul de résultante  
I l s’agit  ici d’un « calcul à la m ain », loin des m éthodes générales et  
puissantes de Bézout , m ais qui perm et tent  d’illust rer ses résultats. 
En mult ipliant  la 2nde équat ion par 4 et  en la ret ranchant  de la 
prem ière, on obt ient  :  
y=  15y²  -  12,25  
En élevant  cet te ident ité au carré, puis en rem plaçant  y²  par 1 – x² / 4, 
on obt ient  après quelques calculs la résultante en x  :  
225 x4 – 326 x2 +  105 =  0 
 
La résultante en x  est  de degré 4 :  225x4 – 326x²  – 465 =  0 avec 4 racines 
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Prenons un cas sim ple de deux droites st r ictement  parallèles y =  x et  y =  x+ 1. 
La résultante en x  est  : 1  =  0 , elle n’a donc pas de solut ion, ni réelle ni 
imaginaire. Les deux droites étant  de degré 1, elles se rencont rent  en un point , 
le point  à l' infini. I l est  à noter que les deux direct ions opposées comptent  pour 
un seul point .  
 
 




C'est  le cas de deux hyperboles xy +  x  -  1 =  0 et  xy +  y  +  3=  0. La résultante 
en x  est  seulem ent  du 2 e degré  : x ²  -  3 x  –  1  =  0 . Elle a deux solut ions 
réelles qui correspondent  à deux y  réels, d'où les deux points d'intersect ion que 
l'on « voit  ». Les deux équat ions étant  de degré 2, il y a 2×2 =  4 points 
d’intersect ion, donc deux points d' intersect ion à l' infini, celui des asymptotes 
y =  -  1 et  y  =  0 (à droite comme à gauche) , et  celui des deux aut res x =  -  1 et  
x =  0 (en haut  comme en bas) . Comme dans le cas 2) , les deux direct ions 
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4/  Cas d'une composante commune :  
 
 








Soient  les courbes d'équat ion :  
x3 – y3  +  xy²  – yx²  – 5x²  – 5y²  – x +  y +  5  =  0  
x3/ 4 – y3  +  xy²  – yx² / 4 – 5x² / 4 – 5y²  – 7x +  7y +  35 =  0 
La prem ière est  représentée par l'union de la droite D et  du cercle B (c’est  en 
effet  le produit  de x²  +  y²  – 1 =  0 par x – y – 5 =  0) . La deuxième par l'union de 
la droite D et  de l'ellipse A. La résultante en x  est  0  =  0 , équat ion toujours 
vér if iée  : il y a une infinité de points d'intersect ion réels, ceux de la droite D.  
 
 







Voici les deux ellipses x² / 4 +  y²  =  1 (horizontale)  et  x²  +  (y – 1) ² / 4 =  1 
(vert icale) . Leur  résultante en x  est  : 2 2 5  x 4  –  2 2 4  x 2  =  0 . Elle a quat re 
solut ions dont  une racine double (x  =  0) , qui correspondent  à quat re points 
d'intersect ion à coordonnées réelles, le point  le plus bas de la f igure étant  un 
point  double ( le point  0,-1 ;  les deux aut res points d’intersect ion sont  x =  
±4/ 15√14, y =  13/ 15) . 
Cas encore plus parlant , y =  0 et  y =  xn, ont  un seul point  d' intersect ion, 
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I ci le cercle a pour équat ion   x²  +  y²  =  16 et  la droite x  =  5. La résultante en 
y  est  : y ²  =  – 9 . I l n’y a donc pas de solut ions réelles mais deux solut ions 
complexes qui donnent  deux points d'intersect ion dans le plan complexe, (5, 3 i)  
et  (5, –3 i) .  
@@@@@@@ 
Ces six exemples, t rès simples, illust rent  la différence d'approche du 
problème ent re Bézout  et  les mathémat iciens d'aujourd'hui, et  donc une part ie 
du t ravail qu'accompliront  ses successeurs. 
 
 
 
 
 
 
 
 
 
 
 
