Feature construction is critical in data-driven remaining useful life (RUL) prediction of machinery systems, and most previous studies have attempted to find a best single-filter method. However, there is no best single filter that is appropriate for all machinery systems. In this work, we devise a straightforward but efficient approach for RUL prediction by combining multiple filters and then reducing the dimension through principal component analysis. We apply multilayer perceptron and random forest methods to learn the underlying model. We compare our approach with traditional single-filtering approaches using two benchmark datasets. The former approach is significantly better than the latter in terms of a scoring function with a penalty for late prediction. In particular, we note that selecting a best single filter over the training set is not efficient because of overfitting. Taken together, we validate that our multiple filters-based approach can be a robust solution for RUL prediction of various machinery systems.
Introduction
Prognostics has been applied to the field of machinery maintenance, allowing industries to better plan logistics and save costs by conducting maintenance only when it is needed. This can be thought of as predicting the time remaining before a likely system failure, which is referred to as the remaining useful life (RUL). In the literature [1] [2] [3] [4] [5] , existing prognostics approaches can generally be divided into three categories: physics-based, data-driven, and hybrid-based approaches. Physics-based approaches incorporate prior knowledge of physical and/or analytical models with measured data to predict the future degradation behavior of a system and its RUL. Alternatively, data-driven approaches rely on historically collected data and attempt to derive RUL prediction models from the data. Hybrid-based approaches attempt to make use of the strengths of both approaches by combining knowledge related to the physical process and information obtained from the observed data to improve the prediction performance. However, physics-based and hybrid-based approaches are limited in practice because accurate underlying physical models are not available in most real systems. Therefore, data-driven approaches have become increasingly popular with recent advancements in modern sensor systems and data storage/analysis techniques.
In data-driven techniques [3, 6] , a filtering algorithm that preprocesses the original signal is required to filter out noise from the acquired data. As surveyed in previous reports [7, 8] , the most commonly used filtering algorithms for machinery prognostics are the moving average, exponential smoothing, linear Fourier smoothing, and wavelet smoothing methods. Moving average methods can be further classified into simple moving average (SMA), central moving average (CMA), and exponential moving average (EMA) methods. For example, SMA was used to eliminate high-frequency thermal noise from sensor data when predicting the RUL of blast furnaces [9] , and was applied to smooth sensor measurements to predict the RUL of aircraft engines [10, 11] and bearings [12] . In addition, CMA was utilized to smooth the fluctuation of time series data when predicting the RUL of bearings and a heat-resistant alloy [8] , and EMA was combined with the Gaussian mixture model to predict the RUL of slow-speed bearings [13] . Exponential smoothing (ES), which is similar to EMA with additional constraints [7] , was employed to reduce system noise and measurement noise for RUL prediction of a three-vessel water tank system [14] and bearings [15] . Linear Fourier smoothing (LFS) was used to suppress the high-frequency noise in sensor data to predict the RUL of aircraft systems [16] and battery systems [17] . Similarly, wavelet smoothing (WS) was used to remove high-frequency noise from sensor data for RUL prediction of bearings [18] and lithium-ion batteries [19] . We note that most previous studies employed a single specific filtering algorithm by focusing on development of a new filter or modification of an existing filter. This kind of approach is limited because the optimal filter varies depending on the characteristics of the testing dataset. Therefore, it is a challenge to develop an RUL prognostics system that is robust over various types of datasets.
In this regard, we propose a simple but efficient approach to predict the RUL in a more robust way by employing various filtering methods. Specifically, a set of various features are created from six well-known filter methods. These are then reduced into a smaller number of features by a principal component analysis together with the original variables. These reduced features are used as input variables in machine learning methods; herein the multilayer perceptron and the random forests methods are employed. To verify the usefulness of our approach, we compare it with traditional single-filtering approaches using two benchmark datasets of RUL prediction (i.e., the IEEE 2012 PHM challenge and NASA C-MAPSS datasets). We firstly show that it is difficult to select a proper single-filtering approach due to negative correlations between the training and test errors. Alternatively, our approach showed the best or near-best prediction performances for all of the tested datasets.
The remainder of this paper is structured as follows. Section 2 introduces some background information about traditional single-filtering approaches and the performance evaluation metrics, and then explains our approach. Section 3 presents the experimental results and discussion. We conclude with remarks and suggestions for future work in Section 4.
Backgrounds
Traditional Single-Filtering Approaches Most previous approaches for RUL prediction have applied a single-filtering method to remove noise from the original observed signals to improve performance. In case that there are a lot of observed signals, the principal component analysis (PCA) is often applied to reduce the dimension of the feature space. We call this traditional approach a single-filtering approach with PCA (SF-PCA).
We surveyed six well-known filtering methods for RUL prediction as follows (Let f t is the value of feature f at time t):
• Simple Moving Average (SMA) SMA is the unweighted average of values over the previous time points (Equation (1)).
where n is the number of previous time points.
• Central Moving Average (CMA)
SMA causes a shift in the trend because it considers only previous data. To overcome its tendency for lateness, CMA can be computed by averaging values over equal periods of past and future time points, as follows Equation (2):
where n is an odd number specifying the number of time points being averaged.
• Exponential Moving Average (EMA) EMA, also known as an exponentially weighted moving average (EWMA), is a type of infinite impulse response filter with exponentially decreasing weighting factors. Here, we employ a variant EMA that uses non-constant weighting factors. The EMA of a time series of feature f is calculated recursively, as follows Equation (3):
where α = e −1/N is a constant given the total number of observations N.
• Exponential Smoothing (ES) Similar to EMA, ES is another weighted recursive combination of signals where a constant weighting factor is employed, as follows Equation (4):
• Linear Fourier Smoothing (LFS)
LFS is based on the well-known Fourier transform that decomposes a signal into its frequency components. By suppressing the high-frequency components, one can achieve a denoising effect (Equation (5)).
where F (·) and F −1 (·) denote the forward and inverse Fourier transforms, respectively, and χ A is the characteristic function of set A. The parameter λ is the cut-off frequency. We used the standard Fast Fourier Transform algorithm to compute the one-dimensional discrete Fourier transform of a real-valued time series array of feature f .
• Wavelet Smoothing (WS)
Wavelets can be used to decompose a signal into a series of frequency coefficients. A WS method applies soft thresholding to the coefficients and then reconstructs the signal with the threshold coefficients (Equation (6)).
where W (·) and W −1 (·) denote the forward and inverse wavelet transform operators, respectively, and D(·, γ) denotes the denoising operator with the soft threshold γ. Given the threshold γ for data U:
where sgn(U) denotes the sign of data U (positive or negative). The threshold γ is determined as a universal threshold:
where N is the number of data values in the time series of feature f andσ is the standardized median absolute deviation of the finest-level detail coefficients.
Our Proposed Approach

The Framework
In this work, we propose a robust approach to combine multiple filtering methods and a dimension reduction for the RUL prediction problem (Figure 1 ). Filtering methods are mainly concerned with reducing relatively high-frequency noise. However, selecting the most suitable filter is a challenge because the best filter varies depending on the characteristics of the signal and/or application. Moreover, keeping the original signal unfiltered can be useful in some prediction problems where it is difficult to realize the presence or absence of noise. To overcome this limitation, we first generate a set of noise-filtered features by using six representative filter methods as we surveyed in the Background section. In addition, the original signals were included to the candidate features so that they can be partially used for learning. This construction process can create a large number of features that can be considered as the input variables in learning. Since such a high-dimensional input space can cause the overfitting problem, we applied PCA to reduce the dimension of the input space. PCA reduces a system of p-features into k-principal components by using a linear transformation, while still maintaining most of the variability in the feature set. PCA is performed by using singular value decomposition of the data to project it to a lower dimensional space. Here, we choose the principal components, which account for more than 99% of the data variability. Finally, a learning technique can learn the underlying model between a set of features and the RUL variable. In this study, we employed two well-known methods: the multilayer perceptron and random forest methods. This approach is referred to as the multiple-filtering and PCA-based (MF-PCA) RUL prediction. 
Performance Evaluation Metrics
In this study, we employ two metrics to evaluate the RUL prediction performance: the scoring function and the mean squared error (MSE). An RUL prediction is called a failed-safe prediction (FSP, or early prediction) and a failed-dangerous prediction (FDP, or late prediction) when the actual RUL is larger and smaller than the estimated RUL, respectively. The scoring function favors the FSP prediction more than the FDP prediction whereas the MSE gives an equal weight to both types of predictions. Considering that the recovery cost is extremely large in the FDP case, the former measure seems to be more reasonable. However, the score can be forced to be increased by underestimating the RUL. In this regard, it is necessary to assess the prediction performance using both two metrics together [12, 15, [20] [21] [22] [23] . In the following, the definitions of the metrics are described.
Scoring Function
The scoring function used in this paper is identical to the one used in the IEEE PHM 2012 Data Challenge [24] . Let RUL i and ActRUL i be the estimated RUL and actual RUL of the ith sample, respectively (where i ∈ [1, N] and N is the number of samples). The percent error on the ith sample is then defined by Equation (7):
Then, the score of each RUL prediction is defined by setting asymmetric penalties to late and early predictions, with late predictions penalized more (i.e., cases where Er i < 0):
The final score is then defined as the average over all samples (Equation (9)):
Mean Squared Error (MSE)
In addition to the scoring function, we use the MSE is used as a performance measure in this study because it is a general metric for function regression problems. We note that it gives an equal weight to both early and late predictions (Equation (10)).
Results and Discussion
To validate our MF-PCA approach, we compared it with some traditional SF-PCA approaches. We tested these with two well-known benchmark datasets used for remaining useful life prediction: the IEEE PHM 2012 Prognostic Challenge and NASA C-MAPSS datasets.
Datasets
IEEE PHM 2012 Prognostic Challenge Dataset
The experimental dataset in the IEEE PHM 2012 Prognostic Challenge was provided by the FEMTO-ST Institute [24] to compete for the best RUL estimator of ball bearings under experimental loading conditions. It consists of six training sets obtained from run-to-failure experiments and eleven test sets showing truncated experimental data; three different loading conditions were considered in the experiments. Two accelerometers were mounted on the bearing housing to measure vibrations in the vertical and horizontal directions. Data sampling was conducted at 10 s intervals at a 25.6 kHz sampling rate and 0.1 s duration; hence, each observation contained 2560 points. The total observations of each case in the training and test sets are listed in Table 1 . 2 , where f s is the sampling frequency (25.6 kHz). For each frequency band, the energy value, peak existence indicator (true or false), and maximum peak value are extracted. Thus, 768 features are extracted for two vibration features (2 × 128 × 3); these are considered as the input variables for learning.
NASA C-MAPSS Dataset
The NASA commercial modular aero-propulsion system simulation (C-MAPSS) dataset contains simulated data produced using a model-based simulation program [25, 26] . It is further divided into four sub-datasets, as shown in Table 2 . Each trajectory within the train and test trajectories is assumed to be the life-cycle of an engine. The data are arranged in an n-by-26 matrix, where n corresponds to the number of data points in each dataset. Each row is a snapshot taken during a single operational cycle and each column represents a different variable. There are six operational modes (in sub-datasets FD002 and FD004) that have a substantial effect on engine performance [21, 27, 28] . Therefore, it is possible to include the operational mode history as a feature. This is done by adding six columns of data representing the number of cycles spent in their respective operational mode since the beginning of the series [21] . In addition, data normalization is also carried out based on operational modes, as was done in [21] .
Performance Comparisons Between MF-PCA and SF-PCA
In this study, we employ two learning models: the multi-layer perceptron (MLP) and random forest (RF) models. For filtering parameters, the number of time points used to compute the moving average in SMA and CMA is set to five. In LFS, the top 75% high-frequency components of the Fourier transform are removed. For more stable performance analysis, the train-and-test process for each dataset was repeated over 100 trials. Average results and standard deviations are shown in Table 3 .
In the table, "None" indicates that the original variables were used as input variables without applying any filtering method. With respect to the MSE in the training set, the ES or CMA filtering methods were best. In addition, the best single-filtering method also showed the best MSE in the test set in the case of the IEEE PHM dataset using the RF learning model. In the rest cases, however, the best method in the training set did not show relatively good MSE in the test set. Interestingly, the ES filtering method over the NASA C-MAPSS dataset showed the worst performance over the test set in both learning models. This implies that there exists an overfitting problem and therefore it is not robust to select a best filter based on the training set. To clarify this point, we further plot the relations between the training and test MSE values ( Figure 2 ). As shown in the figure, the two MSE values do not show positive correlations. We observe negative correlations in Figure 2a,c,d , which imply that the better in the training MSE the worse in the test MSE. Alternatively, our approach was not best in terms of the training MSE but it showed the best test MSE over the NASA C-MAPSS dataset and a medium test MSE over the IEEE PHM dataset. More interestingly, MF-PCA showed the best performance in terms of the test score value in all cases. Considering that the assessment by the scoring function is meaningful in machinery prognostics because late predictions are most dangerous, MF-PCA is the most efficient approach in RUL prediction. In addition, it is notable that the test score of the RF method was considerably low in cases where it was best with respect to the test MSE. Finally, we note that the test score values of the IEEE 2012 PHM dataset are relatively small on average. This might be caused by insufficient amount of training data as mentioned in some previous studies [15, 29] where the same dataset was investigated. Specifically, we note that the test score achieved in [15] was 0.0981, which is smaller than that of MF-PCA. To visualize the prediction result of our approach, we plotted the actual and predicted RULs by MF-PCA (Figure 3) . The points below (or above) the diagonal line mean early (resp. late) predictions. As shown in the figure, MF-PCA was likely to predict earlier RULs than the actual RULs. Specifically, the numbers of early predictions in the MLP and RF models were 10 and 6, respectively, among a total of 11 test cases in the IEEE PHM dataset (Figure 3a,b) . In the case of the NASA C-MAPSS dataset, those numbers in the MLP and RF models were 468 and 513, respectively, among a total of 707 test cases (Figure 3c,d ). This tendency led to a relatively high score values. Taken together, MF-PCA is a good approach for accurate and robust RUL prediction.
The Number of Components Selected by PCA
In the data-driven prognostics, a large number of features can overfit the training data and eventually reduce the general performance of the learning model. In this regard, we used the PCA to properly reduce the dimension of the input space and to enhance speed of the training phase. It is intended to retain the most important characteristics of the whole input space by using the principal components. In this study, the principal components that explain 99% of the data variance were selected. Table 4 shows the numbers of principal components selected in MF-PCA and SF-PCA approaches. As shown in the table, the number of features is largely reduced by the PCA; specifically, at least 87% and 66% features were reduced in the IEEE PHM and NASA C-MAPSS datasets, To visualize the prediction result of our approach, we plotted the actual and predicted RULs by MF-PCA (Figure 3) . The points below (or above) the diagonal line mean early (resp. late) predictions. As shown in the figure, MF-PCA was likely to predict earlier RULs than the actual RULs. Specifically, the numbers of early predictions in the MLP and RF models were 10 and 6, respectively, among a total of 11 test cases in the IEEE PHM dataset (Figure 3a,b) . In the case of the NASA C-MAPSS dataset, those numbers in the MLP and RF models were 468 and 513, respectively, among a total of 707 test cases (Figure 3c,d ). This tendency led to a relatively high score values. Taken together, MF-PCA is a good approach for accurate and robust RUL prediction.
In the data-driven prognostics, a large number of features can overfit the training data and eventually reduce the general performance of the learning model. In this regard, we used the PCA to properly reduce the dimension of the input space and to enhance speed of the training phase. It is intended to retain the most important characteristics of the whole input space by using the principal components. In this study, the principal components that explain 99% of the data variance were selected. Table 4 shows the numbers of principal components selected in MF-PCA and SF-PCA approaches. As shown in the table, the number of features is largely reduced by the PCA; specifically, at least 87% and 66% features were reduced in the IEEE PHM and NASA C-MAPSS datasets, respectively, by the MF-PCA process. 
Conclusions
In this study, we proposed MF-PCA, which predicts the RUL in a more robust way by combining various filtering methods. We compared MF-PCA with none-filtered and six single-filtering approaches in two different learning models (MLP and RF), and over two benchmark datasets (the IEEE PHM 2012 and NASA C-MAPSS datasets). Results show that MF-PCA has a more robust and accurate performance than single-filtering approaches because it resolves the overfitting problem (Table 3) . This is because MF-PCA not only keeps the original variables but also generates a large number of various features from different filtering methods. Because it is difficult to select a proper single-filtering approach due to the negative or unclear correlations between the training and test errors (Figure 2 ), MF-PCA is useful because it can be applied to other machinery systems without a priori knowledge. Finally, we note the limitations of the MF-PCA approach. As a pure date-driven approach, it is not applicable in early stage of real machine operation. In addition, the prediction performance is highly affected by the quality and the amount of training data. Moreover, PCA is a basically linear transformation so other nonlinear reduction process can be more efficient for more noisy data. Future studies will further focus on validating the usefulness of our approach by employing other learning models, such as support vector machines and k-nearest neighbors. Parameters of the filtering methods are also needed to be automatically determined by an optimization process, like a genetic algorithm. It is worth to investigate the optimal ratio between the training and the test datasets. Funding: This work was supported by National IT Industry Promotion Agency (NIPA) grant funded by the Korea government (MSIP) (S1106-16-1002, Development of smart RMS software for ship maintenance-based fault predictive diagnostics).
