Probit Model on Multivariate Binary Response Using Simulated Maximum Likelihood Estimator by Nugraha, Jaka et al.
 
 
70 Model Probit................... (Jaka Nugraha dkk) 
 
Model Probit pada Respons Biner Multivariat  
Menggunakan Simulated Maximum Likelihood Estimator 
 
Probit Model on Multivariate Binary Response  
Using Simulated Maximum Likelihood Estimator 
 
Jaka Nugraha 1), Suryo Guritno 2), Sri Haryatmi 2)
1Jurusan Statistika UII, S3 Matematika UGM 
2Jurusan Matematika UGM 
 
ABSTRACT 
 
In this paper, we discuss probit model on multivariate binary response. We assume that each of n individuals is 
observed in T responses. Yit is  tth response on ith individual/subject and each response is binary. Each subject has 
covariate Xi (individual characteristic) and covariate Zijt (characteristic of alternative j). Response on individual ith 
can be represented by Yi = (Yi1,....,YiT), Yit is  tth response on ith individual/subject and each response is 
multinomial. In order to simplify, we choose one of individual characteristics and alternative characteristics. We 
use simulated maximum likelihood estimator (SMLE) methods to estimate the parameter based on Geweke-
Hajivassiliou-Keane (GHK) simulator. We find the first derivative of likelihood function for multivariate binary 
probit. Then, we expand to multivariate multinomial response. The first derivative is used in the BHHH (Berndt, 
Hall, Hall, Hausman) iteration to obtain estimators. 
 
Keywords: Random utility model, simulated maximum likelihood estimator, generalized estimating equation, 
BHHH, GHK simulator, Newton-Raphson 
 
PENDAHULUAN 
 
Pada data panel, pengamatan dilakukan secara 
berulang terhadap subjek dan variabel yang 
sama. Pembahasan mengenai pemodelan 
respon biner pada data panel telah dilakukan 
oleh banyak peneliti. Model yang sering 
digunakan adalah model probit dan model 
logit. Model disusun berdasarkan pendekatan 
model efek tetap, model  efek random dan 
model dinamik. Metode estimasi paramater 
yang digunakan adalah metode maximum 
likelihood estimator (MLE), metode momen 
dan metode generalized estimating equation 
(GEE).  
Struktur model yang paling sederhana 
adalah model independen, yaitu dengan 
mengasumsikan bahwa antar respon pada 
subjek yang sama maupun antar subjek adalah 
independen. Dengan asumsi ini, probabilitas 
gabungan merupakan perkalian dari 
probabilitas marginalnya. Liang & Zeger 
(1986) menyampaikan bahwa analisis logistik 
maupun probit pada data panel dengan 
menggunakan pendekatan univariat, yakni 
mengabaikan adanya korelasi akan 
menghasilkan estimator parameter yang masih 
konsinten tetapi jika terdapat korelasi yang 
besar maka penaksir tersebut menjadi tidak 
efisien. Prentice (1988) menyampaikan strategi 
pemodelan menggunakan pendekatan GEE 
untuk mendapatkan estimator koefisien regresi 
yang konsisten dan asimtotis normal. 
Pendekatan GEE tidak menggunakan 
perhitungan integral rangkap. 
Contoyannis et al. (2002) menyatakan 
bahwa pada model efek tetap jika terdapat 
korelasi antara efek individu terhadap variabel 
independen maka estimator yang diperoleh 
menjadi tidak efisien. Dengan menggunakan 
model efek random, estimator yang didapatkan 
menjadi lebih efisien. Model lain yang 
dikembangkan dalam data panel adalah model 
dinamik. Model dinamik seperti halnya model 
time series, terdapat pengaruh antar respon 
secara berurutan (Contoyannis et al. 2001). 
Harris et al. (2000) telah melakukan pengujian 
sifat-sifat estimator model probit pada data 
panel dan menyimpulkan bahwa estimasi 
menggunakan MLE masih menghasilkan 
estimator yang baik meskipun jumlah sampel 
terbatas.  
Model probit pada data panel adalah identik 
dengan model probit untuk keputusan tunggal, 
hanya struktur matrik kovariansinya lebih 
besar.  Pengembangan model yang telah 
dilakukan adalah dengan mengontrol 
karakteristik individu yang tidak terobservasi 
dan homogen terhadap perulangan pengukuran. 
Jika karakteristik individu heterogen, maka 
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akan menjadi masalah dalam estimasi 
parameter yaitu estimasi parameter menjadi 
bias  (Greene 2003).  
Metode SMLE adalah identik dengan MLE, 
hanya saja proporsi masing-masing pilihan 
dihitung secara simulasi.  Metode simulasi 
digunakan untuk menghitung integral rangkap. 
Pada model probit, metode simulasi GHK 
merupakan metode simulasi yang paling efisien 
dan bersifat tak bias (Hajivassilou et al. 1996). 
Geweke et al. (1997) juga telah menemukan 
metode perhitungan integral rangkap 
menggunakan pendekatan simulasi Monte 
Carlo yang dikenal dengan nama metode GHK 
mempunyai sifat tak bias dan konsisten.  
Nugraha (2000) telah melakukan pengujian 
sifat-sifat estimator parameter pada regresi 
logistik bivariat dengan menggunakan metode 
MLE dan GEE. Metode tersebut menghasilkan 
estimator yang konsisten. Nugraha et al. (2006) 
menunjukkan bahwa model logistik pada data 
biner multivariat dengan menggunakan 
pendekatan GEE menghasilkan penaksir 
parameter dengan variansi yang lebih kecil 
dibandingkan dengan pendekatan asumsi 
independen.  
Sering kali pada masing-masing individu 
diamati beberapa variabel dependen yang 
berbeda secara bersamaan. Pengamatan seperti 
ini menghasilkan respon multivariat. Penelitian 
mengenai pemodelan respon biner multivariat 
masih sedikit mendapat perhatian dari para 
peneliti. Sementara itu aplikasi pemodelan 
respon biner multivariat sangat luas. 
Berdasarkan pengembangan model respon 
biner yang telah dilakukan pada data panel, 
makalah ini membahas penyusunan model pada 
data respon biner multivariat menggunakan 
model probit. Estimasi parameter dilakukan 
dengan menggunakan metode MLE yang 
didasarkan pada simulasi GHK.  
 
Model utilitas 
Diasumsikan bahwa n individu masing-masing 
diobservasi sebanyak T respon. Yit adalah 
respon ke-t pada individu/subjek ke-i dan 
setiap responnya adalah biner. Respon pada 
individu ke-i, dapat disajikan dalam bentuk Yi 
= (Yi1,....,YiT), sehingga Yit = j jika subjek i 
respon ke-t memilih alternatif j (j=0,1). 
Diasumsikan bahwa pilihan individu i dalam 
mengambil keputusan Yit karena mempunyai 
utilitas maksimum dan dipengaruhi oleh 
kovariat Xi sebagai karakteristik individu dan 
kovariat Zijt sebagai karakteristik 
alternatif/pilihan j. Untuk menyederhanakan 
penulisan, diambil satu variabel karakteristik 
individu dan satu variabel karakteristik pilihan.  
Utiliti subjek i memilih alternatif j pada 
respon ke-t adalah  
Uijt = Vijt + εijt .   
untuk t=1,2,...,T ; i=1,2,...,n ; j=0,1  (1) 
dengan  
Vijt = αjt +βjtXi + γtZijt  
Uijt adalah utilitas yang merupakan variabel 
laten dan Vijt dinamakan representatif utiliti. αjt 
,βjt dan γt adalah parameter dalam model 
utilitas. Pada random utility model (RUM), 
diasumsikan bahwa pembuat keputusan 
(subjek) menentukan pilihan berdasarkan nilai 
utilitas yang maksimum, sehingga model (1) 
dapat disajikan dalam bentuk selisih utilitas,  
Uit =  Ui1t - Ui0t = (Vi1t – Vi0t)+ (εi1t - εi0t) = Vit + εit 
  (2) 
dengan  
Vit = (α1t-α0t) + (β1t -β0t)Xi + γt(Zi1t - Zi0t) 
dan εit = εi1t - εi0t. 
Selanjutnya dapat disusun hubungan antara 
Yit dan variabel laten Uit, yaitu  
yit = 1 <=> Ui1t > Ui0t  <=> Uit > 0 <=>  -Vit < εit  
dan  
yit = 0 <=> Ui1t < Ui0t  <=> Uit <0 <=>  -Vit > εit 
Probabilitas subjek i memilih (yi1 = 1,...., yiT 
= 1) adalah   
P(yi1 = 1,..., yiT = 1) = P(0 < Ui1,..., 0 < UiT)  
                                = P(-Vi1 < εi1,..., -ViT < εiT) 
   = ( ). ( )
it it i ii
I V f d
ε
tε ε ε− < ∀∫   
 (3) 
dengan ε’i =  (εi1,..., εiT). Nilai probabilitas ini 
merupakan hitungan integral rangkap T dan 
tergantung pada parameter θ = (α,β,γ) maupun 
distribusi ε. Dalam hal ini akan digunakan 
model probit.  Metode estimasi parameter yang 
digunakan pada model probit adalah metode 
MLE.  
Model probit diturunkan dari asumsi bahwa 
vektor 'iε  berdistribusi normal multivariat 
dengan mean nol dan matrik kovariansi Σ. 
Fungsi densitas untuk εi 
adalah
' 1
/ 2 1 / 2
1 1
( ) ( ) exp[ ]
(2 ) | | 2
i i iT
f
i
ε φ ε ε επ
−= = − Σ
Σ
    (4) 
Probabilitas marginal (untuk suatu t dan i) 
adalah  
πit = P(yit=1|Xi,Zi) = P(-Vit < εit ) = 1- Φ(-Vit)  (5) 
sehingga      
   
1( ) (1 )it ity yit it it itP Y y π π −= = −
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dari sifat simetris distribusi normal maka  
persamaan (5) dapat juga dinyatakan sebagai 
πit  = P(yit=1|Xi,Zi)  
 = P(-Vit < εit ) = P(εit < Vit) = Φ(Vit)  
 (6) 
dengan 
2
2 1/ 2 2
1 1
( ) exp[ ]
(2 ) 2
itV
it it it
t t
V dε επσ σ−∞Φ = −∫ . 
Fungsi likelihood dari sampel random 
berukuran n adalah  
1
( ) ( | , , )
n
i i i i
i
L L Y X Zθ θ
=
=∏   (7) 
dengan Y’i = (Yi1,...,YiT) merupakan vektor 
observasi (respon) biner. 
 
HASIL DAN PEMBAHASAN 
 
Model probit independen 
Probabilitas marginal untuk respon Yit adalah    
1( ) (1 )it ity yit it it itP Y y π π −= = −  
           = (Φ(Vit))yit(1-Φ(Vit))1-yit 
dan dari persamaan (5) dipunyai  
1- πit  = Φ(-Vit) 
maka probabilitas marginalnya dapat 
dinyatakan sebagai  
( ) [(2 1)it it it itP Y y y V= = Φ − ]   
 (8) 
Jika diasumsikan Yit saling independen 
untuk setiap t dan i maka  
( )
1
1 1
1
1
( , ..., ) (1 )
(2 1)
it it
T
y y
i i iT iT it it
t
T
it it
t
P Y y Y y
y V
π π −
=
=
= = = −
= Φ −
∏
∏
 (9) 
Fungsi likelihoodnya adalah  
( )
1
1 1
( ) ( | , ; )
(2 1)
n
i i i i
i
n T
it it
i t
L L Y X Z
y V
θ θ
=
= =
=
= Φ −
∏
∏∏
 (10) 
dan fungsi log-likelihoodnya adalah 
((
1 1
( ) ln (2 1)
n T
it it
i t
LL y Vθ
= =
= Φ −∑∑ ))  (11) 
Derivatif pertama LL(θ) terhadap parameter 
θt = (α1t, α0t, β0t, β1t, γt)′ adalah ( )
( )10
(2 1) (2 1)( )
(2 1)
n
it it it
it it
y yLL
y V
φθ
α =
− −∂ = −∂ Φ −∑
( )
( )11
(2 1) (2 1)( )
(2 1)
n
it it it
it it it
y y VLL
y V
φθ
α =
− −∂ =∂ Φ −∑ . 
( )
( )
it
V ; 
1
(2 1) (2 1)( )
(2 1)
n
it i it it
i it
y X y VLL
y V
φθ
β =
− − −∂ = −∑0 t it∂ Φ ; 
( )
( )1
(2 1) (2 1)( )
(2 1)
n
it i it it
i it
y X y VLL
y V
φθ
β =
− −∂ =∂ Φ −∑1t it . 
( )
( )1
(2 1) (2 1)( )
(2 1)
n
it it it it
it it it
y Z y VLL
y V
φθ
γ =
− −∂ =∂ Φ −∑  (12) 
dengan Vit =(α1t-α0t) +(β1t-β0t)Xi + γtZijt, untuk 
t=1,...,T. 
Jika
0 1
( ) ( )
0
t t
LL LLθ θ
α α
∂ ∂= =∂ ∂
 maka α0t dan α1t 
tidak teridentifikasi.  Demikian juga, jika 
0 1
( ) ( )
0
t t
LL LLθ θ
β β
∂ ∂= =∂ ∂
 maka β0t dan β1t tidak 
teridentifikasi. Oleh karena itu salah satu diberi 
nilai tertentu (misal α0t=1 dan  β0t =1 ). Jika θt 
= (α1t, β1t, γt)′ dan α0t=1 dan  β0t =1 maka dari 
persamaan (12) diperoleh  persamaan penaksir  
( )
( )
1
1
1
1
(2 1) (2 1)
0
(2 1)
t
tt
t
n
it it it
i
i it it
it
LL
LLLL
LL
y y V
X
y V
Z
α
βθ
γ
φ
=
∂
∂
∂∂ = ∂∂
∂
∂
− −= =Φ −
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
∑
  
 (13) 
dengan Vit =(α1t-1)+(β1t-1)Xi+γtZijt, untuk 
t=1,...,T. MLE untuk θt merupakan 
penyelesaian persamaan penaksir ini. 
Derivatif ke dua fungsi log-likelihood (12) 
adalah  
( )
( )
22
2
1 2
(2 1)
(2 1) (2 1)
(2 1)
' (2 1)
(2 1)
it i it
n
it it it it
i it i i it
it t it it
it i it it it
y X Z
y V y VLL
X y X X Z
y V
Z X Z y Z
φ
θ θ =
−
− −∂ = − −∂ ∂ Φ − −
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
∑ −
 
 
( )( )
( )
2
2
1
1
(2 1) (2 1)
1
(2 1)
1
i it
n
it it it
i i
i it it
it i it
X Z
y y V
itX X Z
y V
Z X Z
φ
=
− −
Φ −
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
∑  
 (14) 
Persamaan penaksir (13) dapat diselesaikan 
dengan menggunakan iterasi Newton-Raphson. 
Jika θt = (α1t, β1t , γt)′ dan untuk t tertentu maka 
persamaan iterasi ke-(k+1) adalah  
( 1) ( ) ( ) 1 ( )( )k k kt t tH gθ θ+ = − kt−  (15) 
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dengan  
( )
( )
( )
( )
( )
1
1
(2 1) (2 1)
(2 1)
it
it
k
n
it itk
it k
i it
i
y y V
Xg
y V
Z
φ
=
− −= Φ −
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
∑  
( )
( )
2 ( ) ( )
( ) 2
( )
1 2
(2 1)
(2 1) (2 1)
(2 1)
(2 1)
(2 1)
it it
it
it i itk k
n
it itk
t i it i i itk
i it
it i it it it
y X Z
y V y V
H X y X
y V
Z X Z y Z
φ
=
−− −= − − −Φ − −
⎛ ⎞⎜ ⎟⎜⎜ ⎠
∑
( )( )
( )
X Z ⎟⎟⎝
 
2( )
2( )
1
1
(2 1) (2 1)
1
(2 1) 1
it
it
i itk
n
it it
i i it
k
i
it
X Z
y y V
it i it
X X Z
y V Z X Z
φ
=
− −
Φ −
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
∑  
Untuk melakukan pengujian terhadap 
estimator dapat digunakan sifat Normal 
asimtotis pada penaksir MLE,  
1ˆ [ ,{ ( )} ]at t tN Iθ θ θ −⎯⎯→  (16) 
dengan 
 
2
'
log ( ; )
( ) [ ]t t itt
t t
LL X
I E E
θθ θ θ
∂= − = −∂ ∂
⎡ ⎤⎢ ⎥⎣ ⎦ tH  
Secara umum jika terdapat lebih dari satu 
variabel karakteristik individu (Xi1,..,XiM) dan 
variabel karakteristik pilihan (Zij1t,...,Zijkt) maka  
Vijt = αjt + β1jtXi1 + .... + βMjtXiM + 
γ1tZij1t,...,+ γKtZijKt  
untuk i=1,..n ; j=0,1 dan t=1,..,T. Agar 
parameternya teridentifikasi maka ditentukan 
nilai α0t=1 dan βm0t = 1 untuk semua m dan t. 
Parameter yang diestimasi adalah θ = (α1t, 
β11t,.... ,βM1t,γ1t,....,γKt)′. MLE merupakan 
penyelesaian dari persamaan 
( )
( )1
1
(2 1) (2 1)
' 0
(2 1)
'
n
it it it
i
i it it
it
y y V
X
y V
Z
φ
=
− − =Φ −
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
∑  (17) 
dengan Xi = [Xi1 .... ,XiM] , Zijt = [Zij1t,...,ZijKt], 
Vit = Vi1t – Vi0t , Zit = Zi1t – Zi0t untuk setiap t.  
 
Model probit biner multivariat 
Vektor  εi = (εi1,..., εiT)’ berdistribusi normal 
multivariat dengan mean nol dan matrik 
kovariansi Σ dan masing-masing εit 
berdistribusi normal standard. 
'
iε ~ MN(0, Σ) dan εit ~N(0,1) untuk 
t=1,...,T.  
12 1
21 2
1 1
1 ...
1 ...
... ... ... ...
... 1
T
T
T T
σ σ
σ σ
σ σ
Σ =
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
  
Karena Σ merupakan matrik simetri, maka 
σtt′ = σt′t untuk t,t′=1,...,T.  yit = 0 jika 
responden i memilih alternatif pertama dan yit = 
1, jika responden i memilih alternatif ke dua. 
Probabilitas marginalnya adalah 
( it itP Y y )= =Φ[(2yit-1)Vit]   
Probabilitas gabungannya adalah  
( )1 1( , ..., ) (2 1) , ..., (2 1)i i iTP Y y Y y P y V y Vε ε= = = < − < −
1
( )
... ... ( ; ; ) ( ; ; )
iT il i
i
w w w
T i i T i iD Y
d d
1 1 1iT i i i iT iT iT
  
                       φ ε θ ε φ ε θ ε= Σ∫ ∫ ∫ ∫
;0;( ΣΦ iT w
−∞ −∞ −∞
= Σ                      
         )= )  (17) 
dengan wit = (2yit-1)Vit dan D(Yi) = [-
∞,wi1]…[-∞,wil]…[-∞,wiT].  φT menyatakan 
fungsi densitas normal multivariat  dari respon 
sebanyak T. Fungsi log likelihoodnya adalah    
1
( ; ) ln ( ; 0; )
n
T i
i
LL wθ
=
Σ = Φ∑ Σ  (19) 
( ; 0; )T iwΦ Σ dihitung menggunakan 
simulator GHK dengan faktor Cholesky C, 
sehingga parameter yang diestimasi adalah ω = 
(θ, c). c adalah elemen-elemen matrik C. 
11
21 22
31 32 33
31 2
0 0 0 0 ...... 0
0 0 0 ....... 0
0 0 ....... 0
....... ... ............. ...
........... ...TT T TT
c
c c
c c c
cc c c
=
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
C   
sehingga persamaan utiliti (1)  menjadi 
1
t
it it tl li
l
U V c η
=
= +∑  untuk t=1,...,T dan ηi ~ 
N(0,I) 
Dengan menggunakan algoritma pada 
simulasi GHK  (Train, 2003) diperoleh 
1
r 1
i
1 1
((2 1) )
p
t
r
it it tk kT T
r k
it
t t tt
y V c
c
η
−
=
= =
− − +
= Φ = Φ
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
∑∏ ∏(
 (20) 
indek r menyatakan pengambilan ke-r dalam 
simulasi,  
1
1 R r
i i
r
p p
R =
= ∑( (  
Fungsi log-likelihood menjadi  
1 1
1
sim log ( ) log ( )
n R
r
i
i r
L p
R
ω ω
= =
= ⎛ ⎞⎜ ⎟⎝ ⎠∑ ∑ (           
                      
1 1 1
1
log
Tn R
r
it
i r tR= = =
= Φ⎛ ⎞⎜ ⎟⎝ ⎠∑ ∑∏   (21) 
Estimator ω yang dihitung menggunakan 
metode Newton-Raphson memerlukan derivatif 
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pertama dan derivatif ke dua dari fungsi log-
likelihood (21). Untuk menghidari derivatif 
kedua dari fungsi log likelihood, dapat 
digunakan metode iterasi BHHH (Chong & 
Zak 1996). Metode BHHH hanya memerlukan 
derivatif pertama.  
Selanjutnya akan dihitung derivatif pertama 
fungsi log likelihood dengan menggunakan 
notasi  
1
1
,
1
11
(2 1)
1
(2 1)
1
l
rlh il il
hi
h ll ll
li r
il i
i
c y V
l
c c
a
y V
l
c
η
−
=
−− +
= −
>
=
⎧ ⎡ ⎤⎪ ⎢ ⎥⎪ ⎣⎨⎪⎪⎩
∑ ⎦   
 (22) 
Persamaan (20) menjadi  
( ) ( ) ( )ri 1 , 2 , , 1 2
1
p . .... . ....
T
r r r r
i r i r Ti r i i Ti li
l
a a a
=
= Φ Φ Φ = Φ Φ Φ = Φ∏(  
Derivatif pertama fungsi likelihood (21) 
adalah 
( ) ,
1 1 1
1
1 1
simlog ( ) ( ) .
1
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ri r l li
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dengan  
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,
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c
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⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
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Dengan menggunakan langkah-langkah 
penyusunan model dan estimasi parameter pada 
model probit biner multivariat, dapat 
dikembangkan untuk model probit multinomial 
multivariat 
 
KESIMPULAN 
 
Model probit dapat diimplementasikan dalam 
pemodelan data biner multivariat yang 
didasarkan pada Random Utility Model. 
Metode MLE dapat digunakan untuk 
mengestimasi parameter. Jika diasumsikan Yit 
saling independen untuk setiap t dan i, MLE 
merupakan penyelesaian dari persamaan 
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dengan Xi = [Xi1 .... ,XiM] , Zijt = [Zij1t,...,ZijKt], 
Vit = Vi1t – Vi0t , Zit = Zi1t – Zi0t untuk setiap t.  
 
Jika diasumsikan Yit saling berkorelasi,  maka 
fungsi likelihoodnya akan melibatkan hitungan 
integral rangkap. Nilai probabilitas yang 
merupakan hitungan integral rangkap dalam 
fungsi likelihood dapat diselesaikan 
menggunakan simulator GHK. Untuk 
menghindari penggunaan derivatif kedua dari 
fungsi log-likelihood, persamaan penaksir yang 
diperoleh dari MLE dapat diselesaikan 
menggunakan iterasi BHHH. 
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