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ABSTRACT

Multi-electrode recording is a key technology that allows the brain m echanism s o f
decision making, cognition, and their breakdown in diseases to be studied from a network
perspective. As the hypotheses concerning the role o f neural interactions in cognitive
paradigms become increasingly more elaborate, the ability to evaluate the direction o f
neural interactions in neural networks holds the key to distinguishing their functional
significance.
Granger Causality (GC) is used to detect the directional influence o f signals
between multiple locations. To extract the nonlinear directional flow, GC was completed
through a nonlinear predictive approach using radial basis functions (RBF). Furthermore,
to obtain the directional relations in the frequency domain, which is lost at the expense o f a
relatively accurate overall GC estimate, we investigated how the nonlinear GC influences
in different frequency bands can be extracted by the proper linearization process. When the
error between the nonlinear fitting signal and the linear fitting signal falls below a specific
threshold, the frequency components can be approximated. Also, the advantage o f this
method is that this frequency decomposition model does not rely on the formation o f a
nonlinear process.

We applied the proposed strategy to a brain computer interface (BCI)

application to decode the different intended arm reaching movement (left, right and
forward) using 128 surface electroencephalography (EEG) electrodes, A threshold method

was set up through a spatial statistical process where only the strongest 20% o f causality
pathways is shown, where the directions o f causal influence o f active brain regions were
found to be unique with respect to the intended direction. The left and right m otor intention
directions were found to be highly separable in the theta rhythm (3-8 Hz) only.
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CHAPTER 1

INTRODUCTION
1.1

1.1.1

Research Hypothesis

Central Hypothesis
The objective o f this research is to evaluate a new method to detect features o f

neural activity. Compared to the method o f uni-variate signal analysis, the development o f
causality analysis shows great advantages in giving mutual influence, as well as the
information o f directional influence between variables. The evaluation and validation o f
causality analysis in the neurological field would provide us more degrees o f freedom in
further analysis and applications, such as the prediction o f human reaching intensions and
the direction o f neuron growing.
Based on the description above, the hypothesis for this dissertation is that Granger
Causality (GC) and its nonlinear format is able to properly detect the directional
information in biomedical dynamic systems, such as the brain. Further application based
on the directional information extracted could be used to characterize the system.

1

2

1.1.2

Specific Aims
To address the above hypothesis, the idea o f Granger Causality is introduced and

tested. For the analysis o f nonlinear systems, the deficiency o f linear GC is addressed, and
followed by the setup o f nonlinear GC model. In our experiment, the radial basis function
(RBF) was selected as the nonlinear format o f the model. The RBF is a very flexible
function, the parameters in the model need to have be carefully selected. A fter the model is
validated, we apply the model to a application o f Brain Computer Interface (BCI) in order
to decode the human upper limb movements as a proof study. As a method to detect the
contact relations in the biomedical systems, a frequency domain contains important
information. Classic linear GC is able to decompose the directional influence into the
frequency domain. For a nonlinear case, there are no such approaches. In this paper, a
strategy for extracting nonlinear GC in the frequency domain was proposed. The proposed
method was also demonstrated in the same application o f BCI. The following four Aims
have been established to accomplish these goals.
Aim U1- Linear GC m odei setup, its efficiency in Unear system and insufficiency
in nonlinear system.
Aim #2 - N onlinear GC m odel setup and its evaluation.
Aim #3 - GC in the frequency domain and the extension to the nonlinear case.
Aim #4 - Evaluation o f nonlinear GC in the frequ en cy domain.

3

1.2

Approach

Granger Causality (GC) works in principle as the index of decreasing the predictive
error. Concretely, if the prediction o f one time series is improved by incorporating the
knowledge o f a second one, then the second series is said to have a causal influence on the
first. It measures the directional influence through constructing linear regressive models. In
order to go further, the efficiency o f the GC is first validated by applying a simple system
with two variables in our research, where they have obvious directional influence. The
linearity associated with this GC approach limits its applicability on many systems where
the relationship between units could be nonlinear, and this is reflected in the failure o f such
an approach in detecting directional information o f the signals in a highly nonlinear
environment. There are many schemes for nonlinear GC. In this work, we select radial
basis function (RBF) that approximates the nonlinear GC. Meanwhile, we proposed a
general framework to evaluate the method to select the appropriate complexity and
dimensionality o f the nonlinear model, as well as the criteria for choosing the threshold
associated with the analysis. As a proof-of-concept study, we applied this nonlinear GC
measure based on RBF to a brain computer interface application to assist in decoding the
motor intention o f human subjects who are undergoing reaching movements.
Another important aspect o f nonlinear GC is its application in frequency domain,
which is especially related to the field o f neuronal signal processing. So far, the
information o f nonlinear GC in the frequency domain is lost because no mature method has
been put forward in extracting GC frequency information. In this research, we proposed a
strategy to measure the nonlinear GC in frequency domain by approximating the linear

4

aspect o f the GC detection. This strategy allows us to obtain valuable frequency
information related to these corresponding nonlinear processes between different variables
while at the same time keeping the nonlinear GC value. Once the method was validated, we
applied this frequency decomposition to the same application o f BCI, expecting to find out
valuable information in frequency bands.

1.3

Overview

The remainder o f this paper is organized as follows: In Chapter 2, we exhibit the
background o f this research, introduce the main signal processing methods in
multi-variable analysis, followed by the classification o f causality and the basic
introduction o f the Granger Causality. Meanwhile, the background o f BCI is also
addressed. In Chapter 3, we address the expression o f linear Granger Causality, the
formation o f the RBF nonlinear GC, the optimal param eters’ selection and the training o f
the model. Also, experiment protocol and setup, as well as the preliminary processes to the
signals are addressed. In addition, at the last part o f this chapter, we noted our
statistic-based thresholding method in order to extract only the relevant information from
the causality map. Chapter 4 introduces the linear GC decomposition in the frequency
domain, then we address a proposed strategy o f nonlinear GC decomposition in the
frequency domain, followed by relative criterions, order selection method and its
quantization. Finally, we present the application and compare it on the linear and nonlinear
GC in frequency domain. Chapter 5 gives the discussion, conclusion and future work o f
this research.

CHAPTER 2

BACKGROUND
2.1

2.1.1

M ulti-Variable Signal Analysis

Dynamic Network
Many biological and physical systems, as well as sociological behaviors, can be

abstracted as a dynamic network (Boccaletti, et al., 2006). The analysis o f complex
dynamics consisting o f multiple variables is relevant to the investigation o f such
phenomena. Examples range from neuron networks (Abbott & Vreeswijk, 1993), cell
culture (Koh & Choi, 1987), protein interaction (Tucker, Gera & Uetz, 2001), and so on.
Unlike the uni-variate analysis, which can perfectly carry out the task o f detecting a single
signal's features, in network analysis, the key property is the functional connectivity
between the variables (Tatum, Husain & Benbadis, 2008). It should be addressed here that
the functional connectivity could be normal or abnormal. In a normal situation, functional
connectivity analysis reveals the intrinsic internal patterns o f a network. W hile in the
abnormal situation, functional connectivity analysis is interested in particular situations
that are caused by an external or an intrinsic stimulus (Tatum, Husain & Benbadis, 2008).
For example, in a neuron network analysis, the general interest is to find out the specific
brain activities in different animal behaviors; or in cell culture, the goal is to detect how the
5

6

cells grow when adding different induction factors. These abnormal activities give
additional understanding o f the properties in a network system.
Traditionally, both uni-variate and m ulti-variate analysis are based on the linear
time and frequency-domain signal processing methods such as Fourier transform and
linear correlation, etc. The linearity associated with relevant approaches limits their
applicability on many systems, where the relationship between units could be dynamic or
nonlinear. In most o f the real networks, such as neuron networks and cell culture, linear
methods are apparently not enough to approximate the complicated intrinsic organics.
Recently, nonlinear techniques have been applied to research on dynamic networks, The
main techniques o f interest are introduced in the next section.

2.1.2

Method for Dynamic Network Analysis
2.1.2.1

Cross-Correlation and C orrelation. Cross-correlation and coherence

is the most classic and most used method in multi-variate signal analysis. They measure the
linear interdependence between the signals in time and frequency domain, respectively.
Suppose there are two discrete time series x n and y n , n = 1,..., N, the cross-correlation is
defined as follows:

where x and a x denote mean and variance, and r is the time lag. The cross-correlation
ranges from —1 to +1. The positive values indicate a direct correlation and the negative
values indicate inverse correlation. A value o f + 1 means that the two signals are identical
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perfect copy. If two signals are not correlated at all, the cross-correlation given a time lag
o f r will be zero.
A pair signals that are not interdependent do not necessarily lead to a strict zero
cross-correlation. Thus, the statistical significance o f the nonzero cross-correlation should
be tested before making a conclusion, and the commonly used method is to apply a
surrogate test. If the time lag o f the cross-correlation is zero, it would become the
well-known Pearson's correlation coefficient (Stigler, 1989), an index most used in
statistics to measure the linear interdependence.
Coherence is specifically useful in the estimation o f linear correlation in the
frequency domain between two signals. Compared to the cross-correlation which lacked an
interdependence in the frequency domain, the sensitivity coherence to the frequency makes
it particularly interesting in some o f the frequency cared field such as neuroscience and cell
culture. It helps people to identify how the different units in the network are connecting to
each other in interested frequency bands.
Coherence or the coherence spectrum between two signals is their cross-spectral
density function normalized by their individual auto-spectral density function.
Cross-correlation and coherence are generally cited together because the cross-spectral
density is in fact the Fourier transform o f cross-correlation. These spectral properties are
usually derived via the FFT algorithm. However, due to the finite size o f the experiment
data, the true spectrum has to be estimated instead o f precisely solved through, for
example, the Welch method. In the Welch method, the signals are usually subdivided into
M epochs o f equal length, and the spectra are estimated by averaging the periodogram over
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these epochs. Since the true coherence cannot be directly obtained, the confidence interval
must be estimated.
Suppose there are two time series x and y; the coherence is normally calculated
as:

KM2

K*y(/) = ,7 .
.........
\(Gxx(f))\\(Gyy

Eq- 2-2

(/)> r

where (•) represents the average o f M epoches and |-| denotes the magnitude o f spectral
density. The values o f the coherence always satisfy
2.1.2.2

0 <

Kx y

< 1.

M utual Information. The cross-correlation and coherence evaluate the

linear interdependence between a pair o f signals in time and the frequency domain, and the
disadvantage o f cross coherence is apparently not sensitive to the nonlinear situation. So
far, no one can give a uniform o f a nonlinear function, and most o f them suffer a trade-off
of high computational cost and complicated structure even in short datasets. Here we
address one o f the typical algorithms used to estimate the nonlinear interactions between
signals, which is mutual information.
The idea o f mutual information (MI) was derived from more than 60 years ago by
Shannon who put forth the concept o f entropy in his 1948 paper (Shannon, 1948). In
information theory, entropy is a measure o f the uncertainty associated with a random
variable. Suppose we have a discrete random variable X with M possible outcomes o f
X x, X 2, —, X M. Each outcome has a probability o f pi( i = l,...,M ,w ith Y,Pi = 1 . Then the

Shannon entropy is defined as:

9

M

Eq. 2-3
i= i

The Shannon entropy is always positive and is typically measured in bits.
For the case o f interaction, suppose a second discrete random variable Y exists and
that the joint probability o f the outcome o f X = X; and Y = Yj is p y , the joint entropy
can be defined then as:
1{X, Y)

=

—^

py lo g (p y ).

E q 2 .4

i.j

If F is independent o f X, the joint probability is p y = p ; ■p j , thus through Equation 2-4,
I ( X, Y) = I ( X) + l ( Y ) . If the two systems are not independent of each other, then
I (X, Y) =£ I ( X ) + I ( Y ) , and their mutual information is then defined as

MI(X, Y) = I(X) + I(Y) - I(X, T).

Eq. 2-5

The maximum value o f MI ( X, Y ) = 1( X) = / (T), which represents a uniform distribution
in which all the states have the same probability.
Although the function o f mutual information is simple, it is difficult to accurately
estimate o f MI. Generally, we are not able to have large enough samples that satisfy as
universal sets. In other words, many outcomes that are empty o f any data. In addition, the
classification o f different outcomes is not possible to uniformly and precisely setup. These
outcomes would all produce an ambiguity in the estimation o f MI value. Several different
proposals have been made to overcome the disadvantages mentioned above (Quian, et al.
2002) (Panzeri, et al. 2007), but the reliable estimation o f MI is still often difficult to
achieve because a large number o f datasets is required.
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2.1.2.3

Phase synchronization. The history o f synchronization goes back to

the 17th century when the Dutch scientist Christian Huygens found a great agreement o f
swing angles when he hung two pendulum clocks in the same wooden beam (M atthews,
2000). He also discovered that "if the agreement was disturbed by some external
interference, it reestablished itself in short time."
Initially, synchronization means the intrinsic adjustment between self-sustained
periodic oscillators, and the adjustment includes phase locking and frequency entrainment.
The latter concept diverges to different types o f synchronization: amplitude, phase,
generalized, etc. The phase, always noted as 0 , is a special variable existing in the
self-sustained periodic oscillators. Mathematically, all self-sustained periodic oscillators
can be constructed as a stable limit cycle in phase space. The variable phase 0 can be
introduced to characterize the motion along the limit cycle. It is always defined uniquely by
time.
The phase is usually extracted through Hilbert Transform. Suppose we have a
continuous signal x ( t ) , from which we can define an analytic signal
Eq. 2-6
where x ( t ) is the Hilbert transform o f x ( t) calculated by the following equation:
Eq. 2-7
with P. V. denoting the Cauchy principal value.
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To detect the phase difference between two signals, a similar way is defined for
signal y ( t) and the amplitude and phase are A y and (f>y , respectively. Then the (n, m )
phase difference between the two signals is defined as,
< P x y(t )

= n4>x ( t ) - m 0y (t),

Eq. 2-7

with n and m integers. If the phase locking condition o f following
|0xy(O | — | n<px (t) - m 0 y(t)| < co n sta n t,

Eq. 2-8

was satisfied for any time t, we defined x and y as m :n synchronized. In most cases,
only 1:1 synchronized phases were considered.
A great advantage o f phase synchronization is that it is parameter free, but this lack
o f parameters is based on the accurate estimation o f the phase. Usually, to achieve the
accuracy requirement, a band pass filter needs to first function on the signals before
calculating the phase synchronization.
Another approach to measure the phase synchronization uses the wavelet transform
(Lachaux, et al. 1999). In this approach, phase estimation needs to convolve the real signal
and wavelet function. A central frequency and width o f the wavelet function need to be
chosen, and this need is the difference between this approach and the Hilbert transform.
Consequently, the wavelet synchronization would be sensitive to specific frequency bands,
and it is especially effective in the field o f limit frequency. Note that the phase
synchronization through the Hilbert transform and wavelet transform are intrinsically the
same (Quian, et al., 2002).
2.1.2.4

Summary. Generally, it is not possible to assert which is the best

synchronization measure. For example, mutual information may not be reliable for very
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short datasets, but it could be powerful if long datasets are available. Coherence may be
useful for studying interactions at particular frequency bands, and phase synchronization
may be the measure o f choice if one wants to focus on phase relationships. In summary, the
“best measure” depends on the particular data and questions at hand (Klein and Thom e
2006 ).

2.2

2.2.1

Causality

Quantitative Causality
The methods for quantifying causality are sum m arized to three classes. One class

measures the deviation o f time series from the generalized Markov property. I f the
deviation o f transition probability from generalized M arkov process between one state
itself and including the other is small, then we can safely assume that the state o f the other
variable has no relevance to the transition probabilities o f the state itself. If the deviation is
large, then the Markov assumption is not valid. The incorrectness o f the assumption can be
quantified by the transfer entropy which can be formulated by any type o f entropy. The
quantification o f the transfer entropy is explicitly nonsymmetrical under the exchange o f
two variables, which gives a pathway to detect the direction o f coupling two variables.
The second class o f causality expresses the mutual influence o f variables in terms
o f prediction error. Granger Causality and extended Granger Causality are included in this
class. The third class is based on the idea that interrelations manifest them selves as
neighborhood relations between states reconstructed from the individual time series and
including the others. If the time series are strongly synchronized, their nearest neighbor
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vectors in state space would have the same distribution in the time domain. By contrast, for
independent systems, their mutual neighbors are more spread between each other in the
time domain. The influence index quantifies the degree o f similarity by calculating the
ratio o f the mean distance between the observation vector and the vectors in its neighboring
time segments and the vectors in the other variable's neighboring segments (Lungarella, et
al. 2007).

2.2.2

Granger Causality
Consider two simultaneously recorded stationary tim e series. According to W iener

(Wiener, 1956), if the prediction o f one time series is improved by incorporating the
knowledge o f a second one, then the second series is said to have a causal influence on the
first. W iener’s proposal lacks the machinery for practical implementation. Granger later
formalized the prediction idea in the context o f linear regression models (Granger, 1969).
Specifically, if the variance of the autoregressive (AR) prediction error o f the first time
series at the present time is reduced by inclusion o f past measurements from the second
time series, then the second time series is said to have a causal influence on the first one.
Reversing the role o f the two time series gives the causal influence in the opposite
direction. The interaction discovered this way could be either reciprocal or unidirectional.
The formation and practical implementation will be discussed in later sections.
Granger Causality can be extended into a nonlinear system using several
approaches. One o f them divides the data into a set o f local neighborhoods where the data
can be approximated by a linear model (Chen, Rangarajan, et al. 2004). The others
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construct the predictive model using radial basis function (Ancona, M arinazzo &
Stramaglia, 2004) and kernel function (M arinazzo, Pellicoro & Stramaglia, 2008).

2.3

2.3.1

Brain Computer Interface

Electroencephalography (EEG)
2.3.1.1

Introduction. The elementary unit o f the brain is the neuron. Neurons

are charged or polarized by membrane transport proteins that pump ions across their
membranes. Any activities o f the neurons are related to the ions' transportation between the
intracellular and extracellular environment, for example, the maintenance o f the resting
potential and the propagation o f the action potential. Ion exchanging in a single neuron
would immediately propagate to their neighbors and cause an ion exchanging in the
neighboring neurons, which would propagate to their neighbors again, and so on. The
simultaneous ions pushed out and pulled in large amounts o f neurons would form a wave
spreading across the whole brain. This process is called volume conduction. When the
wave reaches the scalp and is caught by the electrodes at the surface o f the scalp, the
corresponding voltages between any two electrodes can be measured and recorded over
time, which gives us Electroencephalography (EEG) (Tatum, Husain & Benbadis, 2008).
Figure 2-1 gives a brief sketched introduction to the human brain, neurons, electrodes,
EEG, and the corresponding power spectrum.

2
(a)

4

t

6 8 10 12 14 16
Frequency(C/S)
(c)

Dendrites

,

Current
lines

///

V\

Axons
Figure 2-1: (a) The human brain, (b) Section o f cerebral cortex showing microcurrent
sources due to synaptic and action potentials. Neurons are actually much more closely
packed than shown, about 100,000 neurons per square m illimeter o f surface, (c) Each scalp
EEG electrode records space averages over may square centimeters o f cortical sources. A
4-second epoch o f alpha rhythm and its corresponding power spectrum are shown (Nunez
& Srinivasan 2006).

Any recordable EEGs are generated by an ensemble o f neurons synchronized
activities. Action potential from a single neuron is far too small to record by equipment.
Usually, any triv ial EEG are caused by the simultaneous firing o f thousand to millions o f

16

neurons. Besides, the sources o f recordable EEG should be aligned at the cortex close to
the surface o f the scalp because the deep sources are difficult to detect (Klein & Thom e,
2006). Thus, pyramidal neurons are thought to produce m ost o f the EEG signals since
they are well aligned, similarly orientated and fire together. Figure 2-1 gives a brief
sketched introduction to the human brain, neurons, electrodes, EEG, and the corresponding
power spectrum.
Although it does not record o f neurons firing at the micro-level, the EEG provides a
convenient window into the mind, revealing synaptic action that is moderately to strongly
correlated with our thought, emotion and behavior. Specially, synchronized EEG
oscillation in specific frequency bands and specific spatial resolution have already been
able to characterize some o f the brain states (W hittingstall and Logothetis, 2009). For
example, when a person is relaxing, the posterior regions o f the head should exhibit Alpha
wave activity (8-13 Elz) and if a person is in active, busy, or anxiously in thinking, Beta
wave (13-30 Hz) activity should occur on both sides o f the head.
The human EEG, after it was first recorded by the German physiologist and
psychiatrist Hans Berger in 1924 (Haas, 2003), has been used for many diagnostic
purposes. These applications include the case o f epilepsy, as epileptic activity can create
clear abnormalities on a standard EEG study (Abou-Khalil & Musilus, 2006). The other
clinical use o f EEG is in the diagnosis o f comas, encephalopathy, and brain death. The
main advantage o f EEG is the high temporal resolution, which detects changes over
milliseconds to seconds, and allows the measurement o f the instantaneous activities. EEG
is usually recorded at the sampling frequency o f 250 to 2000 Hz and could be sampled at
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20,000 Hz if necessary. This is the unique property that other approaches cannot reach.
However, the EEG has limitations, such as the low spatial resolution, upper layer activity
extraction only, and low signal-to-noise ratio. All the same, EEG still provides completely
new possibilities for research in human brain activities. The discovery o f EEG has broken
the new ground in the concept o f Brain-Computer Interface (BCI), which is a direct
communication pathway between the brain and an external device. We will discuss the
BCI in the following sections.
2.3.1.2

EEG vs. fM RI. The appearance o f functional magnetic resonance

imaging (fMRI) and X-ray computed tomography (CT) decreases the use o f EEG in brain
research. However, due to the high temporal resolution, EEG continues to be a valuable
tool for exploring the human brain, especially when a millisecond range is required.
fMRI is increasingly used in BCI applications. fMRI measures brain activity by
detecting associated changes in the blood flow. fMRI has come to dominate brain mapping
research because it does not require people to undergo shots or surgery, and to ingest
substances, or be exposed to radiation. Compared to EEG, fMRI has several weak points as
a tool for exploring brain activity. EEG's can detect changes over milliseconds, which is
excellent considering an action potential takes approximately 0.5-130 m illiseconds to
propagate across a single neuron, depending on the type o f neuron (Anderson, 2004). fMRI
has time resolution between seconds and minutes. EEG measures the brain's electrical
activity directly, while fMRI records changes in the blood flow, which is indirect markers
o f brain electrical activity. EEG can be used simultaneously with fMRI so that
high-temporal-resolution data can be recorded at the same tim e as high-spatial-resolution
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data. However, since the data derived from each occurs over a different time course, the
data sets do not necessarily represent the same brain activity. There are technical
difficulties associated with combining these two modalities.
2.3.1.3

Volume Conduction and Recording Reference. An important aspect

o f EEG application is the reference potential. The recordings o f the electrical activity from
the scalp needs at least two sites with one serving as a reference and the other as the
potential difference between them. Usually, the reference potential is set as zero. However,
this assumption does not realistically exist because none o f the sites in the scalp can be
considered as neutral potentiated (Kayser & Tenke, 2005). Any site is affected by a
combination o f neuronal generators through volum e-conducted activity.
Volume conduction, a term used in bio-electromagnetism, can be defined as the
transmission o f electric or magnetic fields from an electric primary current source through
biological tissue towards measurement sensors. In the low-frequency band (frequencies
below 1000 Hz), the capacitive component o f tissue impedance, the inductive effect and
the electromagnetic propagation effect can be neglected (Sarvas, 1987). The volume
conductor is represented through the conductivity distribution of the different tissues
through which the fields are transmitted.
Volume conduction necessitates an increase the spatial resolution o f the measured
scalp potentials in order to better estimate the real interactions o f neural activity rather than
raw potentials. One o f the most commonly used filtering techniques is the Laplacian
operator (Srinivasan, 1999). The surface Laplacian improves the spatial resolution o f the
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scalp is potential topography by reducing the com m on activities between neighboring
electrodes.
Different reference schemes were advanced to overcome the volume conduction
and to approximate the true scalp Laplacian. Some o f them can enhance the essential
identity o f temporal and spatial properties o f EEG while som e o f them can reduce. To
detect the common identities, sometimes EEG has to be referenced by more than one
scheme. A reference free approach, which is called current source density (CSD) transform
(Kayser & Tenke, 2005), was proposed to help solve this problem o f ambiguous identity in
different references. These algorithms compute an estimate o f the current injected radial
into the skull and the scalp from the underlying neuronal tissue at a given surface location,
and from a spatially weighted sum o f the potential gradients directed at this site from all
recording sites. Standardized CSD measures the current flow entering and leaving the scalp
in specific locations with the benefit o f enhanced inform ation about locations, intensity and
directions. CSD has already been shown to represent the topography properties o f EEG
components efficiently.

2.3.2

Brain-Computer Interface (BCI)
2.3.2.1

Introduction. Brain computer interface or brain machine interface

(BMI) is a direct communication pathway between the brain and external devices or
artificial system such as computer cursors or a robot. It allows the user to voluntarily
execute such external devices to complete some m otor actions. BCIs are designed to assist,
augment or repair human cognitive or sensory-m otor functions. Neural signals recorded
from the brains, for example in EEG, fMRI, or other modalities are input into a decode
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system, and algorithms transform them into a motor plan, which is in turn connected to an
external actuator. After strengthening the degree o f accuracy, the motor plan is able to
control the device's motion (Heliot, et al. 2010).
The history o f BCI could be traced back to 1969, w hen Fetz and colleagues showed
for the first time that monkeys could learn to control the deflection o f a biofeedback meter
arm with neural activity (Fetz, 1969). Later revealed that monkeys could voluntarily
control the firing rates o f neurons if they were rewarded (Schimidt, et al. 1978). Algorithms
were introduced into BCI in the 1980s, Apostolos Geogopoulos found a mathematical
relationship between the neurons' responses in rhesus macaque monkeys and the directions
in which they moved their arms. He also found that dispersed groups o f neurons, in
different areas o f the monkey's brains, collectively controlled motor commands
(Georgopoulos, et al. 1989). Since the 1990s, BCIs developed rapidly (Lebedev &
Nicolelis, 2006). Several groups have been able to capture complex brain motor cortex
signals by recording from neural ensembles and using these to control external devices. A
closed-loop method was broadly used in accurate and fast positional fixation in a m otor
plan, and some universities have already been able to control the devices online through
invasive electrodes (Velliste, et al. 2008).
"However, such stellar progress also breeds unrealistic expectations that such a
future is just around the comer. Thus, the understandable eagerness in attaining the lofty
goal o f helping severely disabled patients has to be carefully calibrated by an objective
analysis o f the current state and future directions o f the field" (Lebedev & Nicolelis, 2006).
So far, many obstacles exist on the road o f BCIs' clinical applications. For non-invasive
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BCIs, there is a lack o f accurate and fast algorithms for translating neuronal activity into
command signals for artificial actuators under the demand o f real time clinical treatment.
For invasive approaches, the safety o f the subjects and efficiency o f the approach need to
be far more guaranteed. Actually, the most invasive BCI experiment has only included
animals. "Thus, despite recent enthusiasm to move emergent, and in some cases not
thoroughly tested, BMI-related technology into clinical trials, much experimentation
remains to be done before BCIs can become a safe and efficient rehabilitation tool"
(Lebedev & Nicolelis, 2006). The next section will the roadmap o f developing
non-invasive and invasive BCIs, and the problems involved in that development.
2.3.2.2

Non-invasive Brain Com puter Interface.

The m ost important

feature to classify the BCIs is whether they use invasive electrodes to record the brain
signals.
Non-invasive BCIs are initially designed to communicate between the human brain
and external devices through electroencephalograms (EEGs). They attempt to decode the
subject's voluntary intensions and decisions through m easuring the co-functional
electrophysiological activities from massive neuronal ensembles. Advantages o f
non-invasive BCIs, include ease o f wear, milliseconds temporal resolution, and no need to
expose subjects to brain surgery. However, non-invasive BCIs produce low signal
resolutions because the skull, skin and other types o f brain tissue dampen signals,
dispersing and blurring the electromagnetic waves created by the neurons. Additionally,
high frequency information is lost. EEGs are also degraded by electromyography (EMG),
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electrooculographic (EOG), and mechanical artifacts. Figure 2-2 summarizes the evolution
o f BCIs.
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Figure 2-2: Classification of brain-computer interface (Lebedev & Nicolelis, 2006),where
LFPs represents the Local Field Potentials
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However, these disadvantages do not devalue the utility o f non-invasive BCIs in
clinical approaches. Preliminary but successful EEG techniques related BCIs include the
detection o f brain activities which correlated with visual stimuli, gaze angle, voluntary
intentions and cognitive states. For example, one class o f BCIs detects the visually evoked
potentials (VEPs) to distinguish a subject's choice between the preferred items appearing in
the computer screen versus the non-preferred ones (Donchin, 2000) (Piccione, 2006)
(Sellers & Donchin, 2006).
An important aspect o f such an event related potential is P300 rule. The P300 wave
is considered to be an endogenous potential elicited in the process o f decision making. It
reflects a person’s reaction latency between the stimulus and the response, which is
considered to be roughly 250 to 500 ms when recorded by EEG (Polich, 2007). Moreover,
it is involved in the evaluation and categorization o f the stimulus. The reproducibility and
ubiquity o f this signal makes it an unavoidable consideration when exploring the decision
making processes.
Training the EEG-based BCI relies on feedback system and pattern recognition
techniques related to particular voluntary intensions. It always needs several days to train
the system (Wolpaw, 2002). More complicated approaches introduced adaptive algorithms
that keep updating the parameters o f a classifier (W olpaw & McFarland, 2004), which
would cost much more time for training.
In addition to EEG, MEG and fMRI have been used successfully as non-invasive
BCIs. The main disadvantage o f fMRI-based BCIs is a few second delay between thought
and movement when it is used in real time control.
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2.3.2.3

Invasive Brain Computer Interface. Invasive BCIs are based on the

recordings from the ensembles o f single brain cells (also known as single units) or on the
activity o f multiple neurons (also known as multi-units) (Lebedev & Nicolelis, 2006). By
implanting the electrodes' array into the grey matter, this kind o f BCI approach aims to
either restore body function or provide devices to assist them. The history o f invasive BCIs
can be traced back to the pioneering studies by Fetz and his colleagues in the 1970s,
which has been discussed in previous sections. A nother forerunner, Edward Schmidt
showed that the raw signals extracted from neuronal activity related to the voluntary motor
commands could be used to control a prosthetic device (Schimidt, 1980). After the
breakthrough involving chronic, multi-electrodes and long-term invasive cortical signals
recording (Nicolelis, 1995), several articles reported BCIs w ith primate arm reaching and
the combination o f reaching and grasping m ovements (Carmena, et al. 2003), used either
computer cursors or robotic manipulators as actuators.
Tetraplegic Matt Nagle, for example, who became the first person to control an
artificial hand using a BCI in 2005, has a 96-electrode array implanted in his right
precentral gyrus, which allowed Nagle to control a robotic a computer cursor, lights and
TV by thinking about the motion (Hochberg, 2006).

CHAPTER 3

TIME-DOMAIN GRANGER CAUSALITY, NONLINEAR
GRANGER CAUSALITY AND THEIR APPLICATIONS
TO BRAIN COMPUTER INTERFACES
3.1

Introduction

The analysis o f complex dynamics consisting o f multi-variable observations is
relevant to the investigation o f many biological and physical system phenomena, as well as
the study o f sociological behaviors. Many important properties of a dynamic network are
related to how the network units are connected. W hile coherence and synchronization
theory can be used to detect mutual interactions between multiple units within a system
through the analysis o f the recorded signals from their respective locations (Pereda,
Quiroga & Bhattacharya 2005), GC is able to provide additional information on the
directional influence between different sites. A linear GC measure can define the causal
relationship between a specific location and its nearby units by creating linear regressive
predictive models and computing the decrease in the prediction error if the information
from neighboring units is included. However, the linearity associated with this GC
approach limits its applicability on many systems where the relationship between units
could be nonlinear. Other researchers have provided the nonlinear measures through
bi-variate GC analysis. In this paper, we present a general framework to evaluate the
25
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method to select the appropriate complexity and dimensionality o f the nonlinear model
based on the radial basis function (RBF), as well as the criteria for choosing the threshold
associated with the analysis.
To the best o f our knowledge, the effectiveness o f this nonlinear GC measure based
on the radial basis function has not been illustrated in any biomedical applications. As a
proof-of-concept study, we apply our strategy to a BCI application to assist in decoding the
motor intention o f the human subject undergoing reaching movements (W aldert, 2009).
Researchers have already been able to distinguish the reaching movement directions
associated with different neuronal activities by calculating the power spectrum and
coherence (Waldert, 2008). Little was done to study how the different neural groups are
connected, especially in the context o f surface EEG measurements. Here, we investigate
effective connectivity between activated brain areas to decode the intended arm movement
on a grid o f 128 surface EEG electrodes. Our result indicated a consistent sequence o f
activated brain regions for each reaching direction (left, right or forward).

3.2

3.2.1

Method and Results

Granger Causality
3.2.1.1

Introduction. The concept o f causality introduced by W iener and

formulated by Granger has played a considerable role in investigating the relations among
the stationary time series. The original definition by Granger, which is called Granger
Causality, refers to the improvement in predictability o f a tim e series that derives from the
incorporation o f the past o f a second series, above the predictability based solely on the
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past o f the first series. Granger Causality presented a generalized framework o f
interactions and directedness. Within this framework, both linear and nonlinear description
for time series can be embedded to determine the causal interactions. Based on the model,
we can extract additional causal information than ju st the mutually m easured information,
such as from correlation, coherence and synchronization for data analysis. In fact, little
attention has been given to the evolution o f the concept o f synchronization. A directed
synchronization, rather than merely describing mutual information, tells us whether and
how two structures under study are dysfunctional connected. These kinds o f coherence
decompose the interaction into feed forward and feedback aspects (Sameshima & Baccala,
1999) and can be placed in the perspective o f the more fundamental concept o f Granger
Causality.
Granger Causality can be treated as a statistically principled way to measure
directional influence and to interpret such influence in terms o f transmission/information
flow in dynamic networks. Traditional Causality measures based on statistics does not
consider the history influence. The GC model not only considers the location o f causal
influence but also puts the history influence into consideration. It is setup by constructing a
linear-regressive representation o f both uni-variate and multi-variate source signals from
recordings. Then the examination o f GC is used to detect the causal and interactive
connections between different variables.
3.2.1.2

Bi-Variate Granger Causality. The simplest formation o f GC exists

in the closed system constructed by two variables. W ithout the interference from outer
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influences, the index o f causality is only determined by the performance o f two variables
and their histories.
Suppose two simultaneously recorded time series x k and y k , then the linear
regression related bi-variables GC can be setup by the following equations. First x k and
y k are individually constructed as:
00

^ i x j X k - j T ^xki

xk ~

Eq. 3-1

; '= i
00

Eq. 3-2

where a and P are the regressive coefficients for constructing x k and y k , respectively;
a lxj means the number o f variables used for constructing x k is one, and this unique

variable is x k ; p ly j means that the number o f variables used for constructing y k is one,
and this unique variable is y k . If the variables used for constructing x k are x k and y k
collectively, the coefficients would be noted as a 2xj and oc2yj, respectively. Similarly, e
and rj denote the residual series for constructing x k and y k , s xk means the residual
comes from constructing it by x k . If the variables used for constructing x k are x k and y k
collectively, the residual would be noted as £x y k . This notation for equations will be
followed in the next equations.
The joint construction for x k and y k could be represented as following bi-variate
regression models:
CO

Xk = y

00
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Eq. 3-3
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yk ~ ^ 1P2xjxk-j T ^ ’ Plyjyk-j T Vxyk■
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Eq. 3-4

/=1

Then, the bi-variate GC in the time domain can be calculated as:
var(£*i,)
GCx^ y = In
y
var (£xyk)
GCy_ x = In
y

Eq. 3-5

var(??vfe)

Eq. 3-6

var (rixyk)

GC can be decomposed into different frequency bands. The frequency decomposition
process will be discussed in the next chapter.
Multi-Variate and Conditional Granger Causality. When a system

3.2.1.3

includes three or more units or variables, a pair-wise analysis could be performed in the
risk o f hazy connective identification. Using the preceding bi-variate regression model,
such a pair-wise approach may lead to ambiguous results in terms o f differentiating direct
causal influence from mediated causal influences. For example, a repeated bi-variate
analysis would be unable to disambiguate the two connectivity patterns in Figure 3-1.

* •

*

•

v *
Figure 3-1 Two possible connectivities that cannot be distinguished by pair wise GC
analysis.
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By contrast, a conditional or multi-variate analysis would infer a causal connection
from x to y, only if past information in x helped predict future y above and beyond
those signals mediated by z. Another instance in which conditional Granger Causality is
valuable is when a single source drives two outputs with different time delays. A bi-variate
analysis, but not a multi-variate analysis, would falsely infer a causal connection from the
output with the shorter delay to the output with the longer delay.
Consider the time series o f x , y and z. Suppose that a pair-wise analysis reveals a
causal influence from x to y. If GCx^ y \z is greater than zero in some suitable statistical
sense, then the inclusion o f x improves prediction o f y, indicating that x -* y

has a

direct component, and is deemed mediated by z to a certain degree. The influence x -* y
is said to be entirely mediated by z if GCx_,y \z = 0. Conditional GC GCx _,y \z can be
simply understood as "causal influence x -* y without z," and it can help resolve the
ambiguity when analyzing the directional information at a network.
Let x k , y k , and z k be the three time series, and suppose that a pair-wise analysis
reveals a causal influence from y k to x k . In order to quantitatively describe conditional
GC, the following procedure determines whether this influence has a direct component or
is mediated entirely by z k . Let the joint AR representation o f series x k and z k be
CO

CO
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Eq. 3-7

00

Eq. 3-8
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where y represents the coefficient for constructing z and a denots the residual series.
Next, consider the joint regressive representation o f all three time series x k , y k and z k
as:
00
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Eq. 3-9
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Eq. 3-10

Eq. 3-11

7=1

Then, the conditional GC o f x -» y mediated by z is calculated by following:
var(£xyk)
cc^
3.2.1.4

= ln ^

i ) '

E t |- 3 - 12

Discussion o f Using Conditional Granger Causality. The ambiguity

o f using pair-wise GC analysis in a network o f a large number o f units makes it difficult to
comprehend. However, sometimes the structure o f the directional connections are not the
main considerations. The following gives some discussions o f using conditional GC and
pair-wise GC.
Conditional GC is able to certify the structure o f directional connections by
differentiating the directing the influence and the mediated influence. It is particularly
useful when the functional connectivity between two units in a network is o f interest. It
concerns the details o f a network. However, sometimes the functional properties o f the
whole network receive more concern. In this case, detailed structures o f connectivity in any
two units are able to be neglected and the real performance between these two units might
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be more noticed. Thus, use o f conditional GC and pair-wise GC should be highly
dependent on the purposes o f the research. For example, in the propagation o f seizure, a
considerable problem might be whether there exists a directing causal connection between
two specific physiological structures. In this case, a conditional GC is necessary. If the
purpose is to predict a seizure onset, a pair-wise GC is sufficient.
Although the pair-wise GC cannot distinguish the two possible connectivities in
Figure 3-1, it does occur when there is a y occurrence after a x stimulation no matter which
is the real network. In other words, we can define a generalized causality as the sequential
happened in two events. For example, if event A occurs immediately after event B, we say
that event A causes event B. This type o f causality can be tested by the pair-wise GC
analysis.
In the two connectivities in Figure 3-1, our premise is that z is the only knowable
element that suspected as a mediating factor that can influence the connection between x
and y. In real network analysis, it is highly possible that m any other unknowable or
potential conditions/intermediates influences this networking. For example, in the analysis
o f non-invasive brain computer interface, a limited num ber o f electrodes cannot have all of
the information included in the system. Thus, the conditional GC also cannot guarantee a
completely clarified structure between any pair o f units.
Furthermore, conditional GC would lead to a higher computational cost than
pair-wise GC, because conditional GC needs all o f the units' ARMA model when
calculated. This calculation is computationally intensive, especially in a network with a
large number o f units.
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3.2.2

Nonlinear Granger Causality
3.2.2.1

Introduction. The linearity o f a classic A R model limits the capacity o f

GC due to the nonlinear, non-stationary nature o f activities leading to the recorded signals
in more interested fields. Researchers have attempted to modify some GC to incorporate
nonlinear properties o f the signals. It is difficult for one m ethod to be capable o f capturing
the broad characteristics o f the signals in all dynamic systems. Thus, the extension o f
nonlinear GC was limited. People need to select one nonlinear formulation GC according
to the signals that interests them. The concept o f phase space or state space initializes new
times to evaluate the property o f dynamic and nonlinear systems. We suppose that the EEG
time series reconstructed in the state space could give us a quantitative perspective
constructing GC and viewing directional connections in correlated networks. A nonlinear
model based on radial basis function (RBF) (Ancona, M arinazzo & Stramaglia, 2004) was
then set up in the state space. The details will be discussed in later sections.
3.2.2.2

Nonlinear GC Based on Radial Basis Function (RBF). In general,

bi-variate nonlinear extension for GC can be considered as the following equations:
x k ~

f ( x k -

1) + ^ x k >
xyk’

yk

Yk

-

= /O fc-l) +

Vyk,

/(* Jc -l< y jc -l) +

v xyk>

var(/lxk)

var {Vyk)

Eq. 3-13
Eq. 3-14
Eq. 3-15
Eq. 3-16
Eq. 3-17

Eq. 3-18
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where Ak , v k are prediction residual series for the nonlinear model. The meaning o f the
subscript is the same with the linear model. They represent when a signal is predicted
solely on the basis o f knowledge o f its past value or incorporating the past values o f the
other signal. We also stamped the variance o f each o f these four error sequences as
ex , exy, £yi ey x . For nonlinear systems higher-order correlations may be relevant.

Therefore, any prediction scheme providing a nonlinear extension o f the GC should satisfy
the following property:
•

i f Y is statistically independent o f X, then e x = exy; i f X i s statistically independent
o f Y, then ey = eyx.
Better prediction models for x and y might exist, but they would not be appropriate

to evaluate the causalities unless they would satisfy the property discussed above. This
requirement poses a limit to the level o f detail at which the two time series may be
described if one is trying to evaluate causal relationships. Thus, some justification o f the
standard RBF modeling o f the bi-variate time series was necessary. In the standard RBF
bi-variate model, time series was predicted as the following:
c
x k = ^ accf>(V - pc),
m=l

E q. 3-19

C

yk =

bc(p(V - p c),

E q. 3-20

m=1

where (p ' s the RBF function and p is Gaussian means or cluster centers coordinates
vector in the embedding space, C is the number o f clusters. V =
obtained appending vector x k - X and
space is embedded by both vectors o f x k^

y k- 1 ] is the vector

l5 collectively. The corresponding embedding
and y k- \ , simultaneously, and the dimension
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o f the space is two times to the space constructed by a single variable. The standard
formulation o f the RBF function may lead to unreasonable results. For example, the
prediction error from incorporating the other sequence is less than the prediction error from
itself. This in turn leads to a final GC-value below 0. In general, this model does not satisfy
the property described above; hence, it is not suited to evaluate causality.
In the model for causality, x k and y k must to be modeled as the sum o f two
contributions, one depending solely on x and the other depending on y. This model
guarantees that the prediction from incorporating the other sequence would definitely be
better than the prediction from itself. Let z be a function o f x and y. We assume that z is
the sum o f a term depending solely on x and depending solely on y, which means that
z ( x , y ) = f { x ) + g { y ) . In our RBF model, function z is expressed as follows,
c

m=1

c
+ ^ bm(pmiy),
m =1

Eq. 3-21

where

and where the variable g denotes the mean, a is the standard deviation for each Gaussian
circle, and D is the dimension for the state space.
3.2.2.3

Dimension Selection. Embedding dimension is important in state

space analysis. The tendency o f dynamic systems to construct a stable limit cycle in
appropriate dimensions is the basis o f the False N earest Neighbor (FNN) method
(Matthew, Reggie & Henry, 1992) and similar shape correlated methods. FNN is an
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epochal method to determine the dimension o f embedding state space. FNN works on the
principle o f discriminating the identity o f attractor/lim it cycle using minimum dimension
by setting two thresholds, R toi and R a . R toi limits the nearest neighbor's distance ratio
between the dimension n and n+1, and R a defines the shortest distance as a true neighbor.
Such methods concern the identification o f the constructed signals rather than the
intrinsic properties o f them. For the GC, the causal information is reflected through the
decrease o f prediction error. In our RBF-based nonlinear model, once the features o f
Gaussian circle are determined, the predicted value x k is then uniquely determined by
the ^-dimensional embedded vector x k_ t = (x k_ 1; x k _ 2>•••

which is constructed by

n past values in the time series. Logically, the only reason why the predicted value is

uniquely determined by the d-dimensional em bedded vector is because they are correlated.
Dimension d should in fact be proper to denote the significantly nonlinear correlated past
points with x k , the number o f past points in the time series is a portrayal o f time. For
example, if the sampling frequency is 256 Hz, a delay embedded signal with dimension d
would correspond to a history o f d/256 seconds. According to the properties o f the signal in
a different application, a preliminary range o f dimensions could be estimated for
investigation. The actual embedding dimension selected from the range o f the dimensions
still relies on mathematical approaches.
Correlation-based methods can be used to find embedding dimensions. The
important among which is called the Grassberger-Procaccia (GP) method (Grassberger &
Procaccia, 1983), which is used to estimate the correlation dimension o f some fractal
measure j.i from a given set o f points randomly distributed according to jj.. However, they
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often suffer from intense computational burden. To reduce computational cost for possible
adaption for real-time use, we propose a simpler method to estimate the dimension in our
experiment. We propose that significance o f a coefficient can be linked to how its value
relates to its adjacent values, regardless o f the order o f the AR model created. As the model
order increases, the coefficients would typically start to fluctuate around zero with
decreasing magnitudes. Figure 3-2 shows an example o f such a phenomena. To measure
the global magnitude level o f the coefficients, the variance o f the coefficients' vector was
introduced. A variance curve was tracked from the 2 nd to the 30th order. The num ber o f
correlated regressor was selected at the peak value o f the variance curve as shown in Figure
3-2(a). The start o f decay o f the variance curve represents that there appears one
“insignificant coefficient” that pulls down the global magnitude level o f the coefficients. In
Figure 3-2(b), the correlated order was selected as six. All the selected regressor’s
coefficient have passed the significant test using an F-test with an alpha value equals to
0.05. This suggests the selected dimension for each location was indeed significant.
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Figure 3-2: Data from BCI application on subject B right direction electrode # 33. (a) A
coefficients were representated in 30 order system, (b) The global coefficients magnitude
was measured by the variance o f the coefficients. The num ber o f significant coefficients
selected at the peak value o f the variance curve, in this system is 6.

3.2.2.4

Number of Clusters Determination. The Akaike information

criterion (AIC) (Akaike, 1974) is implemented to assist in determining the num ber o f
clusters in this study. AIC tells a measure o f the relatively good fit o f a statistical model. In
the general case, the AIC is
AIC = 2 k - 2 In(L),

Eq. 3-23

where k is the number o f parameters in the statistical model; k restricts the number o f
parameters, and L is the maximized value o f the likelihood function for the estimated
model. L reflects the goodness o f fit. Given a set o f candidate models for the data, the
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preferred model is the one with the minimum AIC value. Hence, AIC not only rewards
goodness o f fit, but also includes a penalty that is an increasing function o f the num ber of
estimated parameters. This penalty discourages overfitting.
Often, if the AIC is used in the curve fitting, one wishes to select among competing
models where the likelihood functions assume that the underlying errors are normally
distributed with mean zero and independent. The likelihood function is:

Eq. 3-24

where res* indicates the it h residual; fa and crt- are the mean and variance that
maximize the likelihood function. In fitting problems they are the unbiased estim ator o f the
mean and the variance o f the independent errors, which is zero and the variance o f the
sample variance; n is the number o f data observations. Hence, Equation 3-24 is then
written as:

Eq. 3-25

For an RBF-based GC model, the candidate models for the data are the R B F models
with a different number o f clusters/Gaussian circles. The final model was selected as the
one that has a minimum AIC value. Figure 3-3 gives an example o f selecting AR model
using the AIC method, and Figure 3-4 is the application for choosing the number o f
clusters in the RBF model.
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Figure 3-3: AIC method for order selection in AR model. Data are from BCI application
subject B, right electrode # 96.
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Figure 3-4: AIC method for number o f cluster selection in RBF model. Data is from BCI
application subject B, right electrode # 96.

3.2.2.5

Training for Means and Variances for Each Gaussian Circle. In

Equations 3-21 and 3-22, after the selection o f dimensions and the number o f clusters,
three groups o f parameters need to be determined before the completion o f the entire
model. They are the means n , variances a 2 and the coefficients a and /? o f the
Gaussian circles, fi determines the Gaussian circle's center coordinates, or2 shapes the
Gaussian circle, and a and

define the height o f each Gaussian circle.

Co-training methods enable the training o f all three groups o f parameters together.
However, the great flexibility o f RBF model led to some unreasonable results. For
example, prediction error using two embedded spaces/variables is larger than using one
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embedded space/variable. In this case, GC value would become negative, which is below
the definition o f GC. For these reasons, separated training steps were applied. In this
experiment, pt was trained first, then a 2, and finally the a and /?.

In this case, we

reduce the instability o f the training procedures and guarantee that our GC values are
effective. The training o f the coefficients will be described in the next section.
The signals were first embedded into a state space w ith a time delay o f one time
step. The initial center's coordinates were selected to be evenly distributed at the diagonals
o f state spaces. The Fuzzy C'-mean clustering method was then applied to train the real
centers (Bezdek, Ehrlich and Full 1984). Figure 3-5 illustrates a 2 - dimensional state space
with a time delay o f one time step.
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Figure 3-5: Illustration o f EEG two dimensional state space, data is from brain computer
interface application subject B, right motor intension, electrode #86.
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Covariance E determines the shape o f the Gaussians. A diagonal matrix construct
a round Gaussian circle projection and an anti-diagonal matrix gives an ellipse projection.
We have tried both matrices in the predicting procedures, and an extremely small
difference was found between using them. To decrease the computational cost, we set the
covariance S as a diagonal matrix, which means that each Gaussian circle is shaped round.
The radius o f each circle was set as the average space between each closest pair o f
Gaussian means.
3.2.2.6

Coefficients Training. In this study, we applied an extended Kalman

filter (EKF) (Simon, 2002) to determine the heights o f the Gaussian RBF functions. In
EKF, a nonlinear finite dimensional discrete time system can be considered as the
following:
@n+1

f (fin ) T

yn = h(6n) + vn,

Eq. 3-26
Eq. 3-27

where the vector Qn is the state o f the system at time n; while in our experiment is the
signal value at n th training iteration, which was kept constant during all the iteration steps;
U)n is the process noise, y n is the observation vector, vn is the observation noise, and /

and h are nonlinear vector functions o f the state; / is the process function and h is the
observation function.
It can be shown that the desired estimate 6n can be obtained recursively
Eq. 3-28
Kn = PnHn {R + H lP n Hny \

Eq. 3-29
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Pn + 1 = Fn (Pn + K n H nT Pn ) F Z + <?,

Eq. 3-30

where

Eq. 3-31

Eq. 3-32
In the training procedure o f our RBF model, the process function f was set to be
f ( e n) = en

Eq. 3-33

The observation function o f h in EKF was set as the RBF function, which can be
represented as
c

c

Eq. 3-34
m=1

m =1

This function is also the actual output o f the RBF network. Here, 6 in the EKF
stands for the Gaussian's heights vector W = \a, /?]. The initial condition

was

randomly selected between zero and one. In the BCI application, y n stands for the
expected signal (180 samples or 700 ms in length) at n th training iteration. In this study,
y n is kept constant in any recursive steps n. Kn is known as the Kalman gain. Pn is the

covariance matrix o f the state's estimation error. The initial covariance matrix Pt was set
as a unit diagonal matrix /. The Q and R matrices are tuning parameters which can be
considered as the covariance matrices o f the artificial noise processes con and v n ,
respectively. Both Q and R were also set constantly as the unit matrix. The elements in the
weight matrix W constitute the state o f a nonlinear system; the output o f the RBF network
constitute the output o f the nonlinear system to which the Kalman filter is applied. The
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optimization o f the weight vector W was performed as a weighted least-squares
minimization problem (Simon, 2004), where the error vector is the difference between the
RBF outputs and the target values. The stopping criteria for the EKF training procedure
were either the ratio o f error difference between the (n -l) ,h and n'h iterations, or the error o f
nlh step was smaller than 0.0001. Then, the recursive procedure stops and the target

parameters converge to a certain value.

3.2.3

Granger Causality on Motor Intention
3.2.3.1

Experimental Protocol.

The human studies protocol has been

approved by the Louisiana Tech University Institutional Review Board (IRB) Committee.
Four healthy, right-hand participants with normal or corrected-to-normal eye sight were
recruited. They were instructed to perform 450 trials o f reaching tasks (left, right and
forward direction) according to the visual cues provided using the E-Prime 2.0 system
(Figure 3-6). The Effectors cue instructed whether the user should physically perform the
reaching task or to imagine the movement only. The Action cue informed the user o f the
appropriate directions. EEG signals were recorded using 128 channels HydroGeodisic
Sensor Net (Figure 3-7) with the Net-Station 5.3 software. All signals were amplified and
anti-aliasing low-pass filtered at 100 Hz. The data were then digitized at a sample rate o f
256 Hz. Touch pads were placed at the base location and the targets to track whether the
subject has performed the tasks correctly. The signals between the Action cue and the Go
cue (700 ms in duration) were used in this study. The experimental data input into the
model was the average o f 450 trials o f reaching tasks. In this way, the influence brought
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in by the outliers were decreased. Figure 3-8 illustrates the procedure o f averaging the
experimental data. Obviously, there is an outlier in this dataset.
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Figure 3-6: The time course o f one trial is illustrated

Figure 3-7: The channel map as observed from the top o f the subject’s head with the front
o f the head pointing upward.
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Figure 3-8: The averaging step decreased the influence from outliers. In this specific
example, 30 trials o f signals in the same reaching movement from the same subject were
sketched. The blue lines represent each single trial o f signal and the red line is the average.
There is an obvious outlier exists in the blue lines.

3.2.3.2

P300 wave and preprocessing. As discussed in the background

section, the P300 wave has to be considered

in EEG related decision m aking application.

The endogenous potential elicits in the process o f decision-making reflects a person's
reaction latency between the stimulus and the response. This period is considered to be
roughly 250 to 500 ms when recorded by EEG (Polich, 2007). In our research, the first 300
ms EEG signal was removed, and only the signal between 300 and 700 ms was left as the
selected feature for the later analysis.
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Signal truncation and feature selection were necessary in this study. The following
compares the GC analysis on motor intention with and without this procedure o f
truncation. After feature selection, in Figure 3-9, GC analysis represented a more orderly
GC pathway distribution within the ROI. Since the subject is undergoing right intension, it
is obvious that the right picture (after truncation) is more rational than left picture (before
truncation). Not all truncated subjects' signals represented a more rational GC m apping
then before truncation, but none o f them gave a worse result. The difference between with
and without feature selection strongly illustrated the existence of P300 wave, which is a
meaningless potential for making decisions.

Figure 3-9: Illustration o f the effect o f P300 wave cutting on the final nonlinear GC
mapping results. Right is the GC map o f the feature selected signal and left is the GC map
o f the original signal. Since the signal is from subject 16 right direction, the right figure is
far more reasonable for understanding the real signal pathways in this cognitive area o f
right handed motor intension.

Other preprocessing procedures include low pass filtering and normalization. The
raw EEG was low pass filtered with a cutoff frequency o f 30 Hz; preserving only the brain
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wave activity in and below the Beta wave band. A normalization procedure was not needed
because the absolute magnitude o f the time series does not affect the results for any
multi-variate analysis, where the relative magnitudes' relations are more influential.
3.2.3.3

Current Source Density Transform . All averaged potential

waveforms were transformed using a current source density estimate by the spherical
spline surface Laplacian algorithm (Perrin, et al., 1989) as follows:
N

Eq. 3-34
i- 1

where C ( E ) is the current density value at any surface point E on a sphere, c, a
computable constant for electrode i o f a given montage o f N electrodes to account for the
set of surface potentials in a spherical model; cos ( E , E{) denotes the cosine o f the angle
between a surface point o f E and the electrode projection Et . The function h ( x ) is defined
as the sum o f the series
00

Eq. 3-35

where m is a constant greater than 1, and pn is the n t/lLegengre polynomial defined by
APn = - n ( n + l)P n.
3.2.3.4

Eq. 3-36

GC Map Filtering. Electrodes are connected by arrows correlated to

the corresponding GC value in the results analysis. The directed influence o f the dynamic
network is complex, often filled with trivial interactions and connections caused by
artifacts or other unrelated events. The requirement o f a threshold in the nonlinear GC
analysis can help highlight the strongest causal interactions.

More specifically, the
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magnitude o f the GC value might be affected by many factors. It can also reveal the
variations among different individuals. For example, it is possible that many other
conscious or unconscious brain processes might interfere with the intended reaching
movements, which can affect the GC distribution on a local or global scale. Filtering the
GC value from a single point perspective is not sufficient. Thus, it is necessary to take into
account the relative strength o f the GC in the whole spatial domain. An effective
information filtering mechanism is proposed to display only the significant GC values,
which includes a suitable radius for the regions o f interest (ROI) and a GC threshold. The
radius o f ROI is selected based on the propagation velocity o f the neural signal and the
embedding dimension (or memory) o f the nonlinear model. The GC is computed only for
the pairs o f electrodes that are within the ROI o f each other. Furthermore, the GC values
for the electrodes outside o f the cortical regions are not computed since they are more
likely to be caused by muscular activity and EMG but not surface EEG. In this threshold
the distance threshold for the analysis was set as 70 m m and the radius o f the cortical
region was set as six electrodes radius.
To determine the threshold, we define a quality factor (Q) as the cumulative sum o f
the GC within a ROI, which can be expressed as the following:
N

Eq. 3-37
!=1
where N is the number o f GC value in the region o f interest.
The summation o f Q under different percentages o f the maximum GC value in each
independent EEG space was obtained. The concept o f Q is similar to the concept o f

51

probability o f density in statistics, where Q in each threshold is equivalent to probability
density and the Q vs. relative thresholds curve is analogous to the density distribution. The
threshold was set at the point where only the top 20% o f the GC is shown (relative
threshold o f 0.8). Figure 3-10 was shows the Q vs. relative threshold.
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Figure 3-10: Illustration o f the curve o f accumulated quality factor Q with different level
o f relative thresholds.

With our relative threshold method, threshold is statistically selected with respect
to the different nonlinear GC map. Table 3-1 is the table for four subjects and directions by
the relative threshold method.
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Table 3-1: Relative threshold for each subject and direction.
Left

Forward

Right

0.41

0.31

0.31

B

0.46

0.35

0.36

C

0.39

0.32

0.37

D

0.52

0.50

0.53

Subject
A

3.2.3.5

Quantification. We define uniqueness parameter (U) that quantifies

the uniqueness o f the GC vectors with respect to the direction o f decoding in electrode grid
map. The parameter U is calculated as the summation o f the dot product o f each GC value
vector with the unit vector in the projected direction in ROI. In our experiment, two
template unit vectors were set as (-0.707, -0.707) for the left and (0.707, -0.707) for the
right intended reaching directions. The magnitudes o f the U parameter for each reaching
direction were then compared between linear and nonlinear GC analysis in Table 3-1 and
Table 3-2. The larger the U value, the more consistent the direction o f the GC vectors is to
the PPC. The nonlinear GC method gives more o f a uniform result, since the U values are
typically larger for Nonlinear GCs. The U values for each subject and direction are
represented in Table 3-2.
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Table 3-2: The Uniqueness parameter ( U) based on linear and nonlinear GC analysis.
Left

Right

Subject
Linear

Nonlinear

Linear

Nonliner

A

1.03

3.45

-7.44

3.54

B

-0.26

1.20

-0.55

1.45

C

0.72

5.65

0.23

7.13

D

4.03

3.45

0.78

11.62

3.2.3.6

Granger Causality mapping. The causal influence for all subjects

based on the linear and nonlinear models are shown in Figure 3-11 and Figure 3-12,
respectively. The activities were typically directed to the posterior parietal cortices (PPC).

Figure 3-11: The nonlinear GC map (red lines) superimposed on the EEG electrodes (blue
circles).
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Figure 3-12: The linear GC map (red lines) superimposed on the EEG electrodes (blue
circles).

3.3

Summary

The analysis o f the complex dynamic network using mathematical models is
important in the understanding o f physical, biological and social phenomena. We proposed
the use o f RBF-based nonlinear GC analysis by identifying the directional interactions, and
the use o f the relative threshold by extracting the effective information for nonlinear GC on
the dynamic network. The methods were then applied to a BCI application for decoding the
human upper limb reaching movements for illustration. Reaching m ovement directions are
studied by many researchers (Waldert, 2008). The active areas established based on the
nonlinear GC method are consistent with previous power and coherence analysis,
providing further evidence for the validation o f our approach. In addition, compared to the
more classic linear GC, the nonlinear GC method demonstrated unique and distinctive PPC
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areas, consistent with the physiology studies in the literature (Toni, Thoenissen & Zilles,
2001). RBF-based GC is able to better describe the nonlinearity o f a dynamic system. It
may also be used to improve the accuracy o f predicting the intended reaching movement
directions in future BCI applications.
To sum up, the success o f the nonlinear model on the surface o f EEG indicates a
prospect o f distinguishing the motor intension o f the human subject using surface EEG
recordings. The result o f RBF-based nonlinear GC analysis showed a more orderly and
distinctively directed influences over the classic linear GC approach. M eanwhile, the
nonlinear GC exhibited additional information that correlation cannot represent. Besides
the direction, nonlinear GC gives more logical specific area than correlation, which in turn
gives a predictable scheme for motor intension. The difficulty in implementing these
nonlinear models is that the parameters must be selected properly, and the computational
cost is high. For example, linear GC values in the whole space can be calculated
immediately, but the nonlinear GC has to expense 45 minutes up and down in our
computer. Hence, better algorithms are expected to be developed in order to accurately
describe the nonlinearity as well as lower the burden and complexity o f the computation.

CHAPTER 4
FREQUENCY DOMAIN GRANGER CAUSALITY, NONLINEAR
GRANGER CAUSALITY AND THEIR APPLICATIONS ON
BRAIN COMPUTER INTERFACE
4.1

Introduction

The GC analysis (Granger, 1969) has been developed to explore the directional
properties in complex dynamics consisting o f multi-variate observations. GC has been
applied to many biological and physical system's phenomena. A linear GC measure can
define the causal relationship between specific locations and their nearby units by creating
linear regressive predictive models and computing the decrease in the prediction error if
the information from neighboring units is included. However, the linearity associated with
this GC approach limits its applicability on many systems where the relationship between
units could be nonlinear. One alternative method to incorporate the nonlinearity
characteristics is through the bi-variate GC analysis (Ancona, Marinazzo & Stramaglia,
2004). The effectiveness o f the bi-variate system has been illustrated in a brain computer
interface (BCI) application (Liu, Kuo & Chiu, 2011) for the decoding o f the motor
intention o f the human subject undergoing reaching m ovements (Waldert, 2008). We also
defined a measure that quantifies the uniqueness o f the GC vectors with respect to the
decoded directions. In this chapter, we addressed a way to obtain the directional/causal
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information in the frequency domain. The directional information in the frequency domain
is generally lost in the nonlinear GC framework. The proposed approach allows the
nonlinearity aspect o f the GC detection method to be kept, while having the ability to
obtain valuable frequency information related to these corresponding nonlinear processes
between different recording locations. As a proof-of-concept study, we applied this
strategy to an identical, previously published, BCI (Liu, Kuo & Chiu, 2011) where the
effective connectivity between different activated brain areas was investigated. In
correlated studies, little has been reported on how different neural groups are connected
with respect to frequency content o f the EEG data, especially in the context o f surface EEG
measurements. Some reports differentiated between various reaching movement directions
associated with different neuronal activities by calculating the power spectrum and
coherence. Theta wave (3-8 Hz) activity was observed in the posterior parietal cortex
(Waldert, 2008). These observations should provide validation to our proposed method. By
analyzing the center o f the strength and the probability o f the dominant hemisphere o f the
results being in the GC map at each frequency band, our result agrees with the literature
that active theta rhythms (3-8 Hz) were able to provide the strongest separation o f motor
intention direction.

4.2

4.2.1

Method and Results

Linear Granger Causality in Frequency Domain
4.2.1.1

Geweke’s Decomposition in Bi-Variables GC. Consider the system

o f two simultaneously recorded stationary time series, denoted as x * and y ^ , The
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representative formation for GC is a bi-variate linear regression model. Geweke (Geweke,
1982) showed that by Fourier transforming the bi-variate linear regression system, we can
evaluate the directional linear causality relations in the frequency domain. The spectral
matrix for the system is
Eq. 4-1

S ( oj) =

where the asterisk denotes complex conjugation and matrix transposing,

oj) is the

transfer function matrix, and S is the error covariance matrix.
The spectral matrix S(to) contains cross spectra and intrinsic spectra. If x k and
y k are independent, the cross spectra are zero and the determinant |5(<x>)| equals the

product o f two intrinsic spectra. This observation motivates the spectral domain
representation o f total interdependence between x k and y k , as

To examine the GC in the frequency domain, the linear AR system is rewritten in
the following form with the lag operator L ( x k) = x k_ 1 (Wang, et al., 2007).
Eq. 4-3
where
p
Eq. 4-4
v

Eq. 4-5
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By X( L )

= ^

Eq. 4-6

P 2x j L j ( Xk ) .

; '= i

p

P2yj L j ( y k ).

By y {L) = 1 - £

Eq. 4-7

7= 1

A transformation matrix, P, is premultiplied on both sides o f Equation 4-3, where

P=

and,

V

£f£2i

A
/

Eq. 4-8

and exx are from the covariance matrix X o f the model residual, which is

* - < - 0

= ( £ £ ) ■

Equation 4-3 then becomes
^BXX(JS)

Bx y { L ' ) \

_ / £x y k \

yBy x (L )

Byy (L ) J W

“ U x y fe j’

Eq. 4-10

where
Byx (L) = Byx - -e^- Bxx (L),
e

Eq. 4-11

e
= Byy - ~ ^ B x y (L),
f xx

Eq. 4-12

^xy
— Bxyk ~ ~ £xyfc■
£xx

Eq. 4-13

B y y (L )

—

Vxyk

Now f xyk and fjxyk are uncorrelated with each other even at the same time, so that
cov(£xyk)f}xyk) = 0,

v a r ( i7 x y k )

= fyy -

€^
^XX

The covariance matrix o f the residual terms is then written as

Eq. 4-14
Eq. 4-15
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i = c o v ( £ ) = Cs*

0 -

E q - 4 ' 1 6

Taking the Fourier transform o f both sides o f Equation 4-16 leads to

/ Bxx((o )

Bx y ( u) )\ / x k (a) )\

\ B y x (to)

By y { Q i ) J \ y k (a>'))

\ E y (<o))-

Defining the transfer function H and H as the inverse o f the coefficient matrix B and B,
we have:
(xk(u)\
Vyfe(w)J

\ H yx (a))

Bxy( a ) ) \ / E x (a))\
Hyy(a))J\EyCa>y-

q*

The spectral matrix is then given by:
/ Sxx (a))
* “ > = [ s yx M

Sxv(&>)\
4 w )

_

__

=

E q - 4- 19

where Sxy(co) = S*yx(ai) with * denoting the complex conjugate and matrix
transposition.
The total interdependence between x k and y k in the frequency dom ain is defined
previously in Equation 4-2. Equation 4-20 implies the following spectral decom position of
the spectral density o f x k

= B xx ( io) € xxHxx ( io) + HXy{( o)€xxHXy{(o),

Eq. 4-20

where
Hxx(o)) = Hxx(co) + £- ^ H x y (co),

Eq. 4-21

Hx y ( 0)) = Hx y (a>),

Eq. 4-22

^xx
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The first term in Eq. 4-21 can be interpreted as the intrinsic power o f x k and the
second term as the causal power o f x k due to y k . This interpretation suggests the
definition o f the causal influence from y k to x k at frequency oo as
fy->x(w) —In | j
\Hxx

j

,

r ^i(W) I

Eq. 4-23

If we pre-multiplied a transformation matrix P ’ to both sides o f Equation 4-3,
where
(1

P’ =

eyy ,
1 /

Vo

Eq. 4-24

and follow the same steps as the previous derivation, we obtain the causal influence from
x k to y k at frequency cj, which is:

= In
4.2.1.2

..
\ yy \P^)^yy^xx (^0 |

Eq. 4-25

Proof o f Geweke's Decom position. To prove Equations 4-21 and

4-22, first simplify B(eo) as
B(o>) =

bd y

Eq. 4-26

H(a>) = B - ' M = - ^ - r - ( d

a d - b e ^—c

~ b).

Eq. 4-27

a /

Pre-multiply by the adjusted matrix,

B M = f f 2 (a + c)

d+

Eq. 4-28
^XX
d + -€ ^ b

a ( d + j 2 - b ) - b(q~^-(a + c)) I - — (a + c)
v

t X X

'

t X X

\

-b
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From the above we have
Eq. 4-30
Again, the first term in Equation 4-28 can be interpreted as the intrinsic pow er o f
x k and the second term as the causal power o f x k due to y k . The causal influence from
y k to x k at frequency co is defined by Equation 4-23. For the causal influence from x k

to y k , by pre-multiplying P', we can deduce the result o f Equation 4-25.
4.2.1.3

Validation for Geweke’s D ecom position. To demonstrate the

effectiveness o f the frequency GC, two test signals with apparent directional relations in
specific frequency were used. x k was selected as the summation o f three cosine waves
with normalized frequency o f 0.3, 0.2 and 0.1, respectively, and some white noise signal.
y k was selected as the linear regressively constructed by the cosine wave with a

normalized frequency o f 0.3 individually and some white noise. M athematically,
x = cos(&>x) + cos(o)2) + cos(&)3) + white noise,

Eq. 4-31

4

+ white noise.

Eq. 4-32

;=i

where the normalized frequency are 0)1 = 0.3, co2 = 0.2, co3 — 0.1, respectively, and the
coefficients vector is c = [0.2, 0.3, 0.4, 0.2]. Figure 4-1 gives the figure o f the GC value
between two test signals in the frequency domain.
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Figure 4-1: Illustration o f linear GC in the frequency domain, x k has a strong causal
influence to y k at a frequency o f 0.3 (red curve), no strong relation from y k to x k in
any frequency bands (blue curve).

In this example, y k is only caused by x k in the frequency o f o ^ , and no
relationship between x k and y k exists in other frequency bands. Simultaneously, x k is
not caused by y k in any frequency bands. We hope to find out that in the frequency o f ooj
there are peak values from x k to y k but no significant values from y k to x k . Our result
gave us great evidence for the hypothesis o f the effectiveness o f frequency causality.

4.2.2

Nonlinear Granger Causality in Frequency domain
4.2.2.1

Linearization Strategy. Geweke portrayed the frame o f exam ining the

directional linear causality relations in the frequency domain. For nonlinear cases, explicit
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and direct Fourier transformation for the signals, as was deduced in the linear case, is
difficult to approach. In order to find the frequency directional responses, other indirect
methods need to be discovered.
We proposed a linearization method to obtain the approximate frequency
directional responses under the frame o f linear causal relations. As mentioned previously,
all concepts o f the GC in time domain/overall GC are set up upon the decrease o f
prediction error. This frame is available for both linear and nonlinear cases. If two systems
have the same prediction ability, they have the same predictive output. Then we indicate
the two systems are equivalent, and they can be substituted by each other in measuring the
overall GC. Our purpose is to find out a linear model equivalent to the nonlinear model and
to measure the nonlinear directional relations in the frequency domain through the
corresponding linear frame.
In a linear regression model, the solution for the model is unique under the least
square error criterion. Thus if the two linear regression models have the same predictive
output, they are the same fitting model. In turn, their corresponding frequency responses
are also the same. In other words, if we want to substitute a linear regression A model by
the other linear regression model B, we will find that model B is unique and is identical to
A. However, it may not be possible to find one unique linear model that can substitute a
nonlinear case. Furthermore, a trivial divergence o f substituted error might be caused by
two linear models that are far apart. Thus, when we replace a nonlinear model with a linear
one, we need to answer the following questions: Does a stable equivalent linear model
exist? Is the substitution unique? What are the conditions in which a unique substitute
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exists? Figure 4-2 illustrates the basic idea o f the two equivalent systems. We are trying to
reach the same output when utilizing the other linear system instead o f the nonlinear one.
They should export the same predictive time series and errors when importing the same
signal.

F igure 4-2: Illustration o f equivalent linear and nonlinear system in GC.

Suppose a linear system functions exactly the same as the nonlinear prediction,
then the same input signal (original signal in Figure 4-2) would cause the output/predictive
signal from the linear system exactly the same as from the nonlinear system, as shown in
Figure 4-2. Mathematically, for nonlinear prediction
xk =

+

£fc.

yk = f(y)(x k- l> y k - l) + Vk-

The substitute linear regression (S-linear) model is ideally represented as

Eq. 4-33
Eq. 4-34
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p

py

y

xk

Y Y^jXk-j

+Z y i yJy k - j + £‘k’

7= 1

7=1

P

P
y

y

yk

= Y pi*JXk-J + Y p i y j y k - j + 1)1V
7=1

Eq‘4-35
E q-

4-36

7=1

where y l an^ p l represent the ideal coefficients, rjl and v l mean the ideal residual.
Obviously, the ideal residuals are expected to be exactly the same as the nonlinear
function, which means e lk = Ek and rjlk = r]k . In turn, we have the following equations:
p
f x i x k- 1, y k- 1) =

/y(*k-l.yfc-l) =

p

Y YlXj x k - j +

Z y i y jy « - i ’

7=1

7=1

P

P

E q ' 4-37

Z PixjXk - j + Z P(y jy k-J7=1

4-38

7=1

However, the real substituted linear model cannot have exactly the same output as
the nonlinear model. Actually, it is represented as a pair o f equations o f different
coefficients and residuals with the ideal model. Here we denote the real coefficients as y r
and p r and the real residuals as e r and r]r , shown as follows
p

x k = Y y r xjxk-j

yk

=

p

+

Z y r yjyk-j +

7=1

7=1

p
y

p
y

£^

Z PrxjXk-J + Z p r yjy k ~i + ^ k 7=1

E q'

4-39

E q - 4-40

7=1

Denotes the errors between the ideal outputs, and real outputs related to x k and y k
are represented as qk and r k , respectively, which means that qk = s r k — s lk and
Tk = r f k ~

k ’ ^ e n we have the following equations:
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p

p
Eq. 4-41

p

p
Eq. 4-42

If the error between the ideal output and the real output is small enough, we would
say the nonlinear model is sufficiently substituted or linearized. The directional measures
both the time and frequency domain can then be computed by the substituted linear
regression model.
4.2.2.2

Acceptable Error Analysis for Linearization Strategy. If qk and Tk

are small enough, the nonlinear model is said to be sufficiently substituted or linearized.
Afterwards, the directional measures in the time and frequency domains can be computed
by the S-linear regression model. Figure 4-4 gives an example showing the close
magnitude relations among the original signal, nonlinear predictive signal and substituted
linear transformed signal. Instinctively, when the substituted linear signal is close enough
to the nonlinear signal, the GC value in the time domain can be computed also by the
substitute linear model.
The question is how close is close enough? In other words, how small the error be
for a nonlinear model and a substitute linear model to be approximately equivalent.
Unlimited small error between the ideal and real model is not realistically possible.
Furthermore, the “unlimited small error” would cause additional troubles which we will
discuss in later. A boundary needs to be set for defining the small errors.
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Figure 4-3: Comparison o f original curve, nonlinear fitting curve and linear substitute
curve. Data is from brain computer interface application subject B right direction electrode
#77.

Figure 4-4 shows the standardized sum o f square error (SSE) between the nonlinear
model and S-linear model with respect to model orders from 5 to 50. To avoid unnecessary
influence from the signal’s magnitudes in the error analysis, all the errors are standardized
as below:
E rror
Standerized E rro r = ----------------;-—.
m ax(signal) — m in(signal)
By definition o f the GC, the smaller the error between the nonlinear model and the
substitute linear model, the closer the substituted linear GC approaches the nonlinear GC.
Thus, the upper bound for the error is to place the substitute linear GC in a tolerant range

around the nonlinear GC. A tolerant deviation range o f ±10% was set between the
substituted GC value and the nonlinear GC value.

0.016
0.014

0.012

0.01
0.008
0.006
0.004

0.002

Order

Figure 4-4: Standardized SSE between nonlinear curve and substitute linear curve is
decreasing with respect to orders. Data are from brain computer interface application
subject B right direction electrode #77.

4.2.2.3

Reliability Test for Linearization Strategy. To further evaluate the

proposed substitution strategy, surrogate signals were generated as follows:
a k = cos (a>k) + noise

Eq. 4-43
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Where a k is a cosine wave, with normalized frequency oo. The signal bk is
regressively constructed by a cosine wave with the same frequency. The param eter P is the
order o f the linear regressive model, and c, are the coefficients o f the corresponding
regressors. Signal a k has a strong causal influence over b k . In our experim ent to was
selected as 0.2, and the noise was selected as the white noise with standard a deviation o f
0.3. The order o f the linear regressive model was randomly selected as 4 with coefficients
vector o f [0.2, 0.3, 0.4, 0.2], Figure 4-5, which accurately indicates the causal interactions
in proper frequency, illustrates the effectiveness o f the method. It is clear that the GC curve
o f signal a k to bk has peak locations at the norm alized frequency o f 0.2, which is a strong
evidence o f substitution strategy. Table 4-1 compares the nonlinear model with the S-linear
model. Table 4-1 and Figure 4-5 give strong evidence for the reliability o f our substitute
strategy.

Table 4-1: GC information compare between nonlinear model and S-linear model.
Nonlinear

S-linear

GC value(a to b)

0.232

0.229

GC value(a to b)

0.090

0.092

Nonlinear & Real

S-linear & Nonlinear

5.43

1.02

SSE
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S fu llto a
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Figure 4-5: Frequency GC on surrogate data, signal a k has a strong causal influence to
signal b k at normalized frequency o f 0.2, while tiny influence inversely from b k to a k .
The peak locations at the normalized frequency o f 0.2 is able to give such information. In
this example, the nonlinear GC value from signal a k to b k and from b k to a k are 0.221
and 0.069, respectively. The corresponding S-linear GC value are 0.213 and 0.069.
Deviation between nonlinear GC and S-linear GC are 3.6% and 4.3%, respectively, which
are both within 10% o f tolerance range.

4.2.2.4

Order Selection. In spectral analysis using the regression model,

frequency response depends only on regressive coefficients. This dependency gives us the
clue o f determining the order using coefficients' distribution. Auto-Regression (AR) model
weigh the most influential coefficients at the closest predictors and they do not
significantly change if the order increases. Figure 4-6 gives an example o f AR coefficients
in orders o f 30, 40 and 50. It is obvious that the largest coefficients are distributed at the
first 5 closest to the dependent, and their coefficients’ magnitudes do not significantly
change when the order p increases.
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Figure 4-6: AR model weights for the most influential coefficients at closest predictors.
They would not largely change if the order increased. Data are from brain com puter
interface application subject B, right direction, electrode #77.

Based on the description above, order selection is not important in AR-related
spectral analysis, but circumstances are different with the linear substitute problem. The
most influential predictors are not distributed close to the dependent. In addition, their
distributions sometimes change strongly with slight changes in order. This sensitivity
leaves a large uncertainty in determining the m odel’s optimal order. Figure 4-7 compares
the change o f coefficients’ distribution as well as the corresponding frequency GC
measures o f the substituted linear regression model with respect to orders. The left column
is the GC values in the frequency domain. The sample signal was low-pass filtered w ith a
30 Hz cutoff; thus, the frequency band was correspondingly selected. The right column is
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the substitute linear regression coefficients' distributions. To simplify the illustration, only
the coefficients for one variable in the equation is portrayed. The orders were selected as
15,20, 25, 30, 35, and 40.
The different order o f the S-linear m odel would have a different distribution o f
regression coefficients, which in turn would lead to the various distinctive
frequency-related directional relations. One question for thought is w hether a range o f
orders exists such that a small addition or deduction o f order would conduce just an
unnoticed change o f the frequency directional relations but not an entire remodel? To
quantify the change o f frequency directional relations among the orders, the correlation
coefficient was introduced.
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Figure 4-7: Neither the directional relations in frequency domain nor the coefficients
represent a similar representation as the order increases. The data are from BCI application,
subject B, intension right, electrodes #79 and #92.

The correlation o f the GC values (across the whole frequency spectrum) between
the i'h and (i-l),h order S-linear model was computed recursively. A high-correlation value
(close to 1) implies that two S-linear models have a similar directional relation. The error
between the nonlinear model and S-linear model is expected be kept as small as possible.
The optimal situation would involve having both model outputs perfectly matching each
other. Even though, intuitively, a smaller error would correspond to a higher S-linear
model order, when coupled with the correlation analysis in the frequency domain,
unconditional increase in the S-linear model order would alter the directional relations.
Figure 4-8(a) is an example of the correlation between frequency directional relations
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between consecutive model orders. In this example, when the order increases to above 33,
the frequency responses becomes highly variable. Figure 4-8(b) illustrated the changes
before and after the end o f the plateau order. Figure 4-9 gives the corresponding directional
GC values in the frequency bands o f 0-30 Hz. These figures indicate that sim ilar frequency
directional relations can be successively kept in a range o f orders; this provides a great
basis for determining the nonlinear directional relations between two signals in frequency
domain.

* 0.8
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Electrode #92 to #79
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F igure 4-8a: Frequency Granger Causality curve's correlation between systems with
neighboring orders. The data is from BCI application subject B, intension right, electrodes
#79 and #92.
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Figure 4-8b: The frequency directional relations between systems around the end o f
plateau order. The end o f plateau order in this particular example is 33, the four orders
selected in these figures are 30,32,34 and 36 respectively, it's obvious that Figure a and
Figure b have quite similar frequency response but the frequency response kept changing
after the end o f plateau order, which are shown in Figure c and Figure d. This particular
example is taken from Subject C undergoing imaged right movement between electrodes
#79 and #92.

Now that the criterion for determining the stable range o f S-linear model order has
been established. The lower bound guarantees that the SSE falls within a tolerant range
while the upper bound ensures that the frequency directional relations remain relatively
invariable. In other words, the lower bound guarantees the effectiveness o f the substitution,
while the upper bound guarantees the stability o f the S-linear system. The determination of
this model-order range, termed “plateau,” would be the objective o f the parameter
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selection process. The final order o f the S-linear model was selected as the one in the
plateau period that has the maximum mean value in the 0-30 Hz range, as it reserves most
o f the characteristics in the frequency domain.
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■
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Figure 4-9: Frequency GC curves with the orders in plateau period. The data is from BCI
application subject B, intension right, electrodes #79 and #92.

In a single pair o f signals, all the frequency directional relations in the plateau
period have similar profiles. They may have different absolute magnitudes, but they should
represent specific characteristics in specific frequency bands. For example, in Figure 4-9,
the blue curve should have its peak values at around 5 Hz. To horizontally compare, we
still need uniform criterions for selecting one o f the frequency GC curve. An immediate
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solution in mind for selection should be the mean value for all the plateau periods curves.
The problem for the mean value curve is that in some characteristic frequency bands, due
to the existence o f abundant low GC values, the characteristic would disappear. For
example, in Figure 4-9, the blue curve possibly has a characteristic peak near 5 Hz. When
we averaged the blue curves in 5 Hz, the mean GC value is only 0.49. It is obvious that the
characteristic disappeared. From this perspective, because the mean value for all the
plateau periods' curves is not rational, and we select the frequency directional relations as
the curve has a maximum mean value in the whole selected frequency bands.
4.2.2.5

The Condition for Linearization/Param eter Selection for the Plateau

Period. The frequency directional relation within the plateau period is a dominant
discussion in the S-linear process. The corresponding-frequency response is more credible
than within other ranges o f orders. It could be determined that the frequency response o f
the GC is in this pair o f signals.
The plateau period does not always exist. We hypothesize that when two EEG
signals exhibit a low degree o f dependence, whether that is bi-directional dependency such
as correlation, or unidirectional dependency such as causality, the plateau period in the
correlation study would not exist. In this case, the corresponding nonlinear model is
considered not linearized. In turn, no nonlinear frequency directional relations can be
found for such a signal pair. One such example can be found in the EEG signal from the
contralateral side o f the brain in a motor intention study (Nolte, et al. 2004). Here, 20 pairs
of EEG were randomly selected from each side (left and right) o f the brain, respectively.
Then, the existence o f the plateau in each hemisphere was compared between the dominant
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side and the subdominant side. Figure 4-10 outlines the results from three human subjects,
which were selected having the most distinctive theta activity. In each subject, there are
two samples, corresponding to left and right intension, leading to a total o f six samples in
Figure 4-10. Although the exact theoretical formulation is still missed, our preliminary
result seems to suggest that the hemisphere is more likely to exhibit plateaus in the
correlation analysis. A t-test was made between the dominant side and the subdominant
side under the null hypothesis that they equally exhibit plateaus. The result rejected the null
hypothesis with a p value o f 0.05.
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Figure 4-10: Frequency GC curves with the orders in theplateau period. The data is from
BCI application subject B intention right electrodes #79 and #92.
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The definition o f the plateau period depends on two thresholds: the threshold o f the
correlation value (Thm), and the minimum length o f a plateau (Thi). If Thm is too large,
similar frequency responses would be estimated as different, which in turn would lead to
the interruption o f the plateau; if Thm is too small, different frequency responses would be
estimated as the same which in turn would produce inconsistent frequency GC information
extraction. If Thi is too large, the dominant frequency responses would be treated as a
temporary fragment, which in turn would result in information lost; if Thi is too small,
some temporary fragment would be treated as the dominant frequency responses. In this
case, some signals that cannot be linearized would be found to have frequency responses
and some might be found to have multiple reasonable frequency response, that would in
turn produce redundant information and ambiguous information. Especially in our
experiment, if Th) is too small, directional relations in the frequency domain would also
overflow into the sub-dominant hemisphere, hence the decreasing distinction between the
motor intentions. The final goal for selecting the appropriate values for these two
thresholds is to increase the distinction between the motor intention tasks. We use the
difference o f plateau amounts in the dominant and sub-dominant sides to measure the
distinction between them. All combination o f T hm and Th] should be tested to all pairs of
EEGs in order to find an optimal recognition accuracy for decoding the m otor intention
directions. However, due to the computational burden o f such an exhaustive search, only
20 pairs o f EEG signals were randomly selected from each hemisphere o f the brain. The
optimal thresholds combination was selected as having the largest difference between the
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amount o f plateau between the dominant and sub-dominant sides, as illustrated in Table
4-2(a). From our data set, Thm o f 0.85 and Th| o f 5 were obtained.

4.2.3

Nonlinear Granger Causality in M otor Intention
To test the effectiveness o f our proposed method for directional relations examined

in the frequency domain and corresponding criterions, we applied the same strategy to the
same identical BCI setup as the previous work (Liu, Kuo & Chiu, 2011), where the
effective connectivity between different activated brain areas was investigated to decode
the directions o f the intended arm movement using different frequency bands.
4.2.3.1

Plateau Related Threshold Determ ination. In motor intension, the

final target for selecting the two thresholds o f T h m and T h t in defining the plateau is to
increase the recognition for motor intension. Thus, all combinations o f T h m and T h i
should be evaluated to get an optimal rate o f recognition. However, this m ethod is too
computational expensive. To simplify the selection, 20 pairs o f EEG signals were
randomly selected from each side (left and right) o f the brain, respectively. The optimal
thresholds combination was selected as the largest deviation o f times o f the plateau
appearances between the dominant and sub-dominant hemisphere.
Table 4-2(a) and Table 4-2(b) show the times o f the plateau is appeared and their
deviations in the dominant and the sub-dominant hemisphere. From Table 4-2(c), the
maximum deviation times is 9 and thus we selected the Thm as 0.85 and Tht as 5.
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Table 4-2a: Times o f plateau appearance (out o f 20) in dominant hem isphere under the
combination o f two thresholds.
Tht

0.95
0.9
0.85
0.8
0.75

Thm

3
8
18
19
19
19

4
7
13
17
17
17

5
6
11
16
16
16

6
4
8
14
14
16

7
4
5
8
10
14

8
1
5
6
9
12

Table 4-2b: Times o f plateau appearance (out o f 20) in sub-dominant hemisphere under
the com bination o f two thresholds.
Thi

0.95
0.9
0.85
0.8
0.75

Thm

3
2
10
11
13
16

4
2
7
8
10
11

5
2
4
6
8
9

6
2
3
5
6
16

7
2
3
4
4
7

8
2
2
4
4
6

Table 4-2c: Deviation o f times o f plateau appearance (out o f 20) between dominant and
sub-dominant hemisphere under the combination o f two thresholds.
Tht

0.95
0.9
Thm

085

0.8
0.75

4 .2 3 .2

3
6
8
8
6
2

4
5
6
9
7
6

5
4
7
9
8
7

6
2
5
9
8
7

7
2
2
4
6
7

8
0
3
2
5
6

Granger Causality Significance Test. To test strict GC from one

signal to the other in the framework, an important issue is to test the significance o f the
causal relationships identified among the different time series. In our experiment, the
T-test is used to determine whether a time series has a significant linear or nonlinear
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predictive power for the other time series, the null hypothesis that one time series does not
cause the other is rejected if the coefficients on the elements o f the other tim e series in
linear regression model and nonlinear RBF model are significantly different from zero
(Craig & Jonathan, 1994). Bidirectional causality exists if GC runs in both directions, in
which case, the coefficients on the elements in both are different from zero.
Unlike the original time-domain formulation o f GC, the statistical properties o f
the spectral GC measures have yet to be fully elucidated. This means that significance
testing often relies on constructing surrogate data to test the null hypothesis that the
identified relationships have been randomly generated by the data missing actual causal
interactions, which is a disadvantage o f the ‘spectral’ GC. Specifically, in the linear model,
we generate surrogate data by randomly and independently shuffling the temporal order o f
the original time series. In the surrogate data, the mean, the variance, and the histogram
distribution were preserved (Kaminski, et al., 2001), but any mutual relationship between
the two series was destroyed. Then, a model is fitted to this surrogate data set, and causal
measures are derived from the model. The causal measures empirical distribution can be
evaluated to assess the significance o f the causal measures. In the nonlinear case, the RBF
transformed data were shuffled as the same temporal order with the surrogate data. Then, a
model was fitted to predict the shuffled RBF transformed, data and the causal measures are
derived from the model.
At each frequency bin, we set the threshold over which GC values were assumed as
statistically significant by evaluating their mean and standard deviation on the surrogate
data distribution as the following:
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T ( f ) = mean {G C (f)} + r • std{CC(/)}.

E q. 4-45

Under the hypothesis o f the Gaussian distribution o f the statistics, x is the weight to
guarantee the statistics are within the specific confidence interval if the null hypothesis is
true. We perform 1000 pairs o f surrogate data. The significance level is above 95% o f the
statistics, and thus the r would be 1.96.

1.8
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0

Figure 4-1 la : Illustration o f the significance test for the GC in the frequency domain for
the signal from electrode #87 to #80, the data is from Subject B.
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Figure 4-1 lb : Illustration o f the significance test for the GC in the frequency dom ain for
the signal from electrode #80 to #87, the data is from Subject B.

4.2.3.3

Frequency Granger Causality M apping in Motor Intension.

Previously, researchers distinguished the different reaching movement directions
associated with different neuronal activities by calculating the power spectrum and
coherence. Theta wave (3-8 Hz) activity was observed in the posterior parietal cortex
(Waldert, 2008). These observations should provide validation to our proposed method.
The best three out o f four subjects that exhibit identical frequency information for only left
and right directions were represented here. Figure 4-12 demonstrates our strategy on the
motor intension analysis. The blue circles represent the electrodes’ positions, and the red
lines represent the directional relations. We compare the directional relations between left
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direction and right direction in frequency bands o f 3-4 Hz, 5-6 Hz, 7-8 Hz, and 9-12 Hz,
respectively. The black five-pointed stars represent the GC center o f strength in each space.
Linear frequency GC was also detected in these subjects for comparison. The linear GC in
the frequency domain was found to be inseparable between the left and right directions, as
shown in Figure 4-13.
4.2.3.4

Frequency Granger Causality M apping Q uantification. A more

intuitive investigation o f the results shows the probability o f the dominant hemisphere
(PD) defined as the ratio o f GC values summed over the specific hemisphere and the whole
space. In detail,

^

PD =

4

luw hole space “ W

PD means for a derived GC space distribution, the probability that the specific
hemisphere is the dominant hemisphere. Also, the probabilities o f dominance in the left
and right hemispheres, respectively, are designated as PDL and PDR. The probability o f
dominance in the physiology dominant hemisphere is designated as PDD. Table 4-3 gives
the PDL and PDR in the left and right directional motor behaviors in all three subjects, and
Table 4-5 gives the mean PDL and PDR among all three subjects. From Table 4-4 we also
compute the PDD for all four frequency bands. The results are 74.47% in 3-4 Hz frequency
bands, 72.90% in 5-6 Hz frequency bands, 66.34% in 7-8 Hz frequency bands, and 54.92%
in 9-12 Hz frequency bands.
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Figure 4-12: A summary o f decoding the direction o f the motor intention using frequency
information o f the GC maps. The small blue dots represent the electrode locations from a
overhead view. Red arrows in each plot denote the directional GC vectors o f each
frequency band for each intended direction. The centers o f strength are represented by
black star-shape markers. The GC connectivity was found to be more concentrated on the
ipsilateral side o f the intended movement direction at the low theta frequency range o f 3-4
Hz and 5-6 Hz. In the frequency band o f 9-12 Hz, the GC connectivity map appeared to
be evenly distributed across the entire posterior region.
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Figure 4-13: A summary o f decoding the direction o f the motor intention using the
frequency information o f linear GC maps.
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Table 4-3: PDL and PDR in left and right directions in all three subjects.
Subject A
L

R

PDL

PDR

PDL

PDR

3-4 Hz

68.32%

31.86%

5.02%

94.48%

5-6 Hz

78.09%

21.91%

33.42%

66.58%

7-8 Hz

62.96%

37.04%

37.05%

62.95%

9-12 Hz

51.05%

48.95%

48.40%

51.60%

Subject B
R

L
PDL

PDR

PDL

PDR

3-4 Hz

71.45%

28.55%

29.21%

70.79%

5-6 Hz

74.89%

25.11%

17.36%

82.65%

7-8 Hz

72.34%

27.66%

35.02%

64.89%

9-12 Hz

60.81%

39.19%

48.79%

51.21%

Subject C
L

R

PDL

PDR

PDL

PDR

3-4 Hz

66.81%

33.19%

25.04%

74.96%

5-6 Hz

59.88%

40.12%

24.72%

75.28%

7-8 Hz

71.33%

28.67%

36.52%

63.48%

9-12 Hz

61.42%

38.58%

46.61%

53.39%

Table 4-4: Mean PDL and PDR in left and right directions among all three
subjects.
Mean Value
L

R

PDL

PDR

PDL

PDR

3-4 Hz

68.86%

31.14%

19.92%

80.08%

5-6 Hz

70.95%

29.05%

25.16%

74.84%

7-8 Hz

68.88%

31.12%

36.20%

63.80%

9-12 Hz

57.76%

42.24%

47.93%

52.07%
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By analyzing the center o f the strength o f the GC map and the probability o f the
dominant hemisphere, our result agreed with the literature that active theta rhythms (3-8
Hz) were able to provide the strongest feature for the separation o f motor intention
direction. The GC connectivity was found to be more concentrated on the ipsilateral side o f
the intended movement direction at the low theta frequency range o f 3-4 Hz and 5-6 Hz
(PDD 74.47% and 72.90%). In the frequency band o f 7-8 Hz, we found strong GC
connectivity on both ipsilateral and contra-lateral sides, but the ipsilateral side still
maintained slight dominance (PDD 66.34%). In the frequency band o f 9-12 Hz, the GC
connectivity map appeared to be evenly distributed across the whole posterior region (PDD
54.92%).

4.3

Summary

The method proposed in this research illustrates the possibility o f finding the
frequency information lost in the nonlinear GC model setup to overcome the weakness that
the lack o f an apparent frequency information extraction method in nonlinear GC analysis.
Through a carefully selected linearization process, frequency information associated with
nonlinear GC can be estimated.
Reaching movement directions have been studied by many researchers (W aldert,
2008). The active areas established based on nonlinear GC method are consistent with
previous power and coherence analysis. Previous reports also demonstrated the emergence
o f theta waves in the active regions o f the brain during motor intention. The areas o f the
established GC maps based on nonlinear GC method are consistent with the previous
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power and coherence analysis, providing us with further evidence for the validation o f our
approach. This finding indicated a prospect o f distinguishing the motor intension o f the
human subject. This was done using the method for frequency decomposition which
overcome some potential weaknesses for the lack o f direct frequency information using
nonlinear GC analysis.

CHAPTER 5

DISCUSSION, CONCLUSION AND FUTURE W ORK
5.1

Discussion

In GC, when doing the analysis o f m ulti-variate time series using a bi-variate
model, an important issue is to examine the other sources that can provide spurious
interaction patterns. A conditional GC analysis can help clear the ambiguity (Chen,
Bressler & Ding, 2006), it can distinguish the am ount o f causal information that derive
from directing influence from the amount that derives from mediation by the other
variables in the system. In other words, a direct GC analysis gives the summarized
observation o f connectivity between variables, while the conditional GC decomposed the
single connection into various parts as well as quantifying them. However, no m atter how
many parts one single connection can be decomposed into, the summarization still exists
and would be expressed in real physical world, which is captured by direct GC. In short,
direct GC gives “how the connectivity looks like” and a conditional GC gives “an analysis
for each single connectivity.” In this research, the more important issue focuses on
describing the connectivity patterns but not to investigate the connectivity itself. Thus, a
bi-variate model might be proper. In addition, the computational cost in large networks,
immeasurable hidden sources, and the lack o f frequency formation also restrict the use o f
conditional GC in our analysis.
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The linear formation o f GC is also limited by its inability to acquire accurate
information in a highly nonlinear environment. We proposed the use o f RBF-based
nonlinear GC analysis on a BCI application by identifying the directional interactions and
extracting the effective information using a threshold method. Furthermore, to overcome
the weakness that the lack o f an apparent frequency information extraction method in
nonlinear GC analysis, the method proposed in this research illustrates the possibility o f
finding the frequency information lost in the nonlinear GC model setup. Through a
carefully selected linearization process, frequency inform ation associated with nonlinear
GC can be estimated.
Reaching movement directions have been studied by many researchers. Active
areas established based on nonlinear GC method are consistent with previous power and
coherence analysis. Previous reports also demonstrated the emergence o f theta waves in
the active regions o f the brain during motor intention, providing us with further evidence
for the validation o f our approach. In addition, compared w ith the more traditional linear
GC, the nonlinear GC method demonstrated unique and distinctive PPC areas consistent
with the physiology studies in the literature. RBF-based GC might be better able to
describe the nonlinearity o f a dynamic system. It may also be used to improve the accuracy
o f predicting the intended reaching movement directions in future BCI applications.
The frequency information from any formation o f nonlinear model can be extracted
by our model. The nonlinear process was treated as a black box. The questions are: Can the
nonlinear system can be uniquely substituted by a linear model? And if the fitted model is
not unique, how can the frequency content be found? This study does not address the
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theoretical solution to the latter question. Instead, we quantify the likelihood o f fitting the
estimated model to the nonlinear system by computing whether its frequency response is in
possession o f a maximum range o f similarity. The final frequency response is calculated
using the linearization coefficients based on the nonlinear predictive error. It should also be
noted that the predictive curve obtained from our method is different from that o f the direct
linear GC, and the frequency information o f motor intention is more consistent with those
reported from the BCI literature.
A potential weakness o f linearization approach drew from the notion that the linear
substitution is a model based on the other model. First, the effectiveness o f the nonlinear
model must be ensured before this method would be successful. Although not explicitly
shown in this paper, we have implemented and evaluated different preprocessing methods
to different signals before achieving the final results in Figure 4-11. These preprocessing
methods include current source density (CSD) transform (Perrin, et al., 1989), signal
truncation and normalization. A direct frequency extraction from the original nonlinear
process is absolutely the best in any model. However, if it is not possible or very difficult to
do so, our substitution approach could be an alternative. Finally, we found directional
information from GC frequency decomposition to be consistent with low theta rhythms as
suggested by previous studies o f motor intention decoding (Waldert, 2008).

5.2

Conclusion

The success o f GC information mapping on surface EEG using nonlinear models
and the relative threshold method indicates a prospect o f distinguishing the motor intention
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o f the human subject using surface EEG recordings. The result of RBF-based nonlinear GC
analysis showed a more orderly and distinctive directed influences over the traditional
linear GC approach. The difficulty in implementing these nonlinear models is that the
parameters must be selected properly. Furthermore, the relative threshold method was able
to help differentiate intended motor movements by reporting only the strongest causality
relationships between different electrode pairs w ithin the regions o f interest.
Also, the proposed method for GC's frequency decomposition gives us a possible
way to find out the information in frequency bands lost in nonlinear approach o f GC. The
results o f our method indicate an approximately same active brain region in theta wave
(3-8 Hz) as previous study o f coherence and spectral analysis, which is a great validation o f
our method. The theoretical support o f frequency decomposition in nonlinear GC still
needs to be improved and perfected.

5.3

Future W ork

Nonlinear directional information is important in neural activity analysis.
RBF-based nonlinear GC is proved in this study efficient to detect directional information
in a highly nonlinear environments, such as event-related brain potentials. However, the
RBF model is flexible, and many parameters and thresholds need to be selected carefully.
The computational cost in such complexity makes the algorithm difficult to use in online
application. High effective formation o f nonlinear GC is expected to be found, where the
nonlinearity is able to be described at a much lower computation.
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In frequency nonlinear GC, the theoretical background o f our proposed approach
will be clarified. Meanwhile, this approach is going to be used in more applications to test
its reliability.
We use a linear substitution in order to apply the bi-variate GC which allows a
frequency-selective investigation o f the interactions between two time series. The reason
for using such a bi-variate system has been analyzed in previous sections. However, the
application o f a bi-variate model to a multivariate problem remains. It was shown that
hidden (not measured, not measureable) sources can provide spurious interaction patterns.
It is necessary to compare the result o f conditional GC and bi-variate GC in detail
applications. If the conditional GC is required, up to now, a frequency-selective
multivariate (linear) Granger approach is not available. Filtering o f the signals provides
wrong results. For example, the narrower the frequency band, the more unreliable the
results. Therefore, a solution would be welcome.
Different preprocessing, such as CSD transform and the cutting o f the P300 wave
were applied in this study. This indicates that the influence o f volume conduction and
decision-making potential to the study are quite different among subjects. In order to
acquire more accurate functional mapping, the physiology reason for causing this needs to
be further detected and provided with better models
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