Abstract-The efficient implementation of adders in differential logic can be carried out using a new generate signal (N ) presented in this paper. This signal enables iterative shared transistor structures to be built with a better speed/area performance than a conventional implementation. It also allows adders developed in domino logic to be easily adapted to differential logic. Based on this signal, three 32-b adders in differential cascode switch voltage (DCVS) logic with completion circuit for applications in self-timed circuits have been fabricated in a standard 1.0-m twolevel metal CMOS technology. The adders are: a ripple-carry (RC) adder, a carry look-ahead (CLA) adder, and a binary carry look-ahead (BCL) adder. The RC adder has the best levels of performance for random input data, but its delay is significantly influenced by the length of the carry propagation path, and thus is not recommended in circuits with nonrandom input operands. The BCL adder is the fastest but has a high cost in chip area. The CLA adder provides an intermediate option, with an area which is 20% greater than that of the RC adder. Its average delay is slightly greater than that of the other two adders, with an addition time which increases slowly with the carry propagate length even for adders with a high number of bits.
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I. INTRODUCTION
S ELF-timed circuits have recently received a great deal of attention as they offer a possible solution to clock distribution problems, since they do not require a global clock, simplifying global chip routing and eliminating clock skew problems [1] . Self-timed circuits avoid timing problems by replacing the clock with a request-acknowledge communications protocol between modules of the circuit. These systems show increased robustness to processing and environmental variables, provide component modularity, can exhibit low system power requirements, and are capable of operating at the maximum speed determined by the intrinsic hardware delays (they can be designed for average case rather than worst-case performance). Unfortunately, self-timed circuits are more difficult to design than synchronous circuits and, in many cases, lack the required supporting design tools [2] .
The most popular form of self-timed approach consists of computation blocks interconnected by handshaking interface circuits operating with completion signals for data transfer control. In self-timed circuits, the completion signals involved Manuscript received June 9, 1997; revised September 19, 1997 . This work was supported in part by the Spanish Government Research Commission (CICYT) and the Caja Cantabria.
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Publisher Item Identifier S 0018-9200(98) 02332-4. in the asynchronous local communication can be generated in a general way with dynamic differential cascode voltage switch (DCVS) logic. The key feature of this logic family, made up of two complementary logic trees similar to domino logic, is the dual-rail coded nature. This characteristic is used to generate completion signals which indicate when a computation operation has finished. This logic has potential advantages over standard CMOS logic [3] , [4] and other differential CMOS logic families [5] in terms of speed, power, and logic flexibility. DCVS logic also has an inherent selftesting property to implement fault tolerance circuits at low cost [6] . Its major drawback is the need for a greater area for routing, since it requires twice as many interconnection lines. The self-timed approach has been used to implement various asynchronous processors [7] , [8] whose performance is influenced to some extent by the adder speed. Most of the asynchronous adders implemented up to now, and those which have recently been proposed [9] , are based on random operand models with an average delay which is far lower than the worst-case delay. Burks et al. [10] have shown that for an -bit ripple-carry addition of randomly distributed input operands, the average length of the longest carry sequence is bounded from above by log . Reitwiesner [11] and Hendrickson [12] demonstrated that the average longest carry in an asynchronous addition can be approximated by log . However, Garside [13] has shown that addition performed in the asynchronous AMULET processor [8] had an average maximum carry propagate path almost twice as long as that expected from purely random input data, with typical data processing operations of up to three times greater than this value. In these circumstances, asynchronous addition takes a long time unless the operands are random in nature.
Recent literature contains some implementations and evaluations of asynchronous adders. Franklin and Pan [14] have simulated the suitability of various adders (implemented in DCVS logic, although circuit details are not given) operating in an asynchronous environment. The results show that hybrid structures run faster than simple ripple-carry adders although the cost in area may be high. Kinniment [15] compared various adders and observed that asynchronous adders only give a performance improvement over conventional synchronous adders in very limited conditions. This comparison was made in terms of time and cost, using designs carried out in standard gates. In both studies, the asynchronous adders evaluated are adaptations of conventional structures which do not incorporate any modification which might enhance its asynchronous performance. In fact, some high-speed adders [16] , [17] in domino logic cannot be implemented directly in DCVS logic because of their complementary nature, despite the similarities between both logics.
In this paper, new logic equations for binary addition enabling the efficient implementation of adders in differential logic are described. For this purpose, a new generate signal ( ) is introduced, associated with the definition of the complementary carry which has similar characteristics to the carry generate signal of conventional adders. The symmetry properties of and enable new iterative shared transistor structures to be built which reduce the number of devices and interconnection lines, providing area and speed improvements over conventional implementations. Based on these signals, a 32-b ripple-carry (RC) adder, a 32-b carry look-ahead (CLA) adder, and a 32-b binary carry look-ahead (BCL) adder in DCVS logic with completion circuit have been fabricated in a standard 1.0-m CMOS technology. The area and performance parameters of each adder have been measured and compared. The results show that the BCL adder is the fastest but has extremely high area requirements. The RC adder offers the best speed-area ratio for random input data but is slower for long carry propagation paths. The CLA adder provides the best option. It has an area increase of 20% over the RC adder but maintains a high average throughput for any addition operation.
II. MATHEMATICAL FORMULATION
The most widely used technique in the design of adders in differential logic consists in defining both the logic function, which is generally taken from conventional addition logic equations, and its complement, with the aim of maximizing the sharing of terms [3] . This technique has the problem that many of the structures developed for conventional logic cannot be efficiently translated into differential logic, since there is no duality between the two complementary network trees. This section presents some new logic equations for binary adders which solve this problem.
Let and be the bits of the input data and the carry-in for stage . The usual method for computing the carry-out is (1) where (2) and (3) where is the carry generate signal and the carry propagate signal. Expanding (1) yields (4) The sum is generated by (5) In adapting (1) and (5) to differential logic, it is necessary to define their complements, which are expressed as (6) (7) Equation (6) produces rather inefficient structures [14] , [23] , [24] since it breaks the duality between the complementary network trees. This problem can be solved by redefining as follows: (8) but (9) and (10) resulting in (11) being the complement carry generate signal. Expanding this yields (12) It can be observed that the definition of is similar to that of , replacing with and with . Moreover, can propagate indistinctly the carry-in and its complement. Table I shows the definition of the generate and propagate signals. It can be observed that the following properties are verified:
Equation (13) indicates the mutually exclusive property and (14) indicates that permanently one of these signals is high.
This definition of opens up new possibilities for the implementation of adders in differential logic. A specific case is the operator "o," developed by Brent and Kung [18] , which enables the binary tree addition to be transformed into a parallel computation. This can easily be adapted to differential logic. The new concatenation operator "o" is defined by o (15) where (16) The carry-out can be determined by for (17) where
It is easy to see that the operator described in (15) is associative and verifies the properties shown in [18] through their similitude with the original operator. Similarly, the "fo" operator presented by Lynch and Swartzlander [16] can easily be extended to differential logic to develop higher radix versions of the binary adder.
III. IMPLEMENTATION OF ADDERS IN DCVS LOGIC
DCVS logic is a differential logic style derived from domino logic made up of two complementary NMOS logic trees. This logic requires true and complementary input signals to switch the two outputs to different logic states. In self-timed circuits, its dual-rail property can be used to generate completion signals for combinational logic in a general way. Fig. 1 shows the basic DCVS circuit and its timing. When the signal control is low (precharging phase), nodes and are precharged to high (outputs and to low) by the PMOS transistors. When is high (evaluation phase) the input lines in the NMOS tree are evaluated by switching one of the outputs to low. The completion signal (Comp) for handshaking requirements in self-timed circuits can be generated by a NAND gate connected to nodes and . When is low, then Comp is low, and when is high, Comp is high after one output is switched to low. Note that in circuits with a series of DCVS gates, the output of a DCVS gate directly drives the input of a succeeding gate; completion circuitry is only needed on the last gate in the chain.
The differential nature of DCVS logic does not allow for the efficient implementation of conventional adders. The introduction of a new complementary carry generate signal provides and with symmetry properties which can be easily implemented in compact transistor sharing structures. This section describes three types of adders in DCVS logic which use the generate signal : the RC adder, the CLA adder, and the BCL adder. All of the DCVS gates described below can be extended to other differential logic families and accept the alternative charge compensation scheme derived from the domino logic based on PMOS transistors fed back from the output, which solves the charge sharing and current leakage problems [5] .
A. Ripple-Carry (RC) Adder
The RC adder has characteristics in terms of worst case delay and size which are midway between series and parallel structures. Two structures are proposed for this RC adder: one based on a conventional scheme and another more compact one with fewer devices. Fig. 2 shows the first -bit RC adder. Each slice of 1 b is made up of a carry generate and propagate block (GP) which computes the signals , , , and in parallel, a carry bypass block (CB), and an EXOR output gate. The carry propagation is carried out through the CB blocks in a serial fashion with a high worst case delay. Fig. 3(a) shows an implementation in DCVS logic of the GP block which uses the redundance existing between the generate and propagate signals to generate all the signals in a compact structure. The CB block in Fig. 3(b) computes the carry-out using (1) and (11) , and the EXOR gate in Fig. 3(c) implements (5) and (7) and generates the completion signal (Comp ) by means of the NAND gate. Fig. 4 shows the structure of the second RC adder which simplifies the generation of the carry-out by substituting the and signals in the CB block with input data. Each slice of the adder is made up of two EXOR gates-one input gate to generate the propagate signals (
) and one output gate to obtain the addition ( ) and the completion signal (Comp ), and one carry bypass block (CB). Fig. 5 shows this CB block which combines (1), (2), (10), and (11) to generate the carry-out defined as follows:
This new RC adder reduces each slice by five transistors with respect to the previous adder with a slight increase in the capacitance of the input lines. The computing time of the carry-out is also reduced when or , as the generation time of the and signals in the previous GP block is eliminated. Consequently, there is a slight improvement in the average-case delay, the worst-case delay remaining similar in both adders.
B. Carry Look-Ahead (CLA) Adder
Adders based on the carry look-ahead principle are the dominant trend at the moment, since this structure allows the propagation delay of the carry-out to be reduced by calculating the carries in each stage in parallel. The Manchester carry chain (MCC) is the most popular dynamic (domino) CLA with a regular, fast, and simple structure suitable for implementation in very large scale integration (VLSI) [19] . Moreover, the recursive properties of the definition carries in the MCC have enabled the development of multi-output domino gates which have shown area and speed improvement with respect to single output ones [17] . In [20] , a new enhanced CLA in multioutput DCVS logic was proposed, based on the signal which reduces silicon area, improves circuit performance, and decreases power. Fig. 6 shows the structure of this CLA which has an additional circuit (dashed lines) based on a dynamic AND gate to reduce the worst case propagation time. This gate turns on the pass transistors if all propagate signals are true, improving the overall speed of the adder. The structure of the CLA adder in DCVS logic is identical to that indicated in Fig. 2 , substituting all the CB's with a CLA unit, as shown in Fig. 6 . The optimum number of cascaded stages may be calculated for a given technology by simulation. Moreover, the compact structure of this new CLA and the symmetry existing between the two complementary network trees enables the application of some of the extensions developed for the MCC, such as the spanning tree carry look-ahead adder [16] and the carry-skip adder [21] , among others.
C. Binary Carry Look-Ahead (BCL) Adder
The BCL adder presented by Brent and Kung [18] is an areatime optimal parallel adder with a regular, simple structure which is adequate for VLSI high-speed addition. It is made up of three functional stages. The first stage computes the generate and propagate signals. These signals act on a second stage formed by a BCL with an inverse binary tree structure. The output stage is the sum circuit and operates on the propagate signals generated in the first stage with the carry-out generated in the BCL. The BCL is a fast carry generator made up of elementary "black" and "white" processors. The "black" processor performs the function defined by the operator "o" and the "white" processor simply transmits data. Fig. 7 shows the compact structure in differential logic of the "black" processor according to the operator "o" defined in (15) . This processor reduces the number of interconnection lines and the number of transistors with respect to a standard DCVS logic implementation, conferring substantial advantages in terms of speed, area, and power consumption. The average-case delay of this adder can be improved by speeding up the transmission process of the carry-out to the output stage once the BCL has been generated. This brings forward the computing of the output sum and the completion signal and, consequently, the addition time in the overall adder is reduced. Fig. 8 presents the structure of an 8-b BCL adder with a reduced average delay formed by EXOR gates and a BCL. The BCL is made up of four elementary processors (P, A, B, and C) with a tree structure. The interconnection in one same row of these processors is carried out through two common dynamic lines ( ) as shown in Fig. 9 . This interconnection is made possible by the properties of the generate and propagate signals represented in (13) and (14) . With this new structure, the carry-out generated in any of these processors is transmitted directly to the output stage, unlike conventional schemes in which the carry-out generated in a "black" processor has to run through all of the processors in the row.
The processor carries out the overall precharging of the dynamic lines ( ) when is low; the weak transistors labeled * avoid the problem of sharing charge. When is high, if ( ) or ( ), then the carry-out generated in this processor is transmitted to the output stage through processor C and to other processors through the or . This carry-out can also be generated in processors A, B, and C. Fig. 9 verifies that (20) The main drawback of this structure is related to the relatively high capacitance value associated with the lines ( ) which share the processors in the same row; in the worst case, an adder of bits has (log ) processors in a row. Simulations carried out to compare the performance of this structure with that of a conventional scheme based on the processor of Fig. 7 have shown that the proposed adder reduces the average-case delay, without any significant increase in the worst-case delay. This characteristic makes it more suitable in a self-timed approach where the average function delays principally govern overall throughput.
IV. GENERATION OF A GLOBAL COMPLETION SIGNAL
The self-timed approach consists of computation blocks which generate completion signals that are interconnected by handshaking circuits. This completion information is used to control the movement of data between stages via handshake signals usually named request and acknowledge signals. These signals follow a standard protocol which ensures the correct data transfers between stages. In a 32-b adder, a global completion-signal (GCo) is produced by observing the 33 completion signals corresponding to 32 completion signals of the sum output (Comp ) plus one completion signal of the carry-out (Comp ). This GCo signal is generated in a completion circuit whose traditional implementation is carried out by means of a 33-input Muller C-element [22] . The output of this C-element goes high only when all its inputs are high (evaluation phase) and goes low only when all its inputs are low (precharge phase). However, the delay introduced by this C-element is of the same order or greater than the delay of the adder itself, thus considerably reducing the overall circuit performance. Hence, a high-speed completion circuit which reduces the GCo generation time has been developed. This circuit is based on the assumption that precharge delay is approximately a constant for all sum outputs ( ), since they use the same output stage (EXOR circuit) to generate the completion signals. Fig. 10 shows the structure of the completion circuit used in 32-b adders. This circuit is made up of a binary tree of five levels of type N and P dynamic cells connected in cascade, one static NOR gate to generate the carry-out completion signal (Comp ), and a 2-b dynamic C-element which generates the global completion signal GCo. During the precharging phase, the carry-out and Comp signals are low and the precharging of all of the dynamic cells takes place: N cells are precharged to high and P to low. GCo goes to low. During the evaluation phase, the binary tree output goes to high after all the Comp signals are high and Comp goes to high after the carryout is generated. CGo goes to high. The increase in binary tree speed has been achieved by limiting the number of series transistors in each dynamic cell to two and eliminating all redundancy in the circuit. The 2-b output C-element detects Fig. 8 . The experimental chip was fabricated using a 1.0-m two-level metal n-well CMOS process. The micrograph of the chip is shown in Fig. 11(a) and the arrangement of the core in Fig. 11(b) . All of the adders have distributed control buffers [labeled with BUF in the Fig. 11(b) ] to drive the signal of the DCVS gates. The limitation in the number of pads has made it necessary to use scan-in and scan-out circuits in order to perform the chip test (the chip is clearly I/O pad limited). Table II lists the area and number of transistors of each adder. The RC adder occupies the smallest area, followed by the CLA adder with a factor of 1.2 , and the BCL adder with a factor of 3.5 . The relatively large size of the BCL adder is a consequence of the high number of transistors (3271 transistors as opposed to 1745 for the CLA adder and 1525 for the RC adder) and the high number of interconnection lines between processors which require a routing area of approximately 35% of the total area. This problem of the large area required for routing resulting from the need to duplicate the interconnection lines is one which is inherent in any differential logic. It can be more easily observed in Fig. 12 which represents an estimation of the sizes of the adders according to the number of bits. The RC adder and the CLA adder have an approximately linear area increase, since the number of interconnection lines is reduced, whereas the BCL adder presents a quadratic growth with a high cost in routing area in large size adders. The generation time of the global completion signal GCo, or addition time, provides an accurate measurement of the speed of these adders, as it indicates when the addition has finished. This time is measured from when signal control goes to high until GCo goes to high and varies with the speed of the propagation of the carry signal across the adder. Experimental measurements with different carry propagation lengths were made in order to determine the dependence of the adder speed on the input data. To this end, a calibration for the I/O pad delay was obtained by connecting, in series, the circuitry for both an input and output pad. Figs. 13 and 14 show in graphic form the addition times for different carry propagate lengths at supply voltage V and V; the minimum voltage of the operation is 2.5 V. The best results for any carry propagation condition are obtained in the BCL adder. With a short carry propagation chain ( 5) the RC adder obtains similar times, and with a long carry propagation chain (>12), the CLA adder is slightly slower. Assuming random input data, the average length of the carry propagation can be approximated by log . This means that the RC adder has the best speed-area characteristics under random operand conditions. However, it is slow for long carry propagation paths.
The addition time can be broken down into three components: delay time of control buffers ( ), computation time of addition ( ), and delay time of completion circuit ( ). The corresponds to the delay in the distributed control buffers. The HSPICE simulation results of are shown in Table III . The can be estimated by subtracting the and times from the addition time.
The precharge time is the delay time from when signal control goes low until GCo goes low. During this time, the precharging phase of the DCVS gates and the precharging of the completion circuit are carried out. The precharge time is identical in all the adders as they have the same output stage (EXOR circuit) to generate the completion signals. Its value is 4.6 ns at V and 7.3 ns at V. Finally, Table IV shows the dynamic power consumption at 10 MHz without carry propagation (minimum value) and with AT 10 MHz longest carry propagation path (maximum value). Regarding dynamic power, the BCL is the worst structure, followed by the CLA adder, the best results being obtained by the RC adder.
VI. CONCLUSION
The use of the generate signal ( ) enables the efficient implementation of adders in differential logic with a better speed/area performance than conventional implementations. Three 32-b self-timed adders in DCVS logic have been fabricated and the area, speed, and power consumption have been measured and compared. The RC adder has the best performance for random input data. Its design regularity and compact structure are suitable for implementation in VLSI architecture. However, the delay is significantly influenced by the length of the carry propagation path, and it is not recommended in asynchronous circuits with nonrandom input operands. The BCL adder is the fastest for any input data condition, but it has a high cost in chip area as it is based on elementary processors which require a large routing area. Moreover, its high number of transistors results in a high dynamic power consumption. The CLA adder offers an intermediate option. The compact shared transistor structure of the CLA unit reduces the number of interconnection lines with an area increase of 20% and an increase in transistors of 12% in comparison with the RC adder. The average case delay is slightly greater than that of the above adders with an addition time which increases slowly with the carry propagate length even for adders with a high number of bits. Moreover, this CLA unit is compatible with other high-speed adders in domino logic, such as the spanning tree CLA [16] and the carry-skip adder [21] .
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