Given a set of basic areas, the territory design problem asks to create a predefined number of territories, each containing at least one basic area, such that an objective function is optimized. Desired properties of territories often include a reasonable balance, compact form, contiguity and small average journey times, which are usually encoded in the objective function or formulated as constraints. We address the territory design problem by developing graph theoretic models that also consider the underlying road network. The derived graph models enable us to tackle the territory design problem by modifying graph partitioning algorithms so that the objective of the planning problem is taken into account. In addition, we present a modification of a locationallocation heuristic based on mixed integer programming. We test and compare the algorithms on several real world instances.
PRACTICAL MOTIVATION
The starting point for this research was a real territory design problem at the PTV AG; design and plan service territories for companies that send agents to customers on a regular basis. In this case, the number of territories to be planned is predetermined by the number of service agents. Required properties of territories are manifold. For example, the obtained territories should be reasonably balanced with respect to an activity index of the customers, they should have "good" accessibility (non-accessible areas have to be accounted for), have to be contiguous and compact; and most importantly the expected journey time for visiting a typical set of customers within the territory should be small. Even small improvements in the objective save fuel and time that is needed to visit the customers. In turn, the costs of the service company are reduced and the usage of valuable resources is optimized. This optimization can also lead to the company serving even more customers using the same number of employees or increasing the face time with its customers.
More formally, given a set of basic areas such as zip code areas or customer sites, the territory design problem asks to create a predefined number of larger territories such that an objective function encoding the desired properties is optimized and territory constraints are fulfilled. Apart from the introduced example, other important applications include political districting, electrical power districting or planning territories for social facilities such as hospitals or administrative units.
We organize the paper as follows. We begin in Section 2 by introducing basic concepts and by summarizing related work. The main parts of the paper are Section 3 and Section 4. The former introduces our rationale, graph models and the approach employing graph partitioning algorithms to perform territory design. The latter uses a mixed integer programming approach to tackle the problem. We report on carefully designed experiments performed on several real world instances in Section 5. Experiments indicate that our algorithms compute high quality territories that have small average journey times in particular. Finally, we conclude with Section 6.
PRELIMINARIES

Basic concepts
Consider a set of basic areas B = {b1, . . . , bn} with an activity index a : B → R>0. We use the short notation ai for a(bi) and extend the activity index to sets, i.e., for a set B ′ ⊆ B, its activity a(B ′ ) := b i ∈B ′ a(bi). A territory T is defined as a subset of the set of basic areas. The activity index of a territory T is defined as a(T ) = b i ∈T a(bi). The territory design problem is to assign each basic area to one of the k territories, where k > 1 is the number of desired territories given in advance. A solution to the territory design problem is a set of territories T = {T1, . . . , T k } such that for each pair of territories, Ti ∩ Tj = ∅ and T1 ∪ · · · ∪ T k = B. A balance constraint on the activity index demands that
⌉ ∀T ∈ T for some imbalance tolerance parameter ϵ ≥ 0. A solution is called feasible if it obeys the balance constraint and other constraints placed on the contiguity and compactness of territories. The objective is to minimize the sum of pair-wise travel distances within the territories. Note, for small values of ϵ a feasible solution may not exist.
Consider an undirected graph G = (V, E, c, ω) with edge weights ω : E → R>0 and node weights c : V → R ≥0 . Again, we extend c and ω to sets, i.e., for a set
The set Γ(v) := {u : {v, u} ∈ E} denotes the neighbors of v. A maximal connected component is a maximal subgraph of G in which every pair of nodes is connected by a path. The graph partitioning problem is looking for k blocks of nodes V1,. . . ,V k that partition V , i.e., V1 ∪ · · · ∪ V k = V and Vi ∩ Vj = ∅ for i ̸ = j. Here, a balancing constraint demands that ∀i ∈ {1, . . . , k} : c(Vi) ≤ Lmax := (1 + ϵ)⌈c(V )/k⌉ for some imbalance parameter ϵ ≥ 0. Often the objective of graph partitioning problems is to minimize the total cut i<j w(Eij) where Eij := {{u, v} ∈ E : u ∈ Vi, v ∈ Vj}. However, during the course of the paper we will modify this objective.
Related Work
There has been a huge amount of research on territory design so that we refer the reader to the surveys [4, 7, 16] for most of the material. For material related to graph partitioning, we refer the reader to the survey [2] . Here, we focus on issues closely related to our main contributions.
The basic formulation of territory design problems is due to Hess et al. [6] who used relaxations of integer linear programming models to tackle the problem. Ronen [9] presents a mixed integer formulation to minimize the total driving distance of salesmen. However, it is assumed that each trip to a customer requires a separate trip which includes that the salesmen returns home, so that the average journey time is not measured.
Using the same assumption, Zoltner and Sinha [15] develop a linear optimization model incorporating road networks for the distance computation to minimize the travel time. The networks are used to represent connectivity between the territories which helped to compute contiguous territories with improved accessibility. Note that in both cases the objective also implicitly encodes compactness of the territories.
Forman and Yue [5] use a genetic algorithm to compute congressional territories. Their approach is based on an encoding and on genetic operators that where originally used to solve the Traveling Salesman Problem. Desired properties of the territories are integrated into the fitness function of the individuals. In this paper, we also use an evolutionary algorithm which instead encodes the individuals as partitions of a graph model.
Hess et al. [6] describe a mixed integer program based and solve it with a location-allocation heuristic. In each iteration basic areas are assigned to territory centers and afterwards the centers are updated. Compact territories are achieved by minimizing the sum of the distances of the basic areas to the territory centers. Since we also implement and extend this approach we go into more detail later.
Recently, Butsch et al. [3] used a recursive geometric bipartitioning approach to assign basic areas to territories. The approach recursively computes bipartitions of the basic areas using their coordinates. However, this approach may compute longish, non-compact territories and has problems incorporating geographic obstacles such as rivers or mountains. We compare our algorithm against this approach in Section 5.
KaHIP
Within this work, we use the open source multilevel graph partitioning framework KaHIP [11, 13] (Karlsruhe High Quality Partitioning, available at [10] ). More precisely, we modify the distributed evolutionary algorithm KaFFPaE contained therein to create partitions of our graph models which in turn yield solutions to the territory design problem. Hence, we shortly outline the main components of KaHIP.
Besides the evolutionary algorithm, KaHIP implements many different algorithms, for example flow-based methods and more localized local searches within a multilevel framework called KaFFPa, as well as several coarse-grained parallel and sequential metaheuristics. The algorithms in KaHIP have been able to improve the best known partitioning results in the Walshaw Benchmark [14] for many inputs using a short amount of time to create the partitions.
Evolutionary Algorithm Outline. We now roughly outline the general structure of KaFFPaE since one of our algorithms employs a modified version of the evolutionary algorithm. KaFFPaE starts with a population of individuals (in our case partitions of the graph) and evolves the population into different populations over several rounds. In each round, the evolutionary algorithm uses a selection rule based on the fitness of the individuals of the population to select good individuals and combines them to obtain improved offspring. More precisely, KaFFPaE uses a tournament selection rule to select individuals for combination. In Algorithm 1 General Stucture of the Evolutionary Graph Partitioning Algorithm KaFFPaE.
create initial population P while stopping criterion not fulfilled select parents p1, p2 from P (using fitness function) combine p1 with p2 to create offspring o (using a graph partitioner) mutate offspring o evict individual in population using o return the fittest individual that occurred KaFFPaE, the fitness function is set to the number of edges cut, however, we will modify the fitness function for the purpose of territory design. A combine operation then employs a graph partitioning framework to obtain an offspring having the good cuts of both input partitions. We refer the reader to [12] for more details. Our algorithm generates one offspring per generation. The general structure of the evolutionary algorithm is depicted in Algorithm 1.
The algorithm is parallelized by giving each processing element its own population so that combine and mutation operations can be performed independently. This is combined with a scalable communication protocol to exchange high quality solutions between the processing elements over time.
TERRITORY DESIGN BY GRAPH PARTITIONING
The territory design problem and the graph partitioning problem are closely related. Our approach to territory design using graph partitioning consists of two steps. At first, we construct a graph that corresponds to the territory design problem. Then, a customized algorithm partitions the constructed graph into k blocks. We develop a one-to-one mapping between basic areas and vertices in the constructed model. Hence, a partition of our model yields a solution of the territory design problem. Edges are defined by a neighboring relation. We begin this section by explaining how we construct the graph to be partitioned, then define the fitness function that is used in the evolutionary algorithm and outline how everything is put together.
Constructing the Graph
We now explain how we construct the graph that will be partitioned by the graph partitioning algorithm which in turn gives us a solution to the territory design problem. Every basic area bi with activity ai corresponds to a node vi in the graph with weight ci := ai. An edge between a node vi and vj exists if and only if the basic areas bi and bj are neighbors as described below. In general, we set the weights of the edges in our model to one. However, as we will see later, the evolutionary graph partitioning algorithm that is used to partition the model takes the real distances into account to compute the value of the objective function of a solution.
Edges in our Model. The algorithm we use to compute the edges in our model is as follows. Note that we have multiple design goals for our model. First of all, two basic areas that are close should be connected by an edge in the model. Additionally, the model should not be too dense, e.g. if the maximum degree of the graph is bounded, the graph should be connected and edges that are too long should also not be contained in the model. Roughly speaking, we perform two iterations of Kruskal's algorithm [8] on a complete graph where every node vi corresponds to a basic area bi and the edge weights are the distances between the basic areas ω(vi, vj) = d(bi, bj). Recall, that Kruskal's algorithm scans the edges of the graph in increasing order of their weight to grow a forest and that it adds the edges joining two trees in the forest.
After the first run of Kruskal's algorithm, every edge that is in the minimum spanning tree (MST) computed by the algorithm is inserted into our model. For the second run of Kruskal's algorithm, we remove the just computed MST edges from the complete graph. Now, while the algorithm scans the edges in increasing order, it adds the current edge to our model if the maximum node degree in the current state of the model does not exceed a user defined parameter γ > 1 and if the length of the edge is smaller or equal to β · ωavg. Here, β is a user specified factor and ωavg denotes the average edge weight of MST edges of the first iteration of the algorithm.
Fitness Function
Recall that we are looking for a partition of the just defined graph model into k blocks of nodes P = {V1, . . . , V k }. Moreover, each subgraph induced by a block Vi should be contiguous. In other words, if nmcc(Vi) is the number of maximal connected components in the subgraph induced by Vi, we want nmcc(Vi) = 1 for each block Vi. We define the number of connected components of a partition P as ncon(P ) = k i=1 nmcc(Vi). To guide the evolutionary algorithm towards contiguous blocks, we use a penalty approach. More precisely, we use the factor (1 + α(ncon(P ) − k)) with penalty parameter α > 0 in our objective function to ensure that non-contiguous territories are penalized. We then set the objective/fitness function of the evolutionary algorithm that partitions our model to
where d(u, v) is the average time needed to traverse the shortest route in the original network between the basic areas corresponding to u and v respectively.
Overall Algorithm
To tackle the territory design problem, we use the distributed evolutionary graph partitioner KaFFPaE to partition our model. We modify the fitness function of the algorithm to the objective function presented in Section 3.2. Note that the partitioning algorithms within KaFFPaE still optimize the number of cut edges. The amount of allowed imbalance is a constraint of the partition problem in KaFFPaE. Due to the local search algorithms in KaFFPaE, no block of a partition will be empty. However, it may be possible that partitions created during the course of the evolutionary algorithm are not contiguous. Hence, whenever we create an individual/partition, we try to make it contiguous. This is done by grouping neighboring connected components of the partition so that each block becomes contiguous. More precisely, excess connected components are assigned to the neighboring block with the least activity. Doing this may result in imbalanced partitions so that a rebalancing step is performed afterwards to ensure the balance constraint. We call the overall algorithm to tackle the territory design problem KaTeD (Karlsruhe Territory Design).
TERRITORY DESIGN BY MIXED INTEGER PROGRAMMING
Besides the graph partitioning approach, we use a locationallocation method for territory design. In this section, we first describe the location-allocation method introduced by Hess et al. [6] and then present the details of our modified and extended location-allocation approach.
The Location-Allocation Approach
The idea of solving territory design problems by means of a location-allocation approach goes back to Hess et al. [6] . They apply the approach to the design of legislative districts. In this application, territories are supposed to be compact, contiguous, and balanced in terms of population. Due to the complexity of the problem, Hess et al. [6] decompose it into two subproblems which are solved in an iterative manner:
Location Subproblem. The location subproblem seeks to find (virtual) territory centers which are used to calculate the compactness measure. In the first iteration, the centers are a guess; in all subsequent iterations they are obtained by computing the center of gravity in each territory.
Allocation Subproblem. In the allocation subproblem the basic areas are assigned to territory centers. To this purpose, Hess et al. [6] formulate an integer linear program. Let C denote the set of territory centers and d b i c j the distance between basic area bi ∈ B and center cj ∈ C. Furthermore, define the following decision variables:
if basic area bi is assigned to center cj 0 otherwise Then, the model of Hess et al. [6] can be stated as follows:
The objective function (1) optimizes compactness which is measured as the sum of the squared distances between basic areas and associated territory centers, weighted by the basic areas' activity index. Constraints (2) in combination with the integrality conditions (5) ensure that each basic area is assigned to exactly one territory center. Balance is achieved by the constraints in (3) and (4) which guarantee that the activity index of a territory deviates by at most ϵ · 100 percent from the mean activity index. Instead of solving the integer program, Hess et al. [6] set ϵ to zero, solve the linear programming relaxation and then resolve all fractional assignments. Hess et al. [6] perform location and allocation alternately until the solution converges. The algorithm repeats if multiple initial guesses for the territory centers are available, and eventually the best solution is selected.
Modifications and Extensions
We now outline our modifications and extensions of the approach by Hess et al. [6] . Roughly speaking, we use a wellknown procedure to determine good initial centers, modify the balance constraint, solve the integer program directly and apply a multi-start procedure. We call our version of that approach KaLocAlloc (Karlsruhe Location Allocation).
Location
Step. The quality of the solutions obtained by the location-allocation approach strongly depends on the selection of the initial centers, i.e., the centers used in the first iteration of the algorithm. A good initial set of centers should be well-distributed across the region under study. To this end, we adopt the initialization procedure from the kmeans++ algorithm [1] : Among all basic areas, we pick the first center uniformly at random. Among all remaining basic areas, the next center is picked with a probability which is proportional to the basic area's squared distance to the nearest center already chosen. This is repeated until k centers have been selected.
Allocation
Step. For the allocation of basic areas to centers we use model (1) - (5) with one modification. In order to limit only the maximum activity index of the territories, we drop the lower bound constraint (4). Although we drop the lower bound on the activity index, solutions cannot contain empty territories. This is because the centers are picked among the basic areas and, therefore, at least the basic areas corresponding to centers are assigned to the respective center due to a distance of 0. Another difference to Hess et al. [6] is that we do not solve the linear programming relaxation of the model, but the integer program.
Multi-start Procedure. As already mentioned, the selection of good initial centers is important to achieve solutions of high quality. Therefore, we apply a multi-start procedure in which the problem is solved multiple times with different initial centers at each start. Such a procedure is also used in the work of Hess et al. [6] . In our approach, the centers at each start are selected randomly according to the k-means++ scheme described above. After a user-defined number of starts, the approach returns the best solution across all starts. Since in our case the objective is to minimize the sum of pairwise travel times between all basic areas of the same territory, the multi-start algorithm returns the best solution according to this criterion.
EXPERIMENTAL EVALUATION
Methodology. All experiments were performed on real world data provided by PTV Group. The test data comprises 15 instances whose sizes range from approximately 300 to 5,000 basic areas. The number of territories to be planned is given in the test data and varies from 3 to 46. Furthermore, road distances and travel times for the shortest path between each pair of basic areas were available and have been used for compactness evaluation. We also compare our algorithms against recursive partitioning by Butsch et al. [3] (BKNS) which has been provided by the authors.
We evaluated our approaches on all 15 instances with a time limit of 300 seconds. The imbalance tolerance parameter ϵ was set to 0.05 in all experiments. From the practical experience of PTV Group, the chosen values for the time limit and for the imbalance tolerance are very acceptable values for human planners.
Parametrization. Parameters which are specific to territory design by graph partitioning were set as follows: penalty parameter to increase connectedness α = 0.1; edge length factor in our model β = 5; node degree bound in our model γ = 20. We repeated KaTeD and KaLocAlloc 40 times using different random seeds for initialization and we present minimum, maximum and average of the sum of pairwise travel times over all runs. We perform only one repetition of BKNS since the algorithm is deterministic. Parameters which are specific to the location-allocation approach were set as follows: For the allocation step, the relative MIP optimality gap was set to 0.001. The maximum time spent on the allocation step was limited to 15 seconds, and the number of multi-starts was unrestricted.
System. All experiments have been done on an Intel Xeon CPU E3-1245 at 3,4GHz having 16 GB RAM and Microsoft Windows 7. The location-allocation approach was implemented in Java. We used Gurobi 5.6 to solve the integer linear program within the location-allocation approach. The number of threads was set to 4 for KaTeD and KaLocAlloc to ensure comparability.
Computational Results
We shortly summarize the main results and present detailed per instance results in Table 1 and Table 2 . First of all, the balance constraint is satisfied in all cases for all approaches. In 8 of 15 instances, the average solution quality of KaTeD outperforms KaLocAlloc. Considering the other 7 instances, the value of the objective of the territories computed by KaLocAlloc is 1.6 percent smaller than the ones computed by the evolutionary approach. The recursive partitioning approach BKNS always yields worse results than both of our approaches, but is faster since we could perform only one repetition of the algorithm due to the fact that the algorithm is deterministic. On the largest instance, R02, the BKNS algorithm needed 203 seconds to compute a result. On average, BKNS yields 3.7 percent larger objectives than KaTeD and 4.3 percent larger objectives than KaLocAlloc. The largest improvement over BKNS is obtained on instance FS16 and amounts to 10.3 percent compared to the result of KaTeD which computes the best objective on that instance. Figures 1-6 compare the visual result computed by the different algorithms on two exemplary instances, Thüringen (FS16) and Baden-Würtemberg (FS8) in Germany. Basic areas with the same symbol build a territory. Bold lines represent highways and hence the fastest mode of travel. Figures 1-3 show the territories of the different approaches on FS16. One can observe that highways lie rather within the territories and not at the border between different territories. Hence, a larger fraction of the routes within the territories can actually use highways. The computed territories have a visually compact form as expected due to the objective function. One exception is the territory represented by squares in the BKNS result which has a longish form. Areas in Figures 4-6 having a low density of basic areas are rural, hilly or mountainous areas in which the average travel speed is slow. For both the KaTeD and KaLocAlloc solution, these areas lie at the border between territories and the highways cross the territories in their centers. In the BKNS result the territory indicated by a star with a white circle inside stretches across the low mountain range Black Forest and the territory represented by ovals stretches across the low mountain range Schwäbische Alb. This increases the travel times in those territories and has a negative effect on the total travel times as seen in Table 2 .
CONCLUSION AND FUTURE WORK
In this paper we addressed the territory design problem by developing graph theoretic models that also consider the underlying road network. The derived graph models enabled us to tackle the territory design problem by reducing it to a graph partitioning problem. The resulting graph partitioning problem is then solved by using a modified evolutionary graph partitioning algorithm taking the objective function of the territory design problem into account. As a second approach, we presented a modification of the locationallocation heuristic of Hess et al. [6] . We tested and compared the algorithms on several real world instances.
Important future work includes the integration of the objective function of the territory design problem directly into a multi-level graph partitioning algorithm. In particular, it would be interesting to define local search algorithms for our objective. On the other hand, it would be good to have a graph partitioning algorithm that can ensure connectedness of blocks.
