In this document, some structured operator approximation theoretical methods for system identification of nearly eventually periodic systems, are presented. Let C n×m denote the algebra of n × m complex matrices. Given ε > 0, an arbitrary discrete-time dynamical system (Σ, T ) with state-space Σ contained in the finite dimensional Hilbert space C n , whose state-transition map T : Σ × ([0, ∞) ∩ Z) → Σ is unknown or partially known, and needs to be determined based on some sampled data in a finite setΣ = {x t } 1≤t≤m ⊂ Σ according to the rule T (x t , 1) = x t+1 for each 1 ≤ t ≤ m − 1, and given x ∈Σ. We study the solvability of the existence problems for two triples (p, A, ϕ) and (p, A η , Φ) determined by a polynomial p ∈ C[z] with deg(p) ≤ m, a matrix root A ∈ C m×m and an approximate matrix root A η ∈ C r×r of p(z) = 0 with r ≤ m, two completely positive linear multiplicative maps ϕ : C m×m → C n×n and Φ :
Introduction
In this document, we study some structured operator approximation problems that arise in the fields of system identification and model order reduction of large-scale dynamical systems.
The purpose of this document is to present some novel theoretical and computational techniques for constrained approximation and identification of data-driven systems in continuum and quantum mechanics. These systems can be interpreted as discrete-time systems that can be partially described by difference equations of the form (1.1)
Σ :
where Σ ⊆ C n is the set of valid states for the system, and where S : C n × Z ∩ [0, ∞) → C n is some constrained map that is either partially known, or needs to be determined/discovered based on some (sampled) data {x t } 1≤t≤N , obtained in the form of data snapshots related to the system Σ under study. One can also interpret the map S in (1.1) using the transition block diagram (1.2) as a black-box device S, that needs to be determined in such a way that it can be used to transform the present state x t into the next state x t+1 , according to (1.1) .
A state-transition map T for a data-driven system determined by (1.1) is a map T : Σ × Z ∩ [0, ∞) → Σ that satisfies the recurrence relation x t+s = T (x t , s) for each x t ∈ Σ that satisfies (1.1). The discovery, simulation and predictive control of the evolution laws for systems of the form (1.1) are highly important in predictive data analytics, for models related to the automatic control of systems and processes in industry and engineering in the sense of [1, 3] . The motivation for the development of the techniques presented in this paper came from matrix approximation problems that arise in the fields of system identification and predictive data analytics in the sense of [7, 9] . We approach the solution to these problems by developing some data-driven operator-theoretic methods that combine ideas and results from C * -representation theory and multivariate statistical analysis, in order to compute approximate matrix representations of state-transition maps T that one can use for system identification and model order reduction.
For the study reported in this document, we build on the abstract machinery introduced by Brockett and Willsky in [2] and by Farhood and Dullerud in [5] . Our contribution is the application of some of the operator theoretic techniques developed in [11] to extend the results in [2] to data-driven systems, we also develope new theoretical and computational procedures for the eventually periodic approximation of data-driven systems, using structured perturbations of covariance matrices, completely positive linear multiplicative maps, and discrete-time systems whose time evolution is approximately controlled by algebraic matrix sets.
In this document, special attention will be given to nearly eventually periodic systems, that is, systems that in some suitable sense that will be detailed in §3, approximately behave as an eventually periodic system in the sense of [5] .
Although, on this paper we will focus on the solution of the theoretical problems related to the existence and computability of finite-state approximation of data-driven systems determined by data sequences described by (1.1), the constructive nature of the results presented in this document allows one to derive prototypical algorithms like the ones presented in §4.1. Some numerical implementations of this prototypical algorithms are presented in §4.2.
Preliminaries and Notation
Since in this study, the information about a given system is provided essentially by orbits (data sequences) in some valid state space Σ, from here on, we will refer to data-driven systems of the form (1.1) in terms of sets or elements in a state space Σ.
Given a state-transition map T : Σ × Z ∩ [0, ∞) → Σ corresponding to a data-driven system Σ of the form (1.1) and given a state x ∈ Σ, we will write T s (x) to denote the state determined by the operation T (x, s).
We will write Z + to denote the set of positive integers Z ∩ [1, ∞) . In this document the symbol C n×m will denote the algebra of n×m complex matrices, and we will write 1 n to denote the identity matrix in C n×n and 0 n,m to denote the zero matrix in C n×m . From here on, given a matrix X ∈ C m×n , we will write X * to denote the conjugate transpose of X determined by X * = X = [X ji ] in C n×m . We will represent vectors in C n as column matrices in C n×1 .
Given x ∈ C n we will write x to denote the norm induced by the usual inner product in the Hilbert space C n determined by x = √ x * x = ( n j=1 |x j | 2 ) 1/2 . Given A ∈ C n×n we will write A to denote the spectral (operator) norm in C n×n determined by A = sup x =1 Ax .
Given a matrix Z ∈ C n×n , and a polynomial p ∈ C[z] over the complex numbers determined by the expression p(z) = a 0 +a 1 z+· · ·+a m z m , we will write p(Z) to denote the matrix in C n×n defined by the expression p(Z) = a 0 1 n + a 1 Z + · · · + a m Z m . We will write Z m (p) to denote the algebraic set of matrix roots of p(x) = 0 determined by the expression {X ∈ C m×m | p(X) = 0 n,n }, and given ε > 0 we will write Z m,ε (p) to denote the set of ε-approximate matrix roots of p(x) = 0 determined by the expression
Given ε > 0 and A ∈ C n×n , we will write σ ε (A) to denote the ε-pseudospectrum of A, that by [10, Theorem 2.1] is equivalent to the set of z ∈ C such that
In this document we will writeê j,n to denote the matrices in C n×1 representing the canonical basis of C n (the j-column of the n × n identity matrix), that are determined by the expression (2.2)ê j,n = δ 1,j δ 2,j · · · δ n−1,j δ n,j for each 1 ≤ j ≤ n, where δ k,j is the Kronecker delta determined by the expression.
We will write e n to denote the vector in C n with all of its components equal to 1. Given a vector x ∈ C n we will write µ(x) andσ(x) to denote the mean and standard deviation of x, respectively, with µ(x) andσ(x) defined by the following expressions.
Given a data matrix X ∈ C N ×r with N ≥ 2, we will write cov(X) to denote the covariance matrix of X in C r×r defined by the expression.
We will write that a matrix A ∈ C m×n is a (0, 1)-matrix if A is an integer matrix in which each element is a 0 or 1.
Universal Algebraic Controllers
We will say that an orbit {x t } t≥1 ⊆ Σ ⊆ C n of a data-driven system Σ is nearly eventually periodic (NEP), if for any ε > 0 there are two integers T ≥ 1, τ ≥ 0, and a vector sequence {x t } t≥1 ⊂ C n of vectors such that.
For some fixed ε > 0. Let us consider the smallest integers 0 ≤ τ ≤ τ and 1 ≤ T ≤ T , for which the relations (3.1) hold, the pair (τ, T ) will be called the ε-index of the orbit {x t } t≥1 , and will be denoted by ind ε ({x t }).
We approach the solution to the system identification and predictive simulation problems for a data-driven system Σ, combining some ideas and results from C *representation theory and multivariate statistical analysis, in order to compute approximate matrix representations of state-transition maps T that need to be determined based on some sampled-data in Σ, that one can use for system identification and model order reduction.
More specifically, given ε > 0, an arbitrary discrete-time dynamical system (Σ, T ) with state-space Σ contained in the finite dimensional Hilbert space C n , whose statetransition map T : Σ × ([0, ∞) ∩ Z) → Σ is unknown or partially known, and needs to be determined based on some sampled data in a finite setΣ = {x t } 1≤t≤m ⊂ Σ according to the rule T (x t , 1) = x t+1 for each 1 ≤ t ≤ m − 1, and given x ∈Σ. We study the solvability of the existence problem for the triples (p, A, ϕ) and (p, A η , Φ) determined by a polynomial p ∈ C[z] with deg(p) ≤ m, a matrix A in the algebraic set Z m (p) ⊂ C m×m , a matrix A η in the set Z r,ε (p) ⊂ C r×r with r ≤ m, a linear map ϕ : C m×m → C n×n , and a completely positive linear multiplicative map Φ : Z r,ε (p) → C n×n , such that the following constraints are satisfied
for each integer t ≥ 1 such that T t (x) − y ≤ ε for some y ∈Σ. The triples (p, A, ϕ) and (p, A η , Φ) determined by the sampled dataΣ, the "initial point" x ∈Σ, and error tolerance ε > 0, will be called the cyclic and reduced order cyclic universal algebraic controllers UAC for the system Σ with respect to the triple (Σ, x, ε), respectively, and this relations will be represented using the expressions (p, A, ϕ) = U C (Σ, x, ε) and (p, A η , Φ) = U RC (Σ, x, ε).
Remark 3.1. Given some sampled dataΣ = {x 1 ,x 2 , . . . ,x N } in an orbit {x t } t≥1 of a NEP data-driven system Σ determined by (1.1), without loss of generality we can decompose the computation of the UAC (p, A, ϕ) = U C (Σ, x, ε) and (p, A η , Φ) = U RC (Σ, x, ε) as follows. In this document, the maps ϕ : C m×m → C n×n and Φ : C m×m → C n×n determined by the UAC of the system Σ, will be called the cyclic realization (CR) and the reduced cyclic realization (RCR) of the system Σ, respectively.
We will now study the three steps in remark 3.1 that are involved in the computation of the unversal algebraic controllers of a data-driven system Σ.
3.1. ε-Indices and nearly eventually periodic orbits. Given ε > 0 and some sampled-data {x t } N t=1 from the orbit {x t } t≥1 of a system Σ. In order to estimate ind ε ({x t }) based on the sample {x t } N t=1 we will derive a theoretical and computational method based on the covariance matrices defined in (2.6).
3.1.1. (0, 1)-matrices and eventual periodicity detection. Given ε > 0 and some sampleddata {x t } N t=1 from the orbit {x t } t≥1 ⊂ C n of a system Σ, with n ≥ 2. Let us consider the history data matrix X ∈ C n×N determined by the expression.
We will derive a data-driven structured perturbation result for cov(X).
Lemma 3.2. Given two columns from X ∈ C n×N in (3.4) with n ≥ 2, let us set ε = x j − x k . If we denote by cov j,k (X) the jk entry of cov(X), we will have that cov j,k (X) satisfies the following constraint.
Proof. By definition of cov(X) in (2.6) we have that.
Let us set p = x k − x j , then x k = x j + p and this implies that.
Since x k = x j + p and x j = x k − p we will also have that,
and similarly.σ
By (3.7) and (3.8) we will have that.
By (3.6) and (3.9) we will have that.
This completes the proof.
Given δ > 0 and a data matrix X in C n×N with n ≥ 2, let us write P D,δ (X) to denote the (0, 1)-matrix P D,δ (X) = [p kj ] in C N ×N whose entries are defined by the expression.
We will derive some eventual periodicity detection methods based on the matrix P D,δ (X). In order to do this, let us start by considering the matrix C k,n ∈ C n×n determined by the expression.
We call C k,n ∈ C n×n a Generic Cyclic Shift matrix or GCS in this document. It can be seen that a matrix C k,n ∈ C n×n determined by (3.12) can be represented in the form.
(3.13) C k,n =ê k,nê * n,n + n−1 j=1ê j+1,nê * j,n Lemma 3.3. The GCS matrix C k,n ∈ C n×n satisfies the following conditions:
for each integer m ≥ 0 and each vector x ∈ C s+T . (e) If we define P S,s+1 = s+T j=s+1ê j,s+Tê * j,s+T then,
Proof. By (2.3) and (3.13) we will have that.
It can be seen that the GCS matrix C k,n determined by (3.12) can be expressed in the form.
(3.17) C k,n = ê 2,nê3,nê4,n · · ·ê k,n By (3.17) and elementary linear algebra we will have that C k,n is the companion matrix of the polynomial p k ∈ C[z] determined by the expression.
This means that each GCS C k,n ∈ C n×n satisfies the equation.
By (3.20) we will have that for any three integers m, s ≥ 0 and T ≥ 1, and for any x ∈ C s+T we will have that.
x By definition of P C,s+1 we will have that P C,s+1 is a block diagonal matrix of the form.
it can be easily verified that P 2 C,s+1 = P C,s+T and P * C,s+1 = P C,s+T . By (3.17) and (3.22) we will have that.
By (c) we will have that C T 1,T = 1 T , and by (3.23) we will have that.
Lemma 3.4. Given two integers s, T such that s ≥ 0 and T ≥ 1 and any matrix A ∈ Z n (p) for p(z) = z s+T − z s , we will have that the system (Σ, T ) determined by the state-transition map T t = A t is eventually periodic and for any x ∈ C n \{0} we will have that ind 0 ({T t (x)}) = (s, T ).
Proof. Since A ∈ Z n (p) we will have that A s+T − A s = 0 s+T,s+T , this implies that A s+T = A s and that for any x ∈ C n \{0} and for each t ∈ Z + .
. This completes the proof.
Given ε > 0 and some sampled data {x t } 1≤t≤N from an orbit {x t } t≥1 in the state space of a NEP system Σ. We will write Ind ε ({x t }) = (s, T ), if there exist two integers s ≥ 0 and T ≥ 1 such that s + T ≤ N − 1 and for each k = 1, . . . , N − (s + T ) and
We will call the pair (s, T ) = Ind ε ({x t }) the sample index, the GCS matrix C s+1,s+T in (3.25) will be called the GCS factor of the system Σ based on the sample {x t } 1≤t≤N , and we will say that the sample
Lemma 3.5. Given ε > 0 and some sampled data {x t } 1≤t≤N from an orbit {x t } t≥1 in the state space of a NEP system Σ ⊆ C n with n ≥ 2. There is δ > 0 such that, if we set X = [x 1 · · ·x N ] and P D,δ (X) k,j denotes the k, j-entry of the matrix P D,δ (X) defined in (3.11), then we will have that if Ind ε ({x t }) = (s, T ), then P D,δ (X) q+mT,q = 1 for each pair of integers q and m such that q ≥ s, m ≥ 0 and q + mT ≤ N .
Proof. Since Ind ε ({x t }) = (s, T ), by (3.25) and by lemma 3.3 we will have that x q+mT − x q ≤ ε for each each pair of integers q and m such that q ≥ s, m ≥ 0 and q + mT ≤ N . By lemma 3.2 we will have that if we set δ = (3.5) and this implies that P D,δ (X) q+mT,q = 1 by (3.11). This completes the proof.
The previous lemma allows one to read the pattern left in a given sample by the daynamical laws of an NEP system under study. In section §4.1 we will present some prototypical algorithms based on lemma 3.2 and lemma 3.5.
3.1.2.
Controllers and algebraic matrix sets. Given ε > 0, a polynomial p ∈ C[z], and a discrete-time dynamical system (Σ, T ) with Σ ⊂ C n , we will say that a family of orbits O(Σ) = {{y t } t≥1 ⊂ Σ} is ε-almost controlled by the algebraic matrix set Z m (p)
, and a vector y ∈ C N such that for each integer t ≥ 1 the following constraints are satisfied.
The normed relations in (3.26) provide an alternative algebraic approach to the computation by dynamic mode decomposition of the connecting matrix representation K of the Koopman operator in the sense of [8, §2] and [7] , that is determined by some sampled-data {x t } N t=1 in an orbit of some data-driven system under study, according to the equations
In this study we will focus on the algebraic matrix sets that almost control the dynamical behavior of NEP systems.
Let us consider the sequence {x t } t≥1 generated according to the following recurrence relations,
,s+Tê 1,s+T withx 1 = x 1 . By lemma 3.3 and by iterating on (3.25) we will have that for each integer t ≥ 1.
By lemma 3.4 we will have that {x t } t≥1 is eventually periodic with ind 0 ({x t }) = (s, T ) = ind 0 ({x t }), and by (3.28) and (3.30) we will have that for each t ∈ Z + .
By (3.28) and (3.31) we will have that for each t ∈ Z + .
By lemma 3.3 we also have that for p(z) = z s+T − z s , p(C s+1,s+T ) = 0 s+T,s+T and this implies that.
By (3.30) and (3.33) we have that {x t } t≥1 is 2ε-almost controlled by Z s+T (p) for p(z) = z s+T − z s . This completes the proof.
Cyclic realizations.
Given an orbit {x t } t≥1 of a nearly eventually periodic data-driven system Σ determined by (1.1), we will approach the computation of eventually periodic ε-approximate representations of the state-transition matrices {T s } s≥1 that satisfy the equations T s x t = x t+s , by computing a discrete-time switched system Σ (in the sense of [4, §4.2]) that is determined by the decomposition
and where each matrixT t has to be determined based on the sampled data inΣ.
Given some sampled data {x t } N t=1 in an orbit of some data-driven system Σ such that dim span({x 1 , . . . ,x N −1 }) = N − 1. Let us write X 
N −1 to denote the data matrices in C n×(N −1) determined by the expressions.
Given a matrix A ∈ C (N −1)×(N −1) that (approximately) solves the matrix equation. N −1 = U SV with U ∈ C n×(N −1) , V ∈ C (N −1)×(N −1) and S ∈ R (N −1)×(N −1) . Given δ > 0, we will write X Given an orbit {x t } t≥1 in a NEP data-driven system Σ ⊆ C n and some meaningful sample {x t } N t=1 from {x t } t≥1 with Ind ε ({x t }) = (s, T ) and s + T ≤ N − 1. We will study the existence of cyclic realizations Φ : C m×m → C n×n for the nearly eventually periodic orbit {x t } t≥1 , that satisfy (3.3).
Theorem 3.7. Given ε > 0, for any meaningful sampled data {x t } 1≤t≤N from an orbit {x t } t≥1 of a NEP data-driven system
Proof. Given ε > 0. Let us consider any meaningful sampled data {x t } 1≤t≤N from an orbit {x t } t≥1 of a NEP data-driven system Σ ⊆ C n with N ≤ n, choose ϑ > 0 such that Ind ϑ ({x t }) = (s, T ) for some non-negative integers s, T such that 1 ≤ s + T ≤ N − 1. Let us consider the reduced singular value decomposition of the data matrix X 
We will have that,
s+T,ϑ ) = rank(S ϑ ) = s + T and also that. s+T,ϑ = U (S − S ϑ )V = S − S ϑ ≤ ϑ By (3.42) we will have that S ϑ ∈ R (s+T )×(s+T ) is invertible, let us set.
(3.44)
A = U S ϑ V C s+1,s+T V * S −1 ϑ U * Since U * U = 1 n we will have that for any X, Y ∈ C (s+T )×(s+T ) , the linear map defined by the operation φ(Y ) = U Y U * satisfies the following condition.
By (3.44) we will have that U * AU is similar to C s+1,s+T , this in turn implies that U * AU ∈ Z s+T (q) for q(z) = z s+T − z s , and this implies that U * AU ∈ Z s+T (p) for p(z) = z s+T +1 − z s+1 . By (3.45) we will have that.
(3.46) p(A) = p(φ(U * AU )) = φ(p(U * AU )) = φ(0 s+T,s+T ) = 0 n,n By lemma 3.3, (3.44) and (3.39) we will have that for each 1 ≤ t ≤ s + T − 1.
Let us consider the sequence {x t } t≥1 generated by the recurrence raltions.
(3.48)
x t+1 = Ax t ,
Sice {x t } N −1 t=1 is meaningful and Ind ϑ ({x t }) = (s, T ) we will have that x s+T +1 − x s+2 ≤ ϑ, this fact together with (3.47) will imply that for each 1 ≤ t ≤ s + T .
By lemma 3.4 we will have that {x t } t≥1 satisfies the condition ind ϑ ({x t }) = (s, T ).
Since ind ϑ ({x t }) = (s, T ) we will have that there is an eventually periodic sequence {x t } t≥1 such that for each t ∈ Z + (3.50)
x t −x t ≤ ϑ, x t+s+T = x t+s By (3.49) and (3.50) we will have that.
Let us set δ = ϑ and ε = (3 A + 4)ϑ. This completes the proof.
Given ε > 0 and some meaningful sample {x t } N t=1 from an orbit {x t } t≥1 of a NEP system Σ ⊂ C n . The matrices A, U determined by theorem 3.7 will be called an approximate cyclic matrix realization for {x t } t≥1 based on {x t } N t=1 . This relation will be represented by the expression (A, U ) = CMR({x t }, ε, δ). Proof. A direct application of theorem 3.7. Lemma 3.9. Given ε > 0 and a polynomial p ∈ C[z], there is δ > 0 such that for any X, Y ∈ C n×n such that X ≤ 2, p(X) ≤ δ and X − Y ≤ δ, we have that p(Y ) ≤ ε.
Proof. Let us set.
Since p ∈ C[z] we will have that p(z) = a 0 + a 1 z + · · · a n z n for some a 0 , . . . , a n ∈ C. By (3.52) and by [6, Theorem 6.1.10] we will have that,
where p abs (z) denotes the first derivative of p abs (z) = |a 0 | + |a 1 |z + · · · + |a n |z n . By (3.53) we will have that if we set ε = (1 + p abs (1 + 2δ))δ, then ε > 0 and p(Y ) ≤ ε. This completes the proof. Theorem 3.10. Given ε > 0, we will have that there is δ > 0 such that for any meaningful sampled data {x t } 1≤t≤N from an orbit {x t } t≥1 of a NEP data-driven system Σ ⊆ C n with N ≤ n, Ind δ ({x t }) = (s, T ) and 1 ≤ s + T ≤ N − 1, and for any two matrices A, P ∈ C n×n with A ≤ 2 and P = W W * for some W ∈ C n×m with W * W = 1 m and m ≤ s + T , if Ax t −x t+1 ≤ δ and Px t −x t ≤ δ for each 1 ≤ t ≤ s + T , then the map Φ : C m×m → C n×n defined by Φ(Y ) = W Y W * is multiplicative, and there is a matrix A η ∈ C m×m such that x t+1 − Φ(A η )x t ≤ ε, for each t ∈ Z + . If in addition we have that P AP − A ≤ δ and
Proof. Given ε > 0. Let us consider some meaningful sampled data {x t } 1≤t≤N from an orbit {x t } t≥1 of a NEP data-driven system Σ ⊆ C n with N ≤ n. Choose ϑ T > 0 such that Ind ϑ T ({x t }) = (s, T ) for some s, T such that 1 ≤ s + T ≤ N − 1 ≤ n, and two matrices A, P ∈ C n×n with P = W W * for some W ∈ C n×m with W * W = 1 m and m ≤ T . Let us define (3. 
54)
A η = W * AW and let us set.
By (3.54) we will have that .
(3.56) P AP = W A η W * Since P = W W * is clearly a projection by (3.55) and (3.56) we will have that for each 1 ≤ t ≤ s + T .
By theorem 3.6 and by (3.55) we will have that the sequence {x t } t≥1 determined by the recurrence relations
, and for each t ∈ Z + we have that.
By (3.57) and (3.59) we will have that for each t ∈ Z + .
Since W * W = 1 m , we will have that for any X, Y ∈ C m×m .
By Gram-Schmidt orthogonalization theorem we will have that there is W p ∈ C n×(n−m) such that W * p W = 0 n−m,m and W * p W p = 1 n−m , this implies that the matrix Z = [W W p ] is unitary and also that.
By (3.62) and by unitary invariance of the spectral norm we will have that for any matrix X ∈ C m×m . By (3.63) we will have that for any X ∈ C m×m .
(3.64) Φ(X) = X Let us set.
By (3.56) and (3.65) we will have that.
By lemma 3.9 and by (3.53), (3.56), (3.61), (3.64) and (3.66) we will have that, Given ε > 0 and some meaningful sample {x t } N t=1 from an orbit {x t } t≥1 of a NEP system Σ ⊂ C n with N ≤ n. Let us conider the pair (W, A η ) determined by theorem 3.10 for the sample {x t } N t=1 and any two matrices A, P ∈ C n×n that satisfy the conditions in the statement of theorem 3.10 for some δ > 0, that have been computed using the solution to problem (A, U ) = CMR({x t }, ε, δ) determined by theorem 3.7. The pair (W, A η ) will be called an approximate cyclic reduced order model for {x t } t≥1 with respect to ({x t } N t=1 ,ε, δ). This relation will be represented by the expression (W, A η ) = CROM({x t }, ε, δ). Theorem 3.11. Given ε > 0 and a meaningful sample {x t } N t=1 from an orbit {x t } t≥1 of a NEP system Σ ⊂ C n . There is δ > 0 such that if Ind δ = (s, T ) and s + T ≤ n, then the problem (W, A η ) = CROM({x t }, ε, δ) is solvable.
Proof. Given ε > 0, and a meaningful sample {x t } N t=1 from an orbit {x t } t≥1 of a NEP system Σ ⊂ C n with N ≤ n. By lemma 3.5 and theorem 3.10 we have that there is
Let us set m = s + T , and let us consider the reduced singular value decomposition.
Let us compute the perturbation S δ of S in (3.68) according to (3.39) and (3.41). Let us set. is solvable. If we set,
then there is an approximate low rank solution for the problem
and in particular, the matrix equation
admits a least squares approximate solutionĈ ∈ C r×r . Let us compute the singular value decomposition.
If we set A η = U r S r V rĈ V * r S −1 r U * r , then by (3.73) we will have that the matriceŝ A = W A η W * and P = W W * satisfy the conditions in the statement of theorem 3.10, and by 3.7 we will have that A η ∈ Z r,ε (p) for p(z) = x s+T +1 − z s+1 . This implies that W, A η solve the problem (W, A η ) = CROM({x t }, ε, δ). This completes the proof.
Given ε > 0 and a meaningful sample {x t } N t=1 from an orbit {x t } t≥1 of a NEP system Σ ⊂ C n with N ≤ n. If the problem (W, A η ) = CROM({x t } , ε , δ) is solvable, and in addition A η A * η − 1 r ≤ δ and A * η A η − 1 r ≤ δ. We can consider the nearness problem determined by the computation of a unitary matrix U η ∈ C r×r such that U η − A η ≤ ε. The problem determined by the computation of such a unitary will be called a unitary cyclic reduced order model for {x t } with respect to ({x t }, ε, δ). This relation will be represented by the expression (W, U η ) = UCROM({x t }, ε, δ). Theorem 3.12. Given ε > 0 and some meaningful sample {x t } N t=1 from an orbit {x t } t≥1 of a NEP system Σ ⊂ C n . There is δ > 0 such that if Ind δ = (s, T ) and s + T ≤ n, then the problem (W, U η ) = UCROM({x t }, ε, δ) is solvable, whenever A η A * η − 1 r ≤ δ and A * η A η − 1 r ≤ δ. Proof. Given ε > 0, and a meaningful sample {x t } N t=1 from an orbit {x t } t≥1 of a NEP system Σ ⊂ C n with N ≤ n. By theorem 3.11 we will have that there is δ > 0 such that if Ind δ = (s, T ) and s + T ≤ n, then the problem (W, A η ) = CROM({x t }, ε, δ ) is solvable. Let us set. Let us consider the singular value decomposition.
By (3.75) we will have that A η is invertible and that U η = A η (A * η A η ) −1/2 = U δ V δ is the unitary factor of the polar decomposition of A η . Let us consider the spectrum σ((A * η A η ) 1/2 ) = {λ 1,η , . . . , λ r,η } with eigenvalues counted with multiplicity. We will have that.
By (3.77) we will have that for each λ j,η ∈ σ((A *
This implies that.
By (3.9) we will have that U η ∈ Z r,ε (p) for p(z) = z s+T +1 − z s+1 , with ε = (1 + (s + T + 1)(2 + δ) s+T + (s + 1)(2 + δ) s )δ. Let us set ε = max{δ, ε, ε }, we will have that (W, U η ) solves the UCROM problem with respect to ({x t }, ε, δ). This completes the proof.
Computational Methods

4.1.
Algorithms. Given an orbit {x t } t≥1 of a NEP data-driven system Σ determined by (1.1), without loss of generality we can decompose the computation of the cyclic and reduced order cyclic universal controllers in two prototypical algorithms outlined in algorithm 1 and algorithm 2.
and a completely positive linear map ϕ : C m×m → C n×n that satisfy (3.2) return (p, A, ϕ)
We have that the matrix techniques implemented in the proofs of lemma 3.5 and theorem 3.7, can be used to derive a prototypical data-driven cyclic matrix realization algorithm that is described by algorithm 3.
The matrix techniques implemented in the proofs of lemma 3.5, theorem 3.10 and theorem 3.11, can be used to derive a prototypical data-driven cyclic matrix realization algorithm that is described by algorithm 4.
Algorithm 5 Data-driven unitary cyclic reduced order modelling algorithm Data: ε, δ > 0, {x t } 1≤t≤s+T +1 ⊆Σ, for (δ, s, T ) determined in the first step of algorithm 2 applying lemma 3.5 and theorem 3.10.
Numerical Experiments. In this section we will present some numerical simulations computed using UAC technology. These experiments were performed with Matlab R2018b Update 5 (9.5.0.1178774) 64-bit (glnxa64) and FreeFEM 4.200001 64bits. The FreeFEM programas used to generate the noisy input data signals, and the MatLab functions written to compute the universal algebraic controllers for the corresponding dynamical models are available at [12] . 4.2.1. UAC for predictive numerical simulation of Lamé systems. Let us start considering the Navier equation for a steel sheet metal that can be written in the form
where the mechanical coefficients λ, µ are defined in terms of the corresponding Young's module E and Poisson ratio ν, according to the rules.
We can apply algorithm 1 and 2 to compute some UAC for modal dynamic analysis correponding to mechanical models of the form (4.1) under suitable boundary and inital conditions on a planar material Ω ⊆ R 2 corresponding to a sheet metal.
In order to simulate the signal data corresponding to a mechanical model of the form (4.1). We start by solving the reduced wave equation (4.3) corresponding to (4.1), using finite element methods implemented in FreeFEM 4.2.
Then, we use the Helmholtz solvent u(x, t) = e (iωt) U(x) of (4.1) determined by (4.3), to compute the history data
y ] } N k=1 and we save it to some file in a format that can be imported from MatLab. Once the history the data file produced by FreeFEM is available we import the "noisy" data to MatLab. We then apply UAC algorithm 1 and UAC algorithm 2 implemented in MatLab, in order to compute a predictive numerical simulations for the displacement vector's sampled data Σ sheet = {U (k) } N k=1 , that are determined by the three UAC decompositions obtained by applying algorithm 3, algorithm 4 and algorithm 5, that have the form.
The graphical outputs corresponding to the the predictive numerical simulation for Re(Û t ) computed with the UAC algorithm based on the UCROM method, is presented in figure 4.1. The pseudospectra of the connecting matricesT 1 in (4.4) for where u = (u 1 , u 2 ) is the velocity vector and p the pressure. For some suitable boundary and initial conditions for the velocity u on the boundary Γ of a planar region Ω ⊆ R 2 .
We can apply algorithm 1 and algorithm 2 to compute some UAC for the numerical predictive simulation corresponding to mechanical models of the form (4.5) under suitable boundary and inital conditions on a planar region Ω ⊆ R 2 .
In order to simulate the signal data corresponding to a mechanical model of the form (4.5). We start by solving the difference equations (4.6) corresponding to (4.5), using finite element methods implemented in FreeFEM 4.2.
Then, we approximate the vorticites ω (k) = ∂ x (u 2 ) of (4.5) determined by (4.6), and save the history data {ω (k) } N k=1 to a file in a format that can be imported from MatLab. Once the history data file produced by FreeFEM is available we import the "noisy" data to MatLab. We then apply UAC algorithm 1 and UAC algorithm 2 implemented in MatLab, in order to compute predictive numerical simulations for the vorticities' sampled data Σ ω = {ω (k) } N k=1 , that are determined by the two UAC decompositions obtained by applying algorithm 3 and algorithm 4, and have the form.
(4.7)Σ ω :
The graphical outputs corresponding to the the predictive numerical simulation for ω t+1 computed with the UAC algorithm based on the CRM method, are presented in figure 4 .4. The pseudospectra of the connecting matricesT 1 in (4.7) for each UAC where the Hamiltonian H is determined by the expression.
For some suitable boundary and initial conditions for the wave function ψ on the boundary ∂Ω of Ω = [−1, 1]. Let us consider a pure state ψ(x, t) = e iλt Ψ(x). We will have that Ψ satisfies the equation.
(4.9) HΨ = iλΨ
We can apply algorithm 1 to compute a UAC for the numerical simulation of the time evolution of pure states that satisfy (4.8) and (4.9). In order to simulate the signal data corresponding to a quantum system determined by (4.8) and (4.9). We start by solving the difference equations (4.10) corresponding to (4.8) and (4.9), using finite difference methods implemented in MatLab.
H h ψ (1) = iλψ (1) (4.10)
Then, we computed the approximate solvents ψ (n) of (4.8) determined by (4.10), that can be used as "noisy" input data for the UAC algorithm 2 implemented in MatLab as well, in order to compute predictive numerical simulations for the wave functions' sampled data Σ ψ = {ψ (k) } N k=1 , that are determined by the two UAC decompositions obtained by applying algorithm 4 and algorithm 5, that have the form.
(4.11)Σ ψ :
The graphical outputs corresponding to the predictive numerical simulation forψ t+1 ) computed with the UAC algorithm based on the UCROM method, are presented in figure 4 .7. The pseudospectra of the connecting matricesT 1 in (4.11) for CROM and 
Conclusion and Future Directions
The results in §3 allow one to derive computational methods like the ones described in §4.1, for finite state approximation and predictive simulation of the dynamical behavior of a data-driven system determined by some data sampled from a set of valid/feasible states.
Some applications of the algorithms in §4.1 to data-based schemes that can be used for model predictive control of industrial processes, will be presented in future communications.
The connections of the results in §3 to the solution of problems related to controllability and realizability of finite-state systems in classical and quantum information and automata theory, in the sense of [1] [2] [3] 9] , will be further explored.
Further applications of cyclic finite-state approximation schemes to industrial automation and Building Information Modeling technologies, will be the subject of future communications.
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