One of the major goals of quantum thermodynamics is the characterization of irreversibility and its consequences in quantum processes. Here, we discuss how entropy production provides a quantification of the irreversibility of the quantum dynamics through the quantum fluctuation theorem. We start by introducing a two-time quantum measurement scheme, in which the dynamical evolution between the measurements is described by a completely positive, trace-preserving (CPTP) quantum map (forward process). By inverting the measurement scheme and applying the time-reversed version of the quantum map, we can study how this backward process differs from the forward one. When the CPTP map is unital, we show that the stochastic quantum entropy production is a function only of the probabilities to get the initial measurement outcomes in correspondence of the forward and backward processes. Then, in presence of a thermal bath, it is possible to straightforwardly provide a quantum counterpart of the second law of thermodynamics. For bipartite open quantum systems we also show that the mean value of the stochastic quantum entropy production is sub-additive with respect to the bipartition (except for product states). Hence, we find a method to detect correlations between the subsystems. Our main result is the proposal of an efficient protocol to determine and reconstruct the characteristic functions of the stochastic entropy production for each subsystem. This procedure enables to reconstruct general thermodynamical quantities, such as the work distribution of the composite system and the corresponding internal energy. Efficiency and possible extensions of the protocol are also discussed. Finally, we show how our findings might be experimentally tested by exploiting the state-of-the-art trapped-ion platforms.
I. INTRODUCTION
The advent of the thermodynamics laws and its following development, from the theoretical side, and the construction of heat engines, from the technological one, drove in the 18th and 19th centuries an astonishing series of important scientific discoveries and social transformations. The crucial point was the use of heat to produce work, which corresponds to take a disordered form of energy and convert (a part of) it into a mechanical one [1] . In the last decades, a breakthrough in non-equilibrium thermodynamics was given by the Jarzynski equality [2] , which relates the free-energy between two equilibrium states to an exponential average of the work done on the system, over an ideally infinite number of repeated non-equilibrium experiments. This result links together free-energy differences to work measurements along an ensemble of trajectories in the phase space of the system with same energy contribution [3] . The Jarzynski equality can be derived also from the Crooks fluctuation theorem [4] , which formalizes the existence of symmetry relations for the fluctuation distribution of thermodynamic quantities during the forward and reverse transformations that the system undergoes due to external actions. Generalized versions of the Jarzynski equality for non-equilibrium steady states from Langevin dynamics and non-equilibrium systems subjected to feedback control have been proved, then, respectively in Refs. [5] and [6] .
From the experimental side, the Jarzynski equality and its generalizations have been tested by a wide range of experiments, for example to determine the folding and unfolding free energies of a small RNA hairpin [7] , or to prove the fundamental principle given by the information-to-heat engine, converting information into energy by means of feedback control [8] . Even from a purely classical point of view, the notion of thermodynamics quantities such as work, heat and entropy production have been extended to the level of individual trajectories of well-defined non-equilibrium ensembles by the stochastic thermodynamics [9, 10] , which has allowed for the introduction of a generalized fluctuation-dissipation theorem involving entropy production.
At the same time, the attention moved also towards the attempts to build a thermodynamic theory for quantum systems to exploit the power and the processes of quantum physics [11] [12] [13] [14] . This field of research, known as quantum thermodynamics, aims at characterizing the thermodynamical aspects behind the quantum mechanical processes, defining the role of quantum coherence and arXiv:1706.02193v1 [quant-ph] 7 Jun 2017 measurements for such transformations [15] [16] [17] [18] . Quantum thermodynamics, moreover, provides the theoretical tools to describe and build efficient quantum heat engines [19] [20] [21] .
One of the major goals of quantum thermodynamics is the definition and characterization of irreversibility in quantum processes. This could have a significant impact on technological applications for the possibility of producing work with heat engines at high efficiency using systems where quantum fluctuations are important. A detailed analysis about the aspects in defining the work performed on a quantum system can be found in [22] . The quantum work and its distribution are generally defined by taking into account also the role of quantum measurements and, consequently, the sensitivity of the system to the interactions with the measurement apparatus [23] [24] [25] [26] . Recently a novel definition of quantum work has been proposed in [27] , in which the work is identified as a thermodynamic quantity of only the quantum system and not of the measurement apparatus.
The importance of defining the concept of irreversibility in quantum thermodynamics can be hardly overestimated, as one can appreciate by considering its classical counterpart. As well known, in classical mechanics the solutions of the dynamical equations of motion are unique and the motion along the trajectories in phase space can be inverted to retrieve all the states previously occupied by the system [28] . However, the time inversion in experiments with a macroscopic number of particles cannot be practically performed. As a consequence of the information loss and of the fact that is very improbable to occupy the same state at a later time, we have to resort to a statistical description of the system. In classical thermodynamics this is the origin of the irreversibility of the time dynamics. Similarly, in quantum mechanics the dynamics of the wave function and more generally of the density matrix can be reversed in time, and it ensues the corresponding need to characterize and quantify, where possible, irreversible quantum processes [29, 30] . The typical instance is given by the thermalization of an open system, where the dissipative processes taking place due to the interaction of the system with its environment degrade the quantum nature of the system and the coherence of the quantum states [31, 32] . Along this line, several studies have shown how to derive the quantum version of the fluctuation-dissipation theorem, both for closed [33, 34] and open quantum systems [35] [36] [37] [38] [39] [40] [41] . Recently, in [42] a fully quantum fluctuation theorem have been formulated, explicitly including the reservoir exchanging energy with the system, and a control system driving its dynamics. In [43, 44] , moreover, experimental tests of the quantum version of the Jarzynski identity [45] [46] [47] for work distributions are shown.
Considerable efforts have been made in measuring irreversibility, and, consequently, the stochastic entropy production in quantum thermodynamics [48] [49] [50] . The ratio between the probability to observe a given quantum trajectory and its time reversal is related to the amount of heat exchanged by the quantum system with the environment [51] . Such knowledge leads then to experimental procedures for the measure of the heat backflow with the environment. The latter, in particular, is not necessarily correlated with the information back-flow from the reservoir to the quantum system [52] . Lately, it has been experimentally proved that irreversibility in quantum nonequilibrium dynamics can be partially rectified by the presence of an intelligent observer, identified by the well-known Maxwell's demon [53, 54] , which manages to assess additional microscopic informational degrees of freedom due to a proper feed-forward strategy [55] . In [56] the quantum volume entropy, together with the irreversible entropy and the inner friction, was used as a irreversibility measure. Furthermore, regarding the reconstruction of the fluctuation properties of general thermodynamical quantities, in Ref. [57] an interferometric setting for the measurement of the characteristic function of the work distribution is introduced and proposed as the key element to properly design inference strategies [58] . This method, then, has been generalized for open quantum systems, as shown in [59, 60] . In [61] , instead, a method for the sampling of the work distribution by means of a projective measurement at a single time is shown, motivating a novel quantum algorithm for the estimation of free energies in closed quantum systems.
In the present work we address two issues. (i) On one side, we discuss how to relate the stochastic entropy production to the quantum fluctuation theorem, generalizing the Tasaki-Crooks theorem for open systems. This relation is obtained via the evaluation of the irreversibility of the quantum dynamics, hence highlighting the quantum counterpart of the second law of the thermodynamics at zero temperature, as discussed also in [51] . (ii) On the other side, once the stochastic quantum entropy production has been defined and characterized, the next step is to have a definite protocol to reconstruct it from the measurement data, possibly with the minimum amount of resources. Here, we propose a procedure to reconstruct the stochastic entropy production of an open quantum system by performing repeated two-time measurements, at the initial and final times of the system transformation. In particular, the proposed reconstruction algorithm requires to determine the characteristic functions of the stochastic quantum entropy distribution. Then, by means of a parametric version of the integral quantum fluctuation theorem, we can derive the statistical moments of the probability distribution of the stochastic quantum entropy production, which we will do both for the two subsystems and for the composite system. Comparing the local to the global quantity allows us to probe the presence of correlations between the two subsystems. Furthermore, we show that in this way the number of the required measurements scales linearly with the sys-tem size.
This manuscript is organized as follows. Section II reviews the quantum fluctuation theorem, introducing the definition of stochastic quantum entropy production. Section III analyzes the physical meaning of the irreversibility of the two-time measurement scheme and how it is related to the second law of thermodynamics, which is derived under the hypothesis of the presence of a thermal bath. The derivation in Section III sheds light on the relation between the stochastic quantum entropy production and thermodynamic irreversibility, laying out the importance of effective protocols to measure the entropy production. In Section IV we derive the characteristic functions of the probability distributions of the stochastic entropy production within a quantum multipartite system, while in Section V the reconstruction algorithm is introduced. We propose an experiment implementation with trapped ions in Section VI. Finally, we discuss our results and conclusions in Sec. VII.
II. QUANTUM FLUCTUATION THEOREM
The fluctuations of the stochastic quantum entropy production obey the quantum fluctuation theorem. The latter can be derived by evaluating the forward and backward protocols for a nonequilibrium process, according to a two-time quantum measurement scheme [29, 30] . In this section, we introduce this two-time quantum measurement scheme and define the stochastic quantum entropy production. Then we review the derivation of the quantum fluctuation theorem.
We consider an open quantum system that undergoes a transformation in the interval [0, τ ] consisting of measurement, dynamical evolution and second measurement. We call this forward process and then study also its timereversal, which we call backward process:
At time t = 0 − the system is prepared in a state ρ 0 and then subjected to a measurement of the observable
, where Π in m ≡ |ψ am ψ am | are the projector operators given in terms of the eigenvectors |ψ am associated to the eigenvalues a in m (the m−th possible outcome of the first measurement). After the first measurement (at t = 0 + ), the density operator describing the ensemble average of the post-measurement states becomes
where p(a Then, the system undergoes a time evolution, which we assume described by a unital completely positive, tracepreserving (CPTP) map Φ:
with L(H) denoting the sets of density operators (nonnegative operators with unit trace) defined on the Hilbert space H. Quantum maps (known also as quantum channels) represent a very effective tool to describe the effects of the noisy interaction of a quantum system with its environment [62] [63] [64] .
A CPTP map is unital if it preserves the identity operator 1 on H, i.e. Φ(1) = 1. The assumption of a unital map covers a large family of quantum physical transformations not increasing the purity of the initial states, including, among others, unitary evolutions and decoehrence processes. We will briefly discuss later how the protocol presented in Section V may be modified when the unital map hypothesis is relaxed. The time-evolved ensemble average is then denoted as
For example, in case of unitary evolution with Hamiltonian H(t), the final quantum state at t = τ − equals to ρ fin = Φ(ρ in ) = Uρ in U † , where U is the unitary time evolution operator given by U = T exp − After the time evolution, at time t = τ + , a second measurement is performed on the quantum system according to the observable O fin = k a fin k Π fin k , where Π fin k ≡ |φ a k φ a k |, and a fin k is the k−th outcome of the second measurement (with eigenvectors |φ a k ). Consequently, the probability to obtain the measurement outcome a
The resulting density operator, describing the ensemble average of the post-measurement states after the second measurement, is
Thus, the joint probability that the events "measure of a in m " and "measure of a fin k " both occur for the forward process, denoted by p(a
To study the backward process, we first have to introduce the concept of time-reversal. Time-reversal is achieved by the time-reversal operator Θ acting on H. The latter has to be an antiunitary operator. An antiunitary operator Θ is anti-linear, i.e.
We are now in a position to define the backward process. We start by preparing the system (at time t = τ + ) in the state ρ τ = Θρ τ Θ † , and measure the observ-
, that is we choose this first measurement of the backward process to be the time-reversed version of the second measurement of the forward process. If we call the post-measurement ensemble average
where the latter is called reference state. In particular, we recall that, although the quantum fluctuation theorem can be derived without imposing a specific operator for the reference state [51] , the latter has been chosen to be identically equal to the final density operator after the second measurement of the protocol. This choice appears to be the most natural among the possible ones to design a suitable measuring scheme of general thermodynamical quantities, consistently with the quantum fluctuation theorem.
The spectral decomposition of the time-reversed reference state is given by
where
is the probability to get the measurement outcome a ref k . The reference state undergoes the time-reversal dynamical evolution, mapping it onto the initial state of the backward process
At t = 0 + the density operator ρ in = Φ( ρ ref ) is subject to the second projective measurement of the backward process, whose observable is given by
As a result, the probability to obtain the outcome a
The final state of the backward process is instead
Let us observe again that the main difference of the two-time measurement protocol that we have introduced here, compared to the scheme in Ref. [51] , is to perform the 2nd and 1st measurement of the backward protocol, respectively, on the same basis of the 1st and 2nd measurement of the forward process after a timereversal transformation.
The irreversibility of the two-time measurement scheme can be analyzed by studying the stochastic quantum entropy production σ defined as: 
corresponds to the classical relative entropy (or KullbackLeibler divergence) between the joint probabilities p(a fin , a in ) and p(a in , a ref ), respectively, of the forward and backward processes [68, 69] . The Kullback-Leibler divergence is always non-negative and as a consequence σ ≥ 0.
As a matter of fact, σ can be considered as the amount of additional information that is required to achieve the backward process, once the quantum system has reached the final state ρ τ . Moreover, σ = 0 if and only if
e. if and only if σ = 0. To summarize, the transformation of the system state from time t = 0 − to t = τ + is then defined to be thermodynamically irreversible if σ > 0. If, instead, all the fluctuations of σ shrink around σ 0 the system comes closer and closer to a reversible one. We observe that a system transformation may be thermodynamically irreversible also if the system undergoes unitary evolutions with the corresponding irreversibility contributions due to applied quantum measurements. Also the measurements back-actions, indeed, lead to energy fluctuations of the quantum system, as recently quantified in Ref. [70] . In case there is no evolution (identity map) and the two measurement operators are the same, then the transformation becomes reversible.
We can now state the following theorem:
Theorem 1: Given the two-time measurement protocol described above and an open quantum system dynamics described by a unital CPTP quantum map Φ, it can be stated that:
The proof of Theorem 1 can be found in Appendix A.
Throughout this article we assume that Φ is unital and this property of the map guarantees the validity of Theorem 1. Note, however, that Refs. [41, 67] present a fluctuation theorem for slightly more general maps, that however violate Eq. (14) .
As a consequence of Theorem 1 we obtain:
providing a general expression of the quantum fluctuation theorem for the described two-time quantum measurement scheme. Let us introduce, now, the entropy production σ for the backward processes, i.e.
, where the second identity is valid only in case we can apply the results deriving from Theorem 1. Hence, if we define Prob(σ) and Prob( σ) as the probability distributions of the stochastic entropy production, respectively, for the forward and the backward processes, then it can be shown (see e.g. Ref. [51] ) that
where Γ belongs to the set of values that can be assumed by the stochastic quantum entropy production σ. Eq. (16) is usually called quantum fluctuation theorem. By summing over Γ, we recover the integral quantum fluctuation theorem, or quantum Jarzynski equality, e −σ = 1, as shown e.g. in Refs. [33, 51] . The role of the integral fluctuation theorem in deriving the probability distribution Prob(σ) of the stochastic entropy production for an open quantum system is analyzed in the following sections.
III. STOCHASTIC QUANTUM ENTROPY PRODUCTION AND THE SECOND LAW OF THERMODYNAMICS
In this section, we discuss the irreversibility of the twotime measurement scheme for an open quantum system S in interaction with the environment E (described by a unital CPTP map), deriving an inequality (Theorem 2) for the entropy growth. Then, we show how this inequality compares to the second law of thermodynamics under the additional assumption that the environment is a thermal bath. Following Ref. [51] , the essential ingredient is the non-negativity of the quantum relative entropy and its relation to the stochastic quantum entropy production. As a generalization of the KullbackLeibler information [69] , the quantum relative entropy between two arbitrary density operators ν and µ is defined as S(ν µ) ≡ Tr[ν ln ν] − Tr[ν ln µ]. The Klein inequality states that the quantum relative entropy is a non-negative quantity [71] , i.e. S(ν µ) ≥ 0, where the equality holds if and only if ν = µ -see e.g. [51] .
In the following we will show the relation between the quantum relative entropy of the system density matrix at the final time of the transformation and the stochastic quantum entropy production for unital CPTP quantum maps. The following theorem, describing the analogue of the second law of thermodynamics for an open quantum system in interaction with its external environment, can be stated as:
Theorem 2: Given the two-time measurement protocol described above and an open quantum system dynamics described by a unital CPTP quantum map Φ, the quantum relative entropy S(ρ fin ρ τ ) fulfills the inequality
where the equality S(ρ fin ρ τ ) = 0 holds if and only
Moreover, S(ρ fin ρ τ ) = σ if S is a closed quantum system following a unitary evolution.
A proof of Theorem 2 is in Appendix B.
While Eq. (17) is more general and includes the irreversibility contributions of both the map Φ and the final measurement, in Eq. (18) due to a special choice of the observable of the second measurement we obtain ρ fin = ρ τ and, thus, the quantum relative entropy vanishes while the stochastic quantum entropy production contains the irreversibility contribution only from the map. This contribution is given by the difference between the von Neumann entropy of the final state S(ρ fin ) and the initial one S(ρ in ). The reason for which Theorem 2 can be seen as the quantum counterpart of the second law of thermodynamics will become clear at the end of the Section when looking at a quantum system S set in contact with a thermal bath with inverse temperature β ≡ 1 k B T , where k B is the Boltzmann constant and T is the temperature of the thermal bath.
In a fully quantum regime, following [72, 73] , we consider the internal energy of the system Tr[ρ(t)H(t)] ≡ Tr[ρH](t), where H(t) is the Hamiltonian of the system S). An infinitesimal change of the internal energy during the infinitesimal interval [t,
. This can be recast into the following relation, representing the first law of thermodynamics for the quantum system:
The quantity Tr[ρ(t)δH(t)] is the infinitesimal mean work δ W (t) done by the system in the time interval [t, t + δt], while Tr[δρ(t)H(t)] denotes the infinitesimal mean heat flux δ Q (t). In particular, the mean heat flux δ Q (t) disappears in case the quantum system dynamics is unitary, and, for time-independent Hamiltonians and a finite value change of the internal energy of the quantum system during the protocol, it reduces to
, where I is the identity map acting on the sets of the density operators defined on the Hilbert space of the quantum system S. Only in case the environment E is a thermal bath with inverse temperature β, in analogy with classical thermodynamics the mean stochastic quantum entropy production σ is linearly proportional to the internal energy of the open quantum system, and, consequently, to the mean heat flux Q , with β as proportionality constant [51] . Therefore, if one is able to reconstruct the stochastic quantum entropy production and its fluctuation properties, then also the probability distribution of the mean heat flux exchanged by the quantum system could be inferred.
To derive the conventional second law of thermodynamics from Theorem 2, let us assume that the initial density matrix ρ in of the quantum system S and the final state ρ τ after the second measurement of the protocol are described by canonical distributions at inverse temperature β, i.e. that after and before the two measurements the system is connected to a thermal bath at temperature T . Therefore
is the Helmholtz free energy, H(t) is the (possibly timedependent) Hamiltonian of the quantum system S, and 1 S denotes the identity operator on the Hilbert space of the quantum system S. The canonical distribution with inverse temperature β is commonly defined as the Gibbs thermal state [74] , and represents the microscopic description of a quantum thermal state. From a physical point of view, the aforementioned assumption to take ρ in and ρ τ equal to canonical distributions refers to a system transformation whose duration is long enough to ensure the thermalization of the system at the thermal bath temperature T [32] . Again, we assume that the density operator ρ fin of the quantum system at the final time t = τ − (before the second measurement) is generally different from ρ τ , since the second measurement is not necessarily performed on the energy basis (in which the thermal state ρ fin is diagonal). Thus, considering the von Neumann entropy of a state ρ defined as
Then, for a time evolution described by a unital CPTP quantum map, as in Theorem 2, the mean stochastic quantum en-
where ∆F ≡ F (τ ) − F (0) is the free-energy difference, and
In other words, ∆U ≥ ∆F , which is consistent with the conventional definition of the free-energy difference. ∆F , indeed, equals to the amount of energy that can be converted into work at the conventional temperature T in a reversible transformation [15, 75] . Instead, the internal energy difference ∆U , consistently with the first law of thermodynamics, can be related with the mean work W performed on the quantum system, according to the relation
For a long enough evolution of the quantum system it thermalizes due to the coupling to the thermal bath and the quantum entropy production asymptotically vanishes with increasing time. As a consequence, the internal energy difference ∆U asymptotically equals to the mean work W . As a result, using (21) one gets
It is worth noting that the von Neumann entropy S(ρ in ) equals the thermodynamic entropy at t = 0, i.e. S(ρ in ) =
] is the average energy of the system in the canonical distribution. Hence, we can generally state that, given an arbitrary initial density matrix ρ in , the thermodynamic entropy β( H(0) − F (0)) represents the upper-bound value for the von Neumann entropy S(ρ in ), whose maximum value is reached only in the canonical distribution. Indeed,
, and from the positivity of the quantum relative entropy, one has S(ρ in ) ≤ β( H(0) − F (0)). The equality holds only if the initial density matrix of the quantum system S is described by the canonical distribution at inverse temperature β. Our derivation of the conventional second law of thermodynamics relies on Theorems 1 and 2, and it is therefore valid for unital CPTP quantum maps.
In general, the environment E may not be directly accessible from the outside, or it is partially controllable only in its own macroscopic properties. In the case the environment E is an arbitrary (non-thermal) quantum system, as in the following of the paper, the stochastic quantum entropy production represents a very general measurable thermodynamic quantity also in a fully quantum regime, enclosing information about the change of the internal energy of the system.
IV. STOCHASTIC QUANTUM ENTROPY PRODUCTION FOR OPEN BIPARTITE SYSTEMS
In this section, we assume that the open quantum system S is composed of two distinct subsystems (A and B), which are mutually interacting. The composite system is denoted by A − B. However, all the presented results can in principle be generalized to an arbitrary number of subsystems. As before, the initial and final density operators of the composite system are arbitrary (not necessarily equilibrium) quantum states, and the dynamics of the composite system is described by a unital CPTP quantum map. The two-time measurement scheme on A − B is implemented by performing the measurements locally on A and B and we assume, moreover, that the measurement processes at the beginning and at the end of the protocol are independent. Since the local measurement on A commutes with the local measurement on B, the two measurements can be performed simultaneously. This allows us to consider the stochastic entropy production for the composite system by considering the correlations between the measurement outcomes of the two local observables. Alternatively, by disregarding these correlations, we can consider separately the stochastic entropy production of each subsystem.
The composite system A − B is defined on the finitedimensional Hilbert space H A−B ≡ H A ⊗ H B (with H A and H B the Hilbert spaces of system A and B, respectively), and its dynamics is governed by the following time-dependent Hamiltonian (23) 1 A and 1 B are the identity operators acting, respectively, on the Hilbert spaces of the systems A and B, while H A is the Hamiltonian of A, H B the Hamiltonian of system B, and H A−B is the interaction term.
We denote the initial density operator of the composite quantum system A − B by ρ 0 (before the first measurement), which we assume to be a product state, then the ensemble average after the first measurement (at t = 0 + ) is given by the density operator ρ in , which can be written as:
are the reduced density operators for the subsystems A and B, respectively. The projectors Π 
given by the eigenstates |φ a k and |φ b l , respectively. After the second measurement, we have to make a distinction according to whether we want to take into account correlations between the subsystems or not.
If we disregard the correlations, the ensemble average over all the local measurement outcomes of the state of the quantum system at t = τ + is described by the following product state:
The probabilities p(a 
where Tr A [·] and Tr B [·] denote, respectively, the operation of partial trace with respect to the quantum systems A and B.
Conversely, in order to keep track of the correlations between the simultaneously performed local measurements, we have to take into account the following global observable of the composite system A − B:
B,l and {c fin kl } are the outcomes of the final measurement of the protocol. The state of the system after the second measurement at t = τ + is then described by an ensemble average over all outcomes of the joint measurements:
where p(c , which reflect the correlation of the outcomes of the local measurements. As a result, the stochastic quantum entropy production of the composite system reads
consistently with the definition in Section II. In the same way, we can define the stochastic quantum entropy production separately for each subsystem, i.e. σ A for subsystem A and σ B for subsystem B
If upon measurement the composite system is in a product state, the measurement outcomes for A and B are independent and the probabilities to obtain them factorize as
As a direct consequence, the stochastic quantum entropy production becomes an additive quantity:
In the more general case of correlated measurement outcomes, the probabilities do not factorize anymore. Instead, the mean value of the stochastic entropy production σ A−B (c in mh , c fin kl ) becomes sub-additive. In other words
i.e. the mean value of the stochastic quantum entropy production σ A−B of the composite system A − B is smaller than the sum of the mean values of the corresponding entropy production of its subsystems, when the latter are correlated. To see this, we recall the expression of the mean value of the stochastic entropy production in terms of the von Neumann entropies of the two postmeasurement states (see appendix B):
In the following we will analyze the probability distribution of the stochastic quantum entropy productions σ A−B for the composite system and σ A , σ B for the subsystems. For comparison we compute also σ A+B . We will show in particular how to calculate the corresponding characteristic functions. In the next section we will then show how these characteristic functions can be measured and how they can be used to reconstruct the probability distributions.
Probability Distribution
Depending on the values assumed by the measurement outcomes c in ∈ {c in mh } and c fin ∈ {c fin kl }, σ A−B is a fluctuating variable as it is true also for the single subsystem contributions
We denote the probability distributions for the subsystems with Prob(σ A ) and Prob(σ B ) and Prob(σ A−B ) for the composite system. We will further compare this probability distribution for the composite system (containing the correlations of the local measurement outcomes) to the uncorrelated distribution of the sum of the single subsystems' contributions. We introduce the probability distribution Prob(σ A+B ) of the stochastic quantum entropy production σ A+B by applying the following discrete convolution sum: (36) where (σ A+B − ξ B ) A and ξ B belong, respectively, to the sample space (i.e. the set of all possible outcomes) of the random variables σ A and σ B .
The probability distribution for the single subsystem, e.g. the subsystem A, is fully determined by the knowledge of the measurement outcomes and the respective probabilities (relative frequencies). We obtain the measurement outcomes (a in m , a fin k ) with a certain probability p a (k, m), the joint probability for a in m and a fin k , and this measurement outcome yields the stochastic entropy production σ A = σ A (a in m , a fin k ). Likewise, for system B we introduce the joint probability
. Therefore, the probability distributions Prob(σ A ) and Prob(σ B ) are given by
and
where δ[·] is the Dirac-delta distribution. In Eqs. (37) and (38) , the joint probabilities p a (k, m) and
(39) By definition, given the reconstructed probability distributions Prob(σ A ) and Prob(σ B ), the probability Prob(σ A+B ) can be calculated straightforwardly by calculating the convolution of Prob(σ A ) and Prob(σ B ) according to Eq. (36) . Equivalently, the probability distribution Prob(σ A−B ) of the stochastic quantum entropy production of the composite system (containing the correlations between the local measurement outcomes) is given by: (40) where
). Now, the integral quantum fluctuation theorems for σ A , σ B and σ A−B can be derived just by computing the characteristic functions of the corresponding probability distributions Prob(σ A ), Prob(σ B ) and Prob(σ A−B ), as it will be shown below.
Characteristic function of the stochastic quantum entropy production and integral fluctuation theorem In probability theory, the characteristic function of a real-valued random variable is its Fourier transform and completely defines the properties of the corresponding probability distribution in the frequency domain [76] . We define the characteristic function G C (λ) of the probability distribution Prob(σ C ) (for C ∈ {A, B, A − B}) as
where λ ∈ C is a complex number. For the two subsystems, by inserting Eqs. (37)- (39) and exploiting the linearity of the CPTP quantum maps and of the trace, as shown in appendix C, the characteristic functions for Prob(σ A ) and Prob(σ B ) can be written as
In a similar way, we can derive the characteristic function G A−B (λ) of the stochastic entropy production of the composite system A − B:
Furthermore, if we choose λ = i, the integral quantum fluctuation theorems can be straightforwardly derived, namely for σ A and σ B :
as well as
for σ A−B (with Φ unital). The characteristic functions of Eqs. (43)- (45) depend exclusively on appropriate powers of the initial and final density operators of each subsystem. These density operators are diagonal in the basis of the observable eigenvectors and can be measured by means of standard state population measurements for each value of λ. As will be shown in the following, this result can lead to a significant reduction of the number of measurements that is required to reconstruct the probability distribution of the stochastic quantum entropy production, beyond the direct application of the definition of Eqs. (37)- (39) . A reconstruction algorithm implementing such improvement will be discussed in the next section.
V. RECONSTRUCTION ALGORITHM
In this section, we present the algorithm for the reconstruction of the probability distribution Prob(σ) for the stochastic quantum entropy production σ. The procedure is based on a parametric version of the integral quantum fluctuation theorem, i.e. e −ϕσ (ϕ ∈ R). In particular, we introduce the moment generating functions χ C (ϕ) for C ∈ {A, B, A − B}:
The quantity e −ϕσ C can be expanded into a Taylor series, so that
Accordingly, the statistical moments of the stochastic quantum entropy production σ C , denoted by { σ k C } with k = 1, . . . , N −1, can be expressed in terms of the χ C (ϕ)'s defined over the parameter vector ϕ ≡ (ϕ 1 , . . . , ϕ N )
. . .
where the matrix A(ϕ) can be written as a Vandermonde matrix, as detailed below. It is clear at this point that the solution to the problem to infer the set { σ k C } can be related to the resolution of a polynomial interpolation problem, where the experimental data-set is given by N evaluations of the parametric integral fluctuation theorem of σ C in terms of the ϕ's. Let us observe that only by choosing real values for the parameters ϕ is it possible to set up the proposed reconstruction procedure via the resolution of an interpolation problem. We will explain in the next section a feasible experiment with trapped ions to directly measure the quantities χ C (ϕ) by properly varying the parameter ϕ.
By construction, the dimension of the parameters vector ϕ is equal to the number of statistical moments of σ C that we want to infer, including the trivial zero-order moment. In this regard, we define the vectors
T . Then one has
is the Vandermonde matrix built on the parameters vector ϕ. V (ϕ) is a matrix whose rows (or columns) have elements in geometric progression, i.e. v ij = ϕ
n=0 , where diag(·) denotes the diagonal matrix. The determinant of the Vandermonde matrix
given by the product of the differences between all the elements of the vector ϕ, which are counted only once with their appropriate sign. As a result, det V (ϕ) = 0 if and only if ϕ has at least two identical elements. Only in that case, the inverse of V (ϕ) does not exist and the polynomial interpolation problem cannot be longer solved. However, although the solution of a polynomial interpolation by means of the inversion of the Vandermonde matrix exists and is unique, V (ϕ) is an ill-conditioned matrix [77] . This means that the matrix is highly sensitive to small variations of the set of the input data (in our case the parameters ϕ's), such that the condition number of the matrix may be large and the matrix becomes singular. As a consequence, the reconstruction procedure will be computationally inefficient, especially in the case the measurements are affected by environmental noise. Numerically stable solutions of a polynomial interpolation problem usually rely on the Newton polynomials [78] . The latter allow us to write the characteristic function χ C (ϕ) in polynomial terms as a function of each value of ϕ:
with n k (ϕ) ≡ k−1 j=1 (ϕ − ϕ j ) and n 1 (ϕ) = 1. The coefficients η k of the basis polynomials, instead, are given by the divided differences
, and all the other divided differences found recursively. Then, the natural question arises on what is an optimal choice for ϕ. It is essential, indeed, to efficiently reconstruct the set { σ k C } of the statistical moments of σ C . For this purpose, we can take into account the error e C (ϕ) ≡ χ C (ϕ)−χ pol C (ϕ) in solving the polynomial interpolation problem in correspondence of a value of ϕ different from the interpolating points within the parameter vector ϕ. The error e C (ϕ) depends on the regularity of the function χ C (ϕ), and especially on the values assumed by the parameters ϕ. As shown in [78, 79] , the choice of the ϕ's for which the interpolation error is minimized is given by the real zeros of the Chebyshev polynomial of degree N in the interval [ϕ min , ϕ max ], where ϕ min and ϕ max are, respectively, the lower and upper bound of the parameters ϕ. Accordingly, the optimal choice for ϕ is given by
with k = 1, . . . , N . Let us observe that the value of N , i.e. the number of evaluations of the characteristic function χ C (ϕ), is equal to the number of statistical moments of σ C we want to infer. Therefore, in principle, if the probability distribution of the stochastic quantum entropy production is a Gaussian function, then N could be taken equal to 2.
Hence, once all the evaluations of the characteristic functions χ C (ϕ) have been collected, we can derive the statistical moments of the quantum entropy production σ C , and consequently reconstruct the probability distribution Prob(σ C ) as
where µ ∈ R and F −1 denotes the inverse Fourier transform [80] , which is numerically performed [81] . To do that, we fix a-priori the integration step dµ and we vary the integration limits of the integral, in order to minimize the error
between the statistical moments σ k C , obtained by measuring the characteristic functions χ C (ϕ) (i.e. after the inversion of the Vandermonde matrix), and the ones calculated from the reconstructed probability distribution, σ k C , which we derive by numerically computing the inverse Fourier transform for each value of σ C . This procedure has to be done separately for C ∈ {A, B, A − B}, while, as mentioned, the probability distribution Prob(σ A+B ) is obtained by a convolution of Prob(σ A ) and Prob(σ B ).
While we can always calculate the Fourier transform to reconstruct the probability distribution from its moments, in the case of a distribution with discrete support (as in our case), there is a different method that can lead to higher precision, especially when the moment generating function is not approximated very well by the chosen number N of extracted moments. As a matter of fact, each statistical moment σ k C , with C ∈ {A, B, A − B}, is the best approximation of the true statistical moments of σ C from the measurement of the corresponding characteristic functions χ C (ϕ). Hence, apart from a numerical error coming from the inversion of the Vandermonde matrix A or the use of the Newton polynomials χ pol C , we can state that
with k = 1, . . . , N . In Eq. (57), M C is equal to the number of values that can be assumed by σ C , while σ C,i denotes the i−th possible value for the stochastic quantum entropy production of the (sub)system C. As a result, the probabilities Prob(σ C,i ), i = 1, . . . , M , can be approximately expressed as a function of the statistical moments σ k
where Σ C ∈ R N ×M . By construction Σ C is a rectangular matrix, that is computed by starting from the knowledge of the values assumed by the stochastic quantum entropy production σ C,i . Finally, in order to obtain the probabilities Prob(σ C,i ), i = 1, . . . , M C , we have to adopt the Moore-Penrose pseudo-inverse of Σ C , which is defined as
A pictorial representation of the reconstruction protocol is shown in Fig. 1 . Let us observe, again, that the proposed algorithm is based on the expression of Eq. (15) for the stochastic quantum entropy production, which has been obtained by assuming unital CPTP quantum maps for the system dynamics. We expect that for a FIG. 1. Pictorial representation of the reconstruction algorithm -The reconstruction algorithm starts by optimally choosing the parameters ϕ ∈ {α, β, γ} as the zeros of the Chebyshev polynomial of degree N in the intervals [ϕmin, ϕmax]. Then, the moment generating functions χC (ϕ), with C ∈ {A, B, A − B}, are measured. The experimental steps for their measuring and a detail analysis about the required number of measurements to perform the procedure are explained in the main text. Once the estimates σ k C of the statistical moments of σC are obtained, the inverse Fourier transform F −1 has to be numerically performed. Alternatively, the Moore-Penrose pseudo-inverse of ΣC can be adopted. As a result, an estimate Prob(σ C ) for the probability distribution Prob(σC ) is obtained.
general open quantum system, not necessarily described by a unital CPTP map, one can extend the proposed reconstruction protocol, even though possibly at the price of a greater number of measurements. Notice that, since Eq. (14) it is not longer valid in the general case, one has to use directly Eqs. (11)- (12) . However, we observe that, as shown in [41] , the ratio between the conditional probabilities may admit for a large family of CPTP maps the form p(a
, where the quantity ∆V is related to the so-called nonequilibrium potential, so that σ = σ unital + V and σ unital again given by Eq. (15) .
Required number of measurements
From an operational point of view, we need to measure (directly or indirectly) the quantities
i.e. the moment generating functions of σ A , σ B and σ A−B , after a proper choice of the parameters α, β and γ, with α, β, γ ∈ R. The optimal choice for these parameters was analyzed in the previous section. For this purpose, as shown in appendix C, it is worth mentioning that (ρ C,in )
, where C ∈ {A, B, A − B}, x ∈ {a, b, c} and ϕ ∈ {α, β, γ}. A direct measurement of χ C (ϕ), based for example on an interferometric setting as shown in Ref. [57] for the work distribution inference, is not trivial, especially for the general fully quantum case. For this reason, we propose a procedure, suitable for experimental implementation, requiring a limited number of measurements, based on the following steps: 2. For every chosen value of α, β and γ, prepare, for instance by quantum optimal control tools [82] , the quantum subsystems in the states
and let the system evolve.
3. Since the characteristic function χ C (ϕ), with C ∈ {A, B, A − B} and ϕ ∈ {α, β, γ}, is given by performing a trace operation with respect to the composite system A − B, one can write the following simplified relation:
where {|l }, l = m, k, is the orthonormal basis of the composite system A − B, x ∈ {a, b, c} and
(with p(x fin m ) measured in step 1 and ρ IN (ϕ) introduced in step 2). Thus, measure the occupation probabilities m|ρ FIN (ϕ)|m in order to obtain all the characteristic functions χ C (ϕ).
We observe that the measure of the characteristic functions χ C (ϕ) relies only on the measure of occupation probabilities. Hence, the proposed procedure does not require any tomographic measurement. Moreover, for the three steps of the protocol we can well quantify the required number of measurements to properly infer the statistics of the quantum entropy production regarding the composite quantum system. The required number of measurements, indeed, scales linearly with the number of possible measurement outcomes coming from each quantum subsystem at the initial and final stages of the protocol. Equivalently, if we define d A and d B as the dimension of the Hilbert space concerning the quantum subsystems A and B, we can state that the number of measurements for both of the three steps scales linearly with (d A +d B ), i.e. with the number of values (M A +M B ) that can be assumed by σ A and σ B , the stochastic quantum entropy production of the subsystems. It also scale linearly with M A M B for the reconstruction of the stochastic quantum entropy production σ A−B of the composite system. The reason is that the described procedure is able to reconstruct the distribution of the stochastic quantum entropy production, without directly measuring the joint probabilities p a (k, m) and p b (l, h) for the two subsystems and p c (mh, kl) for the composite system. Otherwise, the number of required measurements would scale, respectively, as M 2 for the composite system in order to realize all the combinatorics concerning the measurement outcomes.
VI. A PHYSICAL EXAMPLE
In the previous section, we have introduced an algorithm for the reconstruction of thermodynamical quantities in a fully quantum regime. Here, in order to illustrate our theoretical results, we discuss in this section an experimental implementation with trapped ions. Trapped ions have been demonstrated to be a versatile tool for quantum simulation [83] [84] [85] [86] , including simulation of quantum thermodynamics [20, 21, 43, 44, 87] . The application of our protocol on a physical example relies on the availability of experimental procedures for state preparation and readout, as well as an entangling operation.
We consider a system of two trapped ions, whose two internal states allow to encode the qubit states |0 and |1 of the standard computational basis. Then, the subsystems A and B are represented by the two qubits. mode of the two ions, and external lasers allow to manipulate the ion states, generating arbitrary single qubit rotations through individual addressing or an entangling operation, as for example the Mølmer-Sørensen gate operation [88] [89] [90] [91] . Fig. 2 shows a pictorial representation of the system. While usually universal state preparation for single qubits is supposed only for pure states, here we have to prepare mixed states. However, once we have prepared a pure state with the right amount of population in the two levels, we can reach the required mixed state by applying a random Z rotation leading to a complete dephasing of the two levels, where Z is the corresponding Pauli matrix. The two-qubit operation, that generates entanglement between A and B, is chosen to be a partial Mølmer-Sørensen gate operation, given by the following unitary operation, depending on the phase φ:
where X A and X B equal, respectively, to the Pauli matrix X for the quantum systems A and B, and the reduced Planck's constant is set to unity. In the following (and unless explicitly stated otherwise), we choose φ = since this choice leads to a non-Gaussian probability distribution Prob(σ A−B ) of the stochastic quantum entropy production. For the sake of simplicity, we remove the label A and B from the computational basis {|0 , |1 } considered for the two subsystems. Thus, the corresponding projectors are Π 0 ≡ |0 0| and Π 1 ≡ |1 1|, and each ion is characterized by 4 different values of the stochastic quantum entropy production σ C , with C ∈ {A, B}. As a consequence, the probability distribution Prob(σ A−B ) of the stochastic quantum entropy production for the composite system A − B is defined over a discrete support given by l samples, with l ≤ M A M B = 16.
Correlated measurement outcomes and correlations witness
In the general case, the outcomes of the second measurement of the protocol are correlated, as in our example, and the stochastic quantum entropy production of the composite system is sub-additive, i.e. σ A−B ≤ σ A + σ B . Hence, by adopting the reconstruction algorithm proposed in Fig. 1 we are able to effectively derive the upper bound of σ A−B , which defines the thermodynamic irreversibility for the quantum process. In the simulations of this section, we compare the fluctuation profile that we have derived by performing local measurements on the subsystems A and B with the ones that are obtained via a global measurement on the composite system A − B, in order to establish the amount of information which is carried by a set of local measurements.
Furthermore, we will discuss the changes of the fluctuation profile of the stochastic quantum entropy production both for unitary and noisy dynamics. The unitary operation describing the dynamics of the quantum system is given by Eq. (62), while the noisy dynamics can be described by the differential Lindblad (Markovian) equa- . . , 4, of the stochastic quantum entropy production σA−B and σA+B as a function of φ ∈ [0, 2π] are shown, in the case the dynamics of the composite quantum system A − B is described by a Lindblad (Markovian) equation. In the two bottom panels, moreover, we plot a comparison between the samples of the probability distributions Prob(σA−B), Prob(σA+B) (black squares) and the samples of the corresponding reconstructed distribution (red circles). The latter numerical simulations are performed by considering φ = tionρ(t) = L(ρ(t)), defined aṡ 
where the interaction strength ω is chosen such that φ = ωτ , consistently with the unitary operation (62).
In Figs. 3 and 4 , we plot the first 4 statistical moments of σ A−B and σ A+B as a function of the phase φ, respectively, in case of unitary and noisy dynamics. Moreover, we show, for a given value of φ, the probability distributions Prob(σ A−B ) and Prob(σ A+B ) for both unitary and noisy dynamics, compared with the corresponding reconstructed distributions obtained by applying the reconstruction algorithm, which we call Prob(σA−B) and Prob(σA+B), respectively. Let us recall that Prob(σ A+B ) is obtained by performing the two local measurements with observables O (63), with Γ = Γ A = Γ B > 0, when φ increases the system approaches a fixed point of the dynamics. Consequently, the statistical moments of the stochastic quantum entropy production tend to the constant values corresponding to the fixed point, and the distribution of the stochastic entropy production becomes narrower.
In both Figs. 3 and 4 , the first statistical moments (or mean values) σ A−B and σ A+B are almost overlapping, and the sub-additivity of σ A−B is confirmed by the numerical simulations. Furthermore, quite surprisingly, also the second statistical moments of σ A−B and σ A+B are very similar to each other. This means that the fluctuation profile of the stochastic entropy production σ A+B is able to well reproduce the probability distribution of σ A−B in its Gaussian approximation, i.e. according to the corresponding first and second statistical moments. In addition, we can state that the difference of the higher order moments of σ A+B and σ A−B reflects the presence of correlations between A and B created by the map, since for a product state σ A−B = σ A+B . Therefore, the difference between the fluctuation profiles of σ A−B and σ A+B constitutes a witness for classical and/or quantum correlations in the final state of the system before the second measurement. As a consequence, if Prob(σ A−B ) and Prob(σ A+B ) are not identically equal, then the final density matrix ρ fin is not a product state, and (classical and/or quantum) correlations are surely present. Notice that the converse statement is not necessarily true because the quantum correlations can be partially or fully destroyed by the second local measurements, while the classical ones are still preserved and so detectable.
In Fig. 5 the first 4 statistical moments of σ A−B and σ A+B are shown as a function of Γ. As before, we can observe a perfect correspondence between the two quantities when we consider only the first and second statistical moments of the stochastic quantum entropy productions, and, in addition, similar behaviour for the third and fourth statistical moments. Indeed, since the coherence terms of the density matrix describing the dynamics of the composite quantum system tend to zero for increasing Γ, the number of samples of σ A−B and σ A+B with an almost zero probability to occur is larger, and also the corresponding probability distribution approaches to a Gaussian one, with zero mean and small variance. In accordance with Figs. 3 and 4, this result confirms the dominance of decoherence in the quantum system dynamics (for large enough Γ), which coincides with no creation of correlations.
In the following subsection, we will evaluate the performance of the proposed reconstruction algorithm for the reconstruction of Prob(σ A ) and Prob(σ B ). This choice is largely justified also by our intent to characterize the irreversibility of an arbitrary quantum process, given by the mean value of the stochastic quantum entropy production σ A−B , by reconstructing the corresponding upper bound in accordance with the sub-additivity property. Still, a similar behaviour was found for the probability distribution Prob(σ A−B ) of the stochastic quantum entropy production of the composite system.
Reconstruction for unitary dynamics
In this section, we show the performance of the reconstruction algorithm for the probability distribution of the stochastic quantum entropy production σ A+B via local measurements on the subsystems A and B, when the 
where { σ k A+B } are the true statistical moments of the stochastic quantum entropy production σ A+B , which have been numerically computed by directly using Eqs. (36)- (38), while σ k A+B are the reconstructed statistical moments after the application of the inverse Fourier transform or the Moore-Penrose pseudo-inverse of Σ C , C ∈ {A, B}. N max , instead, is the largest value of N considered for the computation of the RMSE { σ k A+B } in the numerical simulations (in this example N max = 16). Another measure for the evaluation of the algorithm performance, which will be used hereafter, is given by the RMSE
where R i ≡ Prob(σ A+B,i ) − Prob(σ A+B,i ) is the reconstruction deviation, i.e. the discrepancy between the true and the reconstructed probability distribution Prob(σ A+B ). The RMSE ({Prob(σ A+B,i )}) is computed with respect to the reconstructed values Prob(σA+B,i) of the probabilities Prob(σ A+B,i ), i = 1, . . . , l, for the stochastic quantum entropy production σ A+B . Fig. 6 shows the performance of the reconstruction algorithm as a function of N for the proposed experimental implementation with trapped ions in case the system dynamics undergoes a unitary evolution. In particular, we show the first 4 statistical moments of σ A , σ B and σ A+B as a function of N . Let us observe that the statistical moments of the stochastic quantum entropy production of the two subsystems A and B are equal due to the symmetric structure of the composite system. As expected, when N increases, the reconstructed statistical moments converge to the corresponding true values, and also the reconstruction deviation tends to zero. This result is encoded in the RMSEs of Eqs. (64)- (65), which behave as monotonically decreasing functions. Both the RMSE { σ k A+B } and RMSE ({Prob(σ A+B,i )}) sharply decrease for about N ≥ 6, implying that the reconstructed probability distribution Prob(σA+B) overlaps with the true distribution Prob(σ A+B ) with very small reconstruction deviations R i .
Since the system of two trapped ions of this example is a small size system, we have chosen to derive the probabilities {Prob(σ A,i )} and {Prob(σ B,i )}, i = 1, . . . , 4, without performing the inverse Fourier transform on the statistical moments { σ k C }, C ∈ {A, B}. Indeed, the computation of the inverse Fourier transform, which has to be performed numerically, can be a tricky step of the reconstruction procedure, because it can require the adoption of numerical methods with an adaptive step-size in order to solve the numerical integration. In this way, the only source of error in the reconstruction procedure is given by the expansion in Taylor series of the quantity χ C (ϕ), with C ∈ {A, B} and ϕ ∈ {α, β}, around ϕ = 0 as a function of a finite number of statistical moments σ k C , k = 1, . . . , N − 1. As shown in Fig. (6) , the choice of the value of N is a degree of freedom of the algorithm, and it strictly depends on the physical implementation of the reconstruction protocol. In the experimental implementation above with two trapped ions, N = 10 ensures very good performance without making a larger number of measurements with respect to the number of values assumed by the stochastic quantum entropy production σ A+B .
In Fig. 7 , moreover, we show for N = 10 the first 4 true statistical moments of the stochastic quantum entropy productions σ A and σ B of the two subsystems, as well as the correlation-free convolution σ A+B as a function of φ ∈ [0, 2π], along with the corresponding reconstructed counterpart σ k C , k = 1, . . . , 4, C ∈ {A, B, A + B}. As before, the reconstruction procedure yields values very close to the true statistical moments of σ A , σ B and σ A+B for all values of the phase φ.
Reconstruction for noisy dynamics
Here, the performance of the reconstruction algorithm is discussed in case the system dynamics is affected by pure-dephasing contributions, described via the differential Lindblad (Markovian) equationρ(t) = L(ρ(t)), given by Eq. (63) . The Hamiltonian of the composite system A − B is defined as H = ω X A ⊗ X B . Since the constant duration τ of the transformation is chosen equal to 50, we choose the desired phase φ by setting the interaction strength to ω ≡ φ/τ . Fig 8 shows the RMSE { σ k A+B } computed from the reconstructed statistical moments of the stochastic quantum entropy production σ A+B . As it can be observed, apart from an initial transient, the mean error monotonically tends to zero as N increases, similarly to the case of unitary dynamics (see Fig. 6 ), such that it can be considered sufficiently small for N > 8.
Again, we evaluate the performance of the reconstruction algorithm also as a function of the phase φ = ωτ . As shown in Fig. 9 , when φ increases (with a fixed value of Γ, set to 0.2) the statistical moments of σ A+B (but not necessarily the ones regarding the subsystems A and B) increase as well, since when φ increases the system tends to a fixed point of the dynamics. Also the reconstruction procedure turns out to be more accurate for larger values of φ, as shown in the two bottom panels of Fig. 9 (for this figure we use the Fourier transform). The reason is that when the dynamics approaches the fixed point, the distribution of the stochastic quantum entropy production becomes narrower and the convergence of the Fourier integral is ensured.
Finally, in Fig.10 we plot the behaviour of the first three statistical moments of σ A , σ B and σ A+B as a function of the dephasing rate Γ = Γ A = Γ B , with N = 10 and φ = π/7. As before, due to the symmetry of the bipartition, the statistical moments of σ A and σ B are identically equal. For increasing Γ the dephasing becomes dominant over the interaction and all correlations between the subsystems are destroyed. As a consequence, the stochastic quantum entropy production tends to zero as is observed in the figure for all the investigated moments, both for the subsystems and the composite system.
Probing irreversibility
Once the fluctuation profile of the stochastic quantum entropy production (i.e. the corresponding probability distribution) is reconstructed, then the irreversibility properties of the composite system transformation can be successfully probed. The thermodynamic irreversibility, indeed, is quantified by means of the mean value σ A−B , with σ A−B = 0 corresponding to thermody- (17) and (35) we have 0 ≤ σ A−B ≤ σ A+B . From Figs. 5 and 10, thus, we can observe that the implemented noisy transformation is more reversible with respect to the unitary one. Indeed, the statistical moments of the stochastic quantum entropy production, as well as the corresponding mean value, go to zero as Γ increases. Since the dynamics originating from the Lindblad equation (63) admits as a fixed point the completely mixed state of the composite system A − B, if we increase the value of Γ then the probability distribution of the quantum entropy production for the systems A, B and A − B tends to a Kronecker delta around zero, leading to a more-reversible system transformation with respect to the unitary case. For this reason, also the numerical simulations of Fig. 10 have been performed by using the inverse Fourier transform to reconstruct the probabilities {Prob(σ C,i )}, with i = 1, . . . , M C and C ∈ {A, B}, instead of calculating the pseudo-inverse of the matrix Σ C . As a matter of fact, as Γ increases some values of σ C approach zero and Σ C becomes singular. Let us observe that when the dynamics is unitary the performance of the reconstruction algorithm adopting the inverse Fourier transform can be affected by a not-negligible error, as shown by the RMSE { σ k A+B } in the last panel of Fig.10 . For such case, the adoption of the pseudo-inverse of Σ C is to be preferred. Moreover, we expect that increasing the number of ions the thermodynamic irreversibility becomes more and more pronounced and that this analysis may be the object of forthcoming work.
In conclusion, a system transformation on a multipartite quantum system involves stochastic quantum entropy production whenever correlations between the subsystems of the multipartite system is first created by the dynamics of the composite system and then destroyed by the second measurement. This result, indeed, can be easily deduced from Figs. 9 and 10, in which, for a fixed value of Γ (Γ = 0.2) and φ (φ = π/7) respectively, the behaviour of the statistical moments of the stochastic quantum entropy production as a function of φ (Γ) is monotonically increasing (decreasing). Indeed, the stronger is the interaction between the two ions, the larger is the corresponding production of correlations between them. On the other side, instead, the production of correlations within a multipartite system is inhibited due to the presence of strong decoherent processes.
VII. DISCUSSION AND CONCLUSIONS
The goal of this paper has been two-fold: from one side we discussed how to relate the stochastic quantum entropy production to the quantum fluctuation theorem, which is the generalization of the Tasaki-Crooks theorem for open systems. This relation is based on the evaluation and quantification of the irreversibility of a twotimes measurement protocol of a quantum system and, interestingly, it may be used to derive a quantum counterpart of the second law of thermodynamics. From the other side, using the definition of the stochastic quantum entropy production, we defined a protocol to reconstruct its fluctuations, and characterize the dynamics of the quantum system. In particular, the proposed procedure allows us to determine the mean value σ of the stochastic quantum entropy production, quantifying and probing the amount of irreversibility, with σ = 0 ( σ > 0) corresponding to thermodynamic reversibility (irreversibility). At variance, σ < 0 -violating the second law of the thermodynamics -do not occur due to the non-negativity of the Kullback-Leibler divergence. Furthermore, we discussed how to optimize the minimum amount of resources needed to perform such protocol.
After presenting a discussion of the quantum fluctuation theorem, providing the quantum version of the Jarzynski equality, we used this theorem to define the stochastic quantum entropy production. This quantity measures the (thermodynamic) irreversibility of a twotimes measurement protocol for a given quantum system, and we showed that it can be used to formulate in a quantum regime the second law of thermodynamics in presence of a thermal bath. Notice however that Eq. (17) is valid also at zero temperature and without assuming thermal baths with finite temperature. The proposed definition of the stochastic quantum entropy production is based on the assumption to consider unital CPTP quantum maps for the description of the dynamics of the open quantum system, and it is then used to present a procedure to reconstruct its probability distribution by a two-time quantum measurement scheme. Under the hypothesis that the open quantum system is composed by mutually interacting subsystems, we investigated the stochastic quantum entropy production both for the subsystems and for the composite system, showing that their mean values are sub-additive. Furthermore, their fluctuation profiles coincide for product states. As a consequence, analyzing these fluctuation profiles one can witness classical and quantum correlations between the subsystems.
We then proposed a suitable reconstruction protocol based on the determination of the characteristic functions of the stochastic quantum entropy production for each subsystem/the composite system. Such characteristic functions are evaluated N times for a given set of N real parameters in order to collect an adequate amount of information to infer the statistics of the stochastic quantum entropy production. In other words, we proposed a reconstruction algorithm designed over a parametric version of the integral quantum fluctuation theorem. The algorithm yields the first N statistical moments of the stochastic quantum entropy production through the inversion of a Vandermonde matrix, which encodes the experimental evaluation of the characteristic function. The numerical error, however, can be reduced using the solution of a polynomial interpolation problem based on the use of (zeros of) the Chebyshev polynomials. The presented algorithm in its generic form uses a numerical inverse Fourier transform to reconstruct the probability distribution of the stochastic quantum entropy production from its statistical moments. We have also shown that the required number of measurements to perform the algorithm scales linearly with the number of the values that can be assumed by the stochastic quantum entropy production, and not quadratically as one would have obtained by a direct application of the definition of the corresponding probability distributions.
In order to illustrate our theoretical results, we discussed an experimental implementation with trapped ions and we showed the performance of the reconstruction algorithm on a quantum system composed of two trapped ions, subjected to a unitary evolution and to a Lindbladian one. We showed that the probability distribution of the stochastic quantum entropy production can be efficiently reconstructed with a very small error already with N = 7 momenta. Efficiency and possible extensions of the presented procedure have been also discussed. Generalizations of our results to more general (non-unital) quantum maps have been briefly discussed and will be investigated in a future work.
Our protocol, summarized in Fig. 1 , is experimentally oriented and it is based on the preparation of suitably prepared initial states, depending on the parameter ϕ entering the characteristic functions χ C (ϕ) to be measured. Such protocol appears to be within the reach of experimental realizations, given the remarkable results obtained in the last decades in the preparation of quantum states [92] . In this regard, we observe that state preparation can be achieved in most common quantum technology platforms via optimal control procedures [93] , allowing to speed up the process of coherent population transfer up to the ultimate bound imposed by quantum mechanics, i.e. the quantum speed limit [82, 94, 95] . As a final remark, we also observe that the fluctuation prop-erties of the stochastic quantum entropy production do strongly depend on the presence of decoherent channels between an arbitrary quantum system and the environment, which does not necessarily have to be a thermal bath. As a consequence, one could effectively determine not only the influence of the external noise sources on the system dynamics, but also characterize the environment structure and properties via quantum sensing procedures. We believe that this aspect could be the subject for future investigations, e.g. along the research direction proposed in [96] , based on stochastic quantum Zeno phenomena [97, 98] , and/or in Refs. [99, 100] via engineered quantum networks.
where ρ fin and ρ τ are the density operators of the open quantum system S before and after the second measurement of the forward process. S(ρ fin ρ τ ) is called the quantum relative entropy of ρ fin and ρ τ and σ is the average of the stochastic quantum entropy production. This inequality may be regarded as the quantum counterpart of the second law of thermodynamics for an open quantum system. Let us consider the stochastic entropy production σ(a fin , a in ) = ln 
We observe that the mean quantum entropy production σ is a non-negative quantity due to the positivity of 
where the last identity is verified by assuming the equality between the reference state ρ ref and the density operator ρ τ after the second measurement of the protocol. One also has:
where S(ρ in ) ≡ −Tr [ρ in ln ρ in ] is the von Neumann entropy for the initial density operator ρ in of the quantum system S. The mean quantum entropy production σ , thus, can be written in general as
The quantum relative entropy is defined as S(ρ fin ρ τ ) = −Tr [ρ fin ln ρ τ ] − S(ρ fin ) and trivially S(ρ fin ρ τ ) ≥ 0. According to our protocol, the initial and the final states are connected by the unital CPTP map Φ as ρ fin = Φ(ρ in ). As a consequence of the unitality of Φ the von Neumann entropies obey the relation S(ρ in ) ≤ S(ρ fin ) [51] . Summarizing, we obtain 0 ≤ S(ρ fin ρ τ ) = −Tr [ρ fin ln ρ τ ] − S(ρ fin )
proving the original inequality. Note that if we perform the second measurement with a basis in which ρ fin is diagonal (i.e. vanishing commutator between measurement operator and final state, [O fin , ρ fin ] = 0), the state is unchanged by the second measurement and ρ fin = ρ τ . As a consequence 0 = S(ρ fin ρ τ ) ≤ σ = S(ρ fin ) − S(ρ in ),
i.e. the quantum relative entropy vanishes, while the average of the stochastic entropy production equals to the difference of final and initial von Neumann entropies, σ = S(ρ fin )−S(ρ in ), and thus describes the irreversibility distribution of the map Φ only (and not of the measurement, as it would be in the general case).
In the general case, i.e. if the condition [O fin , ρ fin ] = 0 does not hold, still the post-measurement state ρ τ is diagonal in the basis of the observable eigenstates and we obtain σ = −Tr [ρ fin ln ρ τ ] − S(ρ in )
= S(ρ τ ) − S(ρ in ).
Appendix C: Derivation of the characteristic functions
In this Appendix, we derive the expressions for the characteristic functions G A (λ) (for the probability distributions Prob(σ A )) and G B (λ) (for the probability distributions Prob(σ B )), given by Eq. (46) and Eq. (48), respectively. We start with the definition 
If we insert these expressions into Eq. (81) we obtain the expression for the characteristic function G A (λ) given in Eq. (43) . Analogously we can derive Eq. (44) for G B (λ).
In a similar way we can derive the characteristic function G A−B (λ) of the stochastic entropy production of the composite system A − B: 
