This paper empirically investigates and theoretically derives the implications of two frictions, market friction and nominal rigidity, on the dynamic properties of intra-national relative prices, with an emphasis on the interaction of the two frictions. By analyzing a panel of retail prices of 45 products for 48 cities in the U.S., we make two major arguments. First, the effect of each type of friction on the dynamics of intercity price gaps is quite different. While market frictions arising from physical distance and transportation costs contribute significantly to volatile and persistent movements of intercity price disparities, nominal rigidity is associated with higher persistence, but not with a greater volatility of the intercity price disparity. This empirical evidence is different from what is predicted by standard theoretical models based on price stickiness. Second, the strength of the marginal effect of a market friction hinges on the extent of nominal rigidity, in a counteracting manner. The marginal effect of a market friction dwindles as the extent of price stickiness increases. We provide an alternative theoretical explanation for this finding by extending the statedependent pricing (SDP) model of Dotsey et al. (1999) and show that our two-city model with nominal rigidity and market frictions can successfully explain the salient features of the dynamic behavior of intercity price differences.
Introduction
"There appears to be potential for a marriage of the new-Keynesian literature on menu costs and the new trade literature emphasizing the role of geography." -Engel and Rogers (1996, p.1123) Price differentials across locations have long been an important issue for both researchers and policymakers alike. 1 According to the tenet of the Law of One Price (LOP), the same good should sell for the same price everywhere in a fully flexible price world with no obstacles to trade. In practice, however, geographic price dispersion is large and persistent even within a national border where trade barriers are relatively low (e.g., Crucini et al., 2010 Crucini et al., , 2012 Engel and Rogers, 2001 ).
Economic theories suggest numerous factors conducive to the observed spatial price dispersion, such as transportation costs, other trade costs, and menu costs, that are pertinent in the intra-national setting. Among them a leading explanation in the literature is that market segmentation arises due to transport costs (henceforth, 'market friction') which drives a wedge between relative prices in different locations by limiting arbitrage opportunities (e.g., Rogoff 1996) . As a popular metric for market friction, the role of distance in geographic price differentials is well established, such that price difference is greater and more persistent between cities located farther apart (e.g., Anderson and van Wincoop 2004; Choi and Choi 2014). Another well-known contributing factor to the large and persistent movements of price differences is 'nominal rigidity' due to sluggish adjustment of prices, in which relative price fluctuations are thought to result from the interaction of fundamental shocks, e.g., monetary and productivity shocks, and sticky prices. Starting with Dornbusch (1976) , price stickiness has been incorporated in many macroeconomic models as an important mechanism capable of generating persistent and volatile movements in relative prices (e.g., Bergin and Feenstra 2001, Carvalho and Nechio 2011, Kehoe and Midrigan 2011) . In fact, empirical evidence based on micro-data generally put forth supportive evidence that relative prices are more persistent for the products with stickier price adjustment (e.g., Engel and Rogers 2001, Crucini et al. 2010 ). For all of its theoretical appeal and empirical support on the importance of the two frictions, relatively little work has explored their interplay in explaining the observed movements of intercity relative prices. 2 If mechanisms exist that lead one type of friction to either amplify or dampen the impact of the other 1 From the perspective of policymakers, large and persistent price differences across locations within a national border imply distortions in efficient resource allocation due to market segmentation. 2 The literature on the purchasing power parity (PPP) and LOP has largely discussed the two frictions in isolation with few notable exceptions including Engel and Rogers (1996,2001 , hereafter ER) and Crucini, Shintani and Tsuruga (2010, 2012 , henceforth CST). 1 on intercity relative prices, a focus of these interactions could greatly enhance our understanding of these intercity price dynamics.
The primary objective of this study is to examine both empirically and theoretically the roles of market friction and nominal rigidity in accounting for dynamic behaviors of price differences across locations, with a particular emphasis placed on the interface between the two frictions. To this end, we use retail price data from the American Chamber of Commerce Researchers Association (ACCRA) for 45 individual products across 48 U.S. cities, which enable us to investigate the absolute level of price difference. With the coverage of various cities for long time span, the ACCRA data set is well suited to the analysis of intercity relative price dynamics. Moreover, the intra-national data set facilitates our focus on market friction and nominal rigidity by ruling out the influences of external factors such as nominal exchange rates and trade policies that are known to play a dominant role across national borders. 3 Our study is centered on two key questions: (1) whether and how each friction contributes to the dynamic behavior observed in price differences across cities; and (2) how the two frictions interact each other in creating the observed intercity price differences. We address these questions empirically first, and then develop a theoretical model to explain the empirical regularities. The current study is certainly not the first to make this kind of attempt. Instead, our study complements and extends the growing literature examining micro-data on LOP deviations in several directions. As summarized in Table 1 , a few previous studies parse out contributing factors to the cross-regional price dispersions, but with different datasets and concentration. To our knowledge, ER (1996) is the first who stress the importance of simultaneous consideration of both nominal rigidity and market friction in explaining deviations from the LOP. In their pioneering work using cross-country data, ER address the question of whether variability of relative prices is due solely to market segmentation or to some other factors like sticky nominal prices. The authors conclude that both distance and sticky prices account for a significant amount of the variation in the relative prices in different cities, albeit price stickiness plays a more dominant role. They further point out a possible endogeneity of the two frictions by noting that price stickiness may be dependent upon market segmentation, but they do not explore this issue further. In turn, ER advocate for 'bringing in independent evidence' on price stickiness, such as the frequency of price adjustment across industries, along with transportation costs and marketing and distribution costs.
Our findings confirm those of previous studies that both market friction and nominal rigidity are significant and robust determinants of the intercity price differences. While market friction is responsible for more persistent and more volatile movements in good-level relative prices, the role of nominal rigidity is rather mixed. Persistence of intercity price differences tends to rise with the extent of nominal rigidity, but volatility declines with it. Although this result accords well with the growing micro-data evidence that stickier prices are positively associated with persistence but negatively with volatility in relative prices (e.g., ER 2001, Kehoe and Midrigan 2011, CST 2010), it does not fit the standard theoretical models based on sticky prices ( la New Keynesian models) that typically predict a one-for-one relationship between the degree of price stickiness and volatility of relative prices (e.g., Carvalho and Nechio 2011). In a model featuring Calvo-type time dependent pricing (TDP), for instance, Kehoe and Midrigan (2011) show that greater price stickiness is predicted to be associated with greater conditional volatility and persistence in sectoral real exchange rates (RERs).
As shown by the authors, however, this prediction is not borne out by their data. A similar loose link between theory and data has been found by CST (2010) based on a micro price data for the Japanese cities. While their Calvo-type stochastic general equilibrium model predicts a positive association between price stickiness and volatility of deviations from the LOP, their empirical evidence points toward an inverse relationship between them. 4 Since standard models do not fully account for the empirical regularities, we propose alternative theoretical models to explain the empirical regularities.
In a modified state-dependent pricing (SDP) model of Dotsey et al. (1999) that embed both market friction and nominal rigidity, we show that our two-city model can successfully explain the salient feature of intercity price differences including the inverse association between price stickiness and volatility.
Another important motivation of this study concerns the interaction between nominal rigidity and market friction as a driving force behind the dynamic behavior of relative prices. When we look at the interplay of the two frictions in the spirit of ER (1996, 2001), we discover significant evidence of a meaningful association between variations in price stickiness and the marginal effect of market friction. On a priori grounds, one may expect that the products with stickier price adjustment, in which movements of relative prices are known to be more persistent, are likely to have a bigger marginal impact of market friction. Contrary to our initial intuition built on the previous work, the impact of market friction on the dynamics of intercity price differences diminishes as the degree of price stickiness increases. Put alternatively, marginal effect of the market friction is stronger for the products whose prices are adjusted more frequently. A rationale for this seemingly counter-intuitive result is that pass-through from marginal costs to retail price is larger when nominal rigidity is lower in a given location, but differences in pass-through occur across locations in the presence of market friction. Firms with a lower degree of nominal rigidity have larger pass-through as they can change prices more frequently, but pass-through to other cities could be smaller if market is segmented by distance or transport costs (henceforth, TC). This gives rise to more volatile and persistent movements of relative prices across cities. So, the impact of differential pass-through due to market friction is more important when prices are less sticky. This feature of empirical evidence is also explained by our two-city SDP model in which price rigidity is associated with a smaller marginal effect of market friction on the volatility and persistence in cross-city price differences.
The remainder of this paper is structured as follows. The next section briefly outlines the data used in the paper and provides a preliminary analysis of the data. Section 3 lays out an empirical analysis with a focus on the role of two frictions in characterizing the dynamic behavior of intercity relative prices. The interplay of the two frictions is also spelled out in this section. Section 4 presents a two-city SDP model, and studies its implications for our empirical findings. Section 5 concludes the paper. The Appendix contains a detailed description of the data and theoretical model derivations.
Data and preliminary analysis
This paper uses micro price data from the American Chamber of Commerce Researchers Association (ACCRA) retail price survey publication, Cost of Living Index. As retail prices for individual goods and services, the ACCRA data are informative not only on the absolute size of price discrepancies between locations, but on the relative behavior over time. In consequence, the dataset suits the purpose of this study to analyze the precise implications of two frictions on the dynamic properties of intercity price gaps. The survey data are available every quarter since 1968.Q1, but the time series data have occasional missing observations due to frequent revisions in the coverage of cities and products. After dropping any series that have missing observations for more than two consecutive quarters, we end up with the sample of prices for 45 narrowly defined goods and service across 48 U.S. cities during , that appeared in roughly 90 percent of the quarterly surveys. As a result, we have 1,128 (= 48×47 2 ) city pairs for 45 products, resulting in more than 50,000 inter-city 4 relative price series. For the sake of exposition, here we give a brief description of the dataset, but more detailed discussions can be found in the previous work using the ACCRA data (e.g., Parsley and Wei 1996, O'Connell and Wei 2002, CST 2012). 5 Summary statistics on the price differences at the product level is provided in tabular form in Table A .1 in the Appendix.
As arguably the closest private sector substitute for the BLS micro-price data, the ACCRA dataset has several appealing features to our study. A main advantage of our data must be a wide locational coverage -48 U.S. cities -which is more extensive than that of any other micro datasets used in the literature, especially compared to the BLS data. This feature of the data is crucial for our study in light of its focus on the intercity relative prices. Another useful aspect of our dataset is that the sample covers a relatively long time span, 1985.Q1 to 2009.Q4, which facilitates our empirical analysis on the dynamic properties of relative prices. Although the data cover a narrower set of products than the BLS micro-data, it contains information on 45 goods and service products that are highly homogeneous across locations, such as "2 liter can of Coca-Cola", "3 pound can of Crisco's Shortening", and "McDonald hamburger". This specificity of product definition allows us not just to assess the absolute size of price differences between locations, but also to pin down the exact location of the mean of relative prices toward which the price differences converge. In this vein, it is fair to claim that our data set arguably has an edge over the increasingly used micro data from BLS.
With that said, one clear drawback of working with the ACCRA data must be on the low frequency of data observations. While recent evidence from the micro-data literature (e.g., Bils and Klenow 2004, Nakamura and Steinsson 2008) shows that many retail prices tend to be set weekly or monthly, prices in the ACCRA data are observed and collected at a quarterly frequency. Since our focus lies in the dynamic properties of citypair price differences, such as temporal variance and persistence, however, this limitation seems unlikely to be consequential to our qualitative conclusions, although we are well aware that it may lead to an overestimation of the persistence in relative prices due to the well-known temporal aggregation bias (e.g., Taylor 2001 , Choi et al. 2006 ). 6 Moreover, short of 5 A clear trade-off exists between data span and data coverage. Since the focus of our study rests on the dynamics of inter-city relative prices, we choose the breadth of coverage in terms of available cities and products over the length of time. Another important motivation for focusing on the post-1985 data is to get around possible structural breaks in the stochastic properties of good prices triggered by the onset of the Great Moderation. Our data set is more comprehensive than those employed in the previous studies. Parsley and Wei (1996) adopted 51 goods and 48 cities and O'Connell and Wei (2002) studied 48 products for 24 cities over the period 1975.Q1-1992.Q4 that encompasses both the Great Inflation and the Great Moderation periods. CST (2012) recently adopted a comparable data set to ours covering 48 products and 52 cities, but with a much shorter data span of 1990-2007. 6 There are several criticisms on the use of the ACCRA data. First, it is not as comprehensive as disaggregated price indices in terms of product coverage. Second, it is more susceptible to the marketing behavior of one or a few 5 alternative data sources in terms of the locational coverage for homogeneous quality for many cities scattered around the country renders us to stick to this dataset. Table A .2 in the Appendix reports summary statistics for the cities and the selected city-specific characteristics. There is an extensive diversity among the selected cities in terms of the relative city size, measured by average per capita income and population. Table 2 presents the summary statistics on the magnitude and dispersion of intercity log price differences (left-hand panel) along with its persistence and volatility (right-hand panel) for each product. Not surprisingly, as shown in the first column, there is considerable heterogeneity across products in the average intercity price differences, ranging from 6.0 percent (#31, MCDONALD HAMBURGER) to 25.7 percent (#40, NEWSPAPER). In line with the conventional wisdom, intercity price dispersion appears to be smaller for more homogeneous goods, such as GAS and MCDON-ALD HAMBURGER, than for intrinsically more heterogeneous service products like APARTMENT RENT and BEAUTY SALON. Within each product, a substantive variation is further noticed in the size of citypair price differences. In HOMEPRICE (#24), for instance, the city-pair price difference varies at a very wide range between merely 3.7 percent and almost 90 percent. Even among relatively homogeneous products such as food products, we notice a nontrivial dispersion of the price disparity:
6.6-77.5 percent for EGGS (#6) and 7.9-58.5 percent for MARGARINE (#7), indicative of substantial market segmentation. A large cross-product heterogeneity is also witnessed in the dynamics of intercity price differences. As presented in the right-hand panel of Table 2 , the standard deviation of logged price differentials varies significantly across products, between 0.07 for GAS (#28) and 0.23 for POTATO (#9). A similar large cross-product variation is witnessed in the persistence of intercity price differences, at the range of 0.53 (for the corresponding half-life of about one quarter) for GAS (#28) and 0.87 (for the corresponding half-life of around five quarters) for HOMEPRICE (#24). Overall, the observed large intercity price differences reported in the table indicate that retail price differences across U.S. cities are substantial and persist over time. Product markets are not manufacturers or retailers, which can distort the effect of arbitrage forces on prices. Third, as pointed out by ER (2001), the ACCRA data may be less rigorous in terms of the sampling methodology and quality of available price data. Refer to ER (2001, p.3) for a further discussion on the limitations of the ACCRA data. 
Empirical analysis
In this section, we appeal to a series of regression analyses to explore the role of two frictions in accounting for the observed volatile and persistent movements of intercity price differences. We first conduct a pooling regression analysis by regressing the persistence and volatility of intercity relative prices onto the measures of market friction and nominal rigidity, after controlling for selected cityspecific characteristics, such as real income and city-size differences. We then carry out a group-bygroup regression analysis by dividing the products into several subgroups depending on the degree of price stickiness and tradability to investigate a possible interplay between the two frictions. Here we focus on examining whether and how the strength of marginal effect of market friction changes over the degree of price rigidities and the degree of tradability.
Pooling regression analysis
Determining the main sources of the observed fluctuations of relative prices has been a central issue for both theory and policy. The empirical literature has identified a number of factors contributing to geographic price dispersion, such as variations in transport costs, local trade costs, taxes, and markups which exhibit dispersion across citypairs and products. Whilst none of these factors alone provide a full accounting of the observed dynamics of intercity price differences, special attention has been paid to two factors: transport costs and price stickiness. As a popular metric for transport costs, geographic distance has long been recognized as an important factor behind the price differences between locations. In view of a great deal of empirical evidence that prices are more dissimilar for the location pairs which are geographically farther apart (e.g., Alessandria and Choi forthcoming, Kano et al. 2013) 7 , relative prices are more fluctuating and more persistent between cities located farther apart due to greater transportation costs. Nominal rigidities, typically captured by price stickiness, are also often viewed as an important mechanism capable of generating persistent deviation from the LOP. Standard models with price stickiness and monetary shocks generally predict that nominal rigidities lead to large (more volatile) and long lasting (more persistent) deviations in relative prices from the LOP by impeding good prices from adjusting quickly to shocks (e.g., Bergin and Feenstra
2001, Kehoe and Midrigan 2011).
In addition to these two frictions, we consider some city-specific characteristics, such as real per capita income and city population, which are known to have potential explanatory power on price differences between cities. Real income differences are considered in light of the firm link between price and income levels projected in the context of the Harrod-Balassa-Samuelson (HBS) hypothesis and the pricing-to-market (PTM) (e.g., Atkeson and Burstein (2008), Alessandria and Kaboski 2011). 8 Moreover, real per capita income of a city is conjectured to be closely related to local real wage rates and hence to local distribution costs. Since cities with higher real income level tend to have higher wage rates, real income difference may induce retail price differences through the impact of local costs (e.g., rent). The inclusion of population difference as determinants of intercity price differences comes from our belief that larger markets are likely to have lower markups due to We carry out the following pooling regression model in which persistence and volatility of intercity price differences are regressed onto market friction ( ) and nominal rigidity (), along with the aforementioned location pair-specific characteristics. The baseline model specification here is similar 8 Although both HBS and PTM predict a positive correlation between income and price, the triggering mechanisms are different between the two. While the HBS hypothesis predicts that the price level of an economy rises with the level of per capita income typically through price differences in the nontradable sector, PTM attributes price differences across economies entirely to tradable goods. 9 Handbury and Weinstein (2014) maintain that qualitatively similar results are obtained using alternative measures of city size, such as total manufacturing output, due to their high correlation with city population. To the extent that city size difference reflects difference in market competition, it is indirectly related to nominal rigidity in the sense that prices are more rigid in more concentrated (less competitive) markets as claimed by Rotemberg and Saloner (1986) .
to the one estimated by CST (2010).
For the dependent variable (   ), following much of the literature we consider both persistence and volatility of inter-city relative prices which are respectively measured by the sum of the autoregressive coefficients (SARC) and the standard deviation of the log price difference for the   good between cities  and  in year , (ln   −ln   ). As for the market friction, we use two measures: (1) intercity transport costs estimated by Allen and Arkolakis (forthcoming) which captures the segmentation of goods market; and (2) physical distance which captures the segmentation of both goods and service markets as discussed in Choi and Choi (2014) . 10 For nominal rigidity (  ), we utilize the infrequency of price changes measured by the duration of unchanged prices, which is extracted from part of the extensive data set constructed by Nakamura and Steinsson (2008) . 11 Using Table   17 of a supplement to their paper as a guide, where the correspondence between the entry-level items (ELI's) and major product groups are documented, we match the relevant ELI's to 41 of the 45 items in our study. Before proceeding, it should be noted that the measure of market friction (both physical distance and TC) is varying across city-pairs but invariant across products, while the measure of nominal rigidity varies with products only due to the unavailability of data observations at the city level.    is a city-pair dummy variable such that the city pair of {  ∈ } would take a value of one. It captures the effect on price differences of other factors than population and real income that are invariant to citypairs.    denotes product-specific dummies. '  ' and '  ' respectively denote city-pair differences in population and real per capita income
where   denotes the corresponding variable for city . '    ' is an intra-state dummy variable which takes one if two cities  and  10 Physical distance between cities  and  is measured by the greater circle formula based on the city's latitude and longitude data, which is the shortest distance between any two points measured along a path on the surface of the sphere. Although the standard practice of probing trade costs has largely involved inferences from the physical distance between locations, price differentials may reflect not only the transport costs but also other factors such as the geographical differences in the local distributional costs and the heterogeneous markups due to a home bias in preferences (e.g., Engel et al. 2003, Choi and Choi 2014) . 11 Nakamura and Steinsson (2008) document the frequency of price changes for non-shelter consumer prices for some 270 entry-level items for the period 1998-2005. All of the products in our list can be matched directly to one of the prices that are compiled by Nakamura and Steinsson, except for the four products, CANNED PEAS, HOME PRICE, MONTHLY PAYMENT, and MAN'S HAIRCUT, which are dropped from our current regression analysis. As shown by Nakamura and Steinsson (2008) , the frequency of price change can be transformed to the degree of price stickiness using the formula for implied duration,  =
, where  denotes the frequency of price change. Throughout the paper, we stick to the duration of unchanged prices as our measure of price stickiness. are in the same state and zero otherwise. Since it controls for the state-specific characteristics like state-tax and policy environment, it is expected to enter with a negative sign because cities in the same state are likely to have similar price levels with more homogeneous tax schemes and economic environments (e.g., industry structure). Table 3 reports the regression results from pooling the 41 products. Recall that pooling regression analysis is utilized for this exercise due to the availability of nominal rigidity measure at the product level only. The results are supportive of our prior intuition that two frictions are important in explaining the dynamic properties of intercity price differences. As presented in the left-hand panel of Table 3 , the pooled regression finds a positive and strongly significant role of the two frictions in explaining the persistence of citypair price differences. The positive coefficients on physical distance and TC indicate that price gap between cities disappears more slowly for the city-pairs that are farther apart, or that have higher transport costs. The quantitative effect of distance on persistence is 0.0177, implying that a one percent increase in distance between cities leads to an increment of persistence by 0.0177 on average, holding other variables, including nominal rigidity, constant. This result squares well with the conventional wisdom that distance primarily impedes the arbitrage of products by incurring shipping cost. We see a very similar pattern when TC is used as the measure of market friction, although the magnitude of the slope coefficient is much bigger. As expected, nominal rigidity also has a significant positive impact on persistence as the corresponding coefficient ( 2 ) is both highly statistically significant and has the expected positive sign, suggesting that intercity price difference disappears more slowly for the products where prices are adjusted less frequently.
Quantitatively, a one log-unit rise in price stickiness is associated with almost 0.2 percent increase in persistence.
When it comes to the impact on volatility, however, our exercise yields a somewhat mixed inference on the role of two frictions. As shown in the right-hand panel of Table 3 , the two measures of market friction are statistically significant and come out with the expected positive signs, indicating that city-pairs with a higher TC or being farther apart tend to experience more volatile movements in relative prices. A doubling in log distance is associated with an almost one percent increase in volatility. By stark contrast, the coefficient on nominal rigidity is statistically significant but with an unexpected negative sign. This pattern holds regardless of the measure of market friction adopted. To put it another way, intercity price gap fluctuates less for products that change prices less frequently. This is at odds with the predictions of standard models with sticky prices (e.g., New Key-nesian models) that volatility of LOP deviations rises with the degree of price rigidity in the presence of monetary shocks (e.g., Carvalho and Nechio 2011). Our result, however, corroborates the recent empirical findings based on micro price data by Kehoe and Midrigan (2011) and CST (2010) that stickier-priced goods exhibit a more persistent but not necessarily more volatile movement in relative prices. Using retail prices of Japanese cities, for example, CST (2010) find that products exhibiting a greater degree of price stickiness tend to present less variation in intercity relative prices, which runs a counter to the prediction of their own two-country monetary model based on Calvo-type price stickiness.
The dynamic properties of intercity price wedges are also explained by the aforementioned citylevel characteristics. With the exception of real income difference which takes a counter-intuitive negative sign for persistence, all the location pair-specific regressors enter significantly with the anticipated signs. Population difference is statistically significant in explaining the volatility and persistence of intercity price gaps. The positive coefficient on population difference indicates that citypairs with a larger difference in city-size systematically experience more persistent and more volatile movements of price differences. This may reflect markup differences across cities owing to different market sizes, or differences in local wages and distribution costs which depend to a greater extent on city-size. By contrast, the '  ' variable, or differences in real income per capita, is significant for volatility but have little explanatory power for persistence. In view of the fact that real income is an important mechanism through which the practice of PTM explains price differences across cities, our result on the limited significance of real income differences weighs against the relevance of the PTM argument at least to the U.S. cities under study. Our finding, however, is congruent with the recent IO literature (e.g., Ellickson and Misra 2008) that retailers rarely exercise market power in their pricing decision. The coefficient on the '  ' dummy variable is of the anticipated negative sign and highly significant. This suggests that the persistence and volatility of price differences for city-pairs which lie across the state border are greater than those lie within the same states, after controlling for the two frictions and other explanatory variables.
To sum, our pooling regression results point a lack of coherence between theory and empirical evidence on price stickiness. Our empirical evidence suggests differently from what is predicted by standard theoretical models regarding the role of price stickiness. 
Interplay of the two frictions
Our analysis so far verifies the significant role played by the two frictions in accounting for the dynamic properties of inter-city relative prices. The outcomes, however, are not informative about the potential interplay between the two frictions. In an economy with nominal rigidities that hinder prices from adjusting quickly, monetary or real shocks are known to trigger larger and more persistent movements of relative prices between two cities that are farther apart. What is less known is about whether and how the strength of the impact of market friction is associated with the extent of nominal rigidity. As emphasized by ER (1996, 2001 ), a successful theoretical explanation for stochastic behavior of relative prices should incorporate both transport costs (market friction) and price stickiness (nominal rigidity). 12 Inspired by this, the current section elaborates on the potential interactions between market friction and nominal rigidity in explaining the observed persistence and volatility of inter-city price differences. Specifically we address the question of whether and how the magnitude of the impact of market friction varies over the degree of nominal rigidities.
To make our framework suitable for addressing this question, we conduct a group-by-group regression analysis in which all the 41 products are partitioned into three large categories based on the degree of price stickiness: highly-sticky (H), medium-sticky (M), and low-sticky (L). Although it is not straightforward to draw dividing lines among the three groups as highlighted by Choi and O'Sullivan (2013), we use 6 months and 12 months as reasonable separating points. In consequence, as summarized in Table A .1, we have 11 products belonging to the highly-sticky group whose prices are set for more than one year at a time, 12 products in the low-sticky price group whose prices are set less than for six months at a time, and the remaining 18 products included in the medium-sticky price group. So far as more flexibly priced products have a lower persistence of intercity relative prices due to a quicker response to shocks, on a priori grounds one may expect that the marginal effect of market friction on the persistence and volatility is smaller in the low-sticky price group.
We perform the following regression analysis to evaluate the marginal impact of market friction in the three subgroups based on price stickiness,
where the superscript 'g' denotes an observation on three product groups. As before,    represents the persistence and volatility of price differentials between cities  and  for the product group , and   denotes market friction (log distance and transport costs) for the city-pair of  and . In this specification,  is the parameter of our central interest as it tells us how the strength of the marginal effect of market friction varies across the three subgroups.  =
} is a vector of the other explanatory variables discussed earlier and their description remains the same as in the previous section.
The upper panel of Table 4 presents the results of this exercise. Again, we conduct four sets of regression exercises with two dependent variables, persistence and volatility of intercity price differences, for two different measures of market friction, log distance and TC. The results are very similar to those outlined above, clearly demonstrating the explanatory power of market friction.
In all cases but one, the coefficients on log distance and TC () remain positive and significant. This ascertains our conclusion from the pooling regression analysis that volatility and persistence of intercity price differentials rise with distance and TC between cities. What is more interesting is that the quantitative effect of market friction varies significantly across the three product groups based on price stickiness. To be specific, the strength of the marginal effect of market friction appears to decrease with the extent of price rigidity. The marginal effect is the strongest in the low-sticky price group where prices are adjusted most flexibly, while it is the weakest in the high-sticky price group.
In the quantitative sense, the marginal effect of market friction is four to eight times stronger in the low-sticky price group compared to the high-sticky price group. That is, a doubling in log distance or TC is associated with an increase in the persistence and volatility of intercity price differences by 4 to 8 times more in the flexible price products compared to the sticky price products. At first glance, this result seems somewhat counter-intuitive in light of the popular view that price rigidity would strengthen the marginal effect of market friction because it is known to generate persistent and volatile movements of relative prices typically by impeding good prices from adjusting quickly. 13 Our result, however, can still be reconciled with the common view because it is not about the effect of price rigidity per se, but about the marginal effect of market friction with respect to the degree of price rigidity. Volatility and persistence of intercity relative prices rise with the degree of market segmentation as generally believed, but their sensitivities to market friction tend to decline with the extent of price stickiness. This is because in more flexible price products where firms can change prices more frequently, pass-through from changes in marginal costs to retail price will be in general larger. When markets are segmented by distance or TC, however, the pass-through of price changes to other cities will be limited and hence price gaps between markets are likely to be large and longlasting. If prices are less synchronized due to market friction, more frequent price adjustments in each market would give rise to a more volatile and more persistent movements of relative prices across cities.
That market friction has a greater impact on the products with a lower price stickiness is conceptually related to the controversial finding by ER (2001) Figure 2 conforms to our initial intuition that less tradable products with a larger distribution margin tend to have stickier price adjustments.
Drawing on the approach of Crucini and Shintani, we implement another group-by-group regression analysis to investigate how the marginal impact of market friction would change over different groups in terms of distribution margin, or non-tradability. We divide the 45 products into two subgroups with the separating point of distribution margin value being equal to 0.5 -a more-tradable product group for the distribution margin value less than 0.5. As reported in the lower panel of Table 4 , the coefficient on market friction remains positive and significant in all cased considered. As anticipated, the strength of marginal effect of market friction differs substantively between the two subgroups. It is much larger in the more-tradable product groups, implying that marginal impact of the market friction on persistence and volatility is stronger for more tradable products whose prices are more frequently adjusted. Our result can be interpreted as saying that market segmentation by distance or TC causes a more volatile and more persistent price differences in the products that are more tradable.
The central assertion in this section is that the strength of the marginal effect of market friction hinges on the extent of nominal rigidity, but not in a reinforcing manner as often assumed in the literature. The strength of marginal effect of market friction is in fact inversely associated with the degree of nominal rigidity. Dynamics of intercity price gaps are more responsive to market segmentation by distance or TC for the products whose prices are adjusted more frequently and are more tradable.
The Model
In this section, we develop a model which can explain the dynamic properties of relative prices for goods across U.S. cities. We extend the state-dependent pricing model in Dotsey et al. (1999) 
Two City Model
The economy consists of two cities indexed  ∈ {1 2} within a country. Each city is populated by a continuum of identical consumers who buy goods from firms in two cities and supply labor,    to firms in their cities. Consumers in both cities have access to a complete set of state contingent 
The demand for each brand is derived from a CES aggregate over brands,
where   1 is the elasticity of substitution,   () is city 's demand for good  and   (  ) is city 's demand for brand  of good  produced in city . The price index of good  in city  is given
is the price in city  for brand  of good  produced in city 
The consumers in city  have the expected lifetime utility of
is the conditional expectation operator,  ∈ (0 1) is the subjective time discount factor, and   is the aggregate consumption of goods in city  defined as ln   = R 1 0 ln   ()  The consumers face the cash-in-advance constraint,   ≥      where   is the money supply in city  and   is the price index of the city  ln   = R 1 0 ln   ()  The money supply in a city is given as ln   =  +   with   =    −1 +     where   0 is the trend,   ≥ 0 is the persistence of money supply, and    is the idiosyncratic shock to money supply which is common across cities with
The solutions to the consumer's problem give   =      where   is the wage rate in city  In an equilibrium with the utility function and the cash-in-advance constraint we
There are two types of frictions in the economy. First, there are heterogeneous market frictions across goods because selling a brand in the other city is costly. A firm has to pay for the marginal trade cost of   ≥ 0 to sell its product in the other city (e.g, Alessandria and Choi 2007) . This marginal trade cost may vary across goods. The second friction is the nominal rigidity. Firms set 15 With producers in two cities, the total mass of brands for a good is 2. 16 Under the complete asset market condition, having different money supplies in two cities does not alter the results. their prices infrequently due to a fixed price adjustment cost. When a firm producing brand  of good  in city  resets its price, it has to pay the fixed price adjustment cost of    measured in labor units. Here,    0 is common across cities but specific to goods, and  is an i.i.d. random shock that each firm receives in each period. The shock is drawn from a common c.d.f. function  ()
with  ∈ (0 1). Upon the payment of the cost, the firm can change its prices in all markets. With a positive inflation rate in the country,   0, firms producing a brand of good  in city  change their prices at least once within  ( ) periods. Due to the fixed price adjustment cost, in each period there is a fraction of firms that set their prices  periods ago,
Using the fraction of firms   ( )  we can rewrite the price index of good  in city  as
where  * − ( ) is the price in city  set  periods ago by a firm producing a brand of good  in city . 17 
Persistence and Volatility of the Relative Price
Before moving to the simulation exercise, several points are worth noting regarding the dynamics of intercity relative prices. The main departure of the model from an exogenous price resetting model, e.g., Calvo pricing or staggered pricing models, is that the probability of price resetting is endogenous and time varying with the presence of fixed price adjustment cost. In an extreme case with a Bernoulli distribution for  with Pr ( = 1) =  and   → ∞ the model collapses to a Calvo pricing model. In this case, as shown by CST (2010) the price dynamics becomes
where
measures the home bias, and   = ln (    )  18 If  = 0 the prices are fully flexible. In this case, the persistence of the relative price,  is equal to the persistence of productivity, and the (conditional) volatility of  is increasing in  and    If   0 the persistence is given by ( +   )  (1 +   ) which is increasing in  but is independent of  The (conditional) volatility is increasing in  but is decreasing in . So, the Calvo 17 See Appendix B for the detailed model setup and solutions. 18 Here we drop the good index for notational convenience.
pricing model as in CST (2010) 
Simulation Exercise
To examine how our model matches the key features of the data, we carry out a series of simulation exercise in which the parameter values are set based on quarterly frequency. The time discount factor is set to be 0.99, or  = 099, and the elasticity of substitution () is set as 4. We set the persistence and volatility of productivity to be   = 095 and
The parameter values for the money supply are set as  = 0034,   = 095 and   = 0005 The fixed cost parameters are chosen on the basis of the good with zero marginal trade cost which is equivalent to a one-city model. 19 Specifically, the fixed cost parameters are set to get: (i) the frequency of price change is 0.20 as in Kehoe and Midrigan (2011) and market friction. In the Calvo pricing model, the volatility of relative price is shown to rise with market friction, but persistence, which is the exogenous probability of keeping the same prices for a firm, falls with it.
In contrast, as displayed in the left-hand panel of Figure 3 , our model predicts a positive relationship between persistence and volatility against market friction. This is because in our model market friction has two distinctive impacts on the dynamics of relative prices resulting from the endogeneity of the probability of resetting price. First, market friction affects the volatility directly.
With a greater market friction, firm's newly set relative price rises with the market friction. At the same time, market friction affects the persistence directly and the volatility indirectly. With a greater market friction, firms have less incentives to change their prices in the presence of fixed price adjustment cost because the profits in the other city decline with the market friction. This leads to a higher persistence for the intercity price difference. Even though the volatility falls with the persistence given the market friction as discussed in CST (2010), the direct effect on the volatility outweighs the indirect effect via the persistence, resulting in a positive comovement between volatility and persistence with respect to the change in market friction.
To investigate the role of nominal rigidity on the dynamics of the relative price, we collect the simulated relative prices of goods for which the market frictions are the same at   = 010 but with different nominal frictions,   . The right-hand panel of Figure 3 displays the volatility and persistence across different nominal frictions relative to the case with   =  . As shown in the figure, our model predicts that conditional and unconditional volatilities decline with the extent of nominal rigidity, while persistence rises with it. This is what we observed from the data. Since firms with a higher nominal rigidity have less incentives to change prices, the persistence of intercity price difference increases with the degree of nominal rigidity, which also affects the volatility indirectly.
With a smaller percentage of firms that change their prices, the volatility falls with nominal friction.
Consequently, as discussed in CST (2010), given the level of market friction, volatility moves in the opposite direction with persistence in response to a change in nominal rigidity. Figure 4 shows the interplay of market friction and nominal rigidity by looking at marginal effects of the market friction for various frequencies of price adjustments. We select the nominal frictions   so that the frequency of price changes are in the range of [015 020] with the market friction of   = 010 Then, we vary   for each   . As shown in panel (a), the conditional volatility is increasing with the extent of nominal rigidity for given market friction  . More importantly, the marginal effect of market friction ( ) is increasing in the frequency of price changes, i.e., a higher frequency of price adjustments, or a lower nominal rigidity, leads to a higher marginal effect of market friction ( ) on the conditional volatility. This is because when many firms change their prices with a high frequency of price changes, the volatility becomes relatively high. Panel (c) of Figure 4 illustrates that persistence is decreasing in the frequency of price adjustment, while marginal effect of the market friction is increasing in the frequency. The inverse relationship between persistence and nominal rigidity is a direct consequence of the positive effect of duration of unchanged prices on persistence. The marginal effect of the market friction on persistence, however, is quite different.
Persistence is already high when the frequency of price adjustments is low and hence a marginal 20 increase in the market friction ( ) would diminish with the frequency of price adjustments. The overall effect on persistence is relatively less influenced by the change in market friction. As one can see from Panel (b) of Figure 4 , marginal effect of the market friction ( ) on the unconditional volatility is quite mixed because the marginal effect of  on the conditional volatility is rising with the frequency, whereas its impact on persistence is decreasing with the frequency. Consequently, the marginal effect of  on the unconditional volatility hinges on the relative dominance between the two opposing effects as it can either increase or decrease in the frequency of price adjustments. 22 
Concluding remarks
It is widely documented that price difference across locations is large and persistent even within a national border. This paper contributes to the empirical evidence and the theoretical development on the magnitude and determinants of intercity price differences in the U.S. by exploring the role of two frictions that are often studied in the literature: (1) market friction arising from market segmentation due to physical distance or TC; and (2) nominal rigidity due to sluggish price adjustments. A theoretical and empirical exploration of this issue is provided here in order to delve into the roles of the two frictions on the dynamic behavior of intercity price wedges. Using the retail price dataset of 45 goods and service in 48 U.S. cities, we could verify the extant literature that these two frictions can explain a significant amount of the variation in the spatial price dispersion. Our empirical results, however, do not give much support to standard theoretical models that typically predict a positive association between nominal rigidity and volatility of relative prices. In an attempt to bridge the gap between theory and data, we propose an alternative theoretical explanation for the empirical evidence within the setting of the state-dependent model by Dotsey et al. (1999) .
We extend our analysis to investigate the interplay of the two frictions in explaining the observed dynamics of good-level inter-city price differences, which has been largely overlooked in the literature.
Although considerable progress has been made in understanding the dynamic properties of relative prices using micro data, not much is known about how the two frictions interact each other in creating the large and long-lasting fluctuations observed in price differences across locations. Our focus here rests on addressing the question of how the impact of market friction varies over the extent of nominal rigidity. The intuition behind this is that so long as the dynamics of relative prices involve 22 We are cautious about the statement of the marginal effects with respect to the frequency of price adjustments. Due to the discrete nature of the maximum duration of prices,  and the negative relationship between the long-term persistence of productivity and the length of the time periods, the responses are not globally monotonic. multiple frictions through mechanisms that could be either amplified or offset by each other, a richer understanding of the dynamic properties of relative prices can be achieved by looking at how one friction interacts with the other. We find that marginal effect of the market friction is dependent on nominal rigidities in such a way that the strength of marginal effect diminishes with the extent of price stickiness increases. Simply put, it is not in the most sticky price group, but in the most flexible price group, where the marginal effect of market friction is the strongest. This result seems at odds with the conventional wisdom that nominal frictions lead to large (more volatile) and long lasting (more persistent) deviations in relative prices from the LOP by preventing good prices from adjusting quickly to shocks. But, even when firms in flexible price sectors can pass through marginal costs to retail price more frequently, price adjustments could be less synchronized across cities if markets are segmented by distance or TC. This is how nominal rigidity interacts with market friction in affecting price differences across locations. Highly flexible price adjustments in two segmented markets can therefore give rise to more persistent and more volatile movements in intercity relative prices. This novel empirical regularity can be produced by our two-city model based on state-dependent pricing in which the persistence and volatility of intercity relative prices depend explicitly on the frequency of price adjustments in the product. 
B Model Solution
In this appendix, we present the model solutions for the pricing rules and price indices.
B.1 Consumer's Problem
The consumer's problem is straight forward. With the utility function, and the cash-in-advance constraint, the first order conditions give
With the Cobb-Douglas aggregate over goods,
the demand for each good is obtained by the cost minimization problem of
subject to (8) given    This gives
where   is the consumer price index in city  given by
Clearly, from (10) the market share of a good in a city is invariant to the marginal trade cost. A good is composed of brands based on the CES function
Given   () the cost minimization problem of
subject to (12) gives the demand for a brand
where   () is the price index of good  in city  given by
B.2 Producer's Problem
At the beginning of each period, there are fractions of firms producing good  in city ,   ( ) with  = 1 2   ( ) which adjusted their prices  periods ago to  * − ( ) =  − (  ). 23 Among these firms, the fraction of   ( ) firms change their prices to  *  ( ) with the payment of the fixed cost, and the remaining fraction of 1−  ( ) firms do not change their prices and keeps charging  * − ( ) in each city. The total fraction of price adjusting firms in period   0 ( )  is given as
The fraction of firms
with  = 1 2   ( ) − 1 remain with the prices set in period  −  So, in the beginning of the next period, the fraction of firms
Let's consider a firm with (  ) which set its prices  periods ago,  * − ( ). Let the demand in city  for the brand produced by the firm be    ( ) =   (  )  Given the prices, the firm maximizes its profit
23 Note that as productivity is good and city specific not brand specific, the pricing decision is not brand specific. 
are the the output and labor input of firm (  ) which uses the prices set  periods ago. The value of the firm, excluding the payment of the fixed price adjustment cost, which resets its prices today is given as
where Λ +1| is the stochastic discount factor in the country, and
 ()  Under the complete asset market condition, two cities have the same stochastic discount factor which is given as
 where   is the marginal utility of consumption in city . The value of the firm which does not reset its prices is given as
Thus the fraction of the firms that change their prices is given as
The price changing firm's first order condition is given as
We can rewrite the first order condition as
is the probability that the price adjusting firm in period  will not adjust its prices until  + ; and Ψ + ( ) is the effective marginal cost of production for serving a brand in city  Ψ + ( ) =  +  + ( ) for  =  and Ψ + ( ) = (1 +   )  +  + ( ) for  6 =  Note that since firms change their prices at least once in  ( ) periods due to inflation,  + ( ) = 0 for  ≥  ( )  We can rewrite the price index of a good (15) with  as
27 Appendix: Data Description Crucini and Shintani (2008) receive that encompasses all the real costs associated with the movement of goods and services from the producer to the consumer plus markups over marginal cost where   denotes the variable  for city . Distance is measured by the great circle distance between cities. The numbers in parentheses report the standard errors after correcting for heteroskedasticity. *, †, and ‡ indicate statistical significance at the 1%, 5%, and 10% error levels and heteroskedasticity robust standard errors are used. Each regression is based on 1,275 observations of intercity relative prices. 'POPULATION' and 'RINCOME' respectively represent inter-city differences of real per capita population and real income, which are computed by
where   denotes the variable  for city .   represents a intra-state dummy variable which takes one if two cities  and  are in the same state and zero otherwise. 'Market friction' (  ) is measured either by physical distance between cities  and  or by iceberg trade costs among U.S. counties constructed by Allen and Arkolakis (forthcoming). Persistence of log price differences is estimated within a linear AR(p) model and volatility represents temporal volatility of price difference measured by standard deviation. The numbers in parentheses report the standard errors after correcting for heteroskedasticity. ‡, †, and * indicate statistical significance at the 1%, 5%, and 10% error levels and heteroskedasticity robust standard errors are used. 
