Abstract
Introduction
Timan proved (see [24] where r is an integer, E k (f ) p is given by Inequality (1.1) is clearly stronger than the classical Jackson inequality for 1 < p < ∞ given by E n (f ) p C r (f, 1/n) p . As it turns out, the power s in (1.1) is optimal. We call the generalization of Jackson-type inequality of the type given by (1.1) a sharp Jackson inequality. In this paper we prove a general result that yields sharp versions of the Jackson-type estimate for many systems. Applications will be given to approximation by algebraic polynomials (on [−1, 1]), by spherical harmonic polynomials (on the unit sphere), by functions of exponential type (on R d ) and by multivariate trigonometric polynomials (on T d ). Optimality will be shown for many of the applications in Section 10. The estimate of r (f, t) p in the direction opposite to that of (1. (for E k (f ) p and r (f, t) p given by (1.2) and (1.3)). Inequalities (1.4) and (1.5) are sometimes called a sharp inverse and a sharp Marchaud inequality, respectively. Inequalities (1.4) and (1.5) were proved by Timan [23] and by Zygmund [28] . They were generalized in several articles (see [8, 26, 5, 6, 15] ) and described in the texts [22, (12) We feel that form (1.6), which is in fact equivalent to (1.1), is worthwhile and useful, but it was not given in [24] or anywhere else as far as we know. We note that while the Jackson inequality is given in all texts on approximation, (1.1) is mentioned only in [27, p. 191] and there without proof. We will extend (1.1) to systems that satisfy the Hörmander condition or similar multiplier conditions.
In Section 2 we will state a few theorems which will be derived as applications of our general treatment. These we hope will be the incentive and motivation for the reader to go through the many concepts and definitions in Sections 3 and 4 and the proof of the result in Section 5. Applications will be given in Sections 6-9, and the optimality of various results will be discussed in Section 10.
Some applications and motivations
For algebraic polynomials on [−1, 1] we will obtain among other results the following theorem. We now observe that when we combine Theorem 2.1 with the sharp Marchaud and the sharp converse inequalities (see [26] ), we have for 1 
where is an orthogonal matrix with determinant equal to 1. The best approximation by spherical harmonic polynomials of degree n is given by
where
that is, and are the Laplace-Beltrami operator and the Laplacian, respectively. Using the concepts given in (2.7)-(2.9), we can obtain the following result as an application of the general results of this paper.
and for m > 2r
are given by (2.7) and (2.8), respectively.
In the other direction the estimate of r (f, t) L p (S d−1 ) was given in [11] . For r (f, t) L p (S d−1 ) of (2.7) the Jackson inequality was given in [12] , and for other measures of smoothness the Jackson inequality is also known (see [13] ). (A sharp Jackson inequality will follow from the discussion in this paper for other measures of smoothness on the sphere as well.)
The best approximation in L p (R d ) by functions of exponential type is given by
where is the Fourier transform of . The sharp Jackson result for L p (R d ) is given in the following theorem.
15)
are given by (2.12) and (2.13), respectively.
The following theorem demonstrates that (1.1) and (1.6) can be extended from
For d = 1 Theorem 2.3 was proved in [25] and Theorem 2.4 in [24] .
In most cases the theorems we achieve in this paper will be more general than stated in this section. However, we feel that an outline of the most important corollaries of our results will be a motivator for further reading and justification for some of the conditions and assumptions.
The reader who would like to see the optimality of the power s in some of the results of this paper can bypass the proofs, concepts and treatment in Sections 3-9 and go directly to Section 10 where the optimality of the power s = max(p, 2) for the results mentioned in this section is discussed.
Realization and Littlewood-Paley-type inequality
We assume that P (D) is a self-adjoint operator, that is
. We further assume that the eigenvalues of P (D), (k) satisfy
Examples of such operators and matching spaces are: 
with , > −1 (see for example [3, 10] ).
We define
where if r < 0 and (0) = 0 we assume P 0 f = 0. and
We assume in this section that (k) ≈ k , and in fact in the example above = 2 except for the eigenvalues of − + |x| 2 where = 1 (see [10] ).
The
A multiplier operator T μ is given by
A Hörmander-type theorem means that for some 0 the condition
Under the assumption that (3.7) implies (3.8) (and in fact under milder assumptions) the de la Vallée Poussin-type operator
with
Satisfying (3.10), we have the realization result (see [10, Theorem 7 .1]) given by
Moreover, given that (3.7) implies (3.8) and with the other assumptions of this section, the Littlewood-Paley type result
was proved in [5, Theorem 2.1]. The equivalence (3.12) has the advantage that it yields a result for a wider class of expansions and that j f is related via f to a near best approximation as (3.10) implies
We also note that , which defined j (see (3.13)), satisfies the realization result (3.11). On the other hand, (3.12) has the disadvantage that j is orthogonal to only when |j − | 2.
We will also need Theorem 3.1, which follows essentially the proof of (3.12) in [5, Theorem 2.1], but which was not stated or proved there as the result needed in the present paper was not foreseen.
, and L p,w (D), 1 < p < ∞, are as described in this section, that the Hörmander condition (3.7) implies (3.8) is satisfied, and that (k) is a polynomial in k of degree . Then assuming P 0 f = 0 we have
(3.16) Remark 3.2. We note that only the right-hand side inequality of equivalence (3.16) is used in this paper and that inequality only for 0. The other parts are given for the sake of completeness and future use. When (0) = 0 or when = 0, the condition P 0 f = 0 can be dropped, in which case one should replace (3.16) . When > 0, the condition P 0 f = 0 is redundant (3.12) follows from (3.16) and P 0 f p C f p .
Proof. We first prove the inequality on the right-hand side of (3.16). The multiplier (k, t) on
where (3.9)) and R j (x), the Rademacher functions, are given by R j (x) = sign sin To prove the first (left-hand side) inequality of (3. 
Using the second inequality of (3.16) applied to − and to L p ,w (D), we have
and the left-hand side inequality of (3.16) is proved with
Remark 3.3. The condition that (k) is a polynomial in k can be relaxed. However, in the applications we know of, (k) is a polynomial in k of degree which is mostly equal to two or one.
Realization functionals and Littlewood-Paley inequalities revisited
In this section we give Littlewood-Paley theorems for L p (R d ) and L p (T d ) that are related to best approximation and realization functionals. Such relations were not displayed or emphasized in the many forms of the Littlewood-Paley theorem for
This means that L is a de la Vallée Poussin-type operator and
is the rate of best approximation by functions of exponential type given by
where 
We now follow the notations and proofs in [4, pp. 270-273 ], but here we deal with − instead of , (not necessarily an integer) instead of (the integer) , and we define (− ) f by
and the realization functional given by
are equivalent using the proof in [4, p. 273] . (While stated only for integer in [4] , the proof follows verbatim for all > 0.) The equivalence
allows us to use 1/t f , which is a definite linear operator on f, instead of g of (4.6). When
, we just replace x by n and (4.
We now have the following Littlewood-Paley theorem.
and j f are given by
Moreover, we also have
Proof. Following the Littlewood-Paley theorem in [5, Theorem 2.1], we use the operators T t f given by
(with n replacing x when we deal with L p (T d )) where R j are the Rademacher functions. Using (4.9) (or (4.9 )), and observing that for each x (or n) only at most two summands are not equal to zero, the routine way of proving the Littlewood-Paley inequality applies. To prove (4.14) we follow the proof of Theorem 3.1 with = 2.
Sharp Jackson inequalities
We can now state and prove the main result. Proof. We set g n = 2 n−1 f and use (3.11), (4.7) and (4.8) to write
We can now write
Therefore, it remains to show that
−n p , and using (3.11) and (4.8), it is sufficient to show
which can be written as
Using (3.10), (3.13), (4.2) and (4.13), we now write for j < n E 2 n (g n ) p = 0
Applying the Littlewood-Paley inequality given by (3.12) or (4.12) to f = 2 n g n − 2 j g n , and recalling that 2 i ( 2 n f − 2 j f ) = 0 for i < j n and that i ( 2 n g n − 2 j g n ) = 0 for i > n, we have for 1 < p < ∞
We now have to show
for some C independent of n. We prove (5.5) separately for 1 < p 2, in which case s = 2, and for 2 < p < ∞ in which case s = p. For 1 < p 2 we use f q + g q |f | + |g| q for the quasinorm q when q 1, and obtain
We now use (3.16) or (4.14) to derive (5.5) for 1 < p 2 and s = 2.
To prove (5.5) in the case 2 < p < ∞ and s = p, we use the duality between L p/2 and L q where q = p p−2 = p 2 , which implies for {b j (x)} n j =1 where b j (x) 0 that there exists a sequence C j (x) 0 such that 2 , and hence
Using Hölder's inequality again, we have
We now have
Recalling (3.16) and (4.14), we obtain (5.5).
As hinted at in the introduction, when (1.6) was given we also have a form which is essentially equivalent to (5.1) using on the left-hand side terms involving K (f, P (D), u ) p with > > 0.
Theorem 5.3. Under the conditions of Theorem 5.1 we have for
Remark 5.4. The almost classic Jackson-type inequality
which is in fact part of (or corollary of) the realization equivalence, makes (5.6) look as if it is stronger than (5.1). However, (5.1) in combination with an appropriate Marchaud (not even the sharp Marchaud) inequality implies (5.6) as will be shown at the end of this section (after Theorem 5.5 and Remark 5.6).
For the spaces and operators described in Section 3 the appropriate weak converse inequality, that is
was already proved in [10, Theorem 6.4] . Recall that the Hörmander condition implies the boundedness of the Cesàro summability of some order depending on 0 (of (3 .7)). In any case, a sharper result than (5.8) was proved in [5, (3.6) ] under the condition of Section 3. The Marchaud-type inequality (5. (T d ), since using the well-known (4.9) and (4.9 ) together with the method of [5] , one has: 
8) is valid for L p (R d ) and L p (T d ) with P (D) = − , > 0 and = 2 in spite of the fact that we could not find it (for L p (R d )) stated or proved anywhere. This follows as the Riesz means R , ,b f given by
, and hence (5.6) follows from (5.1). 
Sharp Jackson inequality on
is given by (3.5) and
Moreover, for > , we have
Proof. The eigenvalues of P , (D) are (k) = k(k + + + 1) and the eigenvectors are polynomials of degree k (see [20, (4 
We observe that r (f − S ( , ) r−1 f ) = 0, so we may look only at j such that 2 j r, and using (6.4), we obtain: Theorem 6.2. Under the conditions of Theorem 6.1 we have for any integer r
where 2 j 0 r and s = max(p, 2).
We can now follow Remark 5.2 and use Theorem 6.2 with = = 0 (i.e. w , (x) = 1) and the equivalence
(see [16, p. 11] ) to obtain Theorem 2.1.
Sharp Jackson inequality for L p (T d ) and L p (R d )
As a corollary of Theorems 5.1 and 5.3 we obtain the following result.
where p represents
We are now in a position to prove Theorems 2.3 and 2.4.
Proof of Theorems 2.3 and 2.4.
We prove (2.14)-(2.17) in their geometric progression form, that is for 1 < p < ∞ and s = max(p, 2) we will show
where p,
The equivalence of (7.3) with (2.14) or (2.16) and of (7.4) with (2.15) or (2.17) follows from the monotonicity of r (f, t) p and of
To show that the left-hand side of (7.5) is bounded by a constant times the right-hand side is straightforward. In the other direction we discuss L p (R d ) (and the case f ∈ L p (T d ) is similar). Using [4, (3.8) , p. 275], we have 
3)], which implies (see [9] )
Therefore,
One also has
To prove (7.3) (and hence (2.14) and (2.16)) we set m = r and need to show that
For m = r = 2 , = 1, 2, . . . , (7.7) follows for 1 p ∞ from
For m = r = 2 + 1 we prove (7.7) for 1 < p < ∞, and we first deal with
For g ∈ L p , such that (− ) 1/2 g and grad g ∈ L p we can write
, and grad
Without loss of generality we deal with t = 2 −j and have
We choose so that p = 1 and
and since 1/2 p C p , we have
We now choose g such that
. Moreover, for 1 < p < ∞, we may use (4.9) ⇒(4.10), and obtain
This implies
which, using [2] , implies
We now have (7.3) with f 1 instead of f. On the left-hand side of (7.3) replacing f with f 1 does not make a difference, and for
. Therefore, to complete the proof of (7.3), it remains to show for 1 < p < ∞ that We observe that 
.
Therefore, using the fact that L p (R d ) is a Banach lattice,
with C that comes from the use of the Littlewood-Paley theorem and hence is independent of h or f. Taking supremum on |h| t, we have (7.8) and hence (7.3).
To prove (7.4) we deduce it directly from (7.3) using the same technique used for proving Theorem 5.3. Instead of using (5.8), we will use here the inequality 9) which is evident using the Bernstein inequality. To replace f 1 by f we observe that
Hence, we have
We now use the same argument we used before, employing the Littlewood-Paley theorem, and obtain
where C i do not depend on f or n, and this concludes the proof of Theorems 2.3 and 2.4.
Sharp Jackson inequality for L p (S d−1 )
For the Laplace-Beltrami operator given in (2.9) and E n (f ) p given in (2.8) we obtain the following result as a corollary of Theorems 5.1 and 5.3.
For integer = m it was recently shown (see [14] ) that
where (f, t) p is given by (2.7). It would be to our advantage if we had (8.3) for m = r/2 with r = 1, 2, . . ., but while we feel that such a result holds, it will require further study. For p = 1 and ∞ (8.3) does not hold (see [14] 
Using (8.3) and (8.1), we derive inequality (8.4), and hence (2.10) follows. To prove (8.5) (and hence (2.11)) we use
with m > 2r (see [11, (4.9) ] for a stronger result), and follow directly the proof of deriving Theorem 5.3 from Theorem 5.1.
Other results
Other operators and systems of approximation spaces that satisfy the conditions of Section 3 or following Section 4 exist, and we mention, for example, the operator H = − + x 2 I on L p (R d ) with the Laplacian and
). 
and
Optimality
In this section we show the optimality of the power s = max(p, 2) for all the sharp Jackson inequalities given in Section 2. Incidentally, we also show that our examples exhibit the optimality of the power q = min(p, 2) in some of the corresponding sharp Marchaud inequalities.
For algebraic polynomials on L p [−1, 1] E n (f ) ≈ n −r , which is equivalent to r+1 (f, t) p ≈ t r (see [16, Corollary 7.25] ) and for 1 < p < ∞, we have
where the left-hand side inequality follows from Theorem 2.1 and the right-hand side inequality from [26] . The function
(f, t) p ≈ t| log t| 1/p for 1 < p < ∞. Hence, the left-hand side of (10.1) is optimal for 2 p < ∞ and the right-hand side for 1 < p 2. (For r > 1 we use f 1 (x) = x r−1 |x| (p−1)/p (x) to show the optimality of (10.1) for that r and the same ranges.) The example f 1 (x) in (10.2) is generic, and it is the example given for the optimality of the sharp Marchaud inequality for 1 < p 2 and L p (T ) by Timan [23] [24] [25] and by Zygmund [28] . It also fits the optimality of the sharp Jackson inequality in L p (T ) and in L p (R) when p ∈ [2, ∞) with r (f, t) p , and the sharp Marchaud inequality for L p (R) when 1 < p 2. We note that given a Jackson-type inequality and a weak converse inequality, the sharp Marchaud inequality is equivalent to the sharp form of the converse inequality, (like (1.4)) and hence optimality for one implies optimality for the other. where k are the Legendre polynomials satisfying
Using (4.8), (6.4), (6.5) In fact, f 3 shows the optimality of the sharp Marchaud inequality for p ∈ [2, 4) as well, since can be used.
