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Abstract: In this paper, we study the existence of localized sign-changing (or nodal) solutions for the
following nonlinear Schro¨dinger-Poisson system{
−ε2∆u + V (x)u + φu = K(x)f(u), in R3,
−ε2∆φ = u2, in R3,
where ε > 0 is small parameters, the linear potential V and nonlinear potential K are bounded and
bounded away from zero. By using the penalization method together with the method of invariant sets
of descending flow, we establish the existence of an infinite sequence of localized sign-changing solutions
which are higher topological type solutions given by the minimax characterization of the symmetric
mountain pass theorem and we determine a concrete set as the concentration position of these sign-
changing solutions. For single potential, that is, linear potential V or nonlinear potential K is a positive
constant, we prove that these localized sign-changing solutions concentrated near a local minimum set
of the potential V or a local maximum set of the potential K. Moreover, our method is works for the
following nonlinear Schro¨dinger equation
−ε2∆u+ V (x)u = K(x)f(u), in RN
whereN ≥ 2. The result generalizes the result by Chen andWang (Calc.Var.Partial Differential Equations
56:1-26, 2017).
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1 Introduction and main result
Consider the following nonlinear Schro¨dinger equation
i~∂tψ = −~
2∆ψ + a(x)ψ + b(x)φψ − f(x, ψ), (1.1)
coupled with the Poisson equation
− ~2∆φ = b(x)|ψ|2, (1.2)
where ~ > 0 is the Planck constant, the potential b ∈ C(R3,R+) and the unknown function ψ is complex
that is defined on R3 × [0,∞). The real functions a and b are defined on R3 and represent the effective
potential and the electric potential, respectively. f(x, eiθξ) = eiθf(x, ξ) for θ, ξ ∈ R is a nonlinear function
which describes the interaction among many particles. Such problems have been widely investigated due
to their deep physics backgrounds. It was introduced in [11, 32] as a model used in the Thomas-Fermi-von
Weizsa¨cker theory in quantum mechanics, it also appeared in semiconductor theory [9, 10] to describe
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solitary waves for nonlinear stationary equations of Schro¨dinger type interacting with an electrostatic
field. For more details on the physical aspects of this problem we refer the readers to [33, 37, 43].
Standing wave solutions for problem (1.1) and (1.2) have the ansatz form ψ(x, t) = u(x)e
−iωt
~ , where
ω ∈ R is a constant. And it leads to a system that{
−ε2∆u+ V (x)u + b(x)φu = f(x, u), in R3,
−ε2∆φ = b(x)u2, in R3,
(1.3)
with the potential V (x) = a(x) − ω and ε = ~. In the past few decades, the system like or similar to
(1.3) has been studied extensively by means of variational tools. See [4, 16, 41, 47, 50, 52, 53] and their
references for the existence and multiplicity of solutions. The concentration behavior of solution for system
(1.3) has attracted many attentions. By using min-max method and Ljusternik-Schnirelmann theory, He
[24] studied the concentration behavior of positive solutions for system (1.3) with b(x) ≡ 1 and general
nonlinearity f(u) which is subcritical and super 4-linear growth, and obtained the relation between the
number of positive solutions and the topology of the global minimum set of V under the assumption that
t−3f(t) is increasing on (0,∞). The critical case was considered in [25]. When b(x) ≡ 1 and f(x, u) =
λ|u|p−2u + |u|4u with 3 < p ≤ 4, which it does not satisfy the monotone assumption or Ambrosetti-
Rabinowtiz condition, He and Li [26] construct a family of positive solution which concentrates around
a local minimum of V as ε→ 0 under a local condition: there is a bounded domain Ω ⊂ R3 such that
0 < inf
Ω
V (x) < min
∂Ω
V (x).
Wang et al. [45] studied the existence and the concentration behavior of ground state solutions for a
subcritical problem with competing potentials. Zhang and Xia [51] considered the critical frequency case,
that is V satisfies
0 = inf
x∈R3
V (x) < lim inf
|x|→∞
V (x) = V∞,
and obtained the existence and multiplicity of ground state solutions for system (1.3) with f(x, u) =
|u|p−2u and p ∈ (4, 6), which converge to least energy solutions of the associated with limit problem with
V ≡ 0. Recently, Yang [49] considered the following critical Schro¨dinger-Poisson system{
−ε2∆u+ V (x)u + b(x)φu = P (x)g(u) +Q(x)|u|4u, in R3,
−ε2∆φ = b(x)u2, in R3,
and obtained the existence of ground state solutions, which converge to least energy solutions of the
associated with limit problem with b ≡ 0. The following Schro¨dinger-Poisson system{
−ε2∆u+ V (x)u + b(x)φu = up, in R3,
−∆φ = b(x)u2, in R3,
(1.4)
has also attracted many scholars’ attention. Ianni and Vaira [28] obtained the existence of positive bound
state solutions of system (1.4) with p ∈ (1, 5), which concentrate at a non-degenerate local minimum or
maximum of V by using a Lyapunov-Schmidt reduction method. Ruiz and Vaira [42] constructed multi-
bump solutions of system (1.4) with b(x) = 1 and p ∈ (1, 5) and these bumps concentrate around a local
minimum of the potential V . D’Aprile and Wei [20] showed that system (1.4) with V (x) = b(x) = 1
possesses a family of radially symmetric solutions concentrating around a sphere as ε→ 0 for p ∈ (1, 117 ).
Another topic which has received increasingly interest of late years is the existence of sign-changing
solutions of system (1.3) with ε = 1. Using a Nehari-type manifold and gluing solution pieces, Kim and
Seok [30] proved the existence of radial sign-changing solutions with prescribed numbers of nodal domains
for (1.3) in the case where V (x) = b(x) = 1, f(x, u) = |u|p−2u with p ∈ (4, 6). For same nonlinearity,
using the constraint variational method and the Brouwer degree theory, Wang and Zhou [48] proved that
system (1.3) has a sign-changing solution under suitable assumptions. Using the method of invariant
sets of descending flow, Liu et al. [36] obtained the existence of infinitely many sign-changing solutions
for 3-superlinear nonlinearity and a coercive potential function. Huang et al. [27] consider the following
2
critical Schro¨dinger-Poisson system{
−∆u+ u+ b(x)φu = k(x)|u|4u+ µh(x)u, in R3,
−∆φ = b(x)u2, in R3,
(1.5)
and proved the existence of at least a pair of fixed sign solutions and a pair of sign-changing solutions
for system (1.5) under some suitable conditions on the nonnegative functions b, k and h. Later, Zhong
and Tang [54] also obtained system (1.5) with k(x) ≡ 1 possesses at least one ground state sign-changing
solution by constraint variational method and its energy is strictly larger than twice that of ground state
solutions.
In quantum physics, the parameter ε is generically quite small. In general, one expects to recover
some classical dynamics in the semi-classical limit re´gime. The semi-classical limit is well understood for
the nonlinear Schro¨dinger equation, i.e., equation (1.1) with b(x) ≡ 0,
− ε2∆u+ V (x)u = f(u), in RN . (1.6)
The study of equation (1.6) goes back to the pioneer works by Floer-Weinstein [21] and Rabinowitz
[40]. And since then it has been studied extensively under various assumptions on the potential and the
nonlinearity, see for example [2, 3, 8, 12, 13, 38, 39, 46] and references therein for concentration behavior
od solution. In particular, when V has a local minimum point P, ground state and bound state positive
solutions with a single spike concentrating near a local minimum point can be constructed. These solutions
are mountain pass type critical points having Morse index 1 and they are positive solutions obtained as
perturbations of mountain pass positive solutions of the corresponding limiting equation
−∆u+ V (P )u = f(u), in RN . (1.7)
Positive solutions with multi-peaks concentrating near a maximum point or a saddle point of V are also
constructed by using the Lyapunov-Schmidt reduction method (e.g., [29]). These solutions have multiple
peaks clustered at the given maximum point of V or a saddle point of V and also called cluster solutions.
Furthermore, Kang and Wei [29] showed surprisingly that there can not be multi-peak positive solutions
concentrating near a local minimum point. Therefore, in order to have other localized solutions near
a local minimum point one has to look for sign-changing solutions with concentrations. Progress has
been made in recent years in this direction, see [1, 5, 17, 18, 19] and references therein, in which a finite
number of localized sign-changing solutions can be constructed by various different methods. All the
known localized sign-changing solutions largely depends on the Lyapunov-Schmidt reduction method or
the non-degeneracy condition of the mountain pass solutions of the limit equation (1.7). However, Chen
and Wang [15] proved that there exists an infinite sequence of sign-changing solutions which concentrate
at any given strict local minimum point of V as ε→ 0 without using any non-degeneracy conditions and
there solutions are higher topological type (in the sense that critical points obtained by the symmetric
mountain pass theorem using higher dimensional symmetric linking structures) solutions given by the
minimax characterization of the symmetric mountain pass theorem. The critical case was considered in
[14]. Their method is quite effective and can be generalized to a class of quasilinear Schro¨dinger equation
with subcritical nonlinearity growth [35] and p-Laplacian equations with critical exponents [22].
Motivated by the works described above, the aim of this paper is to continue to study the existence
and concentration behavior of sign-changing solutions for Schro¨dinger-Poisson system, that is, we consider
the following nonlinear Schro¨dinger-Poisson system{
−ε2∆u + V (x)u + φu = K(x)f(u), in R3,
−ε2∆φ = u2, in R3,
(1.8)
where ε > 0 is a small parameter, the linear potential V and nonlinear potential K are bounded and
bounded away from zero.
An interesting question, which motivates the present work, is whether one can find multiple sign-
changing solutions of nonlinear Schro¨dinger-Poisson system with double potentials, and these sign-
changing solutions concentrate around critical points of the potential, and whether the sign-changing
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solutions of higher topological type can be localized. As far as we know, such a problem was not consid-
ered before. There are some difficulties in such a problem. The first one is that such problem involves
two different potentials which make our problem more complicated than that of [15], and we need to find
a suitable set as the concentration position. The second one is, as we will see, the term φ is nonlocal,
and this need more detailed estimates on the local Pohozaev identity (see Lemma 4.7) in order to show
that the sign-changing solutions concentrate near a given concrete set.
In this paper, we will given an answer to the above question. First, we introduce a modified problem
by the penalization method introduction by del Pino and Felmer [38] and we obtain the existence of
an infinite sequence of localized sign-changing solutions of modified problem by using the method of
invariant sets of descending flow for ε > 0 small enough. To study the concentration behavior of these
solutions, we establish the L∞ and decay estimate of these solutions. At last, we determine a concrete
set as the concentration position of these solutions and prove these localized sign-changing solutions are
indeed solutions of original problem.
To state our main results, we need the following assumptions
(f1) f ∈ C1(R,R), f(t) = o(t) as |t| → 0.
(f2) there are constants c1, c2 > 0 and 4 < p < 2
∗(= 6) such that for all t ∈ R
|f(t)| ≤ c1 + c2|t|
p−1.
(f3) there is a constant µ > 4 such that for any t ∈ R \ {0}
0 < µF (t) ≤ f(t)t, where F (t) =
∫ t
0
f(τ)dτ.
(f4) f is odd in t, i.e., f(−t) = −f(t) for all t ∈ R.
Remark 1.1 Note that, (f1) and (f2) imply that for each δ > 0, there is C(δ) > 0 such that
f(t) ≤ δt+ C(δ)tp−1 and F (t) ≤ δt2 + C(δ)tp, ∀t ≥ 0. (1.9)
By (f3), we deduce that there exist C0, C1 > 0 such that
F (t) ≥ C0t
µ − C1t
2, ∀t ≥ 0. (1.10)
We also assume the potentials V and K satisfy that
(V ) V ∈ C1(R3,R) and there are two constants a1, a2 with 0 < a1 < a2 such that
a1 ≤ V (x) ≤ a2, ∀x ∈ R
3.
(K) K ∈ C1(R3,R) and there are two constants b1, b2 with 0 < b1 < b2 such that
b1 ≤ K(x) ≤ b2, ∀x ∈ R
3.
In the following, we propose two kinds of assumptions. In the first one, we assume
(V K1) There exists a bounded domain Λ ⊂ R3 with smooth boundary ∂Λ such that
~n(x) · ∇V (x) > 0, ∀x ∈ ∂Λ, (1.11)
∇K(x) · ∇V (x) < 0, ∀x ∈ ∂Λ, (1.12)
and where ~n(x) denotes the outward normal vector of ∂Λ at x.
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Note that (1.11) is satisfied if V has an isolated local minimum set, i.e., V has a local trapping potential
well. Under the assumption (1.11), the set of critical points of V inside Λ
A = {x ∈ Λ|∇V (x) = 0}, (1.13)
is a nonempty and A is a compact subset of Λ. Without loss of generality, we may assume 0 ∈ A. In order
to describe concentration phenomena of localized sign-changing solutions, we define the concentration set
by U(δ) = {x ∈ Λ|dist(x, ∂Λ) > δ} for δ > 0 small.
To state our results we first set some notations. For any subset B ⊂ R3 and δ > 0, we define
Bδ = {x ∈ R3|dist(x,B) := inf
y∈B
|x− y| < δ}.
A function u ∈ H1(R3) is called sign-changing if u+ 6= 0 and u− 6= 0, where
u+(x) = max{u(x), 0} and u−(x) = min{u(x), 0}.
The first result of this paper is stated as follows.
Theorem 1.1 Assume that (f1)-(f4), (V ), (K) and (V K1) hold. Then for any positive integer k, there
exists εk > 0 such that if 0 < ε < εk, system (1.8) has at least k pairs of sign-changing solutions
±vj,ε, j = 1, 2, · · · , k. Moreover, there exists δ0 > 0, for any δ ∈ (0, δ0), there exist c = c(δ, k) > 0 and
C = C(δ, k) > 0 such that
|vj,ε(x)| ≤ Cexp
(
−
cdist(x, U(δ)
ε
)
for x ∈ R3, j = 1, · · · , k.
Secondly, we set the dual case of the first one by supposing that
(V K2) There exists a bounded domain Λ ⊂ R3 with smooth boundary ∂Λ such that
~n(x) · ∇K(x) < 0, ∀x ∈ ∂Λ, (1.14)
∇K(x) · ∇V (x) < 0, ∀x ∈ ∂Λ. (1.15)
Similarly, (1.14) is satisfied if K has an isolated local maximum set. Under the assumption (1.14),
the set of critical points of K inside Λ
B = {x ∈ Λ|∇K(x) = 0}, (1.16)
is nonempty and B is a compact subset of Λ. In this case, we also assume 0 ∈ B.
We have a dual result of Theorem 1.1.
Theorem 1.2 Assume that (f1)-(f4), (V ), (K) and (V K2) hold. Then for any positive integer k, there
exists εk > 0 such that if 0 < ε < εk, system (1.8) has at least k pairs of sign-changing solutions
±vj,ε, j = 1, 2, · · · , k. Moreover, there exists δ0 > 0, for any δ ∈ (0, δ0), there exist c = c(δ, k) > 0 and
C = C(δ, k) > 0 such that
|vj,ε(x)| ≤ Cexp
(
−
cdist(x, U(δ)
ε
)
for x ∈ R3, j = 1, · · · , k.
Next we consider single potential, that is, we consider the following nonlinear Schro¨dinger-Poisson
system {
−ε2∆u+ V (x)u + φu = K0f(u), in R
3,
−ε2∆φ = u2, in R3,
(1.17)
and {
−ε2∆u+ V0u+ φu = K(x)f(u), in R3,
−ε2∆φ = u2, in R3,
(1.18)
where V0 and K0 are two positive constants.
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Theorem 1.3 Assume that (f1)-(f4), (V ) and (1.11) in (V K1) hold. Then for any positive integer k,
there exists εk > 0 such that if 0 < ε < εk, system (1.17) has at least k pairs of sign-changing solutions
±vj,ε, j = 1, 2, · · · , k. Moreover, for any δ > 0, there exist c = c(δ, k) > 0 and C = C(δ, k) > 0 such that
|vj,ε(x)| ≤ Cexp
(
−
cdist(x,Aδ)
ε
)
for x ∈ R3, j = 1, · · · , k.
We also have a dual result of Theorem 1.3.
Theorem 1.4 Assume that (f1)-(f4), (K) and (1.14) in (V K2) hold. Then for any positive integer k,
there exists εk > 0 such that if 0 < ε < εk, system (1.18) has at least k pairs of sign-changing solutions
±vj,ε, j = 1, 2, · · · , k. Moreover, for any δ > 0, there exist c = c(δ, k) > 0 and C = C(δ, k) > 0 such that
|vj,ε(x)| ≤ Cexp
(
−
cdist(x,Bδ)
ε
)
for x ∈ R3, j = 1, · · · , k.
In the sequel, we only give the detailed proof for Theorem 1.1 and Theorem 1.3 because the argument
for Theorem 1.2 and Theorem 1.4 is similar to that for Theorem 1.1 and Theorem 1.3, respectively.
An outline of this paper is as follows. In section 2, we first present the variational setting of the
problem, and we modify the original problem. Then we prove the (PS) condition for the modified
functional. In section 3, we prove the existence of multiple sign-changing solutions of modified problem
by adapting an abstract critical point theorem in [34]. In section 4, we give the proof of Theorem 1.1
and Theorem 1.3. In the last section, we make a remark about a related problem.
Notation. Throughout this paper, we make use of the following notations.
• For any R > 0 and for any x ∈ R3, BR(x) denotes the ball of radius R centered at x.
• Lq(R3), 1 ≤ q <∞ denotes the usual Lebesgue space with norm
‖u‖p =
( ∫
R3
|u|pdx
) 1
p .
• H1(R3) and D1,2(R3) = {u ∈ L6(R3)||∇u| ∈ L2(R3)} denote the usual Sobolev space, endowed
with norm
‖u‖ =
( ∫
R3
[|∇u|2 + u2]dx
) 1
2 resp. ‖u‖D =
( ∫
R3
|∇u|2dx
) 1
2 .
• on(1) denotes on(1)→ 0 as n→∞.
• C or Ci(i = 1, 2, · · · ) are some positive constants may change from line to line.
2 Variational setting and preliminary results
2.1 Variational setting
Recall that by the Lax-Milgram theorem, we know that for every u ∈ H1(R3), there exists a unique
φu ∈ D1,2(R3) such that
−∆φu = u
2
and φu can be expressed by
φu(x) =
1
4π
1
|x|
∗ u2 =
1
4π
∫
R3
u2(y)
|x− y|
dy, ∀x ∈ R3,
which is called Riesz potential (see [31]), and ∗ denotes the convolution operator. It is clear that φu(x) ≥ 0
for all x ∈ R3. We will omit the constant π in the sequel.
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Making the change of variable x 7→ εx, we can rewrite the system (1.8) as the following equivalent
form {
−∆u+ V (εx)u + φu = K(εx)f(u), in R3,
−∆φ = u2, in R3.
(2.1)
If u is a solution of the system (2.1), then v(x) := u(x
ε
) is a solution of the system (1.8). Thus, to study
the system (1.8), it suffices to study the system (2.1). Then the system (2.1) can be reduced to the
Schro¨dinger equation with nonlocal term:
−∆u+ V (εx)u + φuu = K(εx)f(u), in R
3. (2.2)
Moreover, it can be proved that u ∈ H1(R3) is a solution of system (2.1) if and only if u ∈ H1(R3) is a
critical point of the functional Iε : H
1(R3)→ R defined as
Iε(u) =
1
2
∫
R3
|∇u|2dx +
1
2
∫
R3
V (εx)u2dx+
1
4
∫
R3
φuu
2dx−
∫
R3
K(εx)F (u)dx,
where φu is the unique solution of the second equation in (2.1).
Because we are concerned with the non-local problem in view of the presence of term φu, we would
like to recall the well-known Hardy-Littlewood-Sobolev inequality.
Lemma 2.1 (Hardy-Littlewood-Sobolev inequality, [31]) Let t, r > 1 and 0 < µ < 3 with
1
t
+
µ
3
+
1
r
= 2,
g ∈ Lt(R3) and h ∈ Lr(R3). There exists a sharp constant C(t, µ, r), independent of f, h such that∫
R3
∫
R3
g(x)h(y)
|x− y|µ
dydx ≤ C(t, µ, r)‖g‖t‖h‖r.
Using Hardy-Littlewood-Sobolev inequality, it is easy to check that
‖u‖D ≤ C‖u‖
2 and
∫
R3
φuu
2dx ≤ C‖u‖412
5
≤ C‖u‖4. (2.3)
Therefore, the functional Iε is well-defined for every u ∈ H1(R3) and belongs to C1(H1(R3),R). Moreover,
for any u, v ∈ H1(R3), we have
〈I ′ε(u), v〉 =
∫
R3
∇u∇vdx+
∫
R3
V (εx)uvdx+
∫
R3
φuuvdx−
∫
R3
K(εx)f(u)vdx,
where 〈·, ·〉 denotes the usual duality.
2.2 Penalization argument
In what follows, we will not work directly with the functional Iε, because we have some difficulties to
verify the (PS) condition. We will adapt for our case an argument explored by the penalization method
introduction by del Pino and Felmer [38], and build a suitable modification of the energy functional Iε
such that it satisfies the (PS) condition.
For any ε > 0 and any B ⊂ R3, we define
Bǫ = {x ∈ R
3|εx ∈ B}.
Let ς ∈ C∞(R) be a cut-off function such that 0 ≤ ς(t) ≤ 1 and ς ′(t) ≥ 0 for every t ∈ R, ς(t) = 0 if
t ≤ 0, ς(t) > 0 if t > 0 and ς(t) = 1 if t ≥ 1. Let
χε(x) =
{
0, if x ∈ Λε,
ε−6ς(dist(x,Λε)), if x /∈ Λε.
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It is easy to see that χε is a C
1 function for ε small and
χε(x) = 0 if x ∈ Λε, χε(x) = ε
−6 if x /∈ (Λε)
1.
For u ∈ H1(R3), we introduce the penalization term
Qε(u) =
(∫
R3
χε(x)u
2dx− 1
)β
+
where 2 < β < µ2 and (t)+ = max{t, 0}.
Then we are ready to define the modified functional with penalization term by:
Φε(u) =
1
2
∫
R3
|∇u|2dx+
1
2
∫
R3
V (εx)u2dx+
1
4
∫
R3
φuu
2dx+Qε(u)−
∫
R3
K(εx)F (u)dx. (2.4)
It is easy to see that the critical point of Φε is a solution of{
−∆u+ V (εx)u + φu+ 2β
( ∫
R3
χε(x)u
2dx− 1
)β−1
+
χε(x)u = K(εx)f(u),
−∆φ = u2.
(2.5)
And if u is a critical point of Φǫ with Qǫ(u) = 0, then u is a solution of system (2.1).
Lemma 2.2 Φε satisfies the (PS)c condition.
Proof : Let {un} be a (PS)c sequence of the functional Φε, that is
Φε(un)→ c and Φ
′
ε(un)→ 0 as n→∞.
Therefore, it follows from (f3) and the fact φun(x) ≥ 0 for all x ∈ R
3 that
c+ 1 + ‖un‖ ≥ Φε(un)−
1
µ
〈Φ′ε(un), un〉
=
µ− 2
2µ
(∫
R3
|∇un|
2dx+
∫
R3
V (εx)u2ndx
)
+
µ− 4
4µ
∫
R3
φunu
2
ndx+
( ∫
R3
χε(x)u
2
ndx− 1
)β
+
−
2β
µ
(∫
R3
χε(x)u
2
ndx − 1
)β−1
+
∫
R3
χε(x)u
2
ndx+
∫
R3
K(εx)[
1
µ
f(un)un − F (un)]dx
≥
min{1, a1}(µ− 2)
2µ
‖un‖
2 +
( ∫
R3
χε(x)u
2
ndx− 1
)β
+
−
2β
µ
(∫
R3
χε(x)u
2
ndx − 1
)β−1
+
∫
R3
χε(x)u
2
ndx
≥
min{1, a1}(µ− 2)
2µ
‖un‖
2 +
µ− 2β
µ
( ∫
R3
χε(x)u
2
ndx− 1
)β
+
−
2β
µ
(∫
R3
χε(x)u
2
ndx− 1
)β−1
+
here we have used the fact that∫
R3
χε(x)u
2
ndx ≤
( ∫
R3
χε(x)u
2
ndx− 1
)
+
+ 1.
Since 2 < β < µ2 , we get {un} is bounded in H
1(R3) and
( ∫
R3
χε(x)u
2
ndx− 1
)β
+
is bounded. We assume
that, up to a subsequence, un ⇀ u in H
1(R3) as n→∞ and
λn := 2β
( ∫
R3
χε(x)u
2
ndx − 1
)β−1
+
→ λ, as n→∞. (2.6)
It is easy to verify that u solves
−∆u+ V (εx)u + φuu+ λχε(x)u = K(εx)f(u).
8
Therefore, for any v ∈ H1(R3)
on(‖v‖) = 〈Φ
′
ε(un), v〉 =
∫
R3
∇(un − u)∇vdx+
∫
R3
V (εx)(un − u)vdx+
∫
R3
(φunun − φuu)vdx
+ λ
∫
R3
χε(x)(un − u)vdx+ (λn − λ)
∫
R3
χε(x)unvdx
−
∫
R3
K(εx)(f(un)− f(u))vdx.
(2.7)
Then we have as n,m→∞,
om,n(‖un − um‖) = 〈Φ
′
ε(un)− Φ
′
ε(um), un − um〉
=
∫
R3
|∇(un − um)|
2dx+
∫
R3
V (εx)|un − um|
2dx +
∫
R3
(φunun − φumum)(un − um)dx
+
∫
R3
(λnun − λmum)(un − um)χε(x)dx +
∫
R3
K(εx)(f(um)− f(un))(un − um)dx
≥ min{1, a1}‖un − um‖
2 +
∫
R3
(λnun − λmum)(un − um)χε(x)dx
+
∫
R3
(φun − φum)um(un − um)dx +
∫
R3
K(εx)(f(um)− f(un))(un − um)dx
(2.8)
here we have used the fact that∫
R3
(φunun − φumum)(un − um)dx =
∫
R3
φun(un − um)
2dx+
∫
R3
(φun − φum)um(un − um)dx
≥
∫
R3
(φun − φum)um(un − um)dx.
From (2.6), we get that as n,m→∞∫
R3
(λnun − λmum)(un − um)χε(x)dx = λ
∫
R3
(un − um)
2χε(x)dx + o(1). (2.9)
Let r0 > 0 be such that Λ ⊂ Br0(0). Then Λε ⊂ Bε−1r0+1(0) and by the boundedness of
( ∫
R3
χε(x)u
2
ndx−
1
)β
+
, one has
∫
{|x|≥ε−1r0+1}
u2ndx ≤
∫
R3\(Λε)1
u2ndx = ε
6
∫
R3\(Λε)1
χε(x)u
2
ndx ≤ ε
6
∫
R3
χε(x)u
2
ndx ≤ Cε
6.
Using the interpolation inequality ‖u‖p ≤ ‖u‖t2‖u‖
1−t
6 ≤ C‖u‖
t
2‖u‖
1−t, where the positive constant C is
independent of n, ε and t = 6−3p2p . Thus,∫
{|x|≥ε−1r0+1}
|un|
pdx ≤ Cε
3(6−p)
2 . (2.10)
Using the mean value theorem, we get that there exists 0 < θ(x) < 1 such that
∣∣ ∫
R3
K(εx)(f(um)− f(un))(un − um)dx
∣∣
=
∣∣ ∫
R3
K(εx)f ′(θun + (1− θ)um)(un − um)
2dx
∣∣
≤ δ
∫
R3
|un − um|
2dx + C(δ)
∫
R3
(|un|
p−2 + |um|
p−2)|un − um|
2dx
≤
1
2
‖un − um‖
2 + C
∫
{|x|≥ε−1r0+1}
(|un|
p−2 + |um|
p−2)|un − um|
2dx
+ C
∫
{|x|≤ε−1r0+1}
(|un|
p−2 + |um|
p−2)|un − um|
2dx.
(2.11)
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Since un ⇀ u in H
1(R3), we get un → u in L
p({x ∈ R3||x| ≤ ǫ−1r0 + 1}). It follows that as n,m→∞∫
{|x|≤ε−1r0+1}
(|un|
p−2 + |um|
p−2)|un − um|
2dx
≤
((∫
{|x|≤ε−1r0+1}
|un|
pdx
) p−2
p +
( ∫
{|x|≤ε−1r0+1}
|um|
pdx
) p−2
p
)(∫
{|x|≤ε−1r0+1}
|un − um|
pdx
) 2
p
= o(1).
(2.12)
And from (2.10), we get that∫
{|x|≥ε−1r0+1}
(|un|
p−2 + |um|
p−2)|un − um|
2dx
≤
((∫
{|x|≥ε−1r0+1}
|un|
pdx
) p−2
p +
( ∫
{|x|≥ε−1r0+1}
|um|
pdx
) p−2
p
)(∫
{|x|≥ε−1r0+1}
|un − um|
pdx
) 2
p
≤ Cε
3(6−p)(p−2)
2p ‖un − um‖
2.
(2.13)
Combining with (2.11)-(2.13), we get that, as n,m→∞,
|
∫
R3
K(εx)(f(um)− f(un))(un − um)dx| ≤ (
1
2
+ Cε
3(6−p)(p−2)
2p )‖un − um‖
2 + o(1). (2.14)
By Hardy-Littlewood-Sobolev inequality∫
R3
(φun − φum)um(un − um)dx
=
∫
R3
∫
R3
(u2n(y)− u
2
m(y))um(x)(un(x)− um(x))
|x− y|
dxdy
≤
( ∫
R3
|u2n − u
2
m|
6
5 dx
) 5
6
( ∫
R3
|um|
6
5 |un − um|
6
5 dx
) 5
6
≤
( ∫
R3
|u2n − u
2
m|
6
5 dx
) 5
6
[( ∫
{|x|≥ε−1r0+1}
|um|
6
5 |un − um|
6
5 dx
) 5
6 +
( ∫
{|x|≤ε−1r0+1}
|um|
6
5 |un − um|
6
5 dx
) 5
6
]
≤
( ∫
R3
|u2n − u
2
m|
6
5 dx
) 5
6
( ∫
{|x|≥ε−1r0+1}
|um|
12
5 dx
) 5
12
( ∫
R3
|un − um|
12
5 dx
) 5
12
+
( ∫
R3
|u2n − u
2
m|
6
5 dx
) 5
6
( ∫
R3
|um|
12
5 dx
) 5
12
( ∫
{|x|≤ε−1r0+1}
|un − um|
12
5 dx
) 5
12
≤ Cε
9
4
( ∫
R3
|un − um|
12
5 dx
) 5
6 + o(1)
≤ Cε
9
4 ‖un − um‖
2 + o(1).
(2.15)
So, (2.8)-(2.9) and (2.14)-(2.15) imply that {un} is a Cauchy sequence in H1(R3), hence a convergent
sequence.
3 Existence of multiple sign-changing solutions for modified prob-
lem
In this section, we construct multiple sign-changing critical points of the modified functionals Φε .
For this purpose, we adapt an abstract critical point theorem in [34]. For reader’s convenience, we state
it here.
Let X be a Banach space, J be an even C1 functional on X . Let P,Q be open convex sets of
X,Q = −P . Set
O = P ∪Q, Σ = ∂P ∩ ∂Q.
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Assume
(I1) J satisfies the (PS) condition.
(I2) c∗ = inf
u∈Σ
J(u) > 0.
Assume there exists an odd locally Lipschitz continuous map A : X → X satisfying:
(A1) Given c0, b0 > 0, there exists b = b(c0, b0) > 0 such that if ‖J ′(u)‖ ≥ b0, |J(u)| ≤ c0, then
〈J ′(u), u−Au〉 ≥ b‖u−Au‖ > 0.
(A2) A(∂P ) ⊂ P, A(∂Q) ⊂ Q.
Define
Θ = {η|η ∈ C(X,X), η odd, η(P ) ⊂ P, η(Q) ⊂ Q, η(u) = u if J(u) < 0},
Γj = {E|E ⊂ X,E compact,−E = E, γ(E ∩ η
−1(Σ)) ≥ j for η ∈ Θ},
where γ be the genus of symmetric sets
γ(E) = inf{n|there exists an odd map ϕ : E → Rn \ {0}}.
Assume that
(Γ) Γj is nonempty, j = 1, 2, · · · .
Define
cj = inf
A∈Γj
sup
u∈A\O
J(u), j = 1, 2, · · · ,
Kc = {u|J
′(u) = 0, J(u) = c}, K∗c = Kc \O.
The following abstract critical point theorem is from [34].
Theorem 3.1 Assume (I1), (I2), (A1), (A2) and (Γ) hold. Then
(1.) cj ≥ c∗,K∗cj 6= ∅.
(2.) cj →∞ as j →∞.
(3.) if cj = cj+1 = · · · = cj+k−1 = c, then γ(K∗c ) ≥ k.
In the following, we verify that the functional Φε satisfies all the assumptions of Theorem 3.1. In
Lemma 2.2 we have proved that Φε satisfies the assumption (I1), i.e. the (PS) condition.
Now we introduce an auxiliary operator Aε. Precisely, the operator Aε is defined as follows: for any
u ∈ H1(R3), v = Aε(u) ∈ H1(R3) is the unique solution to the equation
−∆v + V (εx)v + φuv + 2βκ(u)χε(x)v = K(εx)f(u), v ∈ H
1(R3) (3.1)
where κ(u) =
( ∫
R3
χε(x)u
2dx − 1
)β−1
+
. Clearly, the three statements are equivalent: u is a solution of
equation (3.1), u is a critical point of Φε, and u is a fixed point of Aε.
Lemma 3.1 The operator Aε is well defined and is locally Lipschitz continuous on H
1(R3).
Proof : We first prove v can be obtained by solving the following minimization problem:
inf{Jε(v) : v ∈ H
1(R3)},
where
Jε(v) =
1
2
∫
R3
|∇v|2dx+
1
2
∫
R3
V (εx)v2dx+
1
2
∫
R3
φuv
2dx
+ 2βκ(u)
∫
R3
χε(x)v
2dx−
∫
R3
K(εx)f(u)vdx.
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In fact, by (1.9), we have
Jε(v) ≥
1
2
∫
R3
|∇v|2dx+
1
2
∫
R3
V (εx)v2dx− C
∫
R3
(|u|+ |u|p−1)|v|dx
≥ min{
1
2
,
a1
2
}‖v‖2 − C‖u‖2‖v‖2 − C‖u‖
p−1
p ‖v‖p
≥ min{
1
2
,
a1
2
}‖v‖2 − C‖v‖,
which deduces that Jε is coercive and weakly lower semicontinuous. Next we prove that v is unique.
Assume v1, v2 are two solutions corresponding to u, then we have
〈J ′ε(v1)− J
′
ε(v2), v1 − v2〉 =
∫
R3
|∇(v1 − v2)|
2dx +
∫
R3
V (εx)(v1 − v2)
2dx
+
∫
R3
φu(v1 − v2)
2dx+ 2βκ(u)
∫
R3
χε(x)(v1 − v2)
2dx
≥ min{
1
2
,
a1
2
}‖v1 − v2‖
2.
Thus we have v1 = v2.
Clearly, Aε maps bounded sets into bounded sets. Now we will show that the map Aε is locally
Lipschitz continuous. Let u¯ = Aε(u) and v¯ = Aε(v), we have
min{1, a1}‖u¯− v¯‖
2 ≤
∫
R3
|∇(u¯− v¯)|2dx+
∫
R3
V (εx)|u¯− v¯|2dx
=
∫
R3
K(εx)(f(u)− f(v))(u¯ − v¯)dx −
∫
R3
(φuu¯− φv v¯)(u¯− v¯)dx
− 2βκ(u)
∫
R3
χε(x)u¯(u¯− v¯)dx+ 2βκ(v)
∫
R3
χε(x)v¯(u¯− v¯)dx
≤
∫
R3
K(εx)(f(u)− f(v))(u¯ − v¯)dx +
∫
R3
(φv − φu)v¯(u¯− v¯)dx
+ 2β
(
κ(v)− κ(u)
) ∫
R3
χε(x)v¯(u¯− v¯)dx
= Π1 +Π2 +Π3.
Using the mean value theorem, we get that there exists 0 < θ(x) < 1 such that
Π1 ≤ C
∣∣ ∫
R3
(f(u)− f(v))(u¯ − v¯)dx
∣∣ = C∣∣ ∫
R3
f ′(θu + (1− θ)v)(u − v)(u¯ − v¯)dx
∣∣
≤ C
∫
R3
|u− v||u¯ − v¯|dx+ C
∫
R3
(|u|p−2 + |v|p−2)|u − v||u¯− v¯|dx
≤ C‖u− v‖2‖u¯− v¯‖2 + C(‖u‖
p−2
p + ‖v‖
p−2
p )‖u− v‖p‖u¯− v¯‖p
≤ C‖u− v‖‖u¯− v¯‖.
(3.2)
Next, we estimate the second term Π2. By Hardy-Littlewood-Sobolev inequality and Ho¨lder inequality,
one has
Π2 ≤
∣∣ ∫
R3
(φv − φu)v¯(u¯ − v¯)dx
∣∣
≤ ‖u− v‖ 12
5
‖u+ v‖ 12
5
‖v¯‖ 12
5
‖u¯− v¯‖ 12
5
≤ C‖u− v‖‖u+ v‖‖v¯‖‖u¯− v¯‖
≤ C‖u− v‖‖u¯− v¯‖.
(3.3)
Now, we estimate the third term Π3. Using the elementary inequality |aα−bα| ≤ αmax{aα−1, bα−1}|a−b|,
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which holds for α ≥ 1 and a, b ≥ 0, we have
|κ(v)− κ(u)| ≤ (β − 1)max
{(∫
R3
χε(x)u
2dx − 1
)β−2
+
,
( ∫
R3
χε(x)v
2dx− 1
)β−2
+
}
·∣∣∣∣(
∫
R3
χε(x)u
2dx− 1
)
+
−
( ∫
R3
χε(x)v
2dx− 1
)
+
∣∣∣∣
≤ C
∫
R3
χε(x)|u
2 − v2|dx
≤ C‖u− v‖.
Thus,
Π3 ≤ C‖u− v‖‖v¯‖‖u¯− v¯‖ ≤ C‖u− v‖‖u¯− v¯‖. (3.4)
From (3.2)-(3.4), we deduce the desired result.
Let
P+ := {u ∈ H1(R3)|u ≥ 0} and P− := {u ∈ H1(R3)|u ≤ 0}.
For an arbitrary σ > 0, we define
P+σ := {u ∈ H
1(R3)|dist(u, P+) < σ} and P−σ := {u ∈ H
1(R3)|dist(u, P−) < σ},
where dist(u, P±) = inf
w∈P±
‖u− w‖. Obviously, P−σ = −P
+
σ , and O = P
+
σ ∪ P
−
σ is a open and symmetric
subset of H1(R3) and H1(R3) \O contains only sign-changing function.
We verify the assumption (I2) of Theorem 3.1.
Lemma 3.2 There exists σ′ > 0 such that for σ ∈ (0, σ′), there holds
Φε(u) ≥
min{1, a1}
4
σ2 for u ∈ Σ = ∂P+σ ∩ ∂P
−
σ ,
and then c∗ε := inf
u∈Σ
Φε(u) ≥
min{1,a1}
4 σ
2.
Proof : For any u ∈ ∂P+σ ∩ ∂P
−
σ , there exist cp > 0 such that
‖u±‖p = inf
w∈P∓
‖u− w‖p ≤ cp inf
w∈P∓
‖u− w‖ = cpdist(u, P
∓) = cpσ,
which implies that ‖u‖p ≤ 2cpσ. Clearly, ‖u±‖ ≥ dist(u, P∓) = σ. Thus, by (1.9), one has
Φε(u) ≥
1
2
∫
R3
|∇u|2dx +
1
2
∫
R3
V (εx)u2dx−
∫
R3
K(εx)F (u)dx
≥
min{1, a1}
2
‖u‖2 − C‖u‖pp
≥
min{1, a1}
2
σ2 − Cσp
≥
min{1, a1}
4
σ2,
for σ small enough, and the proof is completed.
Now, we verify the assumption (A2) of Theorem 3.1.
Lemma 3.3 There exists 0 < σ0 < σ
′ such that for σ ∈ (0, σ0),
A(∂P−σ ) ⊂ P
−
σ , A(∂P
+
σ ) ⊂ P
+
σ .
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Proof : Since the two conclusions are similar, we only prove the first one. Let u ∈ H1(R3) and v = Aε(u).
It follows from (1.9) and the fact dist(v, P−) ≤ ‖v+‖ that
dist(v, P−)‖v+‖ ≤ ‖v+‖2 ≤ min{1, a1}
−1
(∫
R3
∇v∇v+dx+
∫
R3
V (εx)vv+dx
)
= min{1, a1}
−1
(∫
R3
K(εx)f(u)v+dx− 2βκ(u)
∫
R3
χε(x)vv
+dx−
∫
R3
φuvv
+dx
)
≤ C
∫
R3
f(u)v+dx
= C
∫
R3
f(u+)v+dx
≤
∫
R3
(
δ|u+|+ C(δ)|u+|p−1
)
|v+|dx
≤ δ‖u+‖2‖v
+‖2 + C(δ)‖u
+‖p−1p ‖v
+‖p
≤ C
(
δdist(u, P−) + C(δ)dist(u, P−)p−1
)
‖v+‖.
It follows that
dist(A(u), P−) ≤ C
(
δdist(u, P−) + C(δ)dist(u, P−)p−1
)
.
Thus, choosing δ small enough, there exists σ0 > 0 such that for σ ∈ (0, σ0),
dist(A(u), P−) ≤
1
2
dist(u, P−) for any u ∈ P−σ .
This implies that A(∂P−σ ) ⊂ P
−
σ .
To verify the assumption (A1), we need the following Lemma.
Lemma 3.4 For any u ∈ H1(R3), one has
〈Φ′ε(u), u−Aε(u)〉 ≥ min{1, a1}‖u−Aε(u)‖
2. (3.5)
Moreover, there exists C > 0 such that
‖Φ′ε(u)‖ ≤ ‖u−Aε(u)‖(1 + C‖u‖
2β−2). (3.6)
Proof : Since Aε(u) is the solution of equation (3.1), by a direct computation, we see that
〈Φ′ε(u), u−Aε(u)〉 =
∫
R3
|∇(u −Aε(u))|
2dx+
∫
R3
V (εx)|u− Aε(u)|
2dx+
∫
R3
φu(u−Aε(u))
2dx
+ 2βκ(u)
∫
R3
χε(x)(u −Aε(u))
2dx
≥ min{1, a1}‖u−Aε(u)‖
2.
For all ϕ ∈ H1(R3), we have
〈Φ′ε(u), ϕ〉 =
∫
R3
∇(u−Aε(u))∇ϕdx +
∫
R3
V (εx)(u −Aε(u))ϕdx +
∫
R3
φu(u−Aε(u))ϕdx
+ 2βκ(u)
∫
R3
χε(x)(u −Aε(u))ϕdx.
Note that ∣∣ ∫
R3
φu(u−Aε(u))ϕdx
∣∣ ≤ C‖u‖2‖u−Aε(u)‖‖ϕ‖,
and ∣∣ ∫
R3
χε(x)(u −Aε(u))ϕdx
∣∣ ≤ C‖u−Aε(u)‖‖ϕ‖.
Moreover,
κ(u) =
( ∫
R3
χε(x)u
2dx− 1
)β−1
+
≤
(
2
∫
R3
χε(x)u
2dx
)β−1
≤ C‖u‖2β−2.
Thus, ‖Φ′ε(u)‖ ≤ ‖u−Aε(u)‖(1 + C‖u‖
2β−2) for all u ∈ H1(R3).
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Lemma 3.5 Given c0, b0 > 0, there exists b = b(c0, b0) > 0 such that if ‖Φ
′
ε(u)‖ ≥ b0, |Φε(u)| ≤ c0, then
〈Φ′ε(u), u−Aε(u)〉 ≥ b‖u−Aε(u)‖ > 0.
Proof : By Lemma 3.4, it suffices to prove that there exists β0 > 0 such that
‖u−Aε(u)‖ ≥ β0. (3.7)
For any u ∈ H1(R3), by (f3), we have
Φε(u)−
1
µ
(u, u−Aε(u))ε
=
µ− 2
2µ
( ∫
R3
|∇u|2dx+
∫
R3
V (εx)u2dx
)
+
µ− 4
4µ
∫
R3
φuu
2dx
+
1
µ
∫
R3
φuu(u−Aε(u))dx +
∫
R3
K(εx)(
1
µ
f(u)u− F (u))dx
+
( ∫
R3
χε(x)u
2dx− 1
)β
+
−
2β
µ
( ∫
R3
χε(x)u
2dx− 1
)β−1
+
∫
R3
χε(x)Aε(u)udx
≥
min{1, a1}(µ− 2)
2µ
‖u‖2 +
µ− 4
4µ
∫
R3
φuu
2dx+
1
µ
∫
R3
φuu(u−Aε(u))dx
+
( ∫
R3
χε(x)u
2dx− 1
)β
+
−
2β
µ
( ∫
R3
χε(x)u
2dx− 1
)β−1
+
∫
R3
χε(x)u
2dx
+
2β
µ
( ∫
R3
χε(x)u
2dx− 1
)β−1
+
∫
R3
χε(x)(u −Aε(u))udx.
(3.8)
By Hardy-Littlewood-Sobolev inequality and Ho¨lder inequality, one has
∣∣∣∣
∫
R3
φuu(u−Aε(u))dx
∣∣∣∣ ≤
(∫
R3
φu(u−Aε(u))
2dx
) 1
2
(∫
R3
φuu
2dx
) 1
2
≤
µ− 4
8
∫
R3
φuu
2dx+ C‖u‖2‖u−Aε(u)‖
2
(3.9)
and ∣∣∣∣
∫
R3
χε(x)(u −Aε(u))udx
∣∣∣∣ ≤
(∫
R3
χε(x)u
2dx
) 1
2
(∫
R3
χε(x)(u −Aε(u))
2dx
) 1
2
≤
µ− 2β
4β
∫
R3
χε(x)u
2dx+ C‖u−Aε(u)‖
2.
(3.10)
It follows from (3.8)-(3.10) that
min{1, a1}(µ− 2)
2µ
‖u‖2 +
( ∫
R3
χε(x)u
2dx− 1
)β
+
≤ C‖u‖2‖u−Aε(u)‖
2 +
µ+ 2β
2µ
( ∫
R3
χε(x)u
2dx− 1
)β−1
+
∫
R3
χε(x)u
2dx
+ C
( ∫
R3
χε(x)u
2dx − 1
)β−1
+
‖u−Aε(u)‖
2 + |Φε(u)|+ C‖u‖‖u−Aε(u)‖
≤ C‖u‖2‖u−Aε(u)‖
2 +
µ+ 2β
2µ
( ∫
R3
χε(x)u
2dx− 1
)β
+
+ |Φε(u)|+ C‖u‖‖u−Aε(u)‖
+
( ∫
R3
χε(x)u
2dx− 1
)β−1
+
(
µ+ 2β
2µ
+ C‖u−Aε(u)‖
2)
≤ C‖u‖2‖u−Aε(u)‖
2 +
µ+ 2β
2µ
( ∫
R3
χε(x)u
2dx− 1
)β
+
+ |Φε(u)|+ C‖u‖‖u−Aε(u)‖
+
µ− 2β
4µ
( ∫
R3
χε(x)u
2dx − 1
)β
+
+ C(1 + ‖u−Aε(u)‖
2β)
(3.11)
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which implies that
min{1, a1}(µ− 2)
2µ
‖u‖2
≤ C‖u‖2‖u−Aε(u)‖
2 + C(1 + ‖u−Aε(u)‖
2β) + |Φε(u)|+ C‖u‖‖u−Aε(u)‖.
(3.12)
If there exists {un} ⊂ H
1(R3) with |Φε(un)| ≤ c0 and ‖Φ
′
ε(un)‖ ≥ b0 such that ‖un − Aε(un)‖ → 0
as n → ∞, then it follows from (3.12) that {un} is bounded in H1(R3), and by Lemma 3.4 we see that
‖Φε(un)‖ → 0 as n→∞, which is a contradiction. Thus, (3.7) holds and the proof is completed.
Finally we consider the assumption (Γ).
Lemma 3.6 Γj is nonempty.
Proof : For any n ∈ N, we choose {vi}n1 ⊂ C
∞
0 (R
3) \ {0} such that supp(vi) ∩ supp(vj) = ∅ for i 6= j.
Thus, for ε small enough, one has
B0 := {x ∈ R
3| ∪ni=1 supp(vi)} ⊂ Λε.
Denote by Bn the unit ball in R
n, define ϕn ∈ C(Bn, C∞0 (B0)) as
ϕn(t) = R
n∑
i=1
tivi, t = (t1, t2, . . . , tn) ∈ Bn,
where R > 0 is a large number. Obviously, ϕn(0) = 0 ∈ P+σ ∩ P
−
σ and ϕn(−t) = −ϕn(t) for t ∈ Bn.
Let
J (u) =
1
2
∫
R3
|∇u|2dx +
a2
2
∫
R3
u2dx+
1
4
∫
R3
φuu
2dx− b1
∫
R3
F (u)dx.
Thus, it follows from (1.10) and (2.3) that
Φε(ϕn(t)) ≤ J (ϕn(t)) ≤
1
2
∫
R3
|∇ϕn(t)|
2dx+ (
a2
2
+ C1)
∫
R3
ϕ2n(t)dx
+ C
( ∫
R3
|ϕn(t)|
12
5 dx
) 5
3 − C0
∫
R3
|ϕn(t)|
µdx
≤ CR2
n∑
i=1
∫
R3
t2i (|∇vi|
2 + v2i
)
dx + CR4
( n∑
i=1
∫
R3
t
12
5
i |vi|
12
5 dx
) 5
3
− C0R
µ
n∑
i=1
∫
R3
tµi |vi|
µdx.
Since µ > 4, one sees that Φε(ϕn(t))→ −∞ as R →∞ uniformly for t ∈ ∂Bn. Hence, choosing R large
enough, we have
sup
u∈ϕn(∂Bn)
Φε(u) < c
∗ := inf
u∈Σ
Φε(u).
Moreover, it is not difficult to check that ϕn(∂Bn) ∩ (P+σ ∩ P
−
σ ) = ∅ for R > 0 large enough.
Now we let
Θ = {η|η ∈ C(H1(R3), H1(R3)), η odd, η(P+σ ) ⊂ P
+
σ , η(P
−
σ ) ⊂ P
−
σ , η(u) = u if Φε(u) < 0},
Γj = {E|E ⊂ H
1(R3), E compact,−E = E, γ(E ∩ η−1(Σ)) ≥ j for η ∈ Θ},
then it follows from [34, Lemma 4.2] that ϕn(Bn) ⊂ Γn−1. This completes this proof.
Having verified all the assumptions of Theorem 3.1, we have the following existence theorem.
Theorem 3.2 Under the assumptions of Theorem 1.1, the functional Φε has infinitely many sign-
changing critical points for ε > 0 small,
{±uj,ε|j = 1, 2, · · · }
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and the corresponding critical values are defined as
cεj = inf
A∈Γj
sup
u∈A\O
Φε(u), j = 1, 2, · · · .
Moreover,
1. there exists c˜j , j = 1, 2, · · · , independent of ε such that
cεj ≤ c˜j , j = 1, 2, · · · . (3.13)
2. If cεj = c
ε
j+ε = · · · = c
ε
j+k = c, then γ(K
∗
c ) ≥ k + 1.
Proof : It remains to verify (3.13). Let Hj := ϕj+1(Bj+1) ⊂ Γj . For t ∈ Bj+1, u = ϕj+1(t), then( ∫
R3
χε(x)u
2dx− 1
)β
+
= 0 and for ε small enough
Φε(u) ≤ J (u), ∀u ∈ ϕj+1(Bj+1).
Hence,
cεj ≤ c˜j := sup
Hj
J (u).
This completes this proof.
4 Localization of nodal solutions and the proof of Theorem 1.1
In this section, we are going to prove that the sign-changing critical points obtained in Theorem 3.2
are solutions of the original system (2.1).
For any k ∈ N, by Theorem 3.2, there exists ε′k > 0 such that, for any ε ∈ (0, ε
′
k), the functional Φε
has at least k pairs sign-changing critical points ±uj,ε, j = 1, · · · , k and the corresponding critical values
satisfy
0 < cε1 ≤ c
ε
2 ≤ · · · ≤ c
ε
k ≤ c˜k.
Moreover, we have the following Lemma.
Lemma 4.1 There exist a positive constant ρ depending only on a and p and a positive constant ηk
independent of ε such that
ρ ≤ ‖uj,ε‖ ≤ ηk and Qε(uj,ε) ≤ ηk, 1 ≤ j ≤ k.
Proof : By
c˜k ≥ c
ε
j = Φε(uj,ε)−
1
µ
〈Φ′ε(uj,ε), uj,ε〉
=
µ− 2
2µ
(∫
R3
|∇uj,ε|
2dx+
∫
R3
V (εx)u2j,εdx
)
+
µ− 4
4µ
∫
R3
φuj,εu
2
j,εdx+
( ∫
R3
χε(x)u
2
j,εdx− 1
)β
+
−
2β
µ
(∫
R3
χε(x)u
2
j,εdx− 1
)β−1
+
∫
R3
χε(x)u
2
j,εdx+
∫
R3
K(εx)[
1
µ
f(uj,ε)uj,ε − F (uj,ε)]dx
≥
min{1, a1}(µ− 2)
2µ
‖uj,ε‖
2 +
( ∫
R3
χε(x)u
2
j,εdx− 1
)β
+
−
2β
µ
(∫
R3
χε(x)u
2
j,εdx− 1
)β−1
+
∫
R3
χε(x)u
2
j,εdx
≥
min{1, a1}(µ− 2)
2µ
‖uj,ε‖
2 +
µ− 2β
µ
( ∫
R3
χε(x)u
2
j,εdx− 1
)β
+
−
2β
µ
(∫
R3
χε(x)u
2
j,εdx− 1
)β−1
+
and 2 < β < µ2 , we get that there exists ηk > 0 independent of ε such that ‖uj,ε‖ ≤ ηk and Qǫ(uj,ǫ) ≤ ηk.
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From 〈Φ′ε(uj,ǫ), uj,ε〉 = 0 and (1.9), we get that
min{1, a1}‖uj,ε‖
2 ≤
∫
R3
|∇uj,ε|
2dx+
∫
R3
V (εx)u2j,εdx+
∫
R3
φuj,εu
2
j,εdx
+ 2β
( ∫
R3
χε(x)u
2
j,εdx − 1
)β−1
+
∫
R3
χε(x)u
2
j,εdx
=
∫
R3
K(εx)f(uj,ε)uj,εdx
≤
min{1, a1}
2
‖uj,ε‖
2 + C‖uj,ε‖
p,
which implies that
min{1, a1}
2
‖uj,ε‖
2 ≤ C‖uj,ε‖
p.
Since p > 2 and uj,ǫ 6= 0, we deduce that there exists ρ > 0 depending only on a1 and p such that
‖uj,ε‖ ≥ ρ, 1 ≤ j ≤ k.
Lemma 4.2 Assume Φ′ε(u) = 0,Φε(u) ≤ L. Then there exists c = c(L) such that |u(x)| ≤ c for x ∈ R
3.
Moreover, for any δ > 0 there exists c = c(δ, L) such that |u(x)| ≤ cε3 for x ∈ R3 \ (Λε)δ.
Proof : The proof is an application of Moser’s iteration.
(1) Define
uT (x) =


−T, if u(x) ≤ −T,
u(x), if |u(x)| ≤ T,
T, if u(x) ≥ T,
where T > 0. Set ϕ = |uT |2k−2u with k ≥ 1 as test function in 〈Φ′ε(u), ϕ〉 = 0, that is∫
R3
∇u∇ϕdx+
∫
R3
V (εx)uϕdx+
∫
R3
φuuϕdx+2β
(∫
R3
χε(x)u
2dx−1
)β−1
+
∫
R3
χε(x)uϕdx =
∫
R3
K(εx)f(u)ϕdx.
(4.1)
Note that ∫
R3
φuuϕdx+ 2β
(∫
R3
χε(x)u
2dx− 1
)β−1
+
∫
R3
χε(x)uϕdx ≥ 0.
Thus, by (4.1) and (1.9), one has∫
R3
|uT |
2k−2|∇u|2dx+ 2(k − 1)
∫
{|u(x)|≤T}
|u|2k−2|∇u|2dx ≤ C
∫
R3
|uT |
2k−2|u|pdx. (4.2)
Moreover, by Ho¨lder inequality, we obtain∫
R3
|uT |
2k−2|u|pdx =
∫
R3
(u|uT |
k−1)2|u|p−2dx ≤
( ∫
R3
|u|2
∗
dx
) p−2
2∗
( ∫
R3
(u|uT |
k−1)
2·2∗
2∗−p+2dx
) 2∗−p+2
2∗ .
(4.3)
A direct estimation and (4.2)-(4.3) imply that∫
R3
|∇(u|uT |
k−1)|2dx =
∫
R3
|∇u|2|uT |
2k−2dx+ (k2 − 1)
∫
{|u(x)|≤T}
|u|2k−2|∇u|2dx
≤
k + 1
2
∫
R3
|∇u|2|uT |
2k−2dx+ (k2 − 1)
∫
{|u(x)|≤T}
|u|2k−2|∇u|2dx
=
k + 1
2
(∫
R3
|∇u|2|uT |
2k−2dx+ 2(k − 1)
∫
{|u(x)|≤T}
|u|2k−2|∇u|2dx
)
≤ Ck
∫
R3
|uT |
2k−2|u|pdx
≤ Ck
( ∫
R3
(u|uT |
k−1)2
∗· 2·
2∗−p+2dx
) 2∗−p+2
2∗ .
(4.4)
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Thus, by Sobolev inequality and (4.4), we have
( ∫
R3
(u|uT |
k−1)2
∗
dx
) 2
2∗ ≤ Ck
( ∫
R3
(u|uT |
k−1)
2·2∗
2∗−p+2 dx
) 2∗−p+2
2∗ . (4.5)
Assume
∫
R3
|u|k·
2·2∗
2∗−p+2dx <∞. Let T →∞ in (4.5), we obtain
( ∫
R3
|u|k·2
∗
dx
) 2
2∗ ≤ Ck
( ∫
R3
|u|k·
2·2∗
2∗−p+2 dx
) 2∗−p+2
2∗ .
Denote χ = 2
∗−p+2
2 > 1. Starting from k1 = χ, then
( ∫
R3
|u|χ·2
∗
dx
) 1
χ2∗ ≤ Cχ
1
χ
( ∫
R3
|u|2
∗
dx
) 1
2∗ .
By iteration, we have
‖u‖χn·2∗ ≤ C(χ
n)
1
χn ‖u‖2∗, n = 1, 2, · · · .
Hence,
‖u‖∞ ≤ C‖u‖2∗ ≤ C.
(2) For x0 ∈ R3, 0 < ρ < R ≤ 1. Choose η ∈ C∞0 (R
3, [0, 1]) such that η(x) = 1 for x ∈ Bρ = Bρ(x0);
η(x) = 0 for x /∈ BR(x0) and |∇η| ≤
c
R−ρ . Set ϕ = u|u|
2k−2η2, k ≥ 1 as test function in 〈Φ′ε(u), ϕ〉 = 0
and similar to (4.2), we have
(2k − 1)
∫
R3
|u|2k−2|∇u|2η2dx+ 2
∫
R3
u|u|2k−2η∇u∇ηdx ≤ C
∫
R3
|u|2k+p−2η2dx. (4.6)
Note that, by the L∞-estimate of u,∫
R3
|u|2k+p−2η2dx ≤ C
∫
BR(x0)
|u|2kdx. (4.7)
Thus, by (4.6) and (4.7)∫
R3
|∇(|u|kη)|2dx =
∫
R3
|∇η|2|u|2kdx+ k2
∫
R3
|u|2k−2|∇u|2η2dx+ 2k
∫
R3
|u|2k−2uη∇u∇ηdx
≤
∫
R3
|∇η|2|u|2kdx+ k
(
(2k − 1)
∫
R3
|u|2k−2|∇u|2η2dx+ 2
∫
R3
|u|2k−2uη∇u∇ηdx
)
≤
∫
R3
|∇η|2|u|2kdx+ Ck
∫
R3
|u|2k+p−2η2dx
≤
C
(R − ρ)2
∫
BR(x0)
|u|2kdx+ Ck
∫
BR(x0)
|u|2kdx
≤
Ck
(R − ρ)2
∫
BR(x0)
|u|2kdx,
which implies that ( ∫
Bρ(x0)
|u|k·2
∗
dx
) 2
2∗ ≤
Ck
(R− ρ)2
∫
BR(x0)
|u|2kdx.
By iteration we have
‖u‖L∞(BR
2
(x0)) ≤ ‖u‖L2(BR(x0)).
We claim that ∫
R3\(Λε)δ
u2dx ≤ Cδε
6. (4.8)
In fact,
∫
R3
χεu
2dx ≤ (
∫
R3
χεu
2dx− 1)+ + 1 ≤ C. By the definition, if δ ≥ 1∫
R3\(Λε)δ
u2dx = ε6
∫
R3\(Λε)δ
χε(x)u
2dx ≤ ε6
∫
R3
χε(x)u
2dx ≤ Cε6.
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If 0 < δ < 1, then∫
R3
χε(x)u
2dx ≥
∫
R3\(Λε)δ
χε(x)u
2dx
= ε−6
∫
R3\(Λε)1
u2dx + ε−6
∫
(Λε)1\(Λε)δ
ζ(dist(x,Λε))u
2dx
≥ ε−6
(∫
R3\(Λε)1
u2dx+ min
τ∈[δ,1]
ζ(τ)
∫
(Λε)1\(Λε)δ
u2dx
)
≥ min{1, min
τ∈[δ,1]
ζ(τ)}ε−6
∫
R3\(Λε)δ
u2dx
where
min
τ∈[δ,1]
ζ(τ) > 0.
Thus, ∫
R3\(Λε)δ
u2dx = ε6
∫
R3\(Λε)δ
χε(x)u
2dx ≤ ε6
∫
R3
χε(x)u
2dx ≤ Cε6.
So, claim (4.8) holds and then
|u(x)| ≤ Cδε
6 for x ∈ R3 \ (Λε)
δ.
This completes this proof.
For fixed any 1 ≤ j ≤ k and let εn → 0+ as n → ∞, by Lemma 4.1, {uj,εn} is bounded in H
1(R3).
So, we can use the following profile decomposition result introduced in [44].
Lemma 4.3 For fixed any 1 ≤ j ≤ k and let εn → 0+ as n→∞, there exist U ij , rj,εn ∈ H
1(R3), yij,εn ∈
R
3 such that
uj,εn =
∑
i
U ij(· − y
i
j,εn
) + rj,εn (4.9)
and satisfy
(1) uj,εn(·+ y
i
j,εn
)⇀ U ij in H
1(R3) as n→∞.
(2) |yii,εn − y
i′
j,εn
| → ∞ as n→∞ for i 6= i′.
(3) ‖uj,εn‖
2 =
∑
i
‖U ij‖
2 + ‖rj,εn‖
2 + on(1).
(4) ‖rj,εn‖s = on(1) and ‖uj,εn‖
s
s =
∑
i
‖U ij‖
s
s + on(1), s ∈ (2, 6).
By Lemma 4.2(2),
lim
n→∞
dist(yij,εn ,Λεn) <∞.
Up to a subsequence, we assume that
yij = lim
n→∞
εny
i
j,εn
. (4.10)
Since dist(yij,εn ,Λεn) = ε
−1
n dist(εny
i
j,εn
,Λ), we have
dist(yij ,Λ) = 0, i.e., y
i
j ∈ Λ. (4.11)
A similar argument of [35, Lemma 3.2] but easier, we have the following Lemma.
Lemma 4.4 Assume εn → 0
+ as n → ∞, Φ′εn(un) = 0, {un} is bounded in H
1(R3). Assume u˜n =
un(·+ yn)⇀ U in H1(R3), yn ∈ R3, lim
n→∞
εnyn = y
∗.
(1) If lim
n→∞
dist(yn, ∂Λεn) =∞, then yn ∈ Λεn and U satisfies
∫
R3
∇U∇ϕdx +
∫
R3
V (y∗)Uϕdx +
∫
R3
φUUϕdx =
∫
R3
K(y∗)f(U)ϕdx for ϕ ∈ C∞0 (R
3).
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(2) If lim
n→∞
dist(yn, ∂Λεn) <∞ (without loss of generality we assume lim
n→∞
dist(yn, ∂Λεn) = 0), then U
satisfies∫
R
3
+
∇U∇ϕdx+
∫
R
3
+
V (y∗)Uϕdx+
∫
R
3
+
φUUϕdx =
∫
R
3
+
K(y∗)f(U)ϕdx for ϕ ∈ C∞0 (R
3
+)
and U(x) = 0 for x = (x1, x2, x3), x3 ≤ 0, where R
3
+ = {x|x = (x1, x2, x3) ∈ R
3, x3 > 0}.
Lemma 4.5 The summation in the profile decomposition (4.9) has only finitely many terms.
Proof : In both cases of Lemma 4.4, we have∫
R3
|∇U ij |
2dx+ a1
∫
R3
|U ij |
2dx ≤
∫
R3
|∇U ij |
2dx+
∫
R3
V (yij)|U
i
j |
2dx+
∫
R3
φUij |U
i
j |
2dx
=
∫
R3
K(yij)f(U
i
j)U
i
jdx
≤
a1
2
∫
R3
|U ij |
2dx+ C
∫
R3
|U ij |
pdx
which implies that ∫
R3
|∇U ij |
2dx+
a1
2
∫
R3
|U ij |
2dx ≤ C
∫
R3
|U ij |
pdx.
By Ho¨lder inequality and Sobolev imbedding inequality∫
R3
|U ij |
pdx ≤
( ∫
R3
|U ij |
2dx
)t( ∫
R3
|U ij |
6dx
)1−t
≤ C
( ∫
R3
|U ij |
2dx
)t( ∫
R3
|∇U ij |
2dx
)3(1−t)
≤ C
( ∫
R3
|U ij |
pdx
)3−2t
where t = 6−p4 ∈ (0, 1). Thus, there exists c˜0 > 0 such that
∫
R3
|U ij |
pdx ≥ c˜0. By the property (4) of the
profile decomposition (4.9) the summation has only finite terms.
For fix any 1 ≤ j ≤ k, it follows from Lemma 4.4 and the property (4) of the profile decomposition
(4.9) that there exist mj nonzero functions U
i
j in H
1(R3), 1 ≤ i ≤ mj and satisfies (4.10)-(4.11). We may
write the set of these limiting points by
{y1j , y
2
j , · · · , y
sj
j } = { limn→∞
εny
i
j,εn
|0 ≤ i ≤ mj} ⊂ Λ,
such that 1 ≤ sj ≤ mj and yij 6= y
i′
j for 1 ≤ i 6= i
′ ≤ sj . Set
ϑj =
{
1
10 min{|y
i
j − y
i′
j ||1 ≤ i 6= i
′ ≤ sj}, if sj ≥ 2,
∞, if sj = 1.
(4.12)
Lemma 4.6 If
0 < δ < ϑj ,
then there exist C > 0 and c > 0 independent of n such that, for every 1 ≤ i ≤ mj, when n is large
enough,
|∇uj,εn(x)| + |uj,εn(x)| ≤ Cexp(−cε
−1
n ), ∀x ∈ B(y
i
j,εn
, δε−1n + 1) \B(y
i
j,εn
, δε−1n − 1).
Proof : Its proof follows the argument as in [15], but we present it here for the sake of completeness. We
define
Ain = B(y
i
j,εn
,
3
2
δε−1n ) \B(y
i
j,εn
,
1
2
δε−1n ).
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Then the definition of ϑj and the fact 0 < δ < ϑj , we deduce that, for every 1 ≤ i
′, i ≤ mj ,
dist(yi
′
j,εn
, Ain)→∞, as n→∞. (4.13)
This, together with property (4) of the profile decomposition (4.9) and the fact
lim
R→∞
∫
R3\B(yij,εn ,R)
|U ij(· − y
i
j,εn
)|pdx = 0, 1 ≤ i ≤ mj , (4.14)
we get that, for every 1 ≤ i ≤ mj ,
lim
n→∞
∫
Ain
|uj,εn |
pdx = 0.
It follows that there exists n0 ∈ N such that for n ≥ n0,
C(
a1
2
)|uj,εn(x)|
p−2 <
a1
4
, for any x ∈ Ain, 1 ≤ i ≤ mj , (4.15)
where C(a12 ) is defined in (1.9). For non-negative integer m, let
Rm = B(yij,εn ,
3
2
δε−1n −m) \B(y
i
j,εn
,
1
2
δε−1n +m)
and let ςm be a cut-off function satisfying that 0 ≤ ςm(t) ≤ 1, |ς ′m(t)| ≤ 4 for all t ∈ R and
ςm(t) =
{
0, t ≤ 12δε
−1
n +m− 1 or t ≥
3
2δε
−1
n −m+ 1,
1, 12δε
−1
n +m ≤ t ≤
3
2δε
−1
n −m.
For x ∈ R3, let ψm(x) = ςm(|x − yij,εn |). Multiplying both sides of (2.5) by ψ
2
muj,εn and integrating on
R
3, we get that∫
Rm−1
|∇uj,εn |
2ψ2mdx+
∫
Rm−1
φuj,εnu
2
j,εn
ψ2mdx+
∫
Rm−1
V (εnx)u
2
j,εn
ψ2mdx
+ ξn
∫
Rm−1
χεn(x)u
2
j,εn
ψ2mdx−
∫
Rm−1
f(uj,εn)ψ
2
muj,εndx
= −2
∫
Rm−1
uj,εnψm∇uj,εn∇ψmdx
≤ 8
∫
Rm−1\Rm
|uj,εn | · |∇uj,εn |dx,
(4.16)
where
ξn := 2β
(∫
R3
χεn(x)u
2
j,εn
dx− 1
)β−1
+
. (4.17)
By (1.9) and (4.15), we get that∫
Rm−1
|∇uj,εn |
2ψ2mdx+
∫
Rm−1
φuj,εnu
2
j,εn
ψ2mdx+
∫
Rm−1
V (εnx)u
2
j,εn
ψ2mdx
+ ξn
∫
Rm−1
χεn(x)u
2
j,εn
ψ2mdx−
∫
Rm−1
f(uj,εn)ψ
2
muj,εndx
≥ min{1,
a1
4
}
∫
Rm
(|∇uj,εn |
2 + u2j,εn)dx.
(4.18)
Combining (4.16) and (4.18) yields that∫
Rm
(|∇uj,εn |
2 + u2j,εn)dx ≤
8
min{1, a14 }
∫
Rm−1\Rm
|uj,εn | · |∇uj,εn |dx
≤
4
min{1, a14 }
∫
Rm−1\Rm
(|∇uj,εn |
2 + u2j,εn)dx.
(4.19)
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Setting αm =
∫
Rm
(|∇uj,εn |
2+u2j,εn)dx and C˜ =
4
min{1,
a1
4 }
. Then, there holds αm ≤ C˜(αm−1−αm) which
gives αm ≤ θαm−1 with θ =
C˜
1+C˜
< 1. Hence αm ≤ α0θm. By Lemma 4.1, we have α0 ≤ η2k. Thus, for
sufficiently large n, αm ≤ η2kθ
m = η2ke
m ln θ. Let [x] denote the integer part of x. Choosing m = [
δε−1n
2 ]− 1
and noting that [
δε−1n
2 ]− 1 ≥
δε−1n
4 when n is large enough, we get that∫
Din
(|∇uj,εn |
2 + u2j,εn)dx ≤ αm ≤ η
2
kexp(([δε
−1
n /2]− 1) ln θ) ≤ η
2
kexp(
1
4
δε−1n ln θ), (4.20)
where
Din = B(y
i
j,εn
, δε−1n + 1) \B(y
i
j,εn
, δε−1n − 1).
Then the result of this lemma follows from (4.20) and the standard regularity theory of elliptic equation
(see [23]).
Note that, from (1.12) in (V K1), we deduce that there exists δ0 > 0 with 0 < δ0 < vj such that
sup
x∈Λδ0\U(δ0)
∇K(x) · ∇V (x) < 0, (4.21)
where vj be the positive constant given in (4.12).
Lemma 4.7 For every 1 ≤ i ≤ mj , lim
ε→0
dist(εyij,ε, U(δ0)) = 0.
Proof : Arguing indirectly, we assume that there exist 1 ≤ i0 ≤ mj and sequence εn > 0 such that
lim
n→∞
εn = 0 and
lim
n→∞
dist(εny
i0
j,εn
, U(δ0)) > 0.
Note that, from (1.11), we deduce that there exists δ1 > 0 such that, for any y ∈ Λδ1
inf
x∈B(y,δ1)\Λ
∇V (y) · ∇dist(x, ∂Λ) > 0. (4.22)
For every i, without loss of generality, we may assume that lim
n→∞
εny
i
j,εn
exists. It follows from yi0j =
lim
n→∞
εny
i0
j,εn
/∈ U(δ0) that
∇K(yi0j ) · ∇V (y
i0
j ) < 0,
and then
∇V (yi0j ) 6= 0.
Thus, we deduce that there exists δ2 ∈ (0, δ1), we may assume δ2 = δ0(we choose δ0 small enough if
necessary), such that for sufficiently large n,
inf
x∈B(y
i0
j,εn
,δ0ε
−1
n )
∇V (εnx) · ∇V (εny
i0
j,εn
) ≥
1
2
|∇V (yi0j )|
2 > 0, (4.23)
and
sup
x∈B(y
i0
j,εn
,δ0ε
−1
n )
∇K(εnx) · ∇V (εny
i0
j,εn
) < 0. (4.24)
Then according to the definition of δ0 and Lemma 4.6, there exist C > 0 and c > 0 independent of n
such that, for n sufficiently large
|∇uj,εn(x)| + |uj,εn(x)| ≤ Cexp(−cε
−1
n ), ∀x ∈ B(y
i0
j,εn
, δ0ε
−1
n + 1) \B(y
i0
j,εn
, δ0ε
−1
n − 1). (4.25)
By Lemma 4.1, we deduce that there exists C > 0 independent of n such that ξn, defined by (4.17),
satisfies
0 ≤ ξn ≤ C, ∀n. (4.26)
Let
~tn = ∇V (εny
i0
j,εn
).
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Since uj,εn solves (2.5), the elliptic regularity theory implies that uj,εn and φ = φuj,εn are, at least, C
1
function. Multiplying both sides of (2.5) by ~tn · ∇uj,εn and integrating in B(y
i0
j,εn
, δ0ε
−1
n ), we get the
following local Pohozaev type identity
εn
2
∫
B(y
i0
j,εn
,δ0ε
−1
n )
u2j,εn(∇V (εnx) ·
~tn)dx +
1
2
∫
B(y
i0
j,εn
,δ0ε
−1
n )
ξnu
2
j,εn
(∇χεn · ~tn)dx
= εn
∫
B(y
i0
j,εn
,δ0ε
−1
n )
F (uj,εn)(∇K(εnx) · ~tn)dx+
1
2
∫
∂B(y
i0
j,εn
,δ0ε
−1
n )
φu2j,εn(
~tn · ν)ds
−
1
2
∫
B(y
i0
j,εn
,δ0ε
−1
n )
u2j,εn(∇φ ·
~tn)dx−
∫
∂B(y
i0
j,εn
,δ0ε
−1
n )
K(εnx)F (uj,εn)(~tn · ν)ds
+
1
2
∫
∂B(y
i0
j,εn
,δ0ε
−1
n )
|∇uj,εn |
2(~tn · ν)ds−
∫
∂B(y
i0
j,εn
,δ0ε
−1
n )
(∇uj,εn · ~tn)(∇uj,εn · ν)ds
+
1
2
∫
∂B(y
i0
j,εn
,δ0ε
−1
n )
V (εnx)u
2
j,εn
(~tn · ν)ds+
1
2
∫
∂B(y
i0
j,εn
,δ0ε
−1
n )
ξnχεn(x)u
2
j,εn
(~tn · ν)ds,
(4.27)
where ν denotes the unit outward normal to the boundary of B(yi0j,εn , δ0ε
−1
n ).
By (4.23) and uj,εn(·+ y
i0
y,εn
)⇀ U i0j in H
1(R3), we get that, for sufficiently large n,
εn
∫
B(y
i0
j,εn
,δ0ε
−1
n )
(~tn · (∇V )(εnx))u
2
j,εn
dx
≥
εn
2
|∇V (yi0j )|
2
∫
B(0,δ0ε
−1
n )
u2j,εn(·+ y
i0
j,εn
)dx
≥ Cεn
where
C =
1
4
|∇V (yi0j )|
2
∫
R3
|U i0j |
2dx > 0.
From (4.22), we get that, for any x ∈ B(yi0j,εn , δ0ε
−1
n ) \ Λεn ,
∇V (εny
i0
j,εn
) · ∇dist(x, ∂Λεn) > 0.
It follows that, for any x ∈ B(yi0j,εn , δ0ε
−1
n ),
~tn · ∇χεn(x) ≥ 0. (4.28)
Hence the left hand side of (4.27)
LHS ≥ Cεn. (4.29)
On the other hand, by (4.24) and the definition of F , we deduce
εn
∫
B(y
i0
j,εn
,δ0ε
−1
n )
F (uj,εn)(∇K(εnx) · ~tn)dx ≤ 0. (4.30)
Note that
φ(x) = φuj,εn (x) =
∫
R3
u2j,εn(y)
|x− y|
dy =
∫
|x−y|≤1
u2j,εn(y)
|x− y|
dy +
∫
|x−y|≥1
u2j,εn(y)
|x− y|
dy
≤
∫
|x−y|≤1
u2j,εn(y)
|x− y|
dy +
∫
|x−y|≥1
u2j,εn(y)dy
≤
(∫
|x−y|≤1
1
|x− y|t′
dy
) 1
t′
(∫
|x−y|≤1
u2tj,εn(y)dy
) 1
t
+ ηk
≤ Ck
(4.31)
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where t′ < 3, t ∈ [1, 3], 1
t
+ 1
t′
= 1. Moreover, using Ho¨lder inequality and the boundedness of uj,εn in
H1(R3), one has∣∣∣∣
∫
B(y
i0
j,εn
,δ0ε
−1
n )
u2j,εn(∇φ ·
~tn)dx
∣∣∣∣ ≤ C(
∫
B(y
i0
j,εn
,δ0ε
−1
n )
u4j,εndx
) 1
2
( ∫
R3
|∇φ|2dx
) 1
2
≤ C
( ∫
B(y
i0
j,εn
,δ0ε
−1
n )
u4j,εndx
) 1
2 .
(4.32)
Therefore, it follows from Lemma 4.6, (4.25)-(4.26) and (4.30)-(4.32) that there exist C > 0 and c > 0
independent of n such that, for sufficiently large n, the right hand side of (4.27)
RHS ≤ C(ε−2n + ε
− 32
n )exp(−cε
−1
n ). (4.33)
From (4.29) and (4.33), we get a contradiction for sufficiently large n. This completes this proof.
Lemma 4.8 For any 0 < δ < δ0, there exist c = c(δ, k) > and C = C(δ, k) > 0 independent of ε such
that for every 1 ≤ j ≤ k
|uj,ε(x)| ≤ Cexp(−cdist(x,
(
U(δ)
)
ε
)), x ∈ R3.
Proof : From (4.13) and the property (4) of the profile decomposition (4.9), there exists R0 > 0 inde-
pendent of ε such that
C(
a1
2
)|uj,ε(x)|
p−2 <
a1
4
, if x ∈ R3 \B(yij,ε, R0).
Note that, by Lemma 4.7, for sufficiently small ε > 0, there holds
{x ∈ R3|dist(x,
(
U(δ)
)
ε
) ≥ R0} ⊂ R
3 \B(yij,ε, R0)
and thus
C(
a1
2
)|uj,ε(x)|
p−2 <
a1
4
, if dist(x,
(
U(δ)
)
ε
) ≥ R0. (4.34)
To prove the Lemma 4.8, it suffices to prove
|uj,ε(x)| ≤ Cexp(−cdist(x,
(
U(δ)
)
ε
)), if dist(x,
(
U(δ)
)
ε
) ≥ R0. (4.35)
For m ∈ N, let
Bm = {x ∈ R
3|dist(x,
(
U(δ)
)
ε
) ≥ R0 +m− 1},
and let ρm be a cut-off function satisfying that 0 ≤ ρm(t) ≤ 1, |ρ′m(t)| ≤ 4 for all t ∈ R and
ρm(t) =
{
0, if t ≤ R0 +m− 1,
1, if t ≥ R0 +m.
For x ∈ R3, let ηm(x) = ρm(dist(x,
(
U(δ)
)
ε
)). Multiplying both sides of (2.5) by η2muj,εn and integrating
on R3, we get that∫
Bm−1
|∇uj,ε|
2η2mdx+
∫
Bm−1
φuj,εu
2
j,εη
2
mdx+
∫
Bm−1
V (εx)u2j,εη
2
mdx
+ ξε
∫
Bm−1
χε(x)u
2
j,εη
2
mdx−
∫
Bm−1
f(uj,ε)η
2
muj,εdx
= −2
∫
Bm−1
uj,εψm∇uj,ε∇ηmdx
≤ 8
∫
Bm−1\Bm
|uj,ε| · |∇uj,ε|dx,
(4.36)
where
ξε := 2β
( ∫
R3
χε(x)u
2
j,εdx− 1
)β−1
+
.
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By (4.34), we get that∫
Rm−1
|∇uj,ε|
2η2mdx +
∫
Rm−1
φuj,εu
2
j,εn
η2mdx+
∫
Rm−1
V (εx)u2j,εη
2
mdx
+ ξε
∫
Rm−1
χε(x)u
2
j,εn
η2mdx −
∫
Rm−1
f(uj,ε)η
2
muj,εdx
≥ min{1,
a1
4
}
∫
Rm
(|∇uj,ε|
2 + u2j,ε)dx.
(4.37)
Combining (4.36) and (4.37) yields that∫
Bm
(|∇uj,ε|
2 + u2j,ε)dx ≤
8
min{1, a14 }
∫
Rm\Rm+1
|uj,ε| · |∇uj,ε|dx
≤
4
min{1, a14 }
∫
Rm\Bm+1
(|∇uj,ε|
2 + u2j,ε)dx.
The rest of proof for (4.35) is similar to the proof of Lemma 4.6.
Lemma 4.9 There exists εk > 0 such that 0 < ε < εk, then for every 1 ≤ j ≤ k, uj,ε is a solution of
system (2.1).
Proof : For any 0 < δ < δ0, we have
dist(U(δ), ∂Λ) = δ > 0.
Furthermore, for any x ∈ R3 \ Λε, there exists yx ∈ (U(δ))ε such that
|x− yx| = dist(x, (U(δ))ε) = dist(x, (U(δ))ε) ≥ δε
−1.
Therefore, by Lemma 4.8, we get that, for every 1 ≤ j ≤ k∫
R3
χε(x)u
2
j,εdx ≤ ε
−6
∫
R3\Λε
u2j,εdx
≤ Cε−6
∫
R3\Λε
e−2cdist(x,(U(δ))ε)dx
≤ Cε−6
∫
{x:|x−yx|≥δε−1}
e−2c|x−yx|dx
= Cε−6
∫
{x:|x|≥δε−1}
e−2c|x|dx
≤ Cε−8e−2cδε
−1
→ 0 as ε→ 0.
Thus, there exists εk > 0 such that for any ε ∈ (0, εk)∫
R3
χε(x)u
2
j,εdx ≤ 1
which implies that Qε(uj,ε) = 0 for any ε ∈ (0, εk), and so uj,ε is a solution of system (2.1).
Proof of Theorem 1.1 The results of Theorem 1.1 follows from Theorem 3.2, Lemma 4.8 and
Lemma 4.9 immediately.
Proof of Theorem 1.3 The proof of Theorem 1.3 is almost the same as that for Theorem 1.1 but
easier, and the main difference is in Lemma 4.7 and Lemma 4.8.
Lemma 4.10 For every 1 ≤ i ≤ mj , lim
ε→0
dist(εyij,ε,A) = 0.
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Proof : Arguing indirectly, we assume that there exist 1 ≤ i0 ≤ mj and sequence εn > 0 such that
lim
n→∞
εn = 0 and
lim
n→∞
dist(εny
i0
j,εn
,A) > 0.
It follows from yi0j = limn→∞
εny
i0
j,εn
/∈ A that ∇V (yi0j ) 6= 0, and then (4.23) is true. For other details in the
proof, we leave them to the readers and omit it here.
Using Lemma 4.10 and a similar argument as in the proof of Lemma 4.8, we can obtain the following
Lemma from line to line.
Lemma 4.11 For any δ > 0, there exist c = c(δ, k) > and C = C(δ, k) > 0 independent of ε such that
for every 1 ≤ j ≤ k
|uj,ε(x)| ≤ Cexp(−cdist(x,
(
Aδ
)
ε
)), x ∈ R3.
5 Final remark
1. We note that the all conclusions of Theorem 1.1-Theorem 1.4 are still hold if f is only continuous.
In fact, the operator Aε which defined in section 3 is not applicable to construct a descending flow for
Φε since Aε may be only continuous. Fortunately, using the same argument in [6, Lemma 4.1] and [7,
Lemma 2.1], there exists a locally Lipschitz continuous operator Bε which inherits the main properties
of Aε. More precisely, Bε is defined on X0 and there exists σ0 > 0 such that
(i) Bε(∂P
+
σ ) ⊂ P
+
σ and Bε(∂P
−
σ ) ⊂ P
−
σ for σ ∈ (0, σ0);
(ii) 12‖u−Bε(u)‖ ≤ ‖u−Aε(u)‖ ≤ 2‖u−Bε(u)‖ for all u ∈ X0;
(iii) 〈Φ′ε(u), u−Bε(u)〉 ≥
1
2‖u−Aε(u)‖
2 for all u ∈ X0;
(iv) Bε is odd;
where X0 = H
1(R3) \Kε and Kε denotes the set of fixed points of Aε, which is exactly the set of critical
points of Φε. Consequently, the operator Bε satisfies assumptions (A1) and (A2). Therefore, we always
assume that Aε is locally Lipschitz continuous on X0 and then all conclusions are hold.
2. Our method is works for Schro¨dinger equation. Precisely, we consider the following nonlinear
Schro¨dinger equation
−ε2∆u+ V (x)u = K(x)f(u), in RN
where ε > 0 is a small parameter and N ≥ 2. Under the assumptions (f1)-(f4), (V ), (K), (V K1) and
(V K2), all conclusions of Theorem 1.1-Theorem 1.4 are still hold. Thus, the result generalizes the result
in [15].
3. As mentioned in [15], the conclusions of Theorem 1.3 seems to hold for nonlinear Schro¨dinger-
Poisson system with a critical frequency, i.e., we consider the following system{
−ε2∆u+ V (x)u + φu = f(u), in R3,
−ε2∆φ = u2, in R3,
(5.1)
where f satisfies (f1)-(f4) above and V satisfies
(V1) 0 = inf
x∈R3
V (x) < lim inf
|x|→∞
V (x).
(V2) There exists a closed subset Z with a nonempty interior such that V (x) = 0 for x ∈ Z.
We can prove the following Theorem, and we leave the details to the interested readers.
Theorem 5.1 Assume that (f1)-(f4) and (V1)-(V2) hold. Then for any positive integer k, there exists
εk > 0 such that if 0 < ε < εk, system (5.1) has at least k pairs of sign-changing solutions ±vj,ε, j =
1, 2, · · · , k. Moreover, for any δ > 0, there exist c = c(δ, k) > 0 and C = C(δ, k) > 0 such that
|vj,ε(x)| ≤ Cexp
(
−
cdist(x,Zδ)
ε
)
for x ∈ R3, j = 1, · · · , k.
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