ABSTRACT In the MIMO broadcasting system, channel state information (CSI) is often used for data detection at the receiver or preprocessing techniques such as the power control and user scheduling at the transmitter and hence, the study of its acquisition is important. Usually, the CSI can be obtained by the training-based channel estimation. Assuming that the users have the channels' statistical information and adopt the minimum mean-square-error (MMSE) receivers, this paper studies how to design an optimal training sequence to minimize the total weighted mean square error (MSE) of channel estimation. Following this objective, we formulate this problem as a positive semidefinite problem (SDP) with two constraints, and further transform it into a dual problem. In the solving process of the dual problem, we model it as an optimization problem on the positive definite matrix manifold and solve it by use of the iterative geodesic equation on the matrix manifold. The convergence and correctness of the proposed method are demonstrated by computer simulation; the effects of key system parameters on the weighted MSE are also investigated. Under various system configurations, the superiority of the proposed method is shown by comparing with a few other existing schemes.
I. INTRODUCTION
Multi-input multi-output (MIMO) broadcasting systems model a network in which there is one transmitter and multiple receivers/users, both of which are equipped with multiple antennas, and the transmitter sends coded data that usually consist of all users' desired information to the users for further decoding. Since such a system has wide applications in communications, it has been always attracting attention [1] - [15] .
References [1] - [3] are pioneering research articles on MIMO broadcasting systems. In [1] , [2] , the authors established the duality between the MIMO broadcast channel (BC) and MIMO multiple access channel, and pointed out that the achievable region of the ''dirty paper'' achieves the The associate editor coordinating the review of this manuscript and approving it for publication was Prabhat Kumar Upadhyay.
sum-rate capacity of the MIMO BC. Jindal et al. proposed an iterative water-filling algorithm to maximize the sum-rate of the MIMO BC, subject to the users' power constraints [3] . Later, researchers studied MIMO broadcasting systems from various aspects and also exploited a few novel applications or systems of this type. In [7] , assuming the channel state information (CSI) is not ideal, the authors studied the user scheduling problem. In [8] , the authors considered the problem of the energy efficiency optimization in the MIMO BC and proposed a novel optimization framework. There are also researches that introduced novel techniques or applications into the MIMO BC, such as the cognitive ratio [9] , terrestrial broadcast TV [11] , energy harvesting [12] , decodeforward relay [13] , etc.
Most of the above researches are conducted with the aid of the CSI, including the user scheduling algorithm, robust energy harvesting maximization, and so on. Usually, the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ acquisition of the CSI is completed by channel estimation at the receiver, which plays an important role in communication systems. According to the design criterion, there exist a few classical channel estimation methods, including the least square (LS) estimator [16] , minimum mean square error (MMSE) estimator [16] , [17] , linear MMSE (LMMSE) estimator [18] , maximum likelihood (ML) estimator, etc. In [16] , the authors investigated channel estimation in MIMO systems including the conventional LS and MMSE algorithms and they also proposed the scaled LS (SLS) and relaxed MMSE methods with less channel statistics information. According to whether there exist training sequences or not, channel estimation is roughly divided into three categories: blind estimation [22] , semi-blind estimation [21] , and training-based estimation [17] - [20] . In [22] , the authors proposed a novel blind channel estimation method by use of the 4th cumulants for MIMO space-time block coded systems. Notice that as the training-based estimation method is more popular compared with the other two kinds of methods, this article mainly focuses on the training-based one.
Although most researches in MIMO broadcasting systems require the CSI, few articles study the acquisition of it. In fact, there exists some researches addressing the CSI; however, their focuses lie in how the incomplete CSI affects the system performance [23] or how to design robust precoders to combat the CSI error. On the other front, we also note that a lot of researches about channel estimation have been done in point-to-point MIMO or other systems [17] - [20] ; however, they cannot be applied to the MIMO BC directly. Based on the above observations, this article considers the training-based channel estimation for MIMO broadcasting systems.
Specifically, the aim of this article is to design an optimal pilot/training sequence to minimize the total weighted MSE of channel estimation, assuming that all users adopt the MMSE channel estimators. Consequently, we formulate this problem as a positive semidefinite problem (SDP) with two constraints including the positive semidefinite constraint and the power constraint of the pilot covariance matrix. The contributions of this article are briefly summarized as follows.
1) We propose a novel method to design the optimal pilot sequence which minimizes the weighted channel estimation MSE. The convergence of the proposed method is demonstrated and the correctness is also verified via another method based on convex optimization softwares. A few existing works are evaluated and analyzed, including the isotropic transmission, the minimum variance unbiased (MVU) estimator, etc. Under various system settings, we compare the system performance of the proposed methods with that of these existing methods. 2) In the pilot sequence design, we incorporate the theory of information geometry. More concretely, we transform the original SDP into a dual problem at first and solve the dual problem by use of the iterative geodesic equation on the positive definite matrix manifold. It is worth noting that in the search of minimum of the SDP's Lagrangian function, we prove that, the positive semidefinite matrix set, on which the matrix variables of this function are defined, can be replaced by the positive definite matrix set. In this way, the geodesic equation on the positive definite manifold can be applied to solving the SDP. 3) We provide another proof on the convexity of the SDP's objective function. The rest of the article is organized as follows. Section 2 illustrates the MIMO broadcasting system model. Section 3 formulates the problem and proposes the pilot design algorithm. Simulation results are presented in Section 4, with concluding remarks in Section 5.
Notations. Vectors are denoted by boldface lowercase letters and matrices are denoted by boldface uppercase letters. The notation E( . ) represents the statistical expectation; C m×n stands for the sets of m × n complex matrices; ⊗ is the Kronecker product. We write CN (µ, R) to denote a complex Gaussian distribution with mean µ and covariance matrix R; for a matrix X, the notations X 1/2 , Tr(X), X H , and X * and denote its square root, trace, Hermitian transpose, and conjugate, respectively; vec(X) is a column vector created by stacking the columns of X;X 0 and X 0 mean that X is positive semidefinite and positive definite, respectively; besides, I m is an m × m identity matrix. 
II. SYSTEM MODEL
As depicted in Fig. 1 , consider an MIMO broadcasting system with one transmitter T X and K receivers/users R X,i , in which Tx and R X,i have N T and {N R , i } antennas, respectively. The system input-output relationship can be modeled as
where
is the composite data sent from the transmitter at the n-th time slot, tr x (n) (x (n))
is the data for user i, P T is the maximum transmission power, and y i (n) ∈ C N R ×1 is the received signal for user i;
the flat fading MIMO channel from the transmitter to user i; (2) in which the positive definite matrices θ R,i and θ T ,i are channel covariance matrices at the receiver and the transmitter end, respectively; H ω,i is a random matrix having i.i.d. complex Gaussian random variables with zero mean and unit variance, standing for the uncorrelated scattering. Note that the channel is assumed to be block fading and hence is timeinvariant within the time period of interest.
Before the user data transmission, a pilot sequence will be sent from the transmitter in order to perform channel estimation at the receivers. Denote the pilot sequence as P ∈ C N T ×D and it also satisfies the transmission power constraint tr P H P = P T , where D is the number of time slots and P T is the total power for pilot transmission. Stacking the user received signal set {y i (n) , i = 1, . . . , K , n = 1, . . . , D} during the pilot transmission, we have
×D is the stacked noise matrix for the i-th user. In this article, the aim of the pilot design is to minimize the weighted total mean square errors of all channel estimators at their respective receivers, meanwhile satisfying the total power constraint for pilot transmission. In addition, for the sake of performance evaluation, assume that the noise power σ 2 i = σ 2 n , ∀i, and define the signal-to-noise ratio (SNR) as
Note that as the definition of the pilot-to-noise ratio (PNR) is the same with SNR, we use the latter one in subsequent sections.
III. THE PROPOSED OPTIMUM PRECODER DESIGN A. PROBLEM FORMULATION
The MMSE estimator is widely adopted for channel estimation in communication systems, since it has moderate computational complexity and good performance. Hence, we consider MMSE estimation during the pilot transmission, which means that all receivers are equipped with MMSE estimators and have their respective channel statistical information.
First, from the definition of H i in (2), the covariance of vec(H i ), θ i , is given by
It is well known that, the MMSE estimatorĤ MMSE,i for the channel matrix H i is given by [17] vec
in whichP = P T ⊗I N R,i . The error covariance matrix C MMSE,i becomes
Subsequently, the channel estimation MSE and normalized MSE (NMSE) of user i can be expressed as
Therefore, with (7), we define the total weighted NMSE for all users as
where w i is the weight for user i, 0 ≤ w i ≤ 1, and i w i = 1. Then, we formulate the problem on the pilot design. From (8) , it is seen that the pilot matrix P plays an important role in the total NMSE equation. The aim of this article is to find the optimum pilot matrix to minimize the total NMSE, meanwhile meeting the pilot power constraint. Based on the above, the optimization problem, denoted as P1, can be formulated as (9) s.t.
tr
Let Q = P * P T and we refer to it as the pilot covariance matrix. It is clear that Q ∈ C N T ×N T is Hermitian and positive semidefinite. Considering
the problem P1 can be written as another form
Remark 1: The weights in Eq. (8) are preconfigured according to the importance of users and the users of high importance are given large weights. Often, the users can be regarded as equally important and their weights are identical.
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Remark 2: In the pilot design problem, the statistical CSI including θ R,i , and θ T ,i , and σ 2 i is required and this can be obtained by a period of measurement. Measuring σ 2 i is easy to complete by the receivers and its process is omitted for brevity. The measurement of covariance matrices includes the following steps. First, the transmitter sends pilots and the receivers perform channel estimation to obtain the channel estimates, denoted by
k is the i − th channel estimate for user k, N sa is the number of samples. Second, the transmitter and receiver covariance matrices can be estimated aŝ
Finally, when the measurement is completed, the receivers have the statistical CSI and then feed it back to the transmitter.
B. PRELIMINARIES OF THE POSITIVE DEFINITE MATRIX MANIFOLD
In recent years, matrix information geometry has been investigated and applied in neural network and information engineering [24] - [28] . By use of it, some problems can be converted into optimization problems on matrix manifolds. In [25] , the authors formulated a network control problem as a cost function that involves matrix variables subjected to a few constraints. They further modeled this problem as an optimization problem on matrix manifolds to search its minimum value. In [26] , for a system with multiple sensors for data collection, the power spectral density (PSD) matrices of the received signals were modeled as a so-called PSD matrix manifold in the signal space; by introducing new Riemannian metrics, novel algorithms were exploited to find the means and medians of the PSD matrices. In [27] , the author proposed a novel metric-learning method that operates on logarithms of symmetric positive definite (SPD) matrices, in order to overcome the low efficiency of conventional algorithms in image set classifications. In this article, the theory or results on positive definite matrix manifold will be utilized to solve the problem of pilot design. Therefore, a few preliminaries are provided in the followings.
Generally, an n × n complex Hermitian matrix M is said to be positive definite if the scalar z H Mz positive for an arbitrary nonzero n×1 complex column vector z. All n×n positive definite matrices construct a positive definite Hermitian matrix manifold, denoted as SPD (n). Define the Riemann metric on SPD (n) as follows [24] ,
is the tangent space at the point M. It can be proved that the positive definite matrix manifold SPD (n) with such a metric is a complete Riemann manifold. Then, we present the natural gradient of a function. Proposition 1: If the function f : SPD (n) → R is smooth, with a Riemann metric defined by (12) , its natural gradient
where ∂f ∂M denotes the partial derivative at the point M in Euclidean space.
Besides, the concept of geodesic is very important in the optimization of information geometry. The term geodesic comes from geodesy, the science of measuring the Earth. Originally, a geodesic was the shortest route between two points on the Earth's surface. Now, it is generalized and defined as the shortest route between two points on a manifold. The following proposition presents the geodesic equation.
Proposition 2: For the positive definite manifold SPD (n), the geodesic that starts from M 0 ∈ SPD (n) with its direction A ∈ T M 0 SPD (n), is parameterized as
In this subsection, a numerical algorithm will be proposed to solve P2. We can prove that the objective function f (Q) of P2 is convex. Though the conclusion can be inferred from Proposition 1 in Ref. [20] , herein, we provide another proof which is shown in Appendix A. Observe that there are two constraints in P2. Clearly, both the trace constraint and the positive semidefinite constraint are linear and hence convex. When the optimal Q is acquired, by taking the eigendecomposition of Q, i.e.,Q = U Q Q U H Q , the optimal precoder P can be readily chosen as P = U Q 1/2 Q . First, the Lagrangian of P2 can be expressed as
where u ≥ 0 is an introduced auxiliary variable. Then, with (15), we define a dual function as
With (16), the dual problem of P2 can be formulated as (P3)
It is obvious that there exists a strict feasible point for P2 so that the Slater condition is satisfied. Therefore, there is no dual gap between P2 and P3. In other words, the two problems are equivalent. Next, we consider how to solve P3. The problem-solving trait is divided into two steps: 1) given u, obtain the optimal Q and g(u); 2) search over u and find the minimum value of g (u) . Notice that Q in the function L (Q, u) must be positive semidefinite. If utilizing the conventional gradient decent algorithm to solve (16), we cannot guarantee the next iterative Q still be positive semidefinite. Hence, we resort to the theory of matrix information geometry. Specifically, we change the positive semidefinite constraint into positive definite and adopt the geodesic equation (14) to solve (16) . It can be proved that solving min Differentiating L (Q, u) with respect to Q, one has (see Appendix B)
With the geodesic equation in Proposition 2, it is easy to present its iterative form:
Consequently, given u, we propose the following subalgorithm to solve g (u) and obtain Q afterwards. The above proposed sub-algorithm will compute the optimal Q and corresponding g(u), given u. Based on Sub-Algorithm 1, we further propose a decent algorithm, termed as the Main algorithm 1, to solve the dual problem P3, summarized as follows. u ≥ 0, the searching step s > 0, and the constriction factor 0 < β < 1; compute g u (0) and Q (0) according to Sub-algorithm 1.
Sub-algorithm I:
, where u (i) is the derivative of g(u) with respect to u at u (i) and it is derived as The flow chart of Main-algorithm 1 is depicted in Fig. 2 . With the proposed Main-algorithm 1 above, we will obtain the optimal Q, denoted as Q OPT , and the minimum g(u). VOLUME 7, 2019 According to the duality principle, the minimal MSE for the original problem P2 is g(u)'s minimum and the optimal Q for P2 is also Q OPT . Besides, the whole system process is shown in Fig. 3 and summarized as follows.
1) Obtain the statistical CSI including θ R,i , θ T ,i , and σ 2 i by a period of measurement.
2) Solve the optimal pilot matrix according to Main algorithm 1.
3) Enter the pilot transmission phase: the transmitter send the optimal pilot matrix and the receivers conduct channel estimation.
4) Enter the data transmission phase. Note that, as aforementioned in Section II, the channel is block-fading and a block consists of a pilot transmission phase and a data transmission phase.
D. COMPUTATIONAL COMPLEXITY ANALYSIS
Usually, the number of floating point flops is used to measure of the complexity of an algorithm. Herein, a flop is defined as one floating point operation and has computational complexity O (1) . Note that the matrix product X 1 X 2 , requires O(mnk) flops, where X 1 ∈ C m×n , X 2 ∈ C n×k ; for an n × n matrix, both its inverse and eigen-decomposition operations requires O(n 3 ) flops [31] .
For the Main algorithm 1 and Sub-algorithm 1, suppose that numbers of iterations required to reach the given accuracy are T 1 and T 2 , respectively. Observe that, the main computation of the proposed method lies in computing (19) and (20) . The computation of (19) approach is adopted to calculate the matrix exponential function [31] , the computation of (20) requires O N 3 T flops. Therefore, the complexity of the proposed method
IV. SIMULATION RESULTS
Computer simulation has been deployed to evaluate the performance of the proposed pilot-design algorithm, and also compare a few other existing methods. The MIMO broadcasting system model depicted in Fig. 1 is considered, in which the Rayleigh flat fading channel is adopted [32] , [33] . The exponential correlation model is adopted as the channel correlation matrix, with its (i, j)-th entry being ρ |i−j| , in which the constant ρ is the correlation coefficient. Further, define ρ T i as the transmitter correlation coefficient for θ T ,i and ρ R i as the receiver correlation coefficient for θ R,i , respectively. Unless otherwise specified, the weights in (8) are identical, i.e., w i = 1/K , ∀i. We use the notation (K , N T , N R ) to represent a K -user N T × N R system, where each user has N R antennas. However, when users have different number of antennas, such a notation is no longer suitable and this will be specially stated. Fig. 4 shows the convergence of the u and g(u), in which a (2, 2, 2) broadcasting system is considered. The correlation coefficients ρ T 1 , ρ T 2 , ρ R 1 , and ρ R 2 are set to 0.5, 0.2, 0.1, and 0.5, respectively. Two cases of SNR = 6 dB and 10 dB are included. For both cases, we set u = 0 as its initial. Observe from Fig. 4a that, for SNR = 6 dB and 10 dB, after a few iterations, u converges to about 0.0058 and 0.0484, respectively. Meanwhile, for SNR = 6 dB in Fig. 4b , the function g(u) rapidly increases from −1.05 to 0.19 at the first iteration, and then approaches 0.31 gradually. Similar phenomena can be found for SNR = 12 dB. These results have well demonstrated the convergence of the function g(u). Fig. 5 compares the NMSE performance between the proposed method and convex (CVX) software based method. As P2 is convex, it can be solved by convex optimization softwares directly [29] . In this figure, two scenarios are considered, including a two-user 2×2 system and a threeuser 3×3 system. For the two-user system, the correlation coefficients ρ T 1 , ρ T 2 , ρ R 1 , and ρ R 2 are set to 0.1, 0.2, 0.5, and 0.6, respectively; for the three-user system, the correlation coefficients ρ T 1 , ρ T 2 , ρ T 3 , ρ R 1 , ρ R 2 , and ρ R 3 are set to 0.1, 0.5, 0.26, 0.2, 0.6, and 0.5, respectively. Observe that, the system NMSE is decreased with increasing SNR. At fixed SNR, the NMSE of the (2, 2, 2) system is less than that of the (3, 3, 3) system. At SNR = 12 dB, the NMSE gap between the two cases is about 1.4 dB. For both cases, there is nearly no NMSE gap between the proposed method and the CVX-software based method. The results have well verified the correctness of the proposed method. Besides, TABLE 2 listed the optimal Q's and the optimal pilot matrices under several system configurations, where the corresponding transmitter and receiver coefficients are listed in TABEL 1. Fig. 6 shows the effect of the weight of user 1, w 1 , on the NMSE. A two-user 2×2 system is studied, in which the transmitter and receiver correlation coefficients can be found in TABEL I. Two cases of SNR = 4 dB and SNR = 6 dB are include. Observe that for both cases, the total NMSE is decreased with increasing w 1 . For w 1 = 0/1, the pilot is designed only with respect to user 2/user 1; for 0< w 1 <1, both two users are considered. Given 0< w 1 <1, the design will make a compromise between two users and satisfice their partial performance. The optimal pilot of P1 is not optimal for each user and both the two users cannot achieve their respective minimum values. For instance, at SNR = 4 dB, when considered separately, the minimum NMSE 1 and NMSE 2 are −4.14 dB and −3.90 dB, respectively. Given w 1 = 0.5, substituting the optimal pilot of P1, one has NMSE 1 = −4.09 dB > −4.14 dB and NMSE 2 = −3.87 dB > −3.90 dB. Fig. 7 shows the effect of the SNR on the eigenvalues of the pilot covariance matrix Q. Two scenarios are considered, including a two-user 2×2 system and a two-user 3×1 system, where the covariance coefficients can be found in TABEL I. The notation p i denotes the i-th eigenvalue of Q. For the two-user 2×2 system, observe that at SNR = 0 dB, the gap between two eigenvalues is about 7 dB. As SNR increases, the gap is decreased and nearly disappears for SNR ≥ 15 dB. Similar phenomena can be found in the other scenario. This indicates that, at high SNR, the optimal Q approaches P T /N T I N T and the optimal transmission scheme approaches the isotropic transmission. Fig. 8 presents the effect of the transmitter/receiver antenna number on the system NMSE, where the system has two users and the correlation coefficients ρ T 1 , ρ T 2 , ρ R 1 , and ρ R 2 are set to VOLUME 7, 2019 TABLE 2. The optimal Q'S and pilot matrices.
A. THE CONVERGENCE AND CORRECTNESS OF THE PROPOSED METHOD

B. THE EFFECT OF KEY SYSTEM PARAMETERS
FIGURE 7.
The effect of SNR on the eigenvalues of the pilot covariance matrix Q.
0.8, 0.7, 0.1, and 0.2, respectively. In Fig. 8a , we study the effect of transmitter antenna number N T on the NMSE in a (2, N T , 2) system. Clearly, as N T increases, the NMSE increases for both SNR = 5 dB and 10 dB. In Fig. 8b , the number of transmitter antennas N T = 3 and the number of antennas for user 1 is N R,1 = 2. This subfigure shows the effect of receiver antenna number of user 2, N R,2 , on the NMSE. Observe that there is nearly no variation as N R,2 increases from 2 to 6. Hence, these indicate that only the transmitter antenna number affects the NMSE and there is a positive correlation between them. Fig. 9 presents the effect of the correlation coefficients of user 1 on the system NMSE, where a (2, 4, 3) system and a (3, 4, 3) system are included. In Fig. 9a, for the (2, 4, 3) system, the coefficients ρ T 2 , ρ R 1 , and ρ R 2 are 0.65, 0.72, and 0.15, respectively; for the (3, 4, 3) system, the coefficients ρ T 2 , ρ T 3 , ρ R 1 , ρ R 2 , and ρ R 3 are 0.65, 0.53, 0.72, 0.15, and 0.45, respectively; for both systems, only ρ T 1 varies. Observe that the NMSE of the 3-user system is larger than or equal to that of the 2-user system on the whole. Increasing the transmitter coefficient decreases the NMSE, no matter what the user number or the SNR is. Similar phenomena can be found in Fig. 9b . Therefore, the above illustrates that both the transmitter and receiver coefficients are negative correlated with the NMSE. 
C. THE COMPARISON BETWEEN THE PROPOSED METHOD AND A FEW EXISTING METHODS
In Fig. 10 , the NMSE performance of four different methods is compared. The isotropic transmission refers to P = √ P T /N T I N T and the receivers adopt the MMSE estimators. The minimum variance unbiased (MVU) estimator and the relaxed MMSE (RMMSE) estimator were proposed in Ref. [8] and the details are omitted for brevity. The above three existing methods are used as baseline comparisons.
We consider a 2-user 2×2 system and a 3-user 4×2 system, where their respective correlation coefficients are set according to TABLE 1. Besides, considering the future scenario of massive MIMO, the system with a higher level of quantity is also included, in which Fig. 10a , observe that the MVU estimator performs poorly since it is unaware of the channel statistics, especially at low SNR. The proposed method has best performance among the four methods. However, the NMSE gaps are not noticeable among the proposed method, RMMSE, and isotropic transmission; this is because N T is small. In Fig. 10b , with increasing N T , the NMSE gaps among the four methods are a little larger, compared with Fig. 10a. In Fig. 10c , the superiority of the proposed method is more obvious. In addition, we also find that the isotropic transmission with MMSE estimator approaches the proposed method when SNR is large; therefore, it is an optional choice instead of the proposed method, at high SNR.
V. CONCLUSION
For the MIMO broadcasting system with correlated Rayleigh fading channels, the optimal pilot sequence has been studied and designed aiming at minimizing the system users' MSE of channel estimation. The design problem can be formulated as a SDP; by using the convex optimization technique, and after a few transformations, we transform it into a dual one. Both the two problems have no duality gap according to the Slater's condition. In the process of solving the dual function, we model it as an optimization problem on the positive definite matrix manifold. By introducing the concept of the nature gradient, we have solved this problem based on the iterative geodesic equation on this kind of manifold. Under various system configurations, the proposed method has been thoroughly investigated by computer simulation.
The results reveal the followings. First, the proposed method is convergent and also correct by mutual validation with the CVX-software based one. Second, only the transmitter antenna number affects the total NMSE and there is a positive correlation between them. Third, both the transmitter and receiver coefficients are negative correlated with the NMSE. Fourth, compared with a few existing methods, including the isotropic transmission with MMSE estimation, the RMMSE, and the MVU estimation, the proposed method has a better performance in terms of the total NMSE. At high SNR, the performance gap between the isotropic transmission with MMSE estimation and the proposed method is small, and hence it can be chosen as an optional scheme.
The proposed pilot-design method and above results can be a reference for practical system implementation. Our further work will consider how to enhance the robustness of the design in the case of incomplete channel statistical information.
In the future works, we will incorporate the wireless caching technique [36] - [39] to enhance the network transmission performance, especially for the transmission of video files. Moreover, we will apply the intelligent algorithms [40] - [43] to optimize the system design, especially when the system cannot gather all of the required channel parameters.
APPENDIX A
First, we prove that the functionf (X) = tr θ −1 + X ⊗ I is convex with respect to X, whereθ is positive definite and X is positive semidefinite. Let X 1 0, X 2 0, and construct a function g (t) as follows.
Then, we would like to find the second derivative of g (t).
Therefore, the first derivative of g(t) is given by
For the sake of easy manipulation in the followings, let
Therefore, the second derivative of g(t) is given by
Further manipulating
In the derivation of the above formula, we have used a few matrix properties including D H = D and
dt 2 ≥ 0. In other words, the function g(t) is convex with respect to t. It follows that tg (0)
Hence, the functionf (X) = tr θ −1 + X ⊗ I is convex. Second, it is straightforward that the functionf X/σ 2 = tr θ −1 + X ⊗ I/σ 2 is also convex. Observe that the objective function f (Q) of P2 is a nonnegative weighted sum of convex functions that are similar tof X/σ 2 . According the rule of preserving convexity [29] , f (Q) is convex.
APPENDIX B
To start with, consider the partial derivative of the function tr θ
, with respect to Q.
Then, letting Y = ∂Q = (∂Q mk ), it can be verified that the (m, n)-th block of the matrix C i is given by
where Second, when u > 0, this issue can be divided into two cases.
For one thing, if the optimal Q that satisfying min Q 0
L(Q, u)
is positive definite, obviously, it is also the solution of min Q 0
L(Q, u).
For another, to begin with, denote Q A as the solution of min 
