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Abstract 
Bertram, B. and 0. Ruehr, Product integration for finite-part singular integral equations: numerical asymp- 
totics and convergence acceleration, Journal of Computational and Applied Mathematics 41 (1992) 163-173. 
We consider equations of the form 
f(x)= g(x)+ fbk(x, t) 
f(t) 
pdt, 
w-4 
a < x c b, (1) 
a 
for integral (Y > 1 and where the integral is taken in the Hadamard or finite-part sense (Davis and Rabinowitz 
(1984, pp. 11-131, Hadamard (1952, pp. 133-1411, Paget (1981, ~447)). Such equations occur in fracture 
mechanics, gas radiation and fluid flow (Kaya and Erdogan (1987)). In particular, we study a variety of 
examples with a = 2, k(x, t) = 1 and [a, b] = [0, 11. In order to investigate the dependence of error upon the 
differentiability of the solution we construct equations whose solutions are xy for many rational and integral 
values of v in the interval [ -2, lo]. In addition, we compute cases where the solution function is discontinu- 
ous, or continuous but not differentiable, at an interior point of the interval. Based solely upon the empirical 
error analysis, a single extrapolation technique was developed which universally enhanced convergence. 
Keywords= Product integration; finite-part integral; convergence acceleration. 
1. Introduction 
We employ product integration with a uniform mesh to produce a numerical solution to (1). 
The smooth part of the integrand (k(x, t>fc t)) is approximated by 8 polynomial interpolant 
and the resultant weights are computed analytically. Nystriim’s method is used to produce a 
linear system resulting in an approximate solution for f. 
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Although the integrals occurring in the calculation of the weights are divergent, they can be 
successfully evaluated by interpretation in the Hadamard or finite-part sense [2,3,11], [7, pp. 
133-M]. 
* 
& ct integration 
To solve (1) numerically, we use a product integration technique (see, for instance, [l, pp. 
-1221). Let a = t,, t,, t,,. . . , fn+I = 6 be a partition of [a, b] into n parts. On [t,, t, .J, we 
late k( x, t)f( t) using a quadratic polynomial. The integral is then approximated by a 
the form 
n+l 
c %WW tdf(t,)= (2) 
k=l 
The weights w,(x) in (2) are obtained by doing moment integrals on each pair of subintervals 
(using the finite-part interpretation) and then collecting coefficients of each k(x, tk)f( tk). For 
the interval [0, 11, these weights are given in Appendix I, along with a discussion of endpoint 
considerations. Using Nystriim’s method, we let x = t,, k = 2,. . . , II, and get an n - 1 x n - 1 
linear system which can then be solved to obtain approximate values for f(x) at x = t,, . . . , t,. 
3. Exampies 
In order to study the behavior of the error, we have looked at various examples which we 
construct in a natural way: choose a function f, find its transform &[ f], and let g = f - &[ f]. 
Of course, it follows that we can thus determine the error precisely for any approximate 
solution. Table 1 contains the function and Hadamard transform pairs for these examples. 
lMany other useful formulae of this type can be found in [9]. 
In particular, we examine equations (e.g., Table 1, (l)-(3)) where f(x) = xy( 1 - x)~ for a 
variety of rational v and ~1. In addition, we have studied smooth functions such as f<x) = sin ITX 
(Table 1, (4)), and several cases of internal discontinuities: of the function (Table 1, (S)), of the 
first derivative (Table 1, (6) and (8)), and of the second derivative (Table 1, (7)). In Table 1, on 
the right, infinite values of poles and logarithms are to be discarded, in accordance with the 
finite-part interpretation (see Appendix I). 
4. Extrapolation 
One of the main reasons for an empirical investigation of convergence is to develop 
acceleration techniques tailored to the case at hand. Based upon our studies, we postulate that, 
for n large, 
B 
f,(t)=ftt)+ $ + np+l +O( $2). 
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Table 1 
f(x) 
(1) x” (v rational) - 
(2) P (m integral) 
1 m x” 
7~vx”-’ ctnw - -- - v C - 
l-x 
n=O 
n-u-l-1 
X 
m-l 
1-X 
l-x +m 
m-lln - 
( 1 X 
+ ; (7 )xq(l- x)‘-‘-( - x)i-‘] 
j=2 j-l 
(3) [x(1 - x)]3’2 $w[i -6x(1 - x)] 
(4) sin ax - r sin Tx[Si(dl - x)1+ Si(vx)] 
+ P cos wx[Ci(~x)-Ci(n(l - x))] 
(5) L+ ( x-c) 
2 21x-cl 
1 1 
-+- 
x-l c-x 
(6) $(c+x(l-2c)-Ix-cl) (c-ll)lnIxI-clnll-xI+lnIx-cl 
(7) i(x - cl2 -S(x-dlx-cl c+l+($c2--++x)lnIl-xl 
+ $(x - cxc2 + 2c - l)+ +cv - 1) +(x-c)lnIx-cI+(c+$-fc2--2x)lnIxI 
1 1 
(8) I+;C;IX-E+El+-&lx-c-~I 
I-Iere f,(t) is the computed solution, fct) the desired solution, and n is the number of 
subintervals for numerical quadrature and we have suppressed the dependence of A and B 
upon t. It is to be emphasized that we oversimplify somewhat here in the in!drest of developing 
a generally applicable acceleration scheme. In some cases, B is not constant in that a factor 
such as ( - l)[n/4] appears and in one isolated example (f(t) = t1j2) the dominant term was of 
the form A sin(ln n)/n. In order to enhance convergence, we propose to eliminate A, B and p 
using four different n-values (Richardson extrapolation). Although A and B appear linearly 
here, p does not. Among the various methods attempted, the most effective was to choose 
n = 2” for four successive h-values (e.g., h = 6, 7, 8, 9 or 7, 8, 9, 10). This procedure leads to a 
quadratic equation for 1/2P and deals effectively with the fact that B is not always entirely 
independent of n. Letting z = 1/2p we find that 
(f2n -fn)z” - Xf4n -f2n)z + 2(ft3n -f4n) = 0. 
Experience has shown that the discriminant is positive for sufficiently large n and that the 
positive square root should be taken. Once z is determined, we obtain the accelerated 
sequence f7, as follows: 
A 
f 
2f4n - 3zf,, + z2fn 
- 
n- (2 -z)(l -z) l 
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Fig. 1. Error vs. x for f(x) = x7’*. 
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Fig. 2. Error vs. x for f(x) = [x(1 - x)13/*. 
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Fig. 3. Error vs. x for f(x) = x lj4. 
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Fig. 4. Error vs. x for f(x) = xS3j5. 
The effectiveness of this procedure varies somewhat with the smoothness of the solution f as 
can be seen from Figs. l-5. We emphasize that the extrapolation is not ad hoc in the sense that 
it works for all examples considered (including some, as noted earlier, for which the sequences 
do not even converge), and in particular does not require a priori knowledge of p. 
5. Computational results 
Throughout this discussion we assume that appropriate end values for the solution are used 
in accordance with Appendix I. Not surprisingly, we obtain essentially perfect results for 
solutions f which are quadratic functions of X. More specifically, the error was about lo-l6 for 
small n, increasing slightly because of roundoff as the number of mesh points n grew. Other 
I In=64 
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f \ 
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Fig. 5. Error vs. x for f(x) = sin TX. 
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V 
Fig. 6. Error = A/n* for f(x) = xv. 
solutions which behave this way are continuous, and either sectionally linear or sectionally 
quadratic tunctions (e.g., Tabie I, (6)-(8)) prooided that t = c is a nodal point in the discretiza- 
ti0tz. 
Solutions which are very smooth, both internally and at the ends of the interval, (Table 1, (1) 
(V large), (3), (4)) gave results typ!fied by Figs. 1, 2 and 5, i.e., highly accurate solutions, 
particuk-uly when extrapolation is used. A more precise indication of the effect of the nature of 
the solution at the ends of the interval can be seen in Fig. 6. Taking f( x j = x V (Table 1, (1 j, 
(211, we found that the error is dominated by a term of the form A/np and we studied the 
relationship between v and p. One interesting effect is the “blip” at v = 3 which we carefully 
confirmed by taking both v = 2.99 and v = 3.01. Note that the procedure converges for 
v>--l 2, although more slowly for small v, of course, as typified by Fig. 3. We were gratified to 
find that although the error increased slowly with n as expected for f(x) = xS3j5 (Fig. 41, our 
extrapolation gave a modesc approximation to the correct solution. We conclude the discussion 
of endpoint singularities by noting that experimentation revealed that the stronger singularity 
determined the error; thus, for example, if f(x) =.~~/~(l -x)‘/~, the error is the same as it 
would have been for f(x) =x1/*. 
We now continue our discussion of the effects of internal discontinuities (in the solution f or 
its derivatives). We adopt the usual convention - define the value of a function to be the 
average of its left- and right-hand limits. Naturally, we investigated the effect of a jump 
discontinuity (Table 1, (511, where a most interesting effect occurred. If the jump (X = c) is 
taken at a nodal point of the discretization, the solution converges in a manner exemplified by 
that for f<~j =x1/*, say. On the other hand, if c is not a nodal point, the solution diverges 
badly. As c approaches a nodal point, the error increases, i.e., the divergence gets worse, 
without exception until the computer does not distinguish between c and the node. A glance at 
Table 1, (5) shows the association between an internal discontinuity in the solution f and a pole 
in the “input” g, which is the source of this phenomenon. If such a pole is observed in the 
input, one is well advised to take it at a nodal point, or perhaps more effectively to remove the 
effect by an appropriate modification of g and the solution in accordance with Table 1, (5). 
The effect of weaker internal discontinuities is diminished; if c is not a nodal point for a linear 
or quadratic “wedge” (Table 1, (61, (711, the solution converges reasonably well. Our last 
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example (Table 1, (8)) is an attempt to mimic a jump discontinuity. If c and E are both nodal 
points, we get perfect results, as noted earlier; this restricts, however, the steepness of the rise. 
The computer program used in this study w’ss written in FORTRAN and employed 
subroutines from LINPACK. The condition number of the matrix used in solving the linear 
system depends o&r on the number of mesh points n, and is Lpproximately 8 x 2”. The code 
consists of approximately 400 lines, was implemented on SUN 3/50, IBM 4381 and Stardent 1500 
computers without cha: jge, and is available upon request from the authors. Running time on 
the Stardent machine roughly equivalent to a SPARC II) was about 3.5 minutes for n = 512 
and about 40 seconds for n = 256. 
6. Conclusions 
The feasibility and effectiveness of product integration for linear, finite-part singular integral 
equations was demonstrated in [2], where results obtained in [9], using spectral methods, were 
accurately duplicated. In this paper we have studied, by purely empirical methods, the 
relationship between the smoothness of the solution and rapidity of convergence of numerical 
approximations. In addition we have indicated how results could be enhanced by extrapolation 
and the removtl a of singularities. We have investigated the case cy = 2 and quadratic interpola- 
tion only; it might be interesting to study the effectiveness of higher-degree polynomial 
interpolants for cy = 2 as well as to extend our results for higher cy. In this connection, it is 
appropriate to repeat the comment iq [2] that the degree of polynomial interpolation for 
product integration should be at least aa large as (Y. 
Appendix I. Quadrature weight and endpoint considerations 
Here we consider the weights for numerical quadrature. We first divide the interval [0, 11 
into n equal parts where n is even. This is necessary since we are using quadratic interpolation 
and must consider the intervals two at a time. We wish to find weights Wi(X, n) so that 
1 f(t) 
I1 
f 0 
2 dt z CfiWi(X, n), 
i=O 
where fi denotes f evaluated at the node ti. Omitting details, we integrate (in the finite-part 
sense) the quadratic interpolating polynomials with the singular part of the integrand to find 
the weights. In the following, it is understood that we set In 0 = 0, a convention which is 
mandated by the finite-part interpretation. In this connection, we note that the weights 
developed in [lo], although more general, specifically ruled out x as a nodal point: 
w,=2n - 1 +/z2(x-- ~)[h# -_xI -In 
x 
For iodd, lgi<n-1, 
Wi= -4tli-2n 2( - i)[ln[y -_xI -In X 
x . 1 
i+l 
----x . 
r, II 
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For i even, 1 <i&jr - 1, 
d finally, 
We have listed here the weights for the interval [0, I], however they were developed and 
implemented for a general finite interval [a, b]. 
We nclw introduce a special treatment of end conditions for quadrature. When using product 
integration to evaluate an integral, one constructs and uses weights corresponding to all nodes. 
However, when solving an Hadamard integral equation, we are prohibited from using both the 
first and last nodes, since the singularity is to be contained in the open interval only. We may 
utilize end weights for the quadrature by adding these weights multiplied by the value of the 
nonsingular part of the integrand to each right-hand side. The follcwing lemma gives us the 
appropriate results. 
mma. Asswne that f(t)k(x, t) in (1) is differentiable on the interval (a, b). Then 
f(a)k(x. a) = lim (x -a)g(x) 
x+4 
and f(b)k(x, b) = - liib(x - Q(x). 
f. We see this by an integration by parts of (I) and taking of appropriate limits. q 
It is to be emphasized that the lemma, when applicable, allows us to choose end values 
entirely from the input function g. It is conceivable, for example, with empirical data that some 
inaccuracy might occur in these end values. Experience has shown that this is not a serious 
problem in computation. One approach to the problem of end values is to subtract the 
appropriate linear function from the solution with a concomitant modification to g so that the 
resulting new solution is zero at both ends. It turns out that this makes absolutely no difference 
in the accuracy of the computation since the solution procedure is exact for linear functions. In 
summary, the simple expedient of using the lemma, when applicable, to determine end values 
gives full computational effectiveness. We choose to simply set f(0) = 0 in our study of 
t) = t” for v negative - the form of the asymptotic expansions of the error remained the 
same (see Fig. 6). 
Evaluation of certain finite-part integrals 
Our first goal is to evaluate the Cauchy principal value (cpv) integral C,(x) defined as 
dt, O<x<l, u> -1. 
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By writing t = t -x + x, we establish immediately the recurrence relation 
1 
C t,+l =xc, + - 
v+l’ 
Now for - 1 < v < 0 we change scale (t + xt ) to get 
The integral from 0 to infinity above is well known [6, p.282, (3.241)(3)] to have the value 
-r ctn TP; the second integral is an ordinary one (not cpv), which can be expanded into a 
series (upon changing variables t + i/t), and we have 
00 X" 
C,(x) = -7rxVctn7rv- - c n=O 11 - v ’ 
-l<vcO. 
For rational v the infinite series can be evaluated in terms of elementary functions and will be 
discussed later. We conclude by noting that C, as obtained above satisfies the recurrence 
relation, so that the restriction on v can be dropped, except for integer values. If v = n, an 
integer, we proceed as follows. Clearly, C, = ln((1 - x)/x). Then one easily obtains from the 
recurrence relation C,, C,, etc.; and by induction, 
l-x n xn-s 
en(x) =x”ln - ( 1 X +C---. s=l s 
By repeated differentiation of C,(x), we will obtain the integral Za,,(x) defined for positive 
integer (Y as 
zaJx) =ZfJt”] = f (t f:).dr, 0 <x < 1. 
Thus, for v not integral, 
-d(v + l)xVPa+’ ctn TV nlx”-a+l 
InJx)= r(v-a++)(a!-l)~ . - fi (n-a+&-l)l(n-v). n=a-1 . . 
By writing out a few terms, and letting n =j + a - 1, we conjecture 
co 
c xqj + a - l)! T(v+l) 00 Xi 
i=ojqj+~-i-vj = r(v 
c -~+2) j=O (j+a-v-1) 
(Y-1 
+c- 
(s - l)!r(v + 1) 
S=t (l-x)“T(v-a+s+2)’ 
Expanding the binomial (1 - x) -” in a Maclaurin series and equating powers of x above yields 
ultimately a well-known combinatorial identity which establishes the conjecture [S], i.e., 
. 
(J+ a! - l)! ZJV + 1) a-1 Z(v t l)(s +j - l)! 
+c j!(j+ff-v-l) = (j+a-v-l)Z+-a+2) a s=, j!r(v+s-a+2) ’ 
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h for a! = m + 2, j =x - m, becomes 
v 
888 
c (x + 1) ( 1 m+l = 
Xr=O (x+1-u) 1- (x+1) l 
i I m+l 
Two of the formulas derived above involve the evaluation of an infinite series which can be 
defined as 
X 
f(n, m x)= C 
Xk 
k=O (nk +m) g 
For rational V, i.e., when n and m are integers, f can be evaluated in terms of elementary 
functions. The result can be obtained by means of partial fraction expansions and is recorded in 
[& p.139. (6.8.4)], as follows: 
-1 
f(n, m, x) = -Km/* 
n i 
In(1 -xr/*) + t(_l)m[l + (-l)“]ln(l +x”~) 
+ “ng21 [cos( y )ln( 1 - zI’/*cos(~) +x21n) 
tan-’ 
x’/*sin(2rrk/n) 
1 -x’/*cos(2vk/n) ’ 
m,n=l,2,3 ,..., m<n, ixici. 
(,I: m is negative or II? > ‘r, suitable adjustments can be made.) In summary then, for rational 1.1, 
letting m/n = a - v - 1, we have 
1_(X) = - 
d(v + I)x~-~+’ ctnnv r(V+l)a-i 
( a-l)!T(v-LY+2) 
;r: (s-l)!qv-ar+s+2) 
- ((Y-l)! S.r (1 lS -X, 
nT(v + l)i(n, m, x) 
+ (Cd -1)!r(V-t.Y+2) l 
Finally, we observe that a simple binomial expansion suffices when v is an integer m, to 
compute I,.,(x) as follows: 
I,_,(x) = ai2( T)xms’~‘l -~~~~~~l(,-x)J~a+l~ + (,“_ l)Xm-a+l ln( ’ Xx) 
j=O 
+ ~ ( T)xm-j[(; -x)j-a+l _ (-x)i-u+l] 
. 
j=a (j-a + 1) 
Erdelyi et al. [4, p.250, (33)] have evaluated an integral similar to C,(x) in terms of hypergeo- 
metric functions. We can recover their results from ours and get ours from theirs by a limiting 
process, but these details are omitted here. 
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