Much of our knowledge about the way in which brain functions such as sensation, movement and cognition are encoded by the activity of cortical circuits has been acquired using microelectrodes to monitor the responses of individual neurons. Among other accomplishments, this approach has demonstrated the remarkable specificity that characterizes the responses of individual neurons to sensory stimuli, and the columnar grouping of cells with similar selectivities [1] . It has also provided insights into the ways in which context and attention can modulate cortical neuron responsiveness [2] . And yet, the neural representation of any given stimulus involves the activity of thousands of neurons that are distributed over numerous cortical columns in multiple areas. Although one can infer some of the properties of the population response to a stimulus by studying individual cell responses, a full accounting of the complex pattern of activity that accompanies a stimulus -which neurons are activated and when -requires monitoring largescale activity patterns with the appropriate spatial and temporal resolution. A significant step towards this goal has come from the use of microelectrode arrays that permit the simultaneous assessment of activity patterns in large populations of neurons [3] . Because of limitations in the density of electrodes that can be placed within a given cortical area, however, this approach provides only a gross picture of the spatial organization of activity patterns that accompany a given brain function. 'Intrinsic-signal' optical imaging, which relies on changes in light reflectance that correlate with neural activity, provides much better spatial resolution, allowing for example a detailed picture to be built up of functional maps for orientation, direction, spatial frequency and ocular dominance in the visual cortex [4] [5] [6] 7] . However, the earliest responses that can be detectable with intrinsic-signal optical imaging occur upwards of 200-300 milliseconds after stimulus onset, and these changes persist for seconds -far from the kind of temporal precision that is required to assess the distributed pattern of activity that accompanies a single action potential.
In principle, voltage-sensitive dyes have the temporal resolution required to reveal spatial patterns of neuronal activity with millisecond time resolution. This approach relies on the use of a membrane-bound dye, the fluorescence of which changes linearly with membrane potential, and has been used successfully both in vitro and in vivo [8] [9] [10] [11] [12] . In vivo studies in mammals, however, have hitherto been limited by several technical problems, including a poor signal-to-noise ratio, phototoxicity of the dyes, and poor spatial resolution resulting from the need to use sensitive photodiode arrays rather than video cameras to detect the changes in fluorescence [13, 14] .
Judging from the recent work by Amiram Grinvald and colleagues at the Weizmann Institute [15] [16] [17] , many of the problems associated with the use of voltage-sensitive dyes in vivo have been overcome, making it possible to visualize large-scale patterns of activity with both excellent spatial and temporal resolution. Much of this exciting progress reflects the development of new voltage-sensitive dyes which have a greater sensitivity and peak absorption above 620 nm wavelengths, outside the range of the hemodynamic noise that has plagued in vivo experiments in the past. In addition, new developments in chip technology have made it possible to create a 'fast camera' -FUJIX HR Deltaron 1700 camera, Fuji Camera Corporation -with the speed of a photodiode array, but with a 100-fold increase in the number of sampling points [18] .
In essence, these improvements have made it possible to achieve images of cortical activity patterns that combine the spatial resolution of intrinsic-signal imaging with the temporal resolution of single-cell recordings. The experimental set-up is similar to that used in intrinsic-signal imaging experiments [17] . The animal is anesthetized and paralyzed, a small craniotomy is performed to visualize the cortical surface, and a recording chamber is attached to the bone. The voltage sensitive dye is topically applied to the cortical surface and allowed to diffuse into deeper cortical layers for several hours, washed off and then the imaging session is begun. Images of the cortical surface are acquired while the animal views stimuli presented on a video screen. The optical signals that are collected by the camera represent the weighted sum of the membrane potential changes that occur within cell bodies and dendrites in the upper 600 microns of the cortex.
Most of the initial experiments have involved examining the patterns of activity evoked by the presentation of oriented gratings, because most cortical neurons respond selectively to a narrow range of stimulus orientations, and the orderly mapping of preferred orientations within visual cortex has been well documented with intrinsic-signal imaging techniques. The change in the amount of light that is associated with a change in neural activity is exceedingly small, on the order of one to three parts per thousand. In order to visualize these small changes, images obtained during stimulus presentation are divided by the images of the cortical surface obtained while the animal was viewing a blank screen. (In the experiments described here, the blank screen had the same average luminance as the grating stimulus.) These so-called 'single condition' images are collected at rates of 200-1000 Hz and these frames are then summed into 3-10 millisecond time windows to create a 'movie' that illustrates the emergence of the activity pattern after stimulus onset (Figure 1 ).
Under these conditions, the earliest changes in fluorescence occur roughly 60 milliseconds after stimulus onset, and are visible as lighter regions of the image. Although the signals at this time point are weak (more than twenty times less than the peak response), nonuniformity in the activation pattern is clearly apparent. That these 'hot spots' correspond to sites that respond preferentially to the orientation of the grating stimulus can be confirmed by creating orientation difference maps for each time increment -dividing each cortical image by an image evoked by a grating stimulus of the orthogonal angle -and comparing the pattern with that derived from intrinsic-signal imaging of the same region of cortex (Figure 2) . The presence of such orientation-specific patterns at the earliest time points provides a compelling demonstration that orientation selectivity arises without the need for extensive cortical refinement, and is consistent with the evidence that a major contribution to the patterns comes from the spatial arrangement of inputs from the lateral geniculate nucleus -the thalamic relay station between retina and cortex -to neurons in cortical layer 4 [19] .
Even more intriguing, however, are studies indicating that the spatiotemporal pattern of activity in response to a grating stimulus is not fixed, but can be significantly altered when changes in average luminance accompany the onset of the grating [17, 20] . Although the latency to visual activation is shortened to 30-40 milliseconds, the initial pattern that emerges is not selective for orientation; orientation-selective Voltage-sensitive dye images reveal the spatiotemporal pattern of activity in visual cortex in response to the presentation of an oriented grating. The first frame in this sequence shows a reference image from the cortical surface, illustrating the blood vessel pattern. The remaining images illustrate the pattern of activity in cat area 18 in response to an oriented grating. Each frame represents the pattern of activity in a 9.6 millisecond window of time following the onset of the stimulus. Colored areas in the image, representing signal above baseline, emerge at around 80 milliseconds after stimulus onset; red signifies high levels of activity, and blue indicates low levels of activity. Note the non-uniform pattern of activation at the earliest time points and the increase in signal strength with time. (From [16] .)
Figure 2
Orientation maps obtained with voltage-sensitive dyes are similar to those obtained with intrinsic-signal imaging techniques. The voltage-sensitive dye orientation difference map on the left was generated by dividing images obtained with a left oblique stimulus by those obtained with a right oblique stimulus. The orientation difference map on the right was generated with intrinsic-signal imaging techniques. The red crosses denoting identical locations in the two images confirm the striking similarity in the maps obtained by these two different techniques. Note the inversion of the numerator and the denominator for the two images: this was done so that the contrast values in the images would be in register, and is made necessary by the fact that the relation between the sign of image contrast and level of activity is inverted in the two techniques -increases in activity in intrinsic-signal maps are signified by darkening, while increases in activity in voltage sensitive dye images are signified by lightening. (From [16] .) responses emerge much later, roughly 100 milliseconds after stimulus onset. The mechanisms that account for these alterations are, as yet, unclear, but they are likely to involve interactions at the level of the lateral geniculate nucleus or beyond, as the effects of luminance increments on the response to the oriented grating are present even if the luminance change and the grating stimulus are presented separately to each eye. This result provides a striking example of the power of this new technology in visualizing the relationship between specific stimulus attributes and the spatiotemporal pattern of cortical activation. It will be interesting to see how other factors, such as contrast, spatial frequency and stimulus length, influence the dynamics of processing within visual cortex.
Beyond the ability to observe the time course of stimulusgenerated activity patterns, the temporal resolution afforded by voltage-sensitive dyes makes it possible to examine how the responses of a single neuron are related to the distributed patterns of cortical activity that accompany stimulus presentations or that occur spontaneously. Tsodyks et al. [15] have used spike-triggered averaging of voltagesensitive dye signals to determine whether the action potentials evoked in a single neuron are associated with a predictable pattern of cortical activation. By averaging together only those voltage-sensitive dye images that correspond in time to the action potentials in a single unit, this technique reveals the locations of the neurons that are most likely to be activated in a coherent fashion. The average image that emerged when the neuron was responding to its preferred stimulus orientation was a pattern that was very similar to the standard functional map for the neuron's preferred stimulus orientation (Figure 3a,b) . In other words, the neuron is most likely to be activated when other neurons with similar orientation preferences are active.
At one level, this might be viewed as an expected result, as the stimulus that was tested activated this particular subset of neurons more than others, and the coincidence in the patterns could be attributed to absolute levels of activation. However, a second experiment demonstrated that this pattern of coincident activity is a robust feature of the cortical network, independent of the visual stimulus [15] . The average pattern of activity coinciding in time with the neuron's spontaneous action potentials -in the absence of visual stimulation -was almost identical to the pattern found with stimulus-evoked activity (Figure 3c ). These observations provide compelling functional validation for the modular specificity in the arrangement of longdistance horizontal connections in V1 [21] [22] [23] and for the potency of these circuits in shaping the spatiotemporal patterns of cortical activity. Furthermore, the fact that spontaneous and stimulus-driven spikes are associated with the same pattern of correlated network activity makes it difficult to sustain the view that spontaneous activity is generated by a noisy, stochastic process distinct from that underlying evoked responses [24, 25] .
Clearly, these are early days for this exciting new technology, and the list of interesting issues that can be explored is long. Future experiments will no doubt examine the time course and spread of activation that accompanies the presentation of topographically discrete stimuli [26] , as well as the facilitatory and suppressive interactions that result from the presentation of multiple stimuli. Especially interesting is the extension of this technique to awake behaving primates, where it will be possible to explore the effects of arousal, attention, and behavioral contingencies on patterns of activity in large populations of neurons. In this regard, it is encouraging that Grinvald and colleagues [27] have already demonstrated the feasibility of chronic voltagesensitive dye imaging in awake behaving monkeys. These initial studies, and other work in progress [28, 29] , are a strong sign that in vivo voltage-sensitive dye imaging has come of age, and that its use, both alone and in combination with anatomical and single unit recordings, will provide a new appreciation for the dynamics of neural processing in distributed cortical networks. 
