Abstract This paper presents a novel image-based indoor navigation web application designed for mobile phone. It is inspired by Google Street View that features 360°imagery for navigation. Ordinary data collection of image based navigation systems implements panorama cameras, so it is difficult to be extended to indoor environment. On the other hand, they cannot provide timely updates because it requires immense image data. This paper introduces a 'proof of concept' which only uses ordinary organized photo collections instead of panoramic photo to guide people through the building. It implements SIFT (scaleinvariant feature transform) feature detection and ANN (approximately nearest neighbor) search to provide positioning service. People can upload query images to obtain current position. It also enables information sharing by using IPM (inverse perspective mapping) technique to figure out distance from a single query image, and update the query image into the image collection correctly based on the distance calculation.
Research [7, 11, 41] shows that 2D maps may not be the best way for navigation because of lack of reality. Satalich's research also shows that reading maps doesn't provide sufficient visual information to users. Additional semantic and visual information such as annotations, landmarks, routes could help users understand the map explicitly and quickly [41] . Image based navigation was introduced to solve the problem. Pictures is proved to be an effective way to present route information [15] , as every image contains rich visual information, such as details of the environment and landmarks, and it is easy to acquire by taking photos and intuitive for people to understand. So it provides better user experience and brings out the best in navigation systems. On the other hand, widely deployed wireless networks such as Wi-Fi, 3G/4G or GPRS make it possible to transmit photos between mobile devices in time [26] . People now are able to use mobile phone to take, send and receive photos anywhere [25] .
Related work
From the development and usage viewpoint, indoor navigation systems should provide similar functions to what are required in outdoor systems [13, 20] . However, in regard of differences in physical space for navigation and requirements for direction guidance, therefore, there are techniques specifically designed for indoor navigation systems as well. Current approaches for indoor navigation systems are usually categorized into independent navigation systems and network based navigation systems [39] . Network based navigation systems generally utilize networking technologies such as sensor networks so as to capture users' position and provide routing. While independent navigation systems focus on utilizing autonomous user positions.
Network based navigation systems use technologies such as Bluetooth [44] , Ultra Wide Band (UWB) [12, 39] , Wi-Fi [3, 23, 46] , Radio Frequency Identification (RFID) [5, 35] , infrared light [47] or NFC [37] . Positioning accuracy varies according to the technology implemented. Usually, UWB and Wi-Fi techniques can deliver more accuracy positioning than Bluetooth and RFID [37] . However, network based navigation system requires a preinstalled infrastructure, and the availability of location information is also limited.
The other kind of system is independent navigation system using Dead Reckoning (DR) method [16] . It requires two kinds of data to be collected. First, fixed position determines the location with the aid of enough number of assisting devices, such as GPS-satellites. Second, estimation of current position is figured out according to the last fixed position, velocity of the object, its route, and its time elapsed from last to current position. The significant drawback of DR methods based navigation systems is that performance of the system is strongly affected by accumulated large errors. The occurrences of errors in estimation process are inevitable and they are cumulative when the estimation of new position is based on previous calculation results. Another existing independent navigation technology is assisted GPS (A-GPS) system which extends the scope in indoor environment [39] . Within A-GPS systems, indoor GPS signals are processed through the server which is linked to a reference receiver. Although the signal strength is enhanced, it sometimes is still too weak for indoor GPS receivers.
Image based or visual aiding technique has already been implemented in robot navigation. Recently this technique has been extended to pedestrian navigation [6, 15, 19, 21, 26, 40, 43, 48, 50] . Because of the characteristics of the images, this technique supports users with rich visual information and enables novel user experience. It also provides relatively low cost indoor navigation service with decent accuracy. One good example of image based navigation is the Google Maps with Street View that visualizes the outdoor environment with 360-degree street level imagery. It renders a virtual urban environment using panorama images. Though it receives mixed receptions, no one denies that it brings the user experience of navigation systems to a whole new level. In order to collect image data, this technique requires a panorama camera to be installed on top of a moving car that records images and Geo-data simultaneously. Therefore, it's expensive and not feasible to be implemented where the location is inaccessible for cars and tricycles, such as, mountains, parks as well as inside of buildings. So Google provides a service called Google Image Gallery that allows users to upload photos taken at the locations where is inaccessible to Google cars. Figure 1 displays an example of Google Image Gallery; Fig. 1(a) shows the image gallery for a park; Fig. 1(b) indicates an image in the gallery is linked to other similar images. However, this service doesn't provide sufficient information for navigation. Because we don't know where we are now and where we are heading to.
Generally, the existing image based navigation systems as well as techniques proposed in the literature are usually expensive, difficult in deployment and even not accurate. Particularly, majority of the techniques are not suitable be used in indoors. To better understand, firstly, data collection approaches which require expensive equipments and specific image data, such as panorama cameras, motion sensors and panorama images [6, 21, 40, 50] are usually implemented, which are either inaccessible to ordinary users or not easy to be employed in indoors. Secondly, a majority of the existing systems only provide localization but cannot come up with direction instructions, so they are not truly a navigation system [19, 21, 43] . Lastly, current image based navigation systems do not efficiently use the photos uploaded by users [6, 19, 21, 40, 43, 48, 50] . Basically, the query image is discarded after user's position is confirmed. The possible new knowledge learned from the uploaded images thus fails to be reused, which would have been very helpful to enrich and expand the current system.
In this paper, we propose a navigation system named iNavigation which is designed for indoor environment. It implements a prior constructed photo database that consists of photos taken by a mobile phone inside a building. Each photo is encoded with absolute position information and has recognizable features. Additionally, all photos are organized and grouped in correct geographical order to present the indoor environment. We use features extracted from a query image to find a correspondent image in the database and hence to provide the encoded position information to users. The system also makes use of a query image by using IPM (inverse perspective mapping) to calculate absolute distance between a region of interest of the photo and the position of the camera. So the query image can be placed to correct position of the database. Hence the new visual information of the location can be shared by other users. The overall system architecture is shown in Fig. 2 . The system compromises five subsystems: routing, mapping, positioning, user interface and database. Major components are shown within the subsystem blocks. Mapping module enables users to navigate through the building. It is more like an image slider; routing module searches for the optimal route from current image's position to the destination; positioning module extracts features from query image and search similar images in the database. Then position information can be retrieved from the best matching image. Afterwards, distance estimation and mapping algorithms determine where to update the query image on the 2D map.
GUI design
The user interface of the iNavigation is shown in Fig. 3 . Although it runs in a web browser, we optimize the layout for mobile phone users. So it can be properly displayed on most smart phones. It is very concise, and straightforward to use. The navigation panel is located in the middle. In terms of routing, we adopted the idea '2D route sketches' [8] that implements an arrow pointed in intended direction with additional annotation. Users can "move" around in any direction by clicking the transparent arrows floating above the image. When a mouse cursor is hovering over an arrow, a tooltip will pop up if applicable. The tip indicates the name of location shown in next image. On top-left, a bird's-eye view 2D map displays the layout of entire indoor. It also uses a red flickering dot to indicate user's current position on the map. At the bottom, below the image display section, the image gallery section is shown. It allows users to view an arbitrary photo in the database. Users can search a particular location in the building by typing query in the search bar. Search results are displayed in bottom left block and sorted in the descending order of number of images in a path. In the bottom of the image gallery selection, an uploading section is provided for uploading the query image. When they upload image, they can also add annotations which will be sent to the serve along with the image. These annotations are stored in the .xml file if query images are updated into the image database. They are mainly used as keywords for path finding.
Database design
The database consists of three parts, the image dataset, the feature dataset and the position information database. Image dataset is a collection of photos which are used for image display and providing reference images. We don't directly stream the images into a relational database. Instead, images are stored in the server directory. Every image in the dataset has a unique index, and is associated with position information database, which stores images' information and the connectivity between images. The position information database is in .xml format, and could be referenced all modules in the system.
In terms of features database, we store SIFT features of images in both text format and .mat format for the Matlab. We generated all text format feature files and one .mat file that contains all features beforehand. The .mat file will be loaded when system starts. While the system is on the fly, the text format features are directly generated by feature extraction programs once a query image is accepted. Then it is loaded into the system and converted to a matrix via .NET MATLAB wrapper. If necessary, the matrix then is merged into the .mat file.
System implementation

Photo collection and organization
The idea of photo collection is similar to that of Google Street View. However, we take photos scattered across the building rather than successive photos which are used to build image mosaic and faux 3D environment. We need two types of data in this project: the photos showing the building interior and the actual distance from the location where the Before we take photos, we identify waypoints on the map. Photos taken at waypoints are used as reference images. Intersections, doors/exits, ends/beginnings of corridors as well as some landmarks with distinct features are waypoints. At each waypoint, at least two photos toward two opposite directions have to be taken. We may have to take 3 or 4, or even more images in particular locations. Limited number of waypoints can be found on the map, but we need more photos to present the indoor environment. So we also take photos every 5-10 m between waypoints. The interval varies depending on the actual layout. Photographing images at such distance interval can ensure the scene in the photos to be consistency, so users do not feel that they "hop" from one location to another location. It also gives enough space for a query image to be placed on a map. The area on the map that is covered by the images is shown in Fig. 4 .
We used a HTC Hero G3 smart phone to take all photos. The focal length of the camera is set to default. It is important to take photographs without changing the focal length because the focal length is a parameter in IPM (Inverse Perspective Mapping) function, so we have to keep it unchanged. For a given image, the focal length can also be retrieved by analyzing EXIF metadata. Another important point is that the camera is held parallel to the ground when images are taken. It is good to retain the same value for all images because the camera tilt angle is one parameter in IPM function. Otherwise the distance calculated may not be accurate. Finally, we collected 112 images in total as our initial image dataset (training data). Figure 5 illustrates how we take photos. We optimized image size for fast transmission by resizing images to the resolution 720×670 without quality loss. Then the file size is shrunk to around 100 KB in JPEG format.
The data for distance calculation is relatively easy to be collected. It can be compiled after all photographing locations are confirmed. We collected 20 values by roughly measuring the distance between where we took images and the location the camera is pointing to.
So far we have the database populated with images at hand. To enable people navigation inside a building using these images, we have to "link" all images in correct order. This is achieved via labeling directions information to all images. For the labels, such as directions to other images and location information, we have to add the annotations of each image manually to the XML file. We use up to eight directions to represent the connectivity Fig. 4 Image photographing route. The black line shows our routes for taking photographs between the current image and other images. Eight directions include: front, back, left, right, top left, top right, bottom left and bottom right. Note that the latter four directions are sometimes used to indicate a shortcut to a particular location. It allows users to "get to" that location directly without sliding lots of images. However, it might not actually connect to the current location in real environment. We also add clickable eight arrows for the eight directions as visual aids on the navigation panel. If the current image has connections with others, the transparent arrows will be popped up on the panel. Once the user clicks the arrow, the panel leads the user to the next associated image.
Creation of topological information
Although the navigation system is image based, we still need a 2D map to indicate user's as well as image's position. The 2D map used in the system is at the resolution of 360×360. We construct a layer above the map made up of grids at 4×4 output resolution on client side shown in Fig. 6 . Once the grids are created, they can be used as the coordinate of the map. All coordinates of initial images have to be added to the .xml file manually beforehand. Because we also input connectivity between images in terms of eight directions to the .xml file, it actually stores the topological information which is used for the navigation system to understand the relations between doors, corridors and rooms (waypoints). Based on the understanding, the system is able to compute an optimal path inside the building once the origin and destination are both given. So in general, the graph is implicitly stored in the .xml file and generated on the fly. We don't want to explicitly store it because new nodes (images) might be updated later. A part of the initial graph is shown in Fig. 7 . We need features to be extracted from a query image before proceeding to image matching. The feature extraction module implements SIFT algorithm, which consists of the DoG (difference-of-Guassian) feature detector and SIFT feature descriptor. Difference-ofGuassian implements Gaussian Kernel to identify and trace points in various scales which are invariant to scale changes, such as rotation, scaling. SIFT descriptor describes the key points detected by DoG detector in the format of vectors. The rationale behind the selection boils down to two facts that we learned in the literature. First, the SIFT algorithm gives consistently good performance in various experiments conducted over a wide range of dataset. Since we do not set many restrictions on how users take photos, we assume the query images to be dynamic and very unpredictable. So what we need is pretty much a "jack of all trades". We have gone through a number of local feature detectors and descriptors as described in [2, 18, 22, 28-30, 31, 42] . Evaluations have been done to assess the performance of various combinations of them. Also different dataset has been used in experiments. The test images vary in rotation angle, blurring, illumination, viewpoint and scale. Basically, there is no such method that works perfectly in all evaluations. However, the original SIFT stands out among the majority of other algorithms and delivers robust and decent results over different datasets. In a particular experiment, it might not be the top performer, say top 3. However, if we take the overall performance into account, it is definitely the right choice. Another reason is that SIFT is very popular and has been successfully implemented in some Fig. 6 The grid layer applications [4, 14, 17, 32, 33] . That means we could have access to resources such as documentation and implementation results for this algorithm.
In our system, the implementation of SIFT is basically based on Rob Hess's code [14] . We replaced some routines with OpenCV functions and also changed the output file format so as to cater for the data format requirements of our system. Some results of the module are shown in Fig. 8 below. 
Image search
In a search problem, there is no doubt that we can find the best result if we do an exhaustive linear search. However, in cases where the size of dataset could be large, and the data consists of high-dimensional data, such linear search would be extremely slow. For example, in our research, a collection of 112 images is used as the dataset. We extract 128D features from every image using SIFT algorithm. The initial dataset we produced is a 128×54,075 matrix, which produces a 5 MB .mat file, and it could get bigger once new features extracted from query images are added. If we look for an image in the dataset which is similar to the query image using a linear search, it would probably take 6 min to complete this task, which is unacceptable. Thus, approximate nearest-neighbor search algorithms (ANN) [1, 4, 33, 38] are proposed to solve high-dimensional search problem. ANN search only computes nearest neighbors approximately rather than exact nearest neighbors. It is able to perform significantly faster, and with relatively small errors [34] . In this project, we implemented K-d tree based Best-bin-first [4, 33] , which is a typical ANN algorithm. It uses a sorted priority queue to maintain the nodes that have been visited and check the bins of the order of increasing distance from the query point. In our implementation, the distance is defined as the minimal L 2 distance between the query point and any point on the bin boundary. In BBF search, backtracking used in K-d tree is not used. Instead, the closet point is popped from the priority queue.
With a particular classifier, e.g. i-NN, the algorithm tries to return i results. If the value of i is small, the best match (an image consists of features with closest distance) might not be found. Also, above a certain threshold of i, there is no significant improvement on results. So the best value of I needs to be determined by experiments discussed in Section 5. As the best result among the candidates is found using linear search, we are able to show the best match to users. However, the best match computed by the algorithm might not be correspondent to query image. This happens in context of image matching. So our idea is display a few top matches to users, so they can pick up the best on their own. Human eyes are more reliable in this case.
Distance estimation and map update
A feature of our system is to make use of query image for information sharing. This is achieved by comparing actual distance between locations where images are taken. We implemented inverse perspective mapping technique [27] to roughly figure out the distance between the object in the image and the image plane. With the aid of this technique, we are able to do distance estimation from a single image by mapping it to a top-down view image. However, this technique is better to be used in the circumstance where the camera is fixed and calibrated. Figure 9 presents the relationship between the world coordinate system and the camera coordinate system. The mapping of the ground (xw, yw, zw) to the camera plane (u, v) has to be established [36] . Eq. (1) indicates the mapping.
where R presents the rotation matrix [36] : where h presents the height above ground to the camera. K presents the camera parameter matrix [36] :
where f presents camera focal length, ku×kv is the aspect ratio and the s is skew factor which is tanθ in this case. The next step is to determine the camera parameters. Here, the focal length f is around 6 mm (We checked out the specification of the smart phone built-in camera). ku×kv is set to 640×480. The h is then set to 1.7 m, which is the restriction we followed while we were photographing. However, we do not know the exact value of tilt angle θ, although we basically kept the camera parallel to the ground. So we can use distance value collected to estimate the θ. We only change θ and keep other parameters unchanged to yield different results. Then we observe the results and compare them to actual values. An example is shown in Fig. 10 . The actual distance to the door is around 7 m; the estimated distance is 7.5 m.
A value of θ should be selected when all results are close to the actual values (error ε<1.5 m). We initially set the value of θ to −3°, and then we test all 20 images with actual distance values to determine the angle. We tried to alter the value of angle (either decreasing or increasing it) to get a better result. Finally we found the value −0.14°yields the best results.
To calculate distance, we simply use center of the image as the focal point, which is also the area in which the user is interested. Note that the focal point is not always located in the center, so it is an assumption. We first retrieved the coordinate of the pixel in the center, and then we performed the image segmentation to the IPM mapped image and labeled all segments. The segmentation was carried out by using a color segmentation function coded in Matlab [9] . Afterwards, we determined which labeled segment contains the selected pixel by checking the coordinates. Finally, we picked the coordinate of the leftmost pixel in that segment. By using the IPM mapping equation in Eq. (1), we can estimate the desired distance. We acquired more actual distance values of images. A simple test shows that the average absolute deviation is 2.2 m. Because the distance estimation module is used only to compare distance measured from two images (e.g. determine which one is further), such accuracy is acceptable.
Once a similar reference image in the database has been confirmed, the position of the query image (denoted as I q ) on the 2D map will be figured out on the basis of the position of Fig. 10 Distance measurement result. The black arrows are added manually to indicate the distance measured in the image the selected reference image. To achieve this task, we localize the query image between two reference images. Because one reference image is already confirmed, and we denote it as I r1 , another reference image should be the previous image of I r1 , and we denote it as I r2 . Figure 11 shows the physical relationship between I r1 , I r2 and I q .
Two cases needed to be discussed. First, there is no other image between the two waypoints. This means the query image is the first image to be added between the two reference images. In this case, we simply add the query image in the middle of the two reference images without considering its actual position. This won't affect the accuracy much, because the maximum interval of two waypoints is around 10 m. Second, if a query image is not the first image to be added between the two waypoints, then we have to figure out the sequence of the images by comparing the estimated distance values. After the sequence is determined, the new query image is also added in the middle of other two images.
If there are not enough grids or the query image and the reference image are too close ((D q −D r1 )<2 m), then the query image is dumped. We also dump query images which are too similar to the reference images. For example, the Mean Square Error [45] is 0. In terms of updating directions, we basically set the directions of an accepted query image the same as its closest image, either I r1 or I r2 in this case. Programmatically, it is done by updating the .xml files accordingly.
Routing and shortest path
As we stated in 4.2, we could create a graph consisting of all nodes representing these images on the fly. Each node comprises the information of an index and annotations of the image. Figure 9 shows a part of the graph representing image relationships. It is weighted and directed (we assume all costs are 1). Some directions lead to shortcuts, which might cause inconsistency to the route. So we only take four directions (front, back, left and right) into account. This graph can be used for more than just localization; it enables the system to figure out the paths from current position to a destination. This makes image based approach as a complete solution of indoor navigation.
The first step in path finding is to parse the query and search the database to find out images with the same key words. A query string is broken down into parts by space. Then each part is compared to key words in image annotations to find out a match. Because a few images may have the same key words, multiple search results might be returned for one search query. As we need the shortest path to be displayed to users, this can be stated as a single-source shortest path problem [49] . We implement Dijkstra's algorithm [10] to solve this problem. This is one of the most popular routes searching algorithms, and had been mathematically proven that it is guaranteed to find the shortest path [49] . It works by evaluating a single node at a time, starting from the initial node. At each step in the loop, Fig. 11 Positions of images on the map the algorithm finds a node with lowest cost between current node and every other adjacent node. Then the current node is marked as visited and will never be visited again, while the node with lowest cost is marked as optimized and become the "current node" for the next loop. Once the destination node is marked as visited, the algorithm finishes.
Once the optimal paths are found, they have to be shown to users in a proper way. Usually, a line is drawn on a 2D map to indicate the accessible path. Our system features a slideshow to illustrate the optimal route by displaying all images in the path in order. The positions of all images displayed in the slideshow are also marked as a flickering red dot on a 2D drawing map while the slideshow is going on. The main motivation of creating this feature is to provide a novel user experience. This feature can be invoked by clicking the search result shown in the bottom left block.
Experiments
Experiment setup
We construct an experiment to analyze the performance of our navigation system, and figure out the best classifier as well as how many return images are adequate for users to selection. The test dataset is a collection of query images consisting of 50 images. 40 of these are from our indoor dataset. The rest are taken inside the same building but not used in the dataset. For each test image, there is a very similar image that can be found in our dataset. We assume that if the best match can be displayed to the user, then he/she will be able to identify the match in a list of returned images and select the best match based on their own justification. In this experiment, the selection of the best matched image is based on our observation rather than using any matching algorithms, because algorithms may fail to identify two matched images even if they are actually a match. The 50 pairs of images are the ground truth of our experiment.
In summary, there are two control variables in this experiment:
The values of i range from 3 to 10. & Number of result images displayed. The value is from 1 to 10.
We measure the retrieval accuracy under every search conditions (i-NN search and number of result images) to examine system performance:
If a case is true, it means that the most similar image can be found in the results, or else the case is false. For example, we perform the search using 6-NN and output top 10 ranking images. We test one of our 50 query images. If we cannot find the most similar image in the output, then we reckon this is one false case.
Experiment procedure
The experiment is carried out as follows:
First, the two trials perform 3-NN search on our indoor set where the algorithm returns 3 nearest neighbors without the query image itself. Every image in the test dataset will be submitted to the system. The system will return the top 3 ranked images for every query image. We observe the result and check if the most corresponding image is in the 3 returned images. If so, then we reckon the task is successfully performed, otherwise the task is failed. Time consumption of the task performance is also recorded by setting a timer in the code.
Then, we keep at performing 3-NN search, but this time the test return top 4 ranked images. We also record the performance for every query image. So we continue the experiment by increasing the number of returned images until it reaches 11. (We do not perform the 11 th experiment). However, if we perform 3-NN and display 10 images, it is more likely that there are 10 images that can be displayed. In this case, we only consider the results in the displayed images.
After the 3-NN search is done, two systems perform 4-NN search and rest of experiment is exactly the same as before. We continue running this experiment by increasing the desired number of nearest neighbors until it reaches 11-NN search. The overall performance result is shown in Table 1 .
Discussions
The results themselves are not necessary to be discussed. However, considering the behavior of 1-NN, 2-NN search and the sudden improvement on 3-NN search, it implies that our ranking algorithm needs more samples to work with. The performance of proposed ranking approach can be assessed by the results with only one return image. Under this circumstance, it is like a pair-wise matching that gives only one result. We conclude that if we can provide more samples to the algorithm, like getting more nearest neighbors, the matching accuracy may be decent. Fewer nearest neighbors result in fewer candidate images. 3-NN and 4-NN search are very likely not be able to produce 10 images for ranking. So the accuracy in the later experiments almost stays the same.
It is intuitive that if more images are ranked and returned to the user, it is more likely that the user can find the most similar image. However, too much feedback can cause usability issues. First, if there is no image which is more significantly similar to the query image than others, then the user may take time to select a result. Note that in this experiment, we selected the ground truth image pair by observation beforehand, thus we could quickly identify if there is the best match, even if there are 10 images displayed. However, users may not be able to do this. Secondly, it may not be suitable to display many images at the same time on a smart phone, primarily due to the limited screen size. We could consider resizing images to smaller sized ones, but it still would be difficult for users to view images. With BBF implementation, the system gave good results when the number of images reaches 5, which is a good balance between performance and usability. In the final system, we implemented it to show only 4 images for this reason.
Note that the results shown in the table don't mean that all similar images are found for a given query image. It shows only the accuracy of finding the best matching image, which fulfills our task in practice. Table 2 lists the result produced by BBF algorithms under the condition of 6-NN search and 6 returned images. Note that images with red border are the most similar images in the database. According to results, the classifier is set to 10-NN search by default. We also decided to set the number of output images to 4 for user selection.
Conclusion and future work
We tested the system offline on the real world dataset collected in our building, which consists of 220 images (training data and test data) in total. The test is carried on the same computer used in the experiment demonstrated above. 20 pairs of images were selected from the dataset. Each of them had two correspondent images, and we picked one of them as the query image for system input. With the optimized BBF algorithm, the system achieved 95 % correct recognition rate, which is actually 19 out of 20. Average per recognition time is near 12 s. The only image that our system failed to recognize has significant affine transformation, but the feature detector we implemented is not affine invariant.
This paper presents a novel image based indoor navigation system following the steps of software development. It enables navigation by using photos taking by mobile phones and making use of the query images via distance estimation to provide interactive navigation and knowledge sharing to users. The prototype is able to locate the user's current position by matching query image in the image database. If a match is found, the system roughly figure out the position of query image based on position if the correspondent image. It is roughly estimation. But considering that we did not implement any values of actual distance measurements or support devices, the accuracy of positioning is acceptable. Also, the prototype allows the user to view the interior of the building and guides the user to the destination by sliding images. Additionally, the prototype can make use of query images and annotations submitted by users to enrich its database and subsequently share the information At the current stage, the prototype is ready to be deployed in a real world context, but it still has limitations that hinder its feasibility. One major limitation is that the locations of landmark images are manually assigned. If the landmark image dataset is scaled up, then a lot of manual work is required. The current idea is to work with the wireless positioning [3, 35] . Assuming we have a client side running on the smart phone, when a landmark photo is being taken, the system acquires the rough position of the user and encodes the geo-data to the image. This information can be used for placing the landmark images on the map automatically. A similar issue is that determination of connectivity of landmark images requires some manual work. At this point, we are developing an interface that enables users to quickly link all initial landmark images, and store the connectivity information in Excel. Then it is imported to our system to establish the database.
More future work can be focused on following aspects:
1) Exporting the client side to a mobile operating system, such as Android or iOS. This could possibly enable some processes to be done on the smart directly rather than on the server side. For example, after a photo is captured, it can be resized before it is sent to the server, which shortens the transmission time. Also, image features can be extracted on the smart phone and then sent to the server. If too few features are extracted from the photo, we can prompt the user to capture another one. We know that the value of focal length can be retrieved from EXIF metadata, if the client side runs on the smart phone; we are able to get focal length via the operating system real time.
2) The database could be scaled up. Current database contains only the images taken on the first floor. More images captured from other floors can be populated into current database to complete the system. 3) The time we recorded indicates that the average execution time for BBF to perform a 10-NN with 6 ranked images task is around 12 s initially. After we improved the algorithm implementation, the average execution time is reduced to 10 s, which is still slow for a real scenario. Next step we are going to implement bag of visual words model with TF-IDF weighting to compute image matching. This technique can speed up the performance [15, 25] . 4) Enable the system to recognize objects in the photos. The current system makes use of distance estimation to group images. It enables information sharing but the rich knowledge stored in photos is not made full use of. Object recognition is a possible way to extract the knowledge in the photos. Although it requires a lot offline learning process, the systems may be able to identify the objects in the photos automatically and record types of objects in every image. Then the knowledge can be used for routing and navigation purpose.
