In this paper, the martingale solution to the following nonlinear Fokker-Planck-Kolmogorov equation for probability measures (µ t ) t≥0 on R d is analyzed:
Introduction
It is well known that solution to the linear Fokker-Planck-Kolmogorov equation (FPKE) (cf. [3] ) can be constructed by the time marginal distributions of solution to Itô (distribution independent) stochastic differential equation (SDE), see e.g. [14] . This observation suggests that we can describe FPKEs by using a probabilistic approach ( [1, 2] ). However, many important PDEs for probability measures (or probability densities) are nonlinear, see, for instance, [6, 8, 9, 11, 12, 18] and references therein. Such PDEs are also of Fokker-Planck type, but are nonlinear (see Sections 6.7 and 9.8 (v) in [3] ). Fortunately, nonlinear FP-KEs are also closely connected to the so-called distribution dependent SDEs (DDSDEs), also named McKean-Vlasov SDEs in the literature, in which the coefficients depend on the distribution of the solution. When the associated operator is local, such as the Laplacian, Barbu and Röckner [1, 2] investigated the one-to-one relationship between nonlinear FPKEs and DDSDEs, see also [13] for the path dependent nonlinear FPKEs by path-distribution dependent SDEs.
In this paper, we investigate nonlinear FPKEs with fractional Laplacian operator for probability measures on R d using DDSDEs driven by subordinate Brownian motions. Let P be the family of all probability measures on R d equipped with the weak topology. For α ∈ (1/2, 1), t ≥ 0 and µ ∈ P, consider the non-local operator
The solution {µ t } t≥0 to the following nonlinear FPKE (1.1) dµ t dt = L * t,µt µ t is in the sense that
As we know, when α = 1, the solution of (1.1) is the distribution of solution to the following DDSDE:
provided that (1.3) has weak uniqueness, where W = (W t ) t≥0 is a d-dimensional standard Brownian motion with respect to a complete filtration probability space (Ω, F , {F t } t≥0 , P).
Here (and in the sequel) L ζ denotes the distribution of a random variable ζ. There are plentiful references on SDE (1.3), see [17, 15, 20, 4, 8, 9, 10] and references within. In the present paper, we concentrate on the case α ∈ (1/2, 1), and establish the relationship between (1.1) and the following DDSDEs:
where S = {S t } t≥0 is an α-stable subordinator independent of the Brownian motion W .
The remaining part of the paper is organized as follows. In Section 2, we present the main results on nonlinear FPKEs for probability measures on R d associated with fractional Laplacian operators. To prove these results, we investigate the corresponding DDSDEs in Sections 3-5: strong/weak existence and uniqueness of solutions are derived in Section 3; Section 4 is devoted to the exponential contraction and ergodicity in Wasserstein distance; finally, in Section 5 we establish dimension-free Harnack inequalities by an approximation technique and a new coupling by change of measure.
Martingale solution of nonlinear FPKEs
Let D ∞ be the family of all càdlàg functions g : [0, ∞) → R d . The following definition comes from [13] .
for all t ≥ 0, where (and in what follows) π t is the projection, i.e. π t (g) = g t for t ≥ 0 and g ∈ D ∞ .
(2) For any f ∈ C ∞ 0 (R d ), the family of functionals
Recall that P is the family of all probability measures on R d . For θ ∈ [1, ∞), let
It is well known that P θ is a Polish space under the Wasserstein distance
where C (µ, ν) is the set of all couplings for µ and ν. Moreover, the topology induced by W θ on P θ coincides with the weak topology.
To construct the martingale solutions of (1.1) using DDSDEs, we need the following assumptions:
There exists some θ ∈ [1, 2α) such that (H1) (Continuity) For every t ≥ 0, b(t, ·, ·) is continuous on R d × P θ ;
(H2) (Monotonicity) There exist locally bounded functions κ 1 : [0, ∞) → R and κ 2 :
(H3) (Growth) There exists a locally bounded function Θ :
The following result characterizes the martingale solutions of (1.1) with W θ -Lipschitz estimate with respect to the initial distribution.
Theorem 2.1. Assume (H1)-(H3). Then for any µ 0 ∈ P θ , there exists a unique martingale solution (µ t ) t≥0 of (1.1). Moreover,
(2) For any two martingale solutions (µ t ) t≥0 and (ν t ) t≥0 of (1.1),
holds for all t ≥ 0.
Proof. (1) For µ 0 ∈ P θ , take an F 0 -measurable random variable X 0 on R d such that L X 0 = µ 0 . Let X t be the solution to (1.4) . Then by (3.9) below, it suffices to show that (L Xt ) t≥0 is the unique martingale solution of (1.1).
Therefore, L {Xs} s∈[0,∞) is a martingale solution of (1.1). In the following, we prove the uniqueness of martingale solution.
Let µ t = µ ∞ t , for some probability measure µ ∞ on D ∞ , be a martingale solution of (1.1). We intend to prove µ ∞ = L {Xs} s∈[0.∞) , which implies that the martingale solution is unique. To this end, for the given (µ t ) t≥0 , definē
and consider the corresponding operator
is a martingale solution of (1.1), which implies that (µ t ) t≥0 is a martingale solution to the following linear FPKEs:
Thus, there exists a complete filtration probability space (Ω,F , {F t } t≥0 ,P), a d-dimensional Browmian motionW t , an independent α-stable subordinatorS t and a càlàg adaptedX t on it such that dX t =b(t,X t ) dt + dWS t with µ t = LX t |P. By the definition ofb,X t solves the DDSDE
i.e. (X,W ,S) is a weak solution of (1.4). By the weak uniqueness of (1.4) due to Theorem 3.1 below, we obtain µ ∞ = L {Xs} s∈[0,∞) as desired.
(2) By Theorem 4.1 below, the estimate holds.
From now on, for any µ 0 , ν 0 ∈ P θ , we denote by µ t and ν t the martingale solutions of (1.1) starting at µ 0 and ν 0 respectively.
Next, we will estimate the continuity of µ t in µ 0 with respect to entropy and total variational norm. Recall that for any two probability measures µ, ν on some measurable space (E, F ), the entropy and variational norm are defined as follows:
By Pinsker's inequality (see [5, 16] ), for any two probability measures µ, ν on E,
Indeed, these estimates correspond to the log-Harnack inequality for the associated semigroups, see Theorem 5.1 below for details. For t > 0, let
The following corollary is a direct consequence of Theorem 5.1 below.
and (ν t ) t≥0 be two martingale solutions of (1.1). Then for any F 0 -measurable random variables X 0 , Y 0 with L X 0 = µ 0 , L Y 0 = ν 0 , the following assertions hold.
(1) For any T > 0, it holds
(2) For any p > 1 and T > 0,
Existence and uniqueness of DDSDEs
In this section, we investigate the existence and uniqueness of (1.4). We will consider more general DDSDEs on R d , i.e.
is measurable and locally bounded, (W, S) and b are given in Section 1.
We call the strong uniqueness in P θ for some θ ∈ [1, 2α), if for any F 0 -measurable random variable X 0 with L X 0 ∈ P θ , there exists a unique solution (X t ) t≥0 satisfy (3.2) and E|X t | θ < ∞ for all t > 0.
(2) (X t ,W t ,S t ) t≥0 is called a weak solution to (3.2), ifW is a d-dimensional Brownian motion andS is an α-stable subordinator independent ofW with respect to a complete filtration probability space (Ω, {F t } t≥0 ,P), and (3.2) holds for (X t ,W t ,S t ) t≥0 in place of (X t , W t , S t ) t≥0 .
(3) (3.2) is said to have weak uniqueness in P θ , if any two weak solutions of the equation with same initial distribution in P θ are equal in law. Before moving on, we firstly give a lemma on the moment of the solution to SDEs with one-sided Lipschitz drift and symmetric 2α-stable Lévy noise (0 < α < 1).
Let σ, W t and S t be as above. If there exists a locally bounded functioñ
Proof. Let ℓ be a path of S. From (3.3), we know that the following SDE (with additive noise) dX ℓ t =b(t, X ℓ t ) dt + σ(t) dW ℓt , X ℓ 0 = X 0 has a unique non-explosive (strong) solution, denoted by X ℓ t . Note that W ℓt is a càdlàg F ℓt -martingale, where F ℓt := σ{W ℓs : s ≤ t}. By Itô's formula and (3.3), we get
where W ℓ t is the quadratic variation of W ℓt given by (cf. [22, Remark 2.4]) 
with ρ = 2, we find that there exists a constant C > 0 such that for all t ∈ [0, T ] and n ∈ N 2E sup
Then we obtain for t ∈ [0, T ] and n ∈ N E sup 
This, together with Gronwall's inequality, yields that for t ∈ [0, T ]
Taking t = T and letting n → ∞, it holds that
For θ ∈ (0, 2α), by the Jensen inequality and the elementary inequality that (a + b) θ/2 ≤ a θ/2 + b θ/2 for a, b ≥ 0, we know that
which is finite since θ/2 < α.
We will prove Theorem 3.1 by using the argument of [13] and [20] . For fixed s ≥ 0 and F s -measurable R d -valued random variable X s,s with E|X s,s | θ < ∞, we construct by iterating in distribution as follows. Firstly, let
For n ∈ N, let (X Moreover, for any T > 0, there exists t 0 > 0 such that for all s ∈ [0, T ] and X s,
Proof. The proof is similar to that of [20, Lemma 2.1] and [13, Lemma 3.2]. Without loss of generality, we may assume that s = 0 and simply denote X 
By (H2), the coefficientsb satisfies the onesided Lipschitz condition
Moreover, (H1) and (H3) imply thatb(t, 0) is locally bounded andb is continuous in space variable. Using Lemma 3.2, we get E sup
Therefore, (3.6) holds for n = 1. Now, assuming that the assertion holds for n = k for some k ∈ N, we are going to show it for n = k + 1. Repeating the above argument with (X (1)
, we obtain the desired claim.
(2) To prove (3.7), let
Noting that dξ
t dt, we obtain from (H2) and (3.4) with ρ = 2 that d|ξ (n)
Combining (3.6) and Gronwall's inequality, it is not hard to get
for some non-decreasing function H : [0, ∞) → (0, ∞). By the Jensen inequality,
Taking t 0 > 0 small enough such that [t 0 H(t 0 )] θ/2 ≤ e −1 , we get
This immediately gives
On the other hand, noting that
we obtain (3.7).
Proof of Theorem 3.1.
(1) First, we prove the existence of the solution. For simplicity, we only consider s = 0 and denote X 0,t = X t , t ≥ 0. For t > 0, let C t be the family of all R d -valued càlàg functions on [0, t] equipped with the uniform norm. Since C t is a Banach space, so is L θ (Ω; C t ). Let (X t ) t∈[0,t 0 ] be the unique limit of (X (n) t ) t∈[0,t 0 ] in Lemma 3.3. Then (X t ) t∈[0,t 0 ] is an adapted càlàg process and satisfies (3.8) lim
Now (3.8), (H1), and the dominated convergence theorem imply that P-a.s.
Moreover, E sup s∈[0,t 0 ] |X s | θ < ∞ follows by (3.6) and (3.8) . Therefore, (X t ) t∈[0,t 0 ] solves (3.1) up to time t 0 . The same assertion holds for (X s,t ) t∈[s,(s+t 0 )∧T ] and s ∈ [0, T ]. By solving the equation piecewise in time, and using the arbitrariness of T > 0, we conclude that (3.1) has a unique strong solution (X t ) t≥0 with
(2) Next, we prove the strong uniqueness in P θ . Let X and Y be two solutions to (3.1)
For any ε > 0, it is easy to see that
This implies that
for some non-decreasing function H : [0, ∞) → (0, ∞). Letting ε ↓ 0 and using the fact that
Taking expectations on both sides, we obtain
which, together with Gronwall's inequality, implies that
Thus, the strong uniqueness to (3.1) follows.
(3) Finally, we prove the weak uniqueness. Let (X t ) t≥0 solve (3.1) with L X 0 = µ 0 , and let (X t ,W t ,S t ) on (Ω, {F t } t≥0 ,P) be a weak solution of (3.1) such that L X 0 | P = LX 0 |P = µ 0 , i.e.X t solves dX t = b(t,X t , LX t |P) dt + σ(t) dWS t , LX 0 = µ 0 .
We aim to prove L X | P = LX|P. Let µ t = L Xt | P and
By (H1)-(H3), the stochastic differential equation
has a unique solution. According to Yamada-Watanabe's theory, it also satisfies weak uniqueness. Noting that
the weak uniqueness of (3.11) implies
So, (3.11) reduces to
By the strong uniqueness of (3.1), we obtainX =X. Therefore, (3.12) implies LX|P = L X | P , as wanted.
W θ -exponential contraction and ergodicity
For µ 0 ∈ P θ , let X t (µ 0 ) be the solution to (3.1) with L X 0 = µ 0 . Let P * t µ 0 be the distribution of X t (µ 0 ). Define the Markov operator P t by
. Note that, in general, P t is not a semigroup, see [20] . (1) For any µ 0 , ν 0 ∈ P θ ,
(2) If b(t, ·, ·) and σ(t) do not depend on time t such that (H2) holds for constants κ 1 (t) = κ 1 ∈ R and κ 2 (t) = κ 2 ≥ 0 with κ := −(κ 1 + κ 2 )/2 > 0, then
(1) Let X t and Y t be two solutions to (3.1) . For t > 0, set µ t := L Xt and ν t := L Yt . By (3.10), for any ε > 0 and 0 ≤ r ≤ t,
Letting ε ↓ 0 and noting that
It follows from Gronwall's inequality that
For any µ 0 , ν 0 ∈ P θ , we can take F 0 -measurable random variables X 0 and Y 0 such that
we obtain the first assertion.
(2) (4.1) follows from Theorem 4.1 (1) . It is standard to prove that P * t has a unique invariant probability measure µ ∈ P θ . For any ν 0 ∈ P θ and t ≥ 0, since P * t µ = µ, W θ (P *
Harnack inequalities for DDSDEs
In this section, we study the Harnack inequality for (3.1). To this end, we need the assumption on σ:
(H4) For any t ≥ 0, σ(t) is invertible and there exists a non-decreasing function λ :
Recall that K 1 (t) and K(t, θ) are given by (2.1) and (2.2), respectively. The main result in this section is the following theorem.
Harnack inequalities under deterministic time-change
Let ℓ : [0, ∞) → [0, ∞) be a sample path of the α-stable subordinator S, which is a nondecreasing and càdlàg function with ℓ(0) = 0. For µ 0 ∈ P θ , let X t (µ 0 ) be the solution to (3.1) with L X 0 = µ 0 . For t > 0, let µ t := P * t µ 0 = L Xt(µ 0 ) . By (H2), b(t, ·, µ t ) satisfies the one-sided Lipschitz condition
Thus, for any µ 0 ∈ P θ , the following SDE has a unique non-explosive (strong) solution with L X ℓ 0 = µ 0 :
We denote the solution by X ℓ t (µ 0 ). The associated Markov operator is defined by
Proposition 5.2. Assume (H1)-(H4).
(1) For any µ 0 , ν 0 ∈ P θ , T > 0, and
(2) For any p > 1,
,
For ε ∈ (0, 1), consider the following regularization of ℓ:
It is clear that, for each ε ∈ (0, 1), the function ℓ ε is absolutely continuous, strictly increasing and satisfies for any t ≥ 0
For µ 0 ∈ P θ , let X ℓ ε t (µ 0 ) be the solution to the following SDE L X ℓ ε 0 = µ 0 :
Define the associated Markov operator P ℓ ε t by (5.2) with ℓ replaced by ℓ ε . Lemma 5.3. Fix ε ∈ (0, 1) and assume (H1)-(H4).
(1) For any µ 0 , ν 0 ∈ P θ , T > 0, and f ∈ B b (R d ) with f ≥ 1,
(2) For any p > 1, µ 0 , ν 0 ∈ P θ , F 0 -measurable random variables X 0 , Y 0 with L X 0 = µ 0 , L Y 0 = ν 0 , T > 0, and non-negative f ∈ B b (R d ), Combining this with the Jensen inequality and (5.5), we obtain
