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Abstract
This paper introduces an efficient technique to generate new molecular simulation Markov chains for different temperature
and density conditions, which allow for rapid extrapolation of canonical ensemble averages at a range of temperatures and 
densities different from the original conditions where a single simulation is conducted. Obtained information from the
original simulation are reweighted and even reconstructed in order to extrapolate our knowledge to the new conditions. Our 
technique allows not only the extrapolation to a new temperature or density, but also the double extrapolation to both new
temperature and density. The method was implemented for Lennard-Jones fluid with structureless particles in single-gas 
phase region. Extrapolation behaviors as functions of extrapolation ranges were studied. Limits of extrapolation ranges
showed a remarkable capability especially along isochors where only reweighting is required. Various factors that could 
affect the limits of extrapolation ranges were investigated and compared. In particular, these limits were shown to be 
sensitive to the number of particles used and starting point where the simulation was originally conducted.   
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1. Introduction
Monte Carlo (MC) molecular simulation is capable of producing a huge set of useful information about 
thermodynamic systems. No wonder, various methods have been developed to benefit from this technique. For 
instance, histogram reweighting [1] was introduced where usually a histogram is created per simulation at 
given thermodynamic conditions. These histograms or combined ones into a single collective distribution are
scaled in order to estimate properties at new different conditions. Histogram reweighting technique has been 
implemented by several groups in various ways and different ensembles to serve different applications [2-6].
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 In addition to histogram reweighting, two types of thermodynamics scaling MC were established based on 
non-physical or umbrella sampling [7]. First one is known as temperature-scaling (TSMC) [8] where properties 
can be predicted at different temperatures than simulated ones.  The other method proposed is density-scaling 
MC (DSMC) [9]. In DSMC, a single simulation can provide free energies to get ensemble averages for a range 
of densities along isotherms. Valleau has implemented DSMC to study columbic phase transition [10] and 
subcritical Lennard-Jonesium [11]. Years later, same author has developed temperature-and-density-scaling 
(TDSMC) for both canonical  [12] and isothermal-isobaric ensemble [13]. Thermodynamics scaling concept 
was also coupled with Gibbs ensemble (TSGE) by Kiyohara et al [14].      
In this work, a set of MC simulations in canonical NVT ensemble is run for a range of temperatures and 
densities. MC chains obtained by each simulation was saved to create a data bank for the whole set. Later on, 
sampled MC chains were used to extrapolate ensemble averages such as energy and pressure. Lennard-Jones 
(LJ) fluid in single-phase region was investigated. 
In contrast to some of the reported methods in the literature where unphysical non-Boltzmann distributions 
are utilized  and some tuned parameters are required for reconstruction [10, 11], our proposed extrapolation 
schemes retain physically meaningful distributions and do not contain any tuned parameters in the reweighting 
and reconstructing processes. In addition, the presented schemes are simple and self-consistent. Numerical 
examples to be illustrated indicate that the proposed method is implementation friendly and CPU efficient.  
Following sections will include theoretical framework of the method followed by numerical examples. 
These examples include pressure and energy extrapolation along isochors, isotherms and paths where both 
temperature and density are changing. Working extrapolation ranges were investigated too in terms of number 
of particles and simulation thermodynamic conditions. 
2. Theory 
Statistical thermodynamics suggests that the macroscopic value of an observable quantity (A), can be 
expressed as an average or expected value of a corresponding function among coordinates (x) and momenta (p) 
of N particles in the system. 
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Apparently, evaluating such an integral using traditional quadrature technique is prohibitively cumbersome 
which clearly suggests that better techniques are necessarily needed. A naive way to evaluate such an integral 
may be by calculating the integrand at a large number of points of the independent variables randomly 
distributed over the domain of interest, which in the limits when the number of such points approaches infinity 
reduces to  the correct average. However, such a methodology is not robust in evaluating integrals as those 
given in (1) because most of the calculations are spent on points where the Boltzmann factor is negligibly 
small. This has been because the value of the integrand is measured at a predetermined set of points. In other 
words, the choice of quadrature points does not depend on the value of the integrand and therefore many points 
might be chosen in areas where the integrand is vanishingly small. However, if it is possible to sample the 
random points such that much are chosen in the region where Boltzmann factor is large and fewer points 
otherwise, it might be possible to construct an efficient algorithm.  
One of the powerful techniques that have been applied to such problem has been the important sampling-
incorporated Monte Carlo algorithm [15]. In this technique a random walk is designed along the region of 
space where the integrand is significant by rejecting the moves, which takes the particle away from the region 
of predefined acceptance criteria.  
The energy of intermolecular interactions in each configuration is evaluated and the Boltzmann probability 
is used to either accept or reject the new configuration. The MC simulation can be performed in various 
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ensembles by imposing different constrained variables. When MC cycles are sufficiently long, all possible 
states are sampled by performing different set of trial moves. 
In canonical ensemble (NVT ensemble), simulation is conducted at a predefined temperature (T) and 
number density ( ). An N number of particles, in this case structureless particles, are placed in a cell with 
volume (V) corresponding to the specified density under periodic boundary condition. Throughout the 
simulation, only translational moves in random direction and magnitude are allowed to the particles such that 
the number of particles, the volume and the temperature are all preserved. 
At the temperature and density conditions where NVT-MC simulations were run, repulsive short interaction 
term (1/r12) and attractive long range term (1/r6) belonging to sampled configuration were collected. For the 
methodology convenience, the normalized and reduced distances were sampled rather than the absolute ones 
appearing in equation (2) below. In other words, r was normalized by  (value of r at which U(r) = 0) to obtain 
r* while energy U was normalized by potential well depth ( ) to get U*. Furthermore, normalized distances 
were reduced by the normalized length of the simulation box L* (s* = r*/L*) to represent energy in the final 
form as shown in (4). 
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Therefore, the normalized energy of the system and pressure at each configuration can be evaluated based 
on the sum of pair wise interactions as follows by (5) and (6). 
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* is the normalized Boltzmann factor and equals to reciprocal of normalized temperature (T* B), 
where kB is Boltzmann's constant) while normalized number density * 3. Tail correction functions for 
energy and pressure when dealing with LJ fluids can be respectively expressed in terms of the reduced cutoff 
radius (sc*) as 
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2.1. Extrapolation along Isochors  
Starting with an MC chain simulated at a certain temperature and density, ensemble averages of quantity A 
such as energy or pressure could be predicted at a series of neighboring points with different temperatures but 
same density. This is possible by reweighing the original sampled chain.  Reweighting factors (wk) are related 
to the temperature or Boltzmann factor ( ) difference between the reference case and targeted one. Noting that, 
wk is proposed such that the probability distribution function is retained. Equation (10) gives an example how 
energy could be extrapolated. 
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2.2. Extrapolation along Isotherms  
Extrapolation along isotherms where density differs between reference state and targeted ones requires 
reconstruction of the MC chain itself in addition to reweighting. In this specific case, the scaled LJ model 
becomes important. Due to density change both weighting and scaling factors of the sampled properties are 
changed. 
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2.3. Combined Temperature and Density Change 
      Similar to the previous case, when combined change occur both reconstruction and reweighting are 
required. Moreover * and L* change. 
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3. Results and Discussion 
Two data sets were created to test the validity of this method. Using these sets, extrapolation limits were 
investigated under the effect of different particles number as well as simulation temperatures and densities. 
Originally and for both sets, analysis was conducted over normalized properties in single-phase region with * 
ranging from 0.1 till 0.7 incremented by 0.1. At each * 17 simulations were run with different * values 
ranging from 0.10 to 0.90 with 0.05 increments. Cutoff radius was taken as a fraction of 0.49 of the length of 
the box (r*c = 0.49L*). 
A total of 61,440,000 MC cycles were performed per simulation while 10% of these cycles were discarded 
to account for stabilization. A sampling distance of 1024 cycles was adopted leading to a final MC chain of 
length of 54000 entries. The only difference between the two sets was in number of particles, first one was 
conducted using N = 512 while the other one with N = 256. Initially, particles were uniformly distributed in the 
simulation box. 
3.1. Extrapolation with N = 512 
Normalized energy and pressure have been both estimated along two isochors  (Fig. 1) by extrapolating data 
from series of 7 simulations conducted at * ranging from 0.1 to 0.7. From each MC chain simulated, 5 
neighboring points in both directions were predicted with an increment of * = 0.01. At * = 0.5, slight 
discontinuities appear (Fig.1 Left) suggesting an effect of original thermodynamic conditions on extrapolation 
ranges.  
In order to extend our understanding to reweighting limitations, Fig. 2 was generated. On left part, U* was 
estimated starting from same series of points as in Fig. 1 but with * = 0.9 and * = 0.02. Weighting factors 
damps sharply away from original point (Fig. 2 Right) leading to loss of information of the residual part of 
energy. As the tail correction functions are not reweighted and independent of *, U* is represented by tail 
corrections only. In following section more extensive analysis to extrapolation limits is provided. 
The same data set with N = 512 was used to test the reconstruction approach proposed by this paper. Similar 
to previous case U* and P* were both reproduced along three different isotherms (Fig. 3). This time, only 2 
neighboring points from each direction were estimated with * = 0.01 between one point and another. 
Discontinuities at some parts of the isotherms support the previous conclusion that extrapolation limits are 
affected by the original thermodynamic conditions.  
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Fig. 1.Estimated U* (Left) and P*(Right) values along two isochors, by reweighting series of MC chains simulated at different * values; 
open circles refer to simulated values and origins of extrapolation. 
  
Fig. 2.Estimated U* (Left) for long extrapolation range in comparison to simulated U*(o)  at * = 0.9 to show reweighting limitations; 
number of relative weighting factors (Right) which are greater than 10-6 damps as targeted * becomes further    
 
Fig. 3.Estimated U* (Left) and P*(Right) values along three isotherms, by reweighting and reconstructing series of MC chains simulated 
at different * values; open circles refer to simulated values and origins of extrapolation.    
2153 Shuyu Sun et al. /  Procedia Computer Science  18 ( 2013 )  2147 – 2156 
3.2. Extrapolation range limits 
Effect of number of particles on extrapolation ranges was investigated with the help of the second set of 
experiments. As a criterion, the maximum limit in both directions for extrapolation starting from a certain 
simulation point is the last point where at least 80% of the relative weights corresponding to its chain are 
greater than 10-6. As a result, extrapolation limits along isochors (Fig. 4) and isotherms (Fig. 5) were generated. 
By referring to Fig. 4 and Fig. 5 several deductions could be made. First of all and as expected, prediction 
power along isochors, where merely reweighting is needed, is much more significant than isotherms where 
both reweighting and reconstruction are required. Moreover, prediction intervals increased significantly when 
less number of particles (N = 256) was used. Finally, a general trend is realized where ranges extend along 
* and higher *. On the other hand, along isotherms an opposite trend is detected. 
 
  
Fig. 4. Extrapolation range limits comparison along three different isochors between N = 512 (Left) and N = 256 (Right). Dashed line 
is reference line     
 
Fig. 5. Extrapolation range limits comparison along three different isotherms between N = 512 (Left) and N = 256 (Right). Dashed line 
is reference line     
3.3. Absolute extrapolation range limits 
Extrapolation limits along same three isochors and three isotherms (Fig. 4 and Fig. 5 respectively) are given 
an absolute sense by representing them in absolute units rather than normalized ones. For that purpose, B = 
147 K and  methane LJ model parameters [4] were used. Results show stunning extrapolation limits 
2154   Shuyu Sun et al. /  Procedia Computer Science  18 ( 2013 )  2147 – 2156 
where prediction of ensemble averages along 51.49 Kg/m3 isochor is possible up to 4900 K temperature and 
down to 850 K starting from simulation point at T = 1470 K (Fig. 6 Right). 
In the case of extrapolation along isotherms, the maximum range with respect to considered data in this 
paper was attained at high densities along high temperature isotherms (Fig. 7). In both systems with N = 512 
and N = 256, the maximum limit was about 20 Kg/m3 in both directions. 
     
  
Fig. 6. Absolute extrapolation range limits comparison along three different isochors between N = 512 (Left) and N = 256 (Right). 
Dashed line is reference line    
  
  
Fig. 7. Absolute extrapolation range limits comparison along three different isotherms between N = 512 (Left) and N = 256 (Right). 
Dashed line is reference line     
3.4. * * 
Based on the extrapolation analysis, chains generated by simulations with N = 256 were chosen to take this 
method a step further by extrapolating to points residing different temperatures and densities from the original 
one. Three isotherms of U* and P* (Fig. 8) were created starting with simulated data at the mid isotherm ( * = 
0.4). 
MC chains collected at 10 different * ranging from 0.15 up to 0.6 at * = 0.4 were reweighted and 
reconstructed as stated earlier in equation (16). Even though the extrapolation was successful still many 
discontinuities in generated isotherms appeared. This problem can be explained by the extrapolation limits 
discussed above; hence we believe that, this problem could be simply solved by creating a finer data bank. Half 
the distance along *and * increments will be enough to smoothen all the produced curves.            
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Fig. 8.Estimated U* (Left) and P*(Right) values along three isotherms, by reweighting and reconstructing series of MC chains simulated 
at different * and *; open circles refer to simulated values and origins of extrapolation along * = 0.4 while open squares and diamonds 
refer to simulated data at the targeted isotherms ( * = 0.3 and * = 0.5) respectively for the sake of comparison.    
4. Conclusion 
In conclusion, the introduced extrapolation scheme proved its validity and effectiveness by reproducing U* 
and P* along wide range of temperatures and densities. It has been shown that extrapolating along isochors is 
more powerful than isotherms, as it includes reweighting of the original MC chain solely without any 
reconstruction. Limits of extrapolation ranges had been investigated concluding that, simulation 
thermodynamic conditions have a significant effect on these limits. Therefore, one needs to be careful while 
choosing prediction intervals. Moreover, less number of particles was capable to extend these limits 
significantly but attention must be paid not to lose correct statistical representation of the system as N 
decreases.    
Work is in progress, to create a finer data bank to use this proposed approach in order to investigate 
extrapolation ranges limits in more detailed fashion. Preprocessing of the data bank such as reducing storage 
requirement and improving data quality are also of interest. In addition, application of these schemes to other 
ensembles as well as including non-Van der Waals interactions (e.g., Columbic interactions) will be 
considered. Further work is to use this technique in reducing multi-sites LJ models into single site ones by 
optimizing corresponding LJ parameters.  
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