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WEIGHTED INFINITESIMAL UNITARY BIALGEBRAS ON ROOTED FORESTS
AND WEIGHTED COCYCLES
YI ZHANG, DAN CHEN, XING GAO∗, AND YAN-FENG LUO
Abstract. In this paper, we define a new coproduct on the space of decorated planar rooted forests
to equip it with a weighted infinitesimal unitary bialgebraic structure. We introduce the concept of
Ω-cocycle infinitesimal bialgebras of weight λ and then prove that the space of decorated planar
rooted forests HRT(X,Ω), together with a set of grafting operations {B
+
ω | ω ∈ Ω}, is the free Ω-
cocycle infinitesimal unitary bialgebra of weight λ on a set X, involving a weighted version of a
Hochschild 1-cocycle condition. As an application, we equip a free cocycle infinitesimal unitary
bialgebraic structure on the undecorated planar rooted forests, which is the object studied in the
well-known (noncommutative) Connes-Kreimer Hopf algebra.
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1. Introduction
An infinitesimal bialgebra is a module A which is simultaneously an algebra (possibly without
a unit) and a coalgebra (possibly without a counit) such that the coproduct ∆ is a derivation of A
in the sense that
(1) ∆(ab) = a · ∆(b) + ∆(a) · b for a, b ∈ A.
When an infinitesimal bialgebra has an antipode, it will be called an infinitesimal Hopf algebra.
Infinitesimal bialgebras, first introduced by Joni and Rota [29], are in order to give an algebraic
framework for the calculus of Newton divided differences. The basic theory of infinitesimal bial-
gebras and infinitesimal Hopf algebras was developed in [1, 2, 3]. Furthermore, infinitesimal
bialgebras are also closely related to associative Yang-Baxter equations, Drinfeld’s doubles, pre-
Lie algebras and Drinfeld’s Lie bialgebras [2]. Recently, Wang [39] generalized Aguiar’s results
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by studying the Drinfeld’s double for braided infinitesimal Hopf algebras in Yetter-Drinfeld cate-
gories. Another different version of infinitesimal bialgebras and infinitesimal Hopf algebras was
defined by Loday and Ronco [35] and further studied by Foissy [15, 16], in the sense that
(2) ∆(ab) = a · ∆(b) + ∆(a) · b − a ⊗ b for a, b ∈ A.
In 2010, the relationship between classical rime solutions of the Yang-Baxter equation and
Be´zout operators was investigated by Ogievetsky and Popov [37], who turned the associative
Yang-Baxter equation [4, 5] into a general structure, called non-homogenous associative classical
Yang-Baxter equation. Surprisingly, in the spirit of the well-known fact that a solution of the
associative Yang-Baxter equation gives an infinitesimal bialgebra [1], Ogievetsky and Popov [37]
clarified an algebraic meaning of the non-homogenous associative classical Yang-Baxter equa-
tion, involving a coproduct given by
(3) ∆r(a) := a · r − r · a − λ(a ⊗ 1) for a ∈ A.
Here λ ∈ k and r ∈ A ⊗ A is a solution of the non-homogenous associative classical Yang-Baxter
equation. Note that [37] Eq. (3) satisfies
(4) ∆r(ab) = a · ∆r(b) + ∆r(a) · b + λ(a ⊗ b) for a, b ∈ A,
which is precisely a uniform version of the two compatibilities–Eqs (1) and (2). Such an algebraic
structure was called an infinitesimal unitary bialgebra of weight λ in [19, 42]. We would like
to point out that weighted infinitesimal unitary bialgebras have a close connection with pre-Lie
algebras. For example, Aguiar [3] constructed a pre-Lie algebra from an infinitesimal bialgebra of
weight zero. Motivated by Aguiar’s construction, a pre-Lie algebra from a weighted infinitesimal
unitary bialgebra was derived in [19].
The rooted forest is a significant object studied in algebra and combinatorics. One of the most
important examples is the Connes-Kreimer Hopf algebra of rooted forests, which was introduced
and studied extensively in [9, 20, 27, 30, 36]. In particular, the Connes-Kreimer Hopf algebra
serves as a “baby model” of Feynmann diagrams in the algebraic approach of the renormalization
in quantum field theory [7, 8, 10, 23, 24, 26]. It is also related to many other Hopf algebras
built on rooted forests, such as Foissy-Holtkamp [12, 13, 28], Grossman-Larson [20] and Loday-
Ronco [34]. One reason for the significance of these algebraic structures on rooted forests is
that most of them possess universal properties, involving a Hochschild 1-cocycle, which have
interesting applications in renormalization. For example, the Connes-Kreimer Hopf algebra of
rooted forests inherits its algebra structure from the initial object in the category of (commutative)
algebras with a linear operator [12, 36]. Recently this universal property of rooted forests was
generalized in [40] in terms of decorated planar rooted forests, and the universal property of
Loday-Ronco Hopf algebra was investigated in [41] in terms of decorated planar binary trees.
The concept of algebras with (one or more) linear operators was first introduced by Kurosh [32]
but forgotten until it was rediscovered by Guo [22], who constructed the free objects of such
algebras in terms of various combinatorial objects, such as Motzkin paths, rooted forests and
bracketed words. There such structure was called an Ω-operated algebra, where Ω is a set to
index the linear operators. See also [6, 17, 21, 25]. It has been observed that the decorated
planar rooted forests HRT(Ω) whose vertices are decorated by a set Ω, together with a set of
grafting operations {B+ω | ω ∈ Ω}), is a free object on the empty set in the category of Ω-operated
algebras [31, 40]. Particularly, the noncommutative Connes-Kreimer Hopf algebra HRT of planar
rooted forests equipped with the grafting operation B+ is a free operated algebra [22].
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As a related result, an infinitesimal unitary bialgebra of weight zero on rooted forests has been
established in [18]. Using an infinitesimal version of the Hochschild 1-cocycle condition, they
showed that the space of decorated planar rooted forests is the free cocycle infinitesimal unitary
bialgebra of weight zero. However, this infinitesimal 1-cocycle condition is not a real Hochschild
1-cocycle condition. It is almost a natural question to wonder whether we can construct an in-
finitesimal (unitary) bialgebra of weight λ on decorated rooted forests, by using a Hochschild
1-cocycle condition. The present paper gives a positive answer to this question. Namely, we first
propose the concept of weightedΩ-cocycle infinitesimal unitary bialgebras, involving a weighted
version of a Hochschild 1-cocycle condition. Then we prove that the space of decorated pla-
nar rooted forests HRT(X,Ω) is the free objects in this category, provided suitable operations are
equipped. This freeness characterization of decorated planar rooted forests gives an algebraic
explanation of the fundamental roles played by these combinatorial objects.
Structure of the Paper. In Section 2, we recall the concept of a weighted infinitesimal (uni-
tary) bialgebra and show that some well-known algebras possess a weighted infinitesimal (uni-
tary) bialgebra.
In Section 3, after summarizing concepts and basic facts on decorated rooted forests, we con-
struct a new coproduct by a weighted version of a Hochschild 1-cocycle condition (Eq. (13))
on decorated planar rooted forests HRT(X,Ω) to equip it with a new coalgebra structrue (Theo-
rem 3.8). Further HRT(X,Ω) can be turned into an infinitesimal unitary bialgebra of weight λ with
respect to the concatenation product and the empty tree as its unit (Theorem 3.9).
In Section 4, under the framework of operated algebras, we propose the concept of weighted
Ω-cocycle infinitesimal unitary bialgebras (Definition 4.3 (a)), involving a weighted 1-cocycle
condition. Having this concept in hand, we prove that HRT(X,Ω) is the free Ω-cocycle infinitesi-
mal unitary bialgebra of weight λ on a set X (Theorem 4.5). As an application, we obtain that the
undecorated planar rooted forests is the free cocycle infinitesimal unitary bialgebra of weight λ
on the empty set (Corollary 4.7).
Notation. Throughout this paper, let k be a unitary commutative ring unless the contrary is
specified, which will be the base ring of all modules, algebras, coalgebras, bialgebras, tensor
products, as well as linear maps. By an algebra we mean an associative algebra (possibly without
unit) and by a coalgebra we mean a coassociative coalgebra (possibly without counit). We use
the Sweedler notation:
∆(a) =
∑
(a)
a(1) ⊗ a(2).
For a set Y , denote by M(Y) and S (Y) the free monoid and semigroup on Y , respectively. For an
algebra A, A ⊗ A is viewed as an (A, A)-bimodule in the standard way
(5) a · (b ⊗ c) := ab ⊗ c and (b ⊗ c) · a := b ⊗ ca,
where a, b, c ∈ A.
2. Weighted infinitesimal unitary bialgebras and examples
In this section, we recall the concept of a weighted infinitesimal unitary bialgebra [19, 37],
which generalize simultaneously the one introduced by Joni and Rota [29] and the one initiated
by Loday and Ronco [35]. Based on the mixture of Eqs. (1) and (2) into Eq. (4) by Ogievetsky
and Popov [37], we propose
Definition 2.1. [19] Let λ be a given element of k. An infinitesimal bialgebra (abbreviated
ǫ-bialgebra) of weight λ is a triple (A,m,∆) consisting of an algebra (A,m) (possibly without a
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unit) and a coalgebra (A,∆) (possibly without a counit) that satisfies
(6) ∆(ab) = a · ∆(b) + ∆(a) · b + λ(a ⊗ b) for a, b ∈ A.
If further (A,m, 1) is a unitary algebra, then the quadruple (A,m, 1,∆) is called an infinitesimal
unitary bialgebra of weight λ.
Definition 2.2. [19] Let A and B be two ǫ-bialgebras of weight λ. A map φ : A → B is called an
infinitesimal bialgebra morphism if φ is an algebra morphism and a coalgebra morphism.
We shall use the infix notation ǫ- interchangeably with the adjective “infinitesimal” throughout
the rest of this paper.
Remark 2.3. (a) Let (A,m, 1,∆) be an ǫ-bialgebra of weight λ. Then ∆(1) = −λ(1 ⊗ 1), as
∆(1) = ∆(1 · 1) = 1 · ∆(1) + ∆(1) · 1 + λ(1 ⊗ 1) = 2∆(1) + λ(1 ⊗ 1).
(b) The ǫ-bialgebra introduced by Joni and Rota [29] is the ǫ-bialgebra of weight zero, and
the ǫ-bialgebra originated from Loday and Ronco [35] is the ǫ-bialgebra of weight −1.
(c) Twenty years after Joni and Rota [29], Aguiar [1] introduced the concept of an ǫ-Hopf
algebra and pointed out that there is no non-zero ǫ-bialgebra which is both unitary and
counitary when λ = 0. Indeed, it follows the counicity that
1 ⊗ 1k = (id ⊗ ǫ)∆(1) = 0
and so 1 = 0.
(d) Let (A, µ,∆) be an ǫ-unitary bialgebra of weight λ. Denote by
✄ : A ⊗ A → A, a ⊗ b 7→ a✄ b :=
∑
(b)
b(1)ab(2),(7)
where b(1) and b(2) are from the Sweedler notation ∆(b) =
∑
(b) b(1) ⊗ b(2). Then A equipped
with the ✄ in Eq. (7) is a pre-Lie algebra [19].
Some well-known algebras possess weighted infinitesimal bialgebraic structures, via construc-
tions of suitable coproducts.
Example 2.4. Here are some examples of weighted ǫ-bialgebras.
(a) Any algebra (A,m) is an ǫ-bialgebra of weight zero when the coproduct is taken to be
∆ = 0.
(b) [1, Example 2.3.2] A quiver Q = (Q0,Q1, s, t) is a quadruple consisting of a set Q0 of
vertices, a set Q1 of arrows, and two maps s, t : Q1 → Q0 which associate each arrow
a ∈ Q1 to its source s(a) ∈ Q0 and its target t(a) ∈ Q0. The path algebra kQ can be turned
into an ǫ-unitary bialgebra of weight zero with the coproduct ∆ given by:
∆(a1 · · · an) :=

0 if n = 0,
s(a1) ⊗ t(a1) if n = 1,
s(a1) ⊗ a2 · · · · an + a1 · · · an−1 ⊗ t(an)
+
∑n−2
i=1 a1 · · · ai ⊗ ai+2 · · · an if n ≥ 2,
where a1 · · · an is a path in kQ. Here we use the convention that a1 · · · an ∈ Q0 when n = 0.
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(c) [14, Section 1.4] Let (A,m, 1,∆c, ε, c) be a braided bialgebra with A = k ⊕ ker ε and the
braiding c : A ⊗ A → A ⊗ A given by
c :

1 ⊗ 1 7→ 1 ⊗ 1,
a ⊗ 1 7→ 1 ⊗ a,
1 ⊗ b 7→ b ⊗ 1,
a ⊗ b 7→ 0, where a, b ∈ ker ε.
Then (A,m, 1,∆c) is an ǫ-unitary bialgebra of weight −1.
3. Weighted infinitesimal unitary bialgebras of decorated planar rooted forests
In this section, we first show a general way to decorate planar rooted forests that generalizes
the constructions of decorated rooted forests introduced and studied in [12, 22, 38]. Using a
weighted 1-cocycle condition, we then define a coproduct on the space of new decorated planar
rooted forests to equip it with a coalgebraic structure, with an eye toward constructing a weighted
infinitesimal unitary bialgebra on it.
3.1. New decorated planar rooted forests. A rooted tree is a finite graph, connected and with-
out cycles, with a distinguished vertex called the root. A planar rooted tree is a rooted tree with
a fixed embedding into the plane. The first few planar rooted trees are listed below:
q , q
q
, q∨
qq
, q∨
qq q
, q
q
q
, q∨
qq
q
, q∨
qq
q
,
q∨
qq
q , q∨
qq q
q
, q
q
q
q
,
where the root of a tree is on the bottom. Let T denote the set of planar rooted trees and M(T)
the free monoid generated by T with the concatenation product, denoted by mRT and usually
suppressed. The empty tree inM(T) is denoted by 1. A planar rooted forest is a noncommutative
concatenation of planar rooted trees, denoted by F = T1 · · ·Tn with T1, . . . , Tn ∈ T. Here we use
the convention that F = 1 when n = 0. The first few planar rooted forests are listed below:
1, q , q q , q
q
, q
q
q, q q
q
, q q∨
qq
, q
q
q q , q q
q
q , q∨
qq
q
q
q
.
Let Ω be a nonempty set, and let X be a set whose elements are not in the set Ω. For the
nonempty set X ⊔ Ω, let T(X ⊔ Ω) (resp. F(X ⊔ Ω) := M(T(X ⊔ Ω))) denote the set of planar
rooted trees (resp. forests) whose vertices (leaf vertices and internal vertices) are decorated by
elements of X ⊔ Ω. Define HRT(X ⊔ Ω) := kF(X ⊔ Ω) to be the free k-module spanned by
F(X ⊔ Ω).
Let T(X,Ω) (resp. F(X,Ω)) denote the subset of T(X ⊔Ω) (resp. F(X⊔Ω)) consisting of vertex
decorated planar rooted trees (resp. forests) whose internal vertices are decorated by elements of
Ω exclusively and leaf vertices are decorated by elements of X ⊔ Ω. In other words, all internal
vertices, as well as possibly some of the leaf vertices, are decorated by Ω. The only vertex of
the tree • is taken to be a leaf vertex. The following are some decorated planar rooted trees in
T(X,Ω):
qα, q x , q
q
α
β , q
q
α
x , q∨
qq
α
βγ
, q∨
qq
α
xγ
, q∨
qq
α
xy
, q∨
qq
q
α
ββ
γ
, q∨
qq
q
α
βx
γ
, q∨
qq
q
α
βy
x
,
with α, β, γ ∈ Ω and x, y ∈ X. Define
HRT(X,Ω) := kF(X,Ω) = kM(T(X,Ω))
to be the free k-module spanned by F(X,Ω). For each ω ∈ Ω, define
B+ω : HRT(X,Ω) → HRT(X,Ω)
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to be the linear grafting operation by taking 1 to •ω and sending a rooted forest in HRT(X,Ω) to
its grafting with the new root decorated by ω. For example,
B+ω(1) = qω , B
+
ω( q x qy ) = q∨
qq
ω
yx
, B+ω( q x q
q
α
y ) = q∨
qq
q
ω
αx
y
, B+ω( q
q
β
α
q x) = q∨
qq
q
ω
xβ
α
,
where α, β, ω ∈ Ω and x, y ∈ X. Note that HRT(X,Ω) is closed under the concatenation mRT.
Remark 3.1. Here are some special cases of our decorated planar rooted forests.
(a) If X = ∅ and Ω is a singleton set, then all decorated planar rooted forests in F(X,Ω) have
the same decoration, which is the object studied in the well-known Foissy-Holtkamp Hopf
algebra—the noncommutative version of Connes-Kreimer Hopf algebra [12, 28].
(b) If X = ∅, then F(X,Ω) was studied by Foissy [12, 13], in which a decorated noncommuta-
tive version of Connes-Kreimer Hopf algebra was constructed.
(c) If Ω is a singleton set, then F(X,Ω) was introduced and studied in [40] to construct a
cocycle Hopf algebra on decorated planar rooted forests.
(d) The rooted forests in F(X,Ω) with leaf vertices decorated by elements of X and internal
vertices decorated by elements of Ω were introduced in [22]. However, this decoration
can’t deal with the unity and the algebraic structures on this decorated rooted forests are all
nonunitary. The distinction between unitary and nonunitary for F(X,Ω) is more significant
than for an associative algebra, because of the involvement of the grafting operation.
The following are two basic definitions that will be used in the remainder of the paper. See
[19, 22] for detailed discussions. For F = T1 · · ·Tn ∈ F(X,Ω) with n ≥ 0 and T1, · · · , Tn ∈
T(X,Ω), we define bre(F) := n to be the breadth of F. Here we use the convention that bre(1) = 0
when n = 0. In order to define the depth of a decorated planar rooted forests, we build a recursive
structure on F(X,Ω). Define •X := {•x | x ∈ X} and set
F0 := M(•X) = S (•X) ⊔ {1},
where M(•X) (resp. S (•X)) is the submonoid (resp. subsemigroup) of F(X,Ω) generated by •X.
Here we are abusing notion slightly since M(•X) (resp. S (•X)) is also isomorphic to the free
monoid (resp. semigroup) generated by •X. Suppose that Fn has been defined for an n ≥ 0, then
define
Fn+1 := M(•X ⊔ (⊔ω∈ΩB
+
ω(Fn))).
Thus we obtain Fn ⊆ Fn+1 and can define
F(X,Ω) := lim
−→
Fn =
∞⋃
n=0
Fn.(8)
Now elements F ∈ Fn \ Fn−1 are said to have depth n, denoted by dep(F) = n. For example,
dep(1) = dep(•x) = 0, dep(•ω) = dep(B
+
ω(1)) = 1, dep( q
q
ω
y ) = dep(B+ω(•y)) = 1,
dep( q x q
q
ω
y ) = dep( q xB
+
ω(•y)) = 1, dep( q∨
qq
ω
xα
) = dep(B+ω(B
+
α(1)•x)) = 2,
where α, ω ∈ Ω and x, y ∈ X.
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3.2. Cartier-Quillen cohomology. Given an algebra A and a bimodule M over A. Let H∗(A,M)
denote the Hochschild cohomology of A with coefficients in M which was defined from a com-
plex with maps A⊗n → M as cochains, see [33] for more details. Let (C,∆) be a coalgebra and
(B, δG, δD) be a bicomodule over C. The Cartier-Quillen cohomology of C with coefficients in
B is a dual notation of the Hochschild cohomology. Explicitly, it is a cohomology of the complex
Homk(B,C
⊗n) with the maps bn : Homk(B,C
⊗n) → Homk(B,C
⊗(n+1)) given by
bn(L) = (id ⊗ L) ◦ δG +
n∑
i=1
(−1)i(id
⊗(i−1)
C
⊗ ∆ ⊗ id
⊗(n−i)
C
)L + (−1)n+1(L ⊗ id) ◦ δD,
where L : B → C⊗n. In particular, a linear map L : B → C is the 1-cocycle for this cohomology
precisely when it satisfies the following condition:
∆ ◦ L = (L ⊗ id) ◦ δD + (id ⊗ L) ◦ δG,
see [11, 36] for more details. Let e be a group-like element of weight λ of C, that is, ∆(e) =
λ(e ⊗ e). We consider the bicomodule (C,∆, δD) with δD(x) = λ(x ⊗ e) for any x ∈ C. Then the
1-cocycle L is a linear endomorphism of C satisfying
∆ ◦ L(x) = L(x) ⊗ λe + (id ⊗ L) ◦ ∆(x) for x ∈ C.(9)
We call Eq. (9) the 1-cocycle condition of weight λ.
Remark 3.2. (a) The group like elements in infinitesimal unitary bialgebras always exist.
Indeed, the unit of an infinitesimal unitary bialgebra is a group like element of weight −λ.
(b) When L = B+ and λ = 1, the weighted 1-cocycle condition in Eq. (9) is
(10) ∆RT(F) = ∆RTB
+(F) = F ⊗ 1 + (id ⊗ B+)∆RT(F) for F = B
+(F) ∈ F,
which is the usual 1-cocycle condition employed in [9, 11, 40]. Here the empty tree 1 is
the unique group like element in the Connes-Kreimer Hopf algebra.
3.3. Weighted infinitesimal unitary bialgebras on decorated planar rooted forests. In this
subsection, we shall equip a weighted infinitesimal unitary bialgebraic structure on decorated
planar rooted forests.
Let us define a new coproduct ∆ǫ on HRT(X,Ω) by induction on depth. By linearity, we only
need to define ∆ǫ(F) for basis elements F ∈ F(X,Ω). For the initial step of dep(F) = 0, we define
(11) ∆ǫ(F) :=

−λ(1 ⊗ 1) if F = 1,
•x ⊗ •x if F = •x for some x ∈ X,
•x1 · ∆ǫ(•x2 · · · •xm) + ∆ǫ(•x1) · (•x2 · · · •xm)
+λ •x1 ⊗ •x2 · · · •xm if F = •x1 · · · •xm with m ≥ 2.
Here in the third case, the definition of ∆ǫ reduces to the induction on breadth and the dot action
is defined in Eq. (5).
For the induction step of dep(F) ≥ 1, we reduce the definition to the induction on breadth. If
bre(F) = 1, we write F = B+ω(F) for some ω ∈ Ω and F ∈ F(X,Ω), and define
(12) ∆ǫ(F) = ∆ǫB
+
ω(F) := F ⊗ (−λ1) + (id ⊗ B
+
ω)∆ǫ(F).
In other words
∆ǫB
+
ω = B
+
ω ⊗ (−λ1) + (id ⊗ B
+
ω)∆ǫ .(13)
If bre(F) ≥ 2, we write F = T1T2 · · ·Tm with m ≥ 2 and T1, . . . , Tm ∈ T(X,Ω), and define
(14) ∆ǫ(F) = T1 · ∆ǫ(T2 · · ·Tm) + ∆ǫ(T1) · (T2 · · ·Tm) + λT1 ⊗ T2 · · ·Tm.
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Remark 3.3. By Remark 2.3 (a), the empty tree 1 ∈ HRT(X,Ω) is a group like element of weight
−λ, and so Eq. (13) is the 1-cocycle condition of weight −λ.
Example 3.4. Let x, y ∈ X and α, β, γ ∈ Ω. Then
∆ǫ( qα) = ∆ǫ(B
+
α(1)) = −λ(1 ⊗ qα + qα ⊗ 1),
∆ǫ( q
q
α
x ) = ∆ǫ(B
+
α( q x)) = −λ( q
q
α
x ⊗ 1) + q x ⊗ q
q
α
x ,
∆ǫ( q
q
α
β ) = ∆ǫ(B
+
α( qβ)) = −λ(1 ⊗ q
q
α
β + qβ ⊗ qα + q
q
α
β ⊗ 1),
∆ǫ( qγ qy ) = −λ(1 ⊗ qγ qy ) + qγ qy ⊗ qy ,
∆ǫ( q
q
α
x
qy ) = q
q
α
x
qy ⊗ qy + q x ⊗ q
q
α
x
qy ,
∆ǫ( q x q
q
β
α ) = −λ( q x q
q
β
α ⊗ 1 + q x qα ⊗ qβ) + q x ⊗ q x q
q
β
α ,
∆ǫ( q∨
qq
α
xβ
) = ∆ǫ(B
+
α( qβ q x)) = −λ(1 ⊗ q∨
qq
α
xβ
+ q∨
qq
α
xβ
⊗ 1) + qβ q x ⊗ q
q
α
x .
To show (HRT(X,Ω),∆ǫ) is a coalgebra, we need the following two lemmas.
Lemma 3.5. Let •x1 · · · •xm ∈ HRT(X,Ω) with m ≥ 1 and x1, . . . , xm ∈ X. Then
∆ǫ(•x1 · · · •xm) =
m∑
i=1
•x1 · · · •xi ⊗ •xi · · · •xm +λ
m−1∑
i=1
•x1 · · · •xi ⊗ •xi+1 · · · •xm .
Proof. We prove this result by induction on m ≥ 1. For the initial step of m = 1, we have
∆ǫ(•x1) = •x1 ⊗ •x1 ,
and the result is true trivially. For the induction step of m ≥ 2, we get
∆ǫ(•x1 · · · •xm) = •x1 · ∆ǫ(•x2 · · · •xm) + ∆ǫ(•x1) · (•x2 · · · •xm) + λ •x1 ⊗ •x2 · · · •xm (by Eq. (11))
= •x1 ·∆ǫ(•x2 · · · •xm) + (•x1 ⊗ •x1) · (•x2 · · · •xm) + λ •x1 ⊗ •x2 · · · •xm (by Eq. (11))
= •x1 ·∆ǫ(•x2 · · · •xm) + •x1 ⊗ •x1 •x2 · · · •xm +λ •x1 ⊗ •x2 · · · •xm (by Eq. (5))
= •x1 ·

m∑
i=2
•x2 · · · •xi ⊗ •xi · · · •xm +λ
m−1∑
i=2
•x2 · · · •xi ⊗ •xi+1 · · · •xm
 + •x1 ⊗ •x1 •x2 · · · •xm
+ λ •x1 ⊗ •x2 · · · •xm (by the induction hypothesis)
=
m∑
i=2
•x1 · · · •xi ⊗ •xi · · · •xm + •x1 ⊗ •x1 · · · •xm +λ
m−1∑
i=2
•x1 · · · •xi ⊗ •xi+1 · · · •xm +λ •x1 ⊗ •x2 · · · •xm
=
m∑
i=1
•x1 · · · •xi ⊗ •xi · · · •xm +λ
m−1∑
i=1
•x1 · · · •xi ⊗ •xi+1 · · · •xm ,
as required. 
Lemma 3.6. Let F1, F2 ∈ HRT(X,Ω). Then
∆ǫ(F1F2) = F1 · ∆ǫ(F2) + ∆ǫ(F1) · F2 + λ(F1 ⊗ F2).
Proof. It suffices to consider basis elements F1, F2 ∈ F(X,Ω) by linearity. We have two cases to
consider.
Case 1. bre(F1) = 0 or bre(F2) = 0. In this case, without loss of generality, letting bre(F1) = 0,
then F1 = 1 and by Eq. (11),
∆ǫ(F1F2) = ∆ǫ(1F2) = ∆ǫ(F2) − λ(1 ⊗ F2) + λ(1 ⊗ F2)
WEIGHTED INFINITESIMAL UNITARY BIALGEBRAS ON ROOTED FORESTS AND WEIGHTED COCYCLES 9
= ∆ǫ(F2) − λ(1 ⊗ 1) · F2 + λ(1 ⊗ F2)
= ∆ǫ(F2) + ∆ǫ(1) · F2 + λ(1 ⊗ F2)
= 1 · ∆ǫ(F2) + ∆ǫ(1) · F2 + λ(1 ⊗ F2)
= F1 · ∆ǫ(F2) + ∆ǫ(F1) · F2 + λ(F1 ⊗ F2).
Case 2. bre(F1) ≥ 1 and bre(F2) ≥ 1. In this case, we prove the result by induction on the sum
of breadths bre(F1) + bre(F2) ≥ 2. For the initial step of bre(F1) + bre(F2) = 2, we have F1 = T1
and F2 = T2 for some decorated planar rooted trees T1, T2 ∈ T(X,Ω). By Eq. (14),
∆ǫ(F1F2) = ∆ǫ(T1T2) = T1 · ∆ǫ(T2) + ∆ǫ(T1) · T2 + λ(T1 ⊗ T2)
= F1 · ∆ǫ(F2) + ∆ǫ(F1) · F2 + λ(F1 ⊗ F2).
For the induction step of bre(F1) + bre(F2) ≥ 3, without loss of generality, we may suppose
bre(F2) ≥ bre(F1) ≥ 1. If bre(F1) = 1 and bre(F2) ≥ 2 , we may write F1 = T1 for some
decorated planar rooted trees T1 ∈ T(X,Ω). By Eq. (14),
∆ǫ(F1F2) = ∆ǫ(T1F2) = T1 · ∆ǫ(F2) + ∆ǫ(T1) · F2 + λ(T1 ⊗ F2)
= F1 · ∆ǫ(F2) + ∆ǫ(F1) · F2 + λ(F1 ⊗ F2).
If bre(F1) ≥ 2, we can write F1 = T1F1
′ with bre(T1) = 1 and bre(F1
′) = bre(F1) − 1. Then
∆ǫ(F1F2) = ∆ǫ(T1F1
′F2)
= T1 · ∆ǫ(F1
′F2) + ∆ǫ(T1) · (F1
′F2) + λ(T1 ⊗ F1
′F2) (by Eq. (14))
= T1 ·
(
F1
′ · ∆ǫ(F2) + ∆ǫ(F1
′) · F2 + λ(F1
′ ⊗ F2)
)
+ ∆ǫ(T1) · (F1
′F2) + λ(T1 ⊗ F1
′F2)
(by the induction hypothesis)
= (T1F1
′) · ∆ǫ(F2) + T1 · ∆ǫ(F1
′) · F2 + λ(T1F1
′ ⊗ F2) + ∆ǫ(T1) · (F1
′F2) + λ(T1 ⊗ F1
′F2)
= (T1F1
′) · ∆ǫ(F2) +
(
T1 · ∆ǫ(F1
′) + ∆ǫ(T1) · F1
′ + λ(T1 ⊗ F1
′)
)
· F2 + λ(T1F1
′ ⊗ F2)
= (T1F1
′) · ∆ǫ(F2) + ∆ǫ(T1F1
′) · F2 + λ(T1F1
′ ⊗ F2)
= F1 · ∆ǫ(F2) + ∆ǫ(F1) · F2 + λ(F1 ⊗ F2) (by the induction hypothesis)
This completes the proof. 
The following lemma shows that HRT(X,Ω) is closed under the coproduct ∆ǫ .
Lemma 3.7. For F ∈ HRT(X,Ω),
(15) ∆ǫ(F) ∈ HRT(X,Ω) ⊗ HRT(X,Ω).
Proof. We prove the result by induction on dep(F) ≥ 0 for basis elements F ∈ F(X,Ω). For the
initial step of dep(F) = 0, we have F = •x1 . . . •xm for somem ≥ 0, with the convention that F = 1
when m = 0. If m = 0, then
∆ǫ(F) = ∆ǫ(1) = −λ(1 ⊗ 1) ∈ HRT(X,Ω) ⊗ HRT(X,Ω).
If m ≥ 1, then by Lemma 3.5,
∆ǫ(F) = ∆ǫ(•x1 . . . •xm) =
m∑
i=1
•x1 · · · •xi ⊗ •xi · · · •xm +λ
m−1∑
i=1
•x1 · · · •xi ⊗ •xi+1 · · · •xm
∈ HRT(X,Ω) ⊗ HRT(X,Ω).
10 YI ZHANG, DAN CHEN, XING GAO∗, AND YAN-FENG LUO
Suppose that Eq. (15) holds for dep(F) ≤ n for an n ≥ 0 and consider the case of dep(F) = n+1.
For this case, we apply the induction on breadth bre(F). Since dep(F) = n + 1 ≥ 1, we get F , 1
and bre(F) ≥ 1. If bre(F) = 1, since dep(F) ≥ 1, we have F = B+ω(F) for some ω ∈ Ω and
F ∈ HRT(X,Ω). By Eq. (12), we have
∆ǫ(F) = ∆ǫ
(
B+ω(F)
)
= F ⊗ (−λ1) + (id ⊗ B+ω)∆ǫ(F).
By the induction hypothesis on dep(F),
∆ǫ(F) ∈ HRT(X,Ω) ⊗ HRT(X,Ω) and so (id ⊗ B
+
ω)∆ǫ(F) ∈ HRT(X,Ω) ⊗ HRT(X,Ω).
Moreover, −λ(F ⊗ 1) ∈ HRT(X,Ω) ⊗ HRT(X,Ω) follows from F ∈ HRT(X,Ω). Hence
F ⊗ (−λ1) + (id ⊗ B+ω)∆ǫ(F) ∈ HRT(X,Ω) ⊗ HRT(X,Ω).
Assume that Eq. (15) holds for dep(F) = n + 1 and bre(F) ≤ m, in addition to dep(F) ≤ n by
the first induction hypothesis, and consider the case of dep(F) = n + 1 and bre(F) = m + 1 ≥ 2.
Then we may write F = T1T2 · · ·Tm+1 for some T1, . . . , Tm+1 ∈ T(X,Ω) and so
∆ǫ(F) =∆ǫ(T1T2 · · ·Tm+1)
= T1 · ∆ǫ(T2 · · ·Tm+1) + ∆ǫ(T1) · (T2 · · ·Tm+1) + λ(T1 ⊗ T2 · · ·Tm+1) (by Eq. (14)).
By the induction hypothesis on breadth, we have
∆ǫ(T2 · · ·Tm+1) ∈ HRT(X,Ω) ⊗ HRT(X,Ω) and ∆ǫ(Ti) ∈ HRT(X,Ω) ⊗ HRT(X,Ω),
whence by Eq. (5),
T1 ·∆ǫ(T2 · · ·Tm+1) ∈ HRT(X,Ω)⊗ HRT(X,Ω) and ∆ǫ(T1) · (T2 · · ·Tm+1) ∈ HRT(X,Ω)⊗HRT(X,Ω).
Thus
∆ǫ(F) = ∆ǫ(T1T2 · · ·Tm+1) ∈ HRT(X,Ω) ⊗ HRT(X,Ω).
This completes the induction on the breadth and hence the induction on the depth. 
We now state our first main result in this subsection.
Theorem 3.8. The pair (HRT(X,Ω),∆ǫ) is a coalgebra (without counit).
Proof. By Lemma 3.7, we only need to verify the the coassociative law
(16) (id ⊗ ∆ǫ)∆ǫ(F) = (∆ǫ ⊗ id)∆ǫ(F) for F ∈ F(X,Ω),
which will be proved by induction on dep(F) ≥ 0. For the initial step of dep(F) = 0, we have
F = •x1 •x2 · · · •xm for some m ≥ 0, with the convention that F = 1 if m = 0. When m = 0, we
have
(id ⊗ ∆ǫ)∆ǫ(F) = (id ⊗ ∆ǫ)∆ǫ(1) = −λ1 ⊗ ∆ǫ(1) = λ
2(1 ⊗ 1 ⊗ 1) = −λ∆ǫ(1) ⊗ 1 = (∆ǫ ⊗ id)∆ǫ(1).
When m ≥ 1, on the one hand,
(id ⊗ ∆ǫ)∆ǫ(•x1 •x2 · · · •xm)
= (id ⊗ ∆ǫ)

m∑
i=1
•x1 · · · •xi ⊗ •xi · · · •xm +λ
m−1∑
i=1
•x1 · · · •xi ⊗ •xi+1 · · · •xm
 (by Lemma 3.5)
=
m∑
i=1
•x1 · · · •xi ⊗∆ǫ(•xi · · · •xm) + λ
m−1∑
i=1
•x1 · · · •xi ⊗∆ǫ(•xi+1 · · · •xm)
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=
m∑
i=1
•x1 · · · •xi ⊗

m∑
j=i
•xi · · · •x j ⊗ •x j · · · •xm +λ
m−1∑
j=i
•xi · · · •x j ⊗ •x j+1 · · · •xm

+ λ
m−1∑
i=1
•x1 · · · •xi ⊗

m∑
j=i+1
•xi+1 · · · •x j ⊗ •x j · · · •xm +λ
m−1∑
j=i+1
•xi+1 · · · •x j ⊗ •x j+1 · · · •xm

=
m∑
i=1
m∑
j=i
•x1 · · · •xi ⊗ •xi · · · •x j ⊗ •x j · · · •xm +λ
m∑
i=1
m−1∑
j=i
•x1 · · · •xi ⊗ •xi · · · •x j ⊗ •x j+1 · · · •xm
+ λ
m−1∑
i=1
m∑
j=i+1
•x1 · · · •xi ⊗ •xi+1 · · · •x j ⊗ •x j · · · •xm +λ
2
m−1∑
i=1
m−1∑
j=i+1
•x1 · · · •xi ⊗ •xi+1 · · · •x j ⊗ •x j+1 · · · •xm
=
m∑
i=1
m∑
j=i
•x1 · · · •xi ⊗ •xi · · · •x j ⊗ •x j · · · •xm +λ
m∑
i=1
m−1∑
j=i
•x1 · · · •xi ⊗ •xi · · · •x j ⊗ •x j+1 · · · •xm
+ λ
m−1∑
i=1
m∑
j=i+1
•x1 · · · •xi ⊗ •xi+1 · · · •x j ⊗ •x j · · · •xm +λ
2
m−2∑
i=1
m−1∑
j=i+1
•x1 · · · •xi ⊗ •xi+1 · · · •x j ⊗ •x j+1 · · · •xm
On the other hand,
(∆ǫ ⊗ id)∆ǫ(•x1 •x2 · · · •xm)
= (∆ǫ ⊗ id)

m∑
i=1
•x1 · · · •xi ⊗ •xi · · · •xm +λ
m−1∑
i=1
•x1 · · · •xi ⊗ •xi+1 · · · •xm
 (by Lemma 3.5)
=
m∑
i=1
∆ǫ(•x1 · · · •xi) ⊗ •xi · · · •xm +λ
m−1∑
i=1
∆ǫ(•x1 · · · •xi) ⊗ •xi+1 · · · •xm
=
m∑
i=1

i∑
j=1
•x1 · · · •x j ⊗ •x j · · · •xi +λ
i−1∑
j=1
•x1 · · · •x j ⊗ •x j+1 · · · •xi
 ⊗ •xi · · · •xm
+ λ
m−1∑
i=1

i∑
j=1
•x1 · · · •x j ⊗ •x j · · · •xi +λ
i−1∑
j=1
•x1 · · · •x j ⊗ •x j+1 · · · •xi
 ⊗ •xi+1 · · · •xm
=
m∑
i=1
i∑
j=1
•x1 · · · •x j ⊗ •x j · · · •xi ⊗ •xi · · · •xm +λ
m∑
i=1
i−1∑
j=1
•x1 · · · •x j ⊗ •x j+1 · · · •xi ⊗ •xi · · · •xm
+ λ
m−1∑
i=1
i∑
j=1
•x1 · · · •x j ⊗ •x j · · · •xi ⊗ •xi+1 · · · •xm +λ
2
m−1∑
i=1
i−1∑
j=1
•x1 · · · •x j ⊗ •x j+1 · · · •xi ⊗ •xi+1 · · · •xm
=
m∑
i=1
i∑
j=1
•x1 · · · •x j ⊗ •x j · · · •xi ⊗ •xi · · · •xm +λ
m∑
i=2
i−1∑
j=1
•x1 · · · •x j ⊗ •x j+1 · · · •xi ⊗ •xi · · · •xm
+ λ
m−1∑
i=1
i∑
j=1
•x1 · · · •x j ⊗ •x j · · · •xi ⊗ •xi+1 · · · •xm +λ
2
m−1∑
i=2
i−1∑
j=1
•x1 · · · •x j ⊗ •x j+1 · · · •xi ⊗ •xi+1 · · · •xm
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=
m∑
j=1
m∑
i= j
•x1 · · · •x j ⊗ •x j · · · •xi ⊗ •xi · · · •xm +λ
m−1∑
j=1
m∑
i= j+1
•x1 · · · •x j ⊗ •x j+1 · · · •xi ⊗ •xi · · · •xm
+ λ
m−1∑
j=1
m−1∑
i= j
•x1 · · · •x j ⊗ •x j · · · •xi ⊗ •xi+1 · · · •xm +λ
2
m−2∑
j=1
m−1∑
i= j+1
•x1 · · · •x j ⊗ •x j+1 · · · •xi ⊗ •xi+1 · · · •xm
=
m∑
i=1
m∑
j=i
•x1 · · · •xi ⊗ •xi · · · •x j ⊗ •x j · · · •xm +λ
m−1∑
i=1
m∑
j=i+1
•x1 · · · •xi ⊗ •xi+1 · · · •x j ⊗ •x j · · · •xm
+ λ
m∑
i=1
m−1∑
j=i
•x1 · · · •xi ⊗ •xi · · · •x j ⊗ •x j+1 · · · •xm +λ
2
m−2∑
i=1
m−1∑
j=i+1
•x1 · · · •xi ⊗ •xi+1 · · · •x j ⊗ •x j+1 · · · •xm
(by exchanging the index of i and j).
Thus
(id ⊗ ∆ǫ)∆ǫ(•x1 •x2 · · · •xm) = (∆ǫ ⊗ id)∆ǫ(•x1 •x2 · · · •xm).
Suppose that Eq. (16) holds for dep(F) ≤ n for an n ≥ 0 and consider the case of dep(F) = n+1.
We now apply the induction on breadth. Since dep(F) = n+1 ≥ 1, we have F , 1 and bre(F) ≥ 1.
If bre(F) = 1, then we may write F = B+ω(F) for some F ∈ F(X,Ω) and ω ∈ Ω. Hence
(id ⊗ ∆ǫ)∆ǫ(F) = (id ⊗ ∆ǫ)∆ǫ(B
+
ω(F))
= (id ⊗ ∆ǫ)
(
F ⊗ (−λ1) + (id ⊗ B+ω)∆ǫ(F)
)
(by Eq. (12))
= − λF ⊗ ∆ǫ(1) + (id ⊗ (∆ǫB
+
ω))∆ǫ(F)
= λ2F ⊗ 1 ⊗ 1 + (id ⊗ (∆ǫB
+
ω))∆ǫ(F) (by Eq. (11))
= λ2F ⊗ 1 ⊗ 1 +
(
id ⊗
(
B+ω ⊗ (−λ1) + (id ⊗ B
+
ω)∆ǫ
))
∆ǫ(F) (by Eq. (13))
= λ2F ⊗ 1 ⊗ 1 +
(
id ⊗ B+ω ⊗ (−λ1) + (id ⊗ id ⊗ B
+
ω)(id ⊗ ∆ǫ)
)
∆ǫ(F)
= λ2F ⊗ 1 ⊗ 1 +
(
(id ⊗ B+ω)∆ǫ(F)
)
⊗ (−λ1) + (id ⊗ id ⊗ B+ω)(id ⊗ ∆ǫ)∆ǫ(F)
= λ2F ⊗ 1 ⊗ 1 +
(
(id ⊗ B+ω)∆ǫ(F)
)
⊗ (−λ1) + (id ⊗ id ⊗ B+ω)(∆ǫ ⊗ id)∆ǫ(F)
(by the induction hypothesis)
= λ2F ⊗ 1 ⊗ 1 +
(
(id ⊗ B+ω)∆ǫ(F)
)
⊗ (−λ1) + (∆ǫ ⊗ B
+
ω)∆ǫ(F)
=
(
F ⊗ (−λ1) + (id ⊗ B+ω)∆ǫ(F)
)
⊗ (−λ1) + (∆ǫ ⊗ B
+
ω)∆ǫ(F)
= ∆ǫ(F) ⊗ (−λ1) + (∆ǫ ⊗ B
+
ω)∆ǫ(F) (by Eq. (12))
= (∆ǫ ⊗ id)
(
F ⊗ (−λ1) + (id ⊗ B+ω)∆ǫ(F)
)
= (∆ǫ ⊗ id)∆ǫ(F) (by Eq. (12)).
Assume that Eq. (16) holds for dep(F) = n + 1 and bre(F) ≤ m, in addition to dep(F) ≤ n by the
first induction hypothesis. Consider the case when dep(F) = n + 1 and bre(F) = m + 1 ≥ 2. Then
F = F1F2 for some F1, F2 ∈ F(X,Ω) with 0 < bre(F1), bre(F2) < bre(F). Using the Sweedler
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notation, we may write
∆ǫ(F1) =
∑
(F1)
F1(1) ⊗ F1(2) and ∆ǫ(F2) =
∑
(F2)
F2(1) ⊗ F2(2).
Then
(id ⊗ ∆ǫ)∆ǫ(F1F2)
= (id ⊗ ∆ǫ)(F1 · ∆ǫ(F2) + ∆ǫ(F1) · F2 + λ(F1 ⊗ F2)) (by Lemma 3.6)
= (id ⊗ ∆ǫ)

∑
(F2)
F1F2(1) ⊗ F2(2) +
∑
(F1)
F1(1) ⊗ F1(2)F2 + λ(F1 ⊗ F2)
 (by Eq. (5))
=
∑
(F2)
F1F2(1) ⊗ ∆ǫ(F2(2)) +
∑
(F1)
F1(1) ⊗ ∆ǫ(F1(2)F2) + λ(F1 ⊗ ∆ǫ(F2))
=
∑
(F2)
F1F2(1) ⊗ ∆ǫ(F2(2)) +
∑
(F1)
F1(1) ⊗
(
F1(2) · ∆ǫ(F2) + ∆ǫ(F1(2)) · F2 + λ(F1(2) ⊗ F2)
)
+ λ(F1 ⊗ ∆ǫ(F2)) (by Lemma 3.6)
=
∑
(F2)
F1F2(1) ⊗

∑
(F2(2))
F2(2)(1) ⊗ F2(2)(2)
 +
∑
(F1)
F1(1) ⊗

∑
(F2)
F1(2)F2(1) ⊗ F2(2)

+
∑
(F1)
F1(1) ⊗

∑
(F1(2))
F1(2)(1) ⊗ F1(2)(2)F2
 + λ
∑
(F1)
F1(1) ⊗ F1(2) ⊗ F2 + λ
∑
(F2)
F1 ⊗ F2(1) ⊗ F2(2)
(by the Sweedler notation and Eq. (5))
=
∑
(F2)
∑
(F2(2))
F1F2(1) ⊗ F2(2)(1) ⊗ F2(2)(2) +
∑
(F1)
∑
(F2)
F1(1) ⊗ F1(2)F2(1) ⊗ F2(2)
+
∑
(F1)
∑
(F1(2))
F1(1) ⊗ F1(2)(1) ⊗ F1(2)(2)F2 + λ
∑
(F1)
F1(1) ⊗ F1(2) ⊗ F2 + λ
∑
(F2)
F1 ⊗ F2(1) ⊗ F2(2).
Similarly, we have
(∆ǫ ⊗ id)∆ǫ(F1F2)
=
∑
(F2)
∑
(F2(1))
F1F2(1)(1) ⊗ F2(1)(2) ⊗ F2(2) +
∑
(F1)
∑
(F2)
F1(1) ⊗ F1(2)F2(1) ⊗ F2(2)
+
∑
(F1)
∑
(F1(1))
F1(1)(1) ⊗ F1(1)(2) ⊗ F1(2)F2 + λ
∑
(F1)
F1(1) ⊗ F1(2) ⊗ F2 + λ
∑
(F2)
F1 ⊗ F2(1) ⊗ F2(2).
By the induction hypothesis, we have
(id ⊗ ∆ǫ)∆ǫ(F1) =
∑
(F1)
∑
(F1(2))
F1(1) ⊗ F1(2)(1) ⊗ F1(2)(2)
=(∆ǫ ⊗ id)∆ǫ(F1) =
∑
(F1)
∑
(F1(1))
F1(1)(1) ⊗ F1(1)(2) ⊗ F1(2)
and
(id ⊗ ∆ǫ)∆ǫ(F2) =
∑
(F2)
∑
(F2(2))
F2(1) ⊗ F2(2)(1) ⊗ F2(2)(2)
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=(∆ǫ ⊗ id)∆ǫ(F2) =
∑
(F2)
∑
(F2(1))
F2(1)(1) ⊗ F2(1)(2) ⊗ F2(2).
Thus
(id ⊗ ∆ǫ)∆ǫ(F1F2) = (∆ǫ ⊗ id)∆ǫ(F1F2).
This completes the induction on the breadth and hence the induction on the depth. 
Now we arrive at our second main result in this subsection.
Theorem 3.9. The quadruple (HRT(X,Ω), mRT,1, ∆ǫ) is an ǫ-unitary bialgebra of weight λ.
Proof. Note that the triple (HRT(X,Ω), mRT,1) is a unitary algebra. Then the result follows from
Lemma 3.6 and Theorem 3.8. 
4. Free Ω-cocycle infinitesimal unitary bialgebras
In this section, we conceptualize the combination of operated algebras and weighted infinites-
imal unitary bialgebras, and show that HRT(X,Ω) is a free object in such category. Let us start
with the following concepts.
Definition 4.1. [22, Section 1.2] Let Ω be a nonempty set.
(a) An Ω-operated monoid is a monoid M together with a set of operators Pω : M → M,
ω ∈ Ω.
(b) An Ω-operated algebra is an algebra A together with a set of linear operators Pω : A →
A, ω ∈ Ω.
Definition 4.2. [19, Definition 3.17] Let λ be a given element of k.
(a) An Ω-operated ǫ-bialgebra of weight λ is an ǫ-bialgebra H of weight λ together with a
set of linear operators Pω : H → H, ω ∈ Ω.
(b) Let (H, {Pω | ω ∈ Ω}) and (H
′, {P′ω | ω ∈ Ω}) be two Ω-operated ǫ-bialgebras of weight
λ. A linear map φ : H → H′ is called an Ω-operated ǫ-bialgebra morphism if φ is a
morphism of ǫ-bialgebras of weight λ and φ ◦ Pω = P
′
ω ◦ φ for ω ∈ Ω.
By Remark 2.3 (a), the unit of an infinitesimal unitary bialgebra is a group like element of
weight −λ. Involving a weighted 1-cocycle condition, we then propose
Definition 4.3. (a) AnΩ-cocycle ǫ-unitary bialgebra of weight λ is anΩ-operated ǫ-unitary
bialgebra (H, m, 1, ∆, {Pω | ω ∈ Ω}) of weight λ satisfying the weighted 1-cocycle condi-
tion:
(17) ∆Pω = Pω ⊗ (−λ1) + (id ⊗ Pω)∆ for all ω ∈ Ω.
(b) The free Ω-cocycle ǫ-unitary bialgebra of weight λ on a set X is an Ω-cocycle ǫ-unitary
bialgebra (HX, mX, 1X,∆X, {Pω | ω ∈ Ω}) of weight λ together with a set map jX : X → HX
with the property that, for any Ω-cocycle ǫ-unitary bialgebra (H, m, 1,∆, {P′ω | ω ∈ Ω})
of weight λ and any set map f : X → H whose images are group like (that is, ∆( f (x)) =
f (x) ⊗ f (x) for x ∈ X), there is a unique morphism f¯ : HX → H of Ω-operated ǫ-unitary
bialgebras such that f¯ ◦ jX = f .
Remark 4.4. Note the subtle difference between the weighted cocycle condition Eq. (17) and the
ǫ-cocycle condition in [19, Definition 3.17]:
∆Pω = id ⊗ 1 + (id ⊗ Pω)∆ for all ω ∈ Ω.
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The following results generalizes the universal properties which were studied in [9, 11, 22, 36,
40]. Recall from Eq. (8) that
F(X,Ω) = lim
−→
Fn =
∞⋃
n=0
Fn.
Theorem 4.5. Let jX : X ֒→ F(X,Ω), x 7→ •x be the natural embedding and mRT be the concate-
nation product.
(a) The quadruple (F(X,Ω), mRT, 1, {B
+
ω | ω ∈ Ω}) together with the jX is the free Ω-operated
monoid on X.
(b) The quadruple (HRT(X,Ω), mRT, 1, {B
+
ω | ω ∈ Ω}) together with the jX is the free Ω-
operated unitary algebra on X.
(c) The quintuple (HRT(X,Ω), mRT, 1, ∆ǫ , {B
+
ω | ω ∈ Ω}) together with the jX is the free Ω-
cocycle ǫ-unitary bialgebra of weight λ on X.
Proof. (a) We only need to verify that (F(X,Ω), {B+ω | ω ∈ Ω}) satisfies the universal property.
Let (S , {Pω | ω ∈ Ω}) be a given Ω-operated monoid and f : X → S a given set map. We will use
induction on n to construct a unique sequence of monoid homomorphisms
f¯n : Fn → S , n ≥ 0.
For the initial step of n = 0, by the universal property of the free monoid M(•X), the map
•X → S , •x 7→ f (x) extends to a unique monoid homomorphism f¯0 : M(•X) → S . Assume that
f¯k : Fk → S has been defined for a k ≥ 0 and define the set map
f¯k+1 : •X ⊔ (⊔ω∈ΩB
+
ω(Fk)) → S , •x 7→ f (x), B
+
ω(F) 7→ Pω( f¯k(F)),
where x ∈ X, ω ∈ Ω and F ∈ Fk. Again by the universal property of the free monoid M(•X ⊔
⊔ω∈ΩB
+
ω(Fk)), f¯k+1 is extended to a unique monoid homomorphism
f¯k+1 : Fk+1 = M(•X ⊔ (⊔ω∈ΩB
+
ω(Fk))) → S .
Define
f¯ := lim
−→
f¯n : F(X,Ω) → S .
Then by the above construction, f¯ is the required homomorphism of Ω-operated monoids and the
unique one such that f¯ ◦ jX = f .
(b) It directly follows from Item (a).
(c) By Theorem 3.9, (HRT(X,Ω), mRT, 1,∆ǫ) is an ǫ-unitary bialgebra of weight λ. Morover by
Eq. (12), (HRT(X,Ω), mRT, 1,∆ǫ , {B
+
ω | ω ∈ Ω}) is an Ω-cocycle ǫ-unitary bialgebra of weight λ.
For the freeness, let (H, m, 1,∆, {Pω | ω ∈ Ω}) be an Ω-cocycle ǫ-unitary bialgebra of weight
λ and f : X → H a set map such that
∆( f (x)) = f (x) ⊗ f (x) for all x ∈ X.
In particular, (H, m, 1, {Pω | ω ∈ Ω}) is an Ω-operated unitary algebra. By Item (b), there exists a
uniqueΩ-operated unitary algebra morphism f¯ : HRT(X,Ω) → H such that f¯ ◦ jX = f . It remains
to check the compatibility of the coproducts ∆ and ∆ǫ for which we verify
(18) ∆ f¯ (F) = ( f¯ ⊗ f¯ )∆ǫ(F) for all F ∈ F(X,Ω),
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by induction on the depth dep(F) ≥ 0. For the initial step of dep(F) = 0, we have F = •x1 · · · •xm
for some m ≥ 0, with the convention that F = 1 when m = 0. If m = 0, then by Remark 2.3 (a)
and Eq. (11),
∆ f¯ (F) = ∆ f¯ (1) = ∆(1) = −λ(1 ⊗ 1) = −λ f¯ (1) ⊗ f¯ (1) = ( f¯ ⊗ f¯ )(−λ1 ⊗ 1) = ( f¯ ⊗ f¯ )∆ǫ(1).
If m ≥ 1, then
∆ f¯ (•x1 · · · •xm) = ∆
(
f¯ (•x1) · · · f¯ (•xm)
)
=
m∑
i=1
(
f¯ (•x1) · · · f¯ (•xi−1)
)
· ∆
(
f¯ (•xi)
)
·
(
f¯ (•xi+1) · · · f¯ (•xm)
)
+ λ
m−1∑
i=1
f¯ (•x1) · · · f¯ (•xi) ⊗ f¯ (•xi+1) · · · f¯ (•xm) (by Eq. (6))
=
m∑
i=1
(
f¯ (•x1) · · · f¯ (•xi−1)
)
·
(
f¯ (•xi) ⊗ f¯ (•xi)
)
·
(
f¯ (•xi+1) · · · f¯ (•xm)
)
+ λ
m−1∑
i=1
f¯ (•x1) · · · f¯ (•xi) ⊗ f¯ (•xi+1) · · · f¯ (•xm)
(by ∆( f¯ (•xi)) = ∆( f (xi)) = f (xi) ⊗ f (xi) = f¯ (xi) ⊗ f¯ (xi))
=
m∑
i=1
f¯ (•x1) · · · · f¯ (•xi) ⊗ f¯ (•xi) · · · f¯ (•xm) + λ
m−1∑
i=1
f¯ (•x1) · · · f¯ (•xi) ⊗ f¯ (•xi+1) · · · f¯ (•xm)
=
m∑
i=1
f¯ (•x1 · · · · •xi) ⊗ f¯ (•xi · · · •xm) + λ
m−1∑
i=1
f¯ (•x1 · · · •xi) ⊗ f¯ (•xi+1 · · · •xm)
(by f¯ being a unitary algebra morphism)
= ( f¯ ⊗ f¯ )

m∑
i=1
•x1 · · · •xi ⊗ •xi · · · •xm +λ
m−1∑
i=1
•x1 · · · •xi ⊗ •xi+1 · · · •xm

= ( f¯ ⊗ f¯ )∆ǫ(•x1 · · · •xm) (by Lemma 3.5).
Suppose Eq. (18) holds for dep(F) ≤ n for an n ≥ 0 and consider the case of dep(F) = n + 1.
For this case we apply the induction on the breadth bre(F). Since dep(F) = n + 1 ≥ 1, we have
F , 1 and bre(F) ≥ 1. If bre(F) = 1, we have F = B+ω(F) for some F ∈ F(X,Ω) and ω ∈ Ω.
Then
∆ f¯ (F) = ∆ f¯ (B+ω(F)) = ∆Pω( f¯ (F)) (by f¯ being an operated unitary algebra morphism)
= Pω( f¯ (F)) ⊗ (−λ1) + (id ⊗ Pω)∆( f¯ (F)) (by Eq. (17))
= Pω( f¯ (F)) ⊗ (−λ1) + (id ⊗ Pω)( f¯ ⊗ f¯ )∆ǫ(F) (by the induction hypothesis on dep(F))
= Pω( f¯ (F)) ⊗ (−λ1) + ( f¯ ⊗ Pω f¯ )∆ǫ(F)
= f¯ (B+ω(F)) ⊗ (−λ1) + ( f¯ ⊗ f¯ B
+
ω)∆ǫ(F) (by f¯ being an operated unitary algebra morphism)
= ( f¯ ⊗ f¯ )
(
B+ω(F) ⊗ (−λ1) + (id ⊗ B
+
ω)∆ǫ(F)
)
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= ( f¯ ⊗ f¯ )∆ǫ(B
+
ω(F)) (by Eq. (12))
= ( f¯ ⊗ f¯ )∆ǫ(F).
Assume that Eq. (18) holds for dep(F) = n + 1 and bre(F) ≤ m, in addition to dep(F) ≤ n by
the first induction hypothesis, and consider the case when dep(F) = n+1 and bre(F) = m+1 ≥ 2.
Then we can write F = F1F2 for some F1, F2 ∈ F(X,Ω) with 0 < bre(F1), bre(F2) < m+1. Using
the Sweedler notation, we can write
∆ǫ(F1) =
∑
(F1)
F1(1) ⊗ F1(2) and ∆ǫ(F2) =
∑
(F2)
F2(1) ⊗ F2(2).
By the induction hypothesis on the breadth, we have
∆( f¯ (F1)) = ( f¯ ⊗ f¯ )∆ǫ(F1) =
∑
(F1)
f¯ (F1(1)) ⊗ f¯ (F1(2)),
∆( f¯ (F2)) = ( f¯ ⊗ f¯ )∆ǫ(F2) =
∑
(F2)
f¯ (F2(1)) ⊗ f¯ (F2(2)).
Thus
∆ f¯ (F) = ∆ f¯ (F1F2) = ∆( f¯ (F1) f¯ (F2))
= f¯ (F1) · ∆( f¯ (F2)) + ∆( f¯ (F1)) · f¯ (F2) + λ f¯ (F1) ⊗ f¯ (F2) (by Eq. (6))
= f¯ (F1) ·
(∑
(F2)
f¯ (F2(1)) ⊗ f¯ (F2(2))
)
+
(∑
(F1)
f¯ (F1(1)) ⊗ f¯ (F1(2))
)
· f¯ (F2) + λ f¯ (F1) ⊗ f¯ (F2)
=
∑
(F2)
f¯ (F1) f¯ (F2(1)) ⊗ f¯ (F2(2)) +
∑
(F1)
f¯ (F1(1)) ⊗ f¯ (F1(2)) f¯ (F2) + λ f¯ (F1) ⊗ f¯ (F2) (by Eq. (5))
=
∑
(F2)
f¯ (F1F2(1)) ⊗ f¯ (F2(2)) +
∑
(F1)
f¯ (F1(1)) ⊗ f¯ (F1(2)F2) + λ f¯ (F1) ⊗ f¯ (F2)
= ( f¯ ⊗ f¯ )
(∑
(F2)
F1F2(1) ⊗ F2(2)
)
+ ( f¯ ⊗ f¯ )
(∑
(F1)
F1(1) ⊗ F1(2)F2
)
+ ( f¯ ⊗ f¯ )(λF1 ⊗ F2)
= ( f¯ ⊗ f¯ )

∑
(F2)
F1F2(1) ⊗ F2(2) +
∑
(F1)
F1(1) ⊗ F1(2)F2 + λF1 ⊗ F2

= ( f¯ ⊗ f¯ )
F1 ·
∑
(F2)
F2(1) ⊗ F2(2) +
(∑
(F1)
F1(1) ⊗ F1(2)
)
· F2 + λF1 ⊗ F2
 (by Eq. (5))
= ( f¯ ⊗ f¯ )(F1 · ∆ǫ(F2) + ∆ǫ(F1) · F2 + λ(F1 ⊗ F2))
= ( f¯ ⊗ f¯ )∆ǫ(F1F2) (by Lemma 3.6)
= ( f¯ ⊗ f¯ )∆ǫ(F).
This completes the induction on the breadth and hence the induction on the depth. 
Let X = ∅. Then we obtain a freeness of HRT (∅,Ω), which is the infinitesimal version of
decorated noncommutative Connes-Kreimer Hopf algebra by Remark 3.1 (b).
Corollary 4.6. The quintuple (HRT (∅,Ω), mRT, 1, ∆ǫ , {B
+
ω | ω ∈ Ω}) is the free Ω-cocycle ǫ-
unitary bialgebra of weight λ on the empty set, that is, the initial object in the category of Ω-
cocycle ǫ-unitary bialgebras of weight λ.
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Proof. It follows from Theorem 4.5 (c) by taking X = ∅. 
Taking Ω to be singleton in Corollary 4.6, all vertices of planar rooted forests have the same
decoration. In other words, in this case planar rooted forests have no decorations and that are
precisely the one in the classical noncommutative Connes-Kreimer Hopf algebra, introduced by
Foissy [12] and Holtkamp [28].
Corollary 4.7. Let F be the set of planar rooted forests without decorations. Then the quintuple
(kF, mRT, 1, ∆ǫ , B
+) is the free cocycle ǫ-unitary bialgebra of weight λ on the empty set, that is,
the initial object in the category of Ω-cocycle ǫ-unitary bialgebras of weight λ.
Proof. It follows from Corollary 4.6 by taking Ω to be a singleton set. 
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