Abstract. Recently, Schoof introduced the notion of reduced Arakelov divisors of an algebraic number field. In this paper, we give both lower and upper bounds of the number of reduced Arakelov divisors.
Introduction
In his recent paper [S] , Schoof introduced the notion of reduced Arakelov divisors of an algebraic number field and studied their basic properties. By definition, reduced Arakelov divisors of an algebraic number field F are bijectively corresponding to fractional ideals a of F such that a contains 1 and max σ |σ(a)| < 1 for a ∈ a implies a = 0, where σ runs over all infinite places of F . The set Red F of reduced Arakelov divisors of F is a finite subset of the group of Arakelov divisors of degree 0 ( [S, Proposition 7.2] ). Among other results, Schoof showed that the distribution of the image of Red F to the Arakelov class group Pic 0 F (resp. the oriented Arakelov class group Pic 0 F ) of F is rather dense (resp. rather sparse) in Pic 0 F (resp. Pic 0 F ) ( [S, Theorems 7.4 and 7.7] ). As an immediate consequence of these theorems, one can obtain a lower and an upper bound of the cardinality r F of Red F . In this paper, we improve both lower and upper bounds of r F given by Schoof [S, Corollaries 7.6 and 7.8] . Let F be an algebraic number field of degree n over Q with r 1 real places and r 2 imaginary places. We define three constants ρ, ∂ F and J r1,r2 by ρ = (1/2) log(4/3), ∂ F = (2/π) r2 |∆ F | and
where ∆ F denotes the discriminant of F and J 1 (t) the Bessel function of order 1. Then we prove:
Theorem 0.1. The number r F of reduced Arakelov divisors of F is bounded as follows:
where R F , h F and w F stand for the regulator of F , the class number of F and the order of the group of roots of unity in F , respectively.
As mentioned above, this result is built on Schoof's theorem. Our computation of the upper bound is non-trivial and we use Fourier analysis and Vaaler's cube slicing theorem. The lower bound is easy. But the proof of [S, Corollary 7.6] contains some misprints, so we supplement Schoof's proof.
Arakelov divisors
Let F be the same as in Introduction. The set of all infinite (resp. finite, real and imaginary) places of F is denoted by V ∞ (resp. V f , V R and V C ). We denote by O the ring of integers of F and by O × the unit group of O. For v ∈ V f , p v stands for the associated prime ideal of O. The group of fractional ideals of F and the ideal class group of F are denoted by Id F and Cl F , respectively.
Let
, where x σ is the complex conjugate of x σ . The trace and the norm of F R are defined as
The subsets F R,+ and F R,1 of the unit group F × R are defined as follows:
The latter is the connected component of the identity 1 of F × R . An Arakelov divisor of F is a formal sum of the form
with λ σ ∈ R, n v ∈ Z and n v = 0 for almost all v ∈ V f . The group of Arakelov divisors is denoted by Div F , i.e., 
is a compact torus of dimension r 1 + r 2 − 1. By passing to quotients, we have the following exact sequence:
F has a structure of Lie group, whose connected component of the identity is T 0 and the group of connected components is isomorphic to Cl F . We introduce an invariant measure on Pic 0 F . By the embedding 
A lower bound of r F
We say a fractional ideal a ∈ Id F is reduced if a satisfies the following two conditions:
• a contains 1, and
For a reduced ideal a, the Arakelov divisor div(a, Nr(a) −1/n 1) is called a reduced Arakelov divisor. We write di(a) for div(a, Nr(a) −1/n 1). The set of all reduced Arakelov divisors is denoted by Red F . By [S, Proposition 7 .2], Red F is a finite set.
For D = di(a) ∈ Red F , we define the subset Σ D of Div 0 F as follows: Theorem 2.1. Let r F be the cardinality of Red F . Then 
Let A be the pyramid in R r1+r2 of the apex 1 = (1, · · · , 1) ∈ R r1+r2 and the base
Note that Σ is orthogonal to 1 with respect to the inner product ⟨, ⟩. Therefore, the volume of A is given by
and hence,
we have
The reducibility of a implies Nr(a) 1 and
Combining this with (1.2) and (2.2), we obtain Theorem 2.1.
Oriented Arakelov divisors
An oriented Arakelov divisor is a formal sum of the form
The group of oriented Arakelov divisors is denoted by Div F , i.e.,
We define the isomorphism div
Then there is the exact sequence:
where we put
The homomorphism log : Div F −→ Div F has a section exp : 
Then the Haar measure ω UF
is compatible with ω F R . We take the Haar measure ω
where w F denotes the order of µ F .
An upper bound of r F
By the injection exp : Div F −→ Div F , we set Red *
Here ρ = (1/2) log(4/3) and we take the principal value of the complex logarithm. By [S, Theorem 7.7 
We compute the volume Vol(Ω) of Ω.
where
Therefore, Ω is identified with the set
be the usual inner product of R n and ω R n the Lebesgue measure on R n . Then F R is identified with R n by the correspondence
and ω F R = 2 r2 ω R n follows from the definition of the Haar measure ω F R . Note that the inner product ⟨, ⟩ is different from (, ). We put
Let H e be the orthogonal complement of e in R n with respect to (, ) . Then H e is orthogonal to 1 with respect to ⟨, ⟩. We take the open interval
Then Ω is identified with the hyperplane section 1. Since I is orthogonal to H e and its length is equal to 1 with respect to ⟨, ⟩, we have
Let θ be the angle between e and 1 with respect to (, ). Then
(e, 1) (e, e) (1, 1)
and hence
In the next section, we prove the following formula:
where J 1 (t) is the Bessel function of order 1. Combining (4.2) with (4.4), we obtain
3), (4.1), (4.2), (4.3) and (4.5) imply Theorem 4.1.
A slice of a product of cubes and disks
We prove the equation (4.3) and the inequality (4.1). We fix 1 p, q ∈ Z with n = p + 2q and 0 < α, β ∈ R, and put
Let e be an arbitrary unit vector in R n and denote the coordinates of e by
Let H e = {u ∈ R n | (e, u) = 0} be the orthogonal complement of e. For t ∈ R, we define
The characteristic function χ K of K is given by
where χ I and χ D denote characteristic functions of I and D, respectively. Then the Fourier transform of V K,e (t) is computed as follows: Here we used the formula Evaluating this at t = 0, we obtain
This implies (4.3) if we put α = β = ρ, (p, q) = (r 1 , r 2 ) and Next, we prove (4.4). This is an immediate consequence of Vaaler's cube slicing theorem. We continue the previous paragraph. Let {e 1 , · · · , e n−1 } be an orthonormal basis of H e and A be the n × (n − 1) matrix whose column vectors are given by t e 1 , · · · , t e n−1 . We put
