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1. INTRODUCTION 
In the theory of asymptotic expansions of differential equations symmetry 
properties such as self-adjointness have not played a significant role in the 
past, and the many transformations of variables with which that theory 
abounds, generally destroy such properties. 
There do exist applications in which it is, however, very desirable to 
preserve the original symmetry of the problem. The adiabatic problem in 
quantum mechanics as discussed, e.g., in Friedrichs [I, 2,3] is a case in point. 
The limitation to two dimensions in those papers would not be such a severe 
restriction if it could be shown that the higher dimensional problems of the 
same type can be decomposed with preservation of the Hermitian character 
of the operator involved. 
In this paper I shall be concerned with systems of linear differential 
equations 
l h $x = A@, e)y, (1.1) 
where A(x, l ) is an n-by-n matrix function and y an n-dimensional column 
vector. The exponent h is a positive integer. In the applications the indepen- 
dent variable x and the small parameter E will usually be real. However, 
as we shall assume that A(x, l ) is analytic, we will consider complex values 
of x and E, as well. 
A linear system of differential equations with a real independent variable 
but possibly complex coefficients is commonly called seEf-adjoint, if its 
coefficient matrix is anti-Hermitian. A matrix M is anti-Hermitian if 
M* = -M, 
1 This research was supported by the Office of Naval Research Nom. 1202(28). 
Reproduction in whole or in part is permitted for any purpose of the United States 
Government. 
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where M* is the adjoint of M, i.e., its conjugate transpose. If we wish to deal 
with analytic functions for nonreal values of the independent variable the 
definition of the adjoint has to be altered. The adjoint is then defined as the 
analytic continuation of the adjoint in the usual sense into the complex plane. 
Specifically, if M(x) is an analytic function then its adjoint is defined by the 
relation 
M*(x) = MT(%), 
-- 
which is analytic, not by MT(x) which is not. Similarly, the adjoint of A(x, c) is 
__- 
A*(& E) = Ayf, E). 
The recent theory of systems of the form (1 .I) is to a considerable extent 
based on a theorem of Sibuya[4]. Roughly stated it asserts that in the neigh- 
borhood of any point x = a where the matrix A(a, 0) has more than one 
distinct eigenvalue, the system can be reduced to a set of systems of the same 
type but of lower dimensions. The reduction is achieved by a change of the 
dependent variables that involves asymptotic series of powers of E. 
As a consequence of Sibuya’s result all recent work on the local asymptotic 
theory of systems of the form (1 .I) has started with the assumption that 
A(0, 0) has only one distinct eigenvalue. (The choice a = 0 clearly is no 
specialization.) 
In the present paper I assume that (1 .l) is a self-adjoint system. This 
property is in general destroyed by Sibuya’s transformation. My aim is to 
replace Sibuya’s reduction scheme by one that preserves the self-adjoint character 
of the system. 
I am grateful to my colleague, Professor C.C. Conley, for valuable sugges- 
tions in the preparation of this paper. 
2. STATEMENT OF THE RESULTS 
ASSUMPTION I. 
(i) the n-by-n matrix function A(x, E) is holomorphic in both variables in the 
domain 9(x,, , q, , 6,) dejined by 
eo 7 co , 0,) = {(x, c) / I x I < x0, 0 < I E I < co, I arg E I < 0,). (2.1) 
(ii) The asymptotic expansion 
(2.2) 
is uniformly vu&d for 1 x 1 < x0 , as E -+ 0 in 1 arg E I < 8, 
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(iii) There is an integerp( 1 < p < n) such that the eigenvalues X,(x) = 1,2,. . . n 
of A,(x) satisfy the inequalities 
w4 f Uxh j <Pp, k >P, I x I d x0 . 
(iv) A(x, l ) is anti-Hwmitian, i.e., 
A*(x, 6) = -A(x, E). 
In most applications the expansion (2.2) will be convergent, but, as 
Theorem 2.1 below shows, the coefficient matrices of the reduced systems 
usually admit even then only divergent asymptotic expansions. Therefore 
the formulation in (ii) is needed if the reduction theorem is to be applied 
repeatedly. 
The functions A,(x) in (2.2) and P,.(X) in (2.3) are holomorphic in 1 x 1 < x,, . 
This is a simple consequence of parts (i) and (ii) of Assumption I. (See, 
e.g., Wasow [5j p. 44) 
THEOREM 2.1. If Assumption I is satisfied then there exists an n-by-n matrix 
function P(x, C) with the following properties: 
(a) P(x, l ) is holomorphic in a subdomain 9(x1 , e1 , 6,) of .9(x0 , E,, , 0,). 
(b) At E = 0 the asymptotic expansion 
P(x, e) N f Pr(X)ET 
?=O 
(2.3) 
isuniformlyvalidfor~xj <xr,as~+OinIarg~/ <6,. 
(c) det P(x, E) # 0 in ,9(x1, q , 0,), and det PO(x) # 0 in [ x 1 < x1 . 
(d) the transformation 
y = P(x, .)z (2.4) 
changes the dzflerential equation 
6h 3 = A(x E)y 
dx ” 
h > 0, P-5) 
into an equation 
8 2 = qx, + (2.6) 
whose coefficient matrix has the block-diagonal form 
with Bll(x, l ) of dimension p by p. 
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(e) The matrix B(x, 6) is asymptotically anti-Hermitian, i.e., 
with 
B*(x, 6) = -B(x, l ) + Q(x, l ) 
Q(x, 4 - 0, 
uniformly in 1 x 1 < x0 as E -+ 0 in 1 arg E j f 8, . 
Remarks. (1) The only difference between this theorem and that of 
Sibuya in [4] is that, in the latter, Assumption I (iv) and conclusion (e) are 
absent. 
(2) The matrices P,(X) can be calculated by algebraic operations. 
(3) I do not know whether Theorem 2.1 can be strengthened by proving 
that .Q(x, E) = 0. This is, however, true if x and E are restricted to real 
values. Theorem 2.2, below, gives the precise statement. 
ASSUMPTION I I. 
(i) A(x, l ) is holomorphic in the domain .%(x0 , e,J defined by 
L2(xo, co) = {(x, c) -x0 < x < x0, 0 < 6 < EO}. 
(ii) The expansion (2.2) is valid, as E + +O, uniformly in -x0 f x < x0 . 
(iii) same as Assumption I(iii), but x is now real. 
(iv) same as Assumption Z (iv). 
THEOREM 2.2 If Assumption II is satisfied there exists an n-by-n matrix 
P(x, e) with the following properties: 
(a) P(x, C) is holomorphic in a subdomain 9?(x, , co) of %(x0 , eo). 
(b) The expansion (2.3) is valid, uniformly in -xl < x < x1 , as E -+ +O. 
(c) det P(x, e) # 0 in 99(x,, 1 , E ) and det PO(x) # 0 in -x1 & x < x1 . 
(d) As in Theorem 2.1. 
(e) The matrix B(x, l ) is anti-Hermitian, i.e., 
B*(x, l ) = -B(x, E). 
Note that the matrices called B(x, l ) in the two theorems have the same 
asymptotic expansion but that they are not necessarily identical. 
THEOREM 2.3. In Assumption II and in the statement of Theorem 2.2 the 
word “holomorphic” may be replaced by “indefinitely differentiable.” 
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3. PREPARATIONS 
LEMMA 3.1. The transformation 
Y = fw% det P(x) # 0, 
changes a self-adjoint system y’ = A(x)y into another self-adjoint system if 
and only if 
(PP*)’ = APP* - PP*A. (3.1) 
(Here and below the prime sign means differentiation with respect to x.) 
Proof. The matrix B = P-‘(AP - P’) of the transformed system is 
anti-Hermitian if and only if 
(P*A + P*‘)(P*)-’ = P-l(AP - P’), 
or, equivalently, if 
PP*’ + P’P* = APP* - PP*A. 
This is the same as (3.1), and the Lemma is proved. 
A matrix is called unitary if PP * = I. If P = P(x) is an analytic function 
this coincides with the usual definition for real x only. 
LEMMA 3.2. The transformation y = P(x)z, det P(x) # 0 changes all 
self-adjoint systems into self-adjoint systems if and only ;f P is a constant scalar 
multiple of a unitary matrix. 
Proof. If k is a constant scalar such that kP is unitary, then PP* = I/kR, 
which satisfies (3.1) for all A. Conversely, if (3.1) is true identically in A, 
the choice A = I shows that 
-&PP*) = 0, 
i.e., APP* - PP*A = 0 for all A. Hence, PP* = const * 1, as was to be 
proved. 
If a matrix A(x, e) with an asymptotic expansion (2.2) is anti-Hermitian, 
all A,(x) are anti-Hermitian. This follows by induction with respect to T from 
the relations 
A,(x) = liz e-r [A@, E) - ;g Ar(x)&], r = 0, l,... 
which define the asymptotic equality (2.2). (For Y = 0 the summation is to be 
omitted.) The converse, of course, is false, since the asymptotic series 
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determines A(x, E) only to within an arbitrary matrix function that is asymp- 
totic to zero. 
If A(x, l ) is anti-Hermitian it is in particular true that A,(x) is anti- 
Hermitian. It follows from the work of Rellich [6] that A,(x) can be changed 
into a diagonal matrix by a similarity transformation with a unitary matrix 
T(x) that is holomorphic at x = 0. Let the given system (2.5) be subjected 
to the transformation y = T(x)z. The new system has the leading matrix 
T-l(x)A,(x)T(x) which is holomorphic at x = 0 and diagonal. Moreover, 
the new system is again self-adjoint, by Lemma 3.2. In the proofs that follow 
we can-and will-therefore assume without loss of generality that such a 
transformation has been performed beforehand and that A,(x) has, from the 
outset, the form 
A,(x) = diag[h,(x),..., An(x)]. (3.2) 
4. FORMAL BLOCKDIAGONALIZATION 
The transformation matrix P(x, C) constructed by Sibuya in [4] is 
certainly not unitary and there is no reason to believe that it satisfies the 
weaker condition (3.1). Instead, we employ a formal procedure that is related 
to the one in Turrittin [7]. 
Let the self-adjoint differential equation (2.5) be subjected to a transforma- 
tion of the special form 
Y = eMi”Q@)l~, (4.1) 
where m is a non-negative integer. If Q( x is taken as a holomorphic anti- ) 
Hermitian n-by-n matrix, the matrix 
PC,, e) = exp[+l(41 
is holomorphic and unitary. Hence, the transformed differential equation is 
also self-adjoint. Its coefficient matrix 
B = IyAP - &P’) 
has an asymptotic series in powers of E which can be calculated by replacing P 
with its convergent series expansion 
1 
The series for B turns out to have the form 
m-1 
B = c A,e+ + (A, + A,Q - QA,)@” + O(cm+l). (4.2) 
r=o 
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Our immediate aim is to determine Q in such a way that the coefficient 
of l m is block-diagonal, i.e., that the matrix B, defined by 
B,=&+A,Q-Q-4, (4.3) 
has the form 
(4.4) 
with B1l of dimension p by p. If all matrices in (4.3) are partitioned in the 
same way and if it is recalled that A,, is diagonal, (4.3) is seen to be equivalent 
to the four conditions 
B’,’ = A; + &Qll - QllA;l, 0 = A: + A;lQ12 - Q12A2,2 
0 = AZ + AyQ21 -Q2lA;l, Bz = AZ + ArQ22 - Q22A,22, 
(4.5) 
in which the superscripts indicate the blocks in a self-explanatory manner. 
By virtue of Assumption I (iii) in Section 2 and by formula (3.2), the 
matrices A:(x) and A:‘(X) have no eigenvalues in common in 1 x 1 < x0 . 
Hence, the off-diagonal equations of (4.5) have unique solutions Q12(x), 
Qzl(x) that are holomorphic in 1 x 1 < x0 . It is immediately verified that the 
anti-Hermitian character of A,(x) and A,(x) implies the relation 
(Q,* = -Q”‘. 
Let 8ji(x), j = 1, 2, b e chosen in any way as anti-Hermitian matrices 
holomorphic in / x 1 < x0 . Then the whole matrix Q(X) is anti-Hermitian, 
as was desired. 
It is also seen from (4.2) that the transformation (4.1) does not alter the 
first m - 1 terms of the coefficient matrix. We now construct an infinite 
sequence of special transformations of the type (4.1), taking successively 
m = 1, 2,... . The product of the first k, say, of these transformation matrices 
is a holomorphic, unitary matrix that may be called P)(x, E). As k is increased, 
more and more coefficients in the power series for the transformed coefficient 
matrix are blockdiagonalized and remain unchanged after that. Thus an 
infinite power series 
(4.6) 
all of whose terms are blockdiagonal, is defined. The sequence P(*)(x, E) does 
not necessarily tend to a limit function. However, as the first k coefficients 
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in the expansion P)(x, l ) in powers of E are not changed if K is increased, 
the sequence defines uniquely a formal series 
From the preceding construction it follows that these series have the 
properties described in the theorem below. 
THEOREM 4.1. If Assumption I[II] of Section 2 and relation (3.2) are 
satisjied there exists a series X:0 PT(x)8’, P,,(x) = I with coej%ients holo- 
morphic in the disk 1 x 1 < x,, [interval -x,, < x < x0] such that the formal 
transformation 
takes the differential equation 
into 
where all B,.(X) are anti-Hermitian and have the blockdiagonal form 
The dimension of B?(x) is p by p. 
5. ANALYTIC PART: PROOF OF THEOREM 2.1 
The transformation (2.4) takes the differential equation (2.5) into (2.6) if P 
is a nonsingular matrix solution of the matrix differential equation 
ehP’ = AP - PB. (5.1) 
Theorem (4.1) implies that Eq. (5.1) is f ormally satisfied if A is replaced by 
its asymptotic series (2.2), B by the series (4.6) and P by the series (4.7). 
We wish to construct analytic functions B(x, E), P(x, 6) that satisfy (5.1) and 
505/~/4-3 
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are asymptotically represented by the series in (4.6), (4.7). Moreover, we want 
B(x, l ) to be truly of the blockdiagonal form 
(5.2) 
By partitioning the matrices in (5.1) in corresponding blocks that differential 
equation becomes the system 
<hp11’ = Allpll + A12p21 _ PllBll, rhp12' =Allp12 + A12p22 mfN2B22 
(5.3) 
chp21' = A21plI + A22p21-~lBll, <hp22' =A21p12 $ A22p22 -p22B22. 
of four matrix differential equations. 
Let us choose for Pl'(x, E) some function holomorphic in 9(x0 , c,, , 0,) 
and having the formal series C,“=, Pfl(x)cr, which is the first block of the 
series (4.7), as asymptotic expansion for l + 0 in ] arg E ) < 0,) uniformly in 
1 x 1 ,( x0 . Such functions do exist (see, e.g., Ritt [S]). As P,"(x) = I, the 
first left-hand equation in (5.3) can be solved for Bll in a domain 9(x,, , Z, 0,) 
for a sufficiently small E > 0. If the resulting expression for B1l is inserted 
into the lower left hand equation in (5.3) one obtains the differential equation 
$p21 = ,421pll + A22p21 _ p21 
I( > 
pll -1Allpll _ eh(pll)-lpll'] 
_ p2l(pll)-1A12p21 (5.4) 
for Pzl alone. Since P1l = 1 + O(E), the differential equation (5.4) satisfies 
all hypotheses of Lemma1 of Sibuya [Kj. Hence, it can be concluded that (5.4) 
does indeed possess a particular solution P2'(x, l ) holomorphic in 9(x1 , 61 , 0,) 
which has the formal series C,“=, PFer contained in the expression (4.7) as 
uniform asymptotic expansion, as E + 0 in / arg c / < 0, . 
If we return to the first left-hand equation in (5.3) with this function 
P2l(x, 6) that equation defines a matrix Bll(x, C) which has the required 
asymptotic expansion. 
Finally, P2(x, E), P12(x, E) and B22(~, 6) are determined in analogous 
manner from the two right-hand equations in (5.3). 
From the fact that all matrices B,(x) are anti-Hermitian part (e) of 
Theorem 2.1 follows easily. For, 
B(x,E)- f B&+ 
r=O 
implies that 
B*(x, E) - - 
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and addition of the last two relations yields B(x, C) + B*(x, E) N 0, as was 
to be proved. 
6. ANALYTIC PART: PROOF OF THEOREM 2.2 
Let B(x, l ) be some holomorphic function in B(.x, , Q) that is asymptoti- 
cally represented by the series CF=“=, B (x)E~, as E + +O, and which is block- 
diagonal in the usual partition. The matrix 
B(x, <) = +(B(x, 6) - B”(x, c)) 
has then the same properties and is, in addition, anti-Hermitian. 
Denote by P(x, e) some matrix function holomorphic in .%(zo , Q) with the 
formal series xr!“=, Pr(x)e7 of Theorem 4.1 as asymptotic expansion. Then the 
function 
P=PcR (6.1) 
solves the differential equation 
chP' = AP - PB (6.2) 
if and only if R solves 
where 
l hR' = AR - RB +F, (6.3) 
F = AP--Pe - chp'. 
Theorem 4.1 means that 
F - 0, as 6 + 10. (6.4) 
Theorem 2.2 will be proved if it is shown that Eq. (6.3) possesses a particular 
solution which is asymptotically zero. 
Let @(CC, E), ‘P((x, l ) be fundamental matrices of the differential equations 
Eh3)’ = A@, ~IY 
and 
<hy’ = --B(x, E)Y, 
respectively, with initial values @(O, l ) = I, Y(0, C) = I. A simple variant 
of the variation of parameters method shows that 
R(x, E) = f= ~(x,E)~-~(~,E)~-~F(~,E)Y*-'(~,E)Y*(x,E)~~ (6-5) 
0 
is a solution of the differential equation (6.3). 
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Now, the anti-Hermitian character of the matrices A(x, E) and +(x, 6) 
implies that the fundamental matrices @(x, c), Y(x, l ) are unitary (see, 
e.g., Coddington and Levinson [9], p. 71). Consequently, all entries of these 
matrices have absolute values less than unity, as long as x and E are real. 
Therefore, @ and Y have bounded norms (no matter what norms are used) 
in the domain -x,, < x < x0 , 0 < E ,< c,, . 
With the help of this fact we conclude immediately from the integral 
representation (6.5) that, in 3(x,, , E,,), 
with a constant factor C independent of l . This means that R(x, C) is in 
-x,, < x < x0 uniformly asymptotic to zero, as l + +0, becauseF(x, 6) has 
this property. Thus, Theorem 2.2 is proved. 
In the statement of Theorem 2.2 the point x,, is replaced by x1 . The 
reason for this is that in the proof it has been assumed that A,(x) is already 
diagonal. The Theorems are stated in the more general form. The diagonalizing 
matrix T(x) may fail to be holomorphic in the whole interval -x, ,( x < x,, . 
7. PROOF OF THEOREM 2.3 
There is only one point in the argument that proves Theorem 2.2 in 
which the analytic character of the matrix A(x, 6) is being used essentially. 
This is at the very beginning, in Section 3, where it is stated that thanks 
to a theorem of Rellich [6] the matrix A,(x) may be assumed to be diagonal. 
Rellich’s theorem is not true for the class of indefinitely differentiable 
matrices. 
However, the diagonal character of A,(x) is nowhere needed as such. 
What is needed is the existence of a nonsingular matrix T(x) possessing 
derivatives of all orders such that T-l(x)A,(x)T(x) is blockdiagonal and 
anti-Hermitian. The anti-Hermitian character is assured if T(x) can be taken 
to be unitary. The proof of Theorem 2.3 is thus exactly analogous to that of 
Theorem 2.2-and a repetition is therefore superfluous-once the lemma 
below has been proved. 
LEMMA 7.1. Let M(x) be a complex valued n-by-n matrix that is anti- 
Hermitian and indefinitely dz@rentiable in the interval -x0 < x < x0 . 
Assume that the eigenvalues hj(x), j = 1,2,..., n of M(x) fall into two groups 
such that for a certain p > 1 the inequalities h,(x) # h,(x) hold in -x0 < x < x0, 
whenever iy < p, /I > p. In some subinterval -x1 < x < x1 (0 < x1 < x0) 
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there exists then a nonsingular, indefinitely dzj&ntiable, unitary matrix function 
T(x) such that 
N(x) = 7yx)M(x)T(x) 
has the block diagonal form 
Here, N,,(x) is of dimension p-by-p and has the eigenvalues h,(x),..., X,(x), and 
N&x) has the eigenvalues Xg+l(x),..., h,(x). 
Proof. The proof of a lemma differing from ours only by the absence 
of the words “anti-Hermitian” and “unitary” from the statement can be 
found in Sibuya [IO]. We can therefore start with the relation 
S-l(x)M(x)S(x) = K(x) = yl’x’ /(x,1 
in which S(X) has all the properties required of T(x) except, possibly, unitary 
character. The matrices Kii(x), K,,(X) have the eigenvalues h,(x),..., X,(x) 
and &+dx), . . ., h,(x), respectively. 
If S,(X) denotes the matrix formed by the first p columns of S(X) and 
if S,(X) denotes the matrix formed by the remaining columns the relation (7.1) 
is equivalent to the two equalities 
w+Y&9 = &(X)~7ck(X), k = 1, 2. (7.2) 
Let T,(x) denote the matrix formed by the column vectors obtained from the 
columns of S,(x) by means of the Schmidt orthogonalization process. Then 
TIC(x) = f%w?&4, k = 1,2, (7.3) 
where &(x), k = 1,2, are two square matrices of orders p and n - p, 
respectively, that are indefinitely differentiable and nonsingular in 
-x1 < x < x1 . With N&X) defined by 
N.d-4 = ~&)&&)L(4, k=l,2 
the relations (7.2) can be written 
jWW&) = ~dW&), k = 1,2. (7.4) 
We define T(x) as the matrix whose first p columns form the matrix T,(x) 
while the remaining n - p columns form T,(x). 
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To complete the proof of the Lemma it suffices to show that all columns 
of T,(x) are orthogonal to all columns of Z’,(X) or, in other words, that 
T,*(x)T,(x) = 0. (7.5) 
Now, thanks to the hypothesis that M*(x) = --M(x), the relations (7.4) 
imply the equalities 
T2*MT, = T,*T,N,, , 
-T,*MT, = N,*,T2*T,, 
(the dependence on x has been omitted in the notation) so that 
T,*T,N,, + N,*,T,*T, = 0. (7.6) 
The eigenvalues of N,,(x) are &,+r(x),..., h,(x). They are purely imaginary, 
because they belong to the eigenvalues of the anti-Hermitian matrix M(x). 
Hence, the eigenvalues of -N;(x) are also hP+r(x),...,h,(x). This means 
that N,,(x) and -N&(x) h ave no eigenvalues in common, so that the relation 
(7.6) can only be satisfied if (7.5) is true. This completes the proof of 
Lemma 7.1 and, hence, the proof of Theorem 2.3. 
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