serves to prioritize stimuli processing according to their physical salience or their relevance to current behavioral goals. In that sense, attention acts as a selection mechanism to facilitate processing of a subset of sensory information while irrelevant stimuli are filtered out. The ability to flexibly guide our attention to the most relevant stimuli according to the task at hand is a critical part of our cognition and necessary for normal behavior. Indeed, attention is known to be disrupted in several neuropsychiatric disorders, including attention deficit hyperactivity disorder, schizophrenia and Alzheimer's disease. Thus, a thorough understanding of the neural mechanisms of attention is important for two reasons. First, it can provide important insights into the way information is selectively processed in the brain and into the mechanisms that underlie dynamic modulations in functional connectivity in line with current behavioral goals. Second, a detailed description of the neural circuits and computations carried out during attentive behavior is necessary in order to develop more effective treatments and interfaces that can aid people with attention and vision-related disorders.
ABSTRACT
Understanding brain function and the computations that individual neurons and neuronal ensembles carry out during cognitive functions is one of the biggest challenges in neuroscientific research. To this end, invasive electrophysiological studies have provided important insights by recording the activity of single neurons in behaving animals. To average out noise, responses are typically averaged across repetitions and across neurons that are usually recorded on different days. However, the brain makes decisions on short time scales based on limited exposure to sensory stimulation by interpreting responses of populations of neurons on a moment to moment basis. Recent studies have employed machine-learning algorithms in attention and other cognitive tasks to decode the information content of distributed activity patterns across neuronal ensembles on a single trial basis. Here, we review results from studies that have used patternclassification decoding approaches to explore the population representation of cognitive functions. These studies have offered significant insights into population coding mechanisms. Moreover, we discuss how such advances can aid the development of cognitive braincomputer interfaces.
INTRODUCTION
Our ability to perceive the world around us is limited by our brain's processing capacity. As a result, we only perceive, remember and respond to a fraction of the visual input that reaches our retinas. Typically, this is the part of the world that we attend to. Attention
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1 , Georgia G. Gregoriou serves to prioritize stimuli processing according to their physical salience or their relevance to current behavioral goals. In that sense, attention acts as a selection mechanism to facilitate processing of a subset of sensory information while irrelevant stimuli are filtered out. The ability to flexibly guide our attention to the most relevant stimuli according to the task at hand is a critical part of our cognition and necessary for normal behavior. Indeed, attention is known to be disrupted in several neuropsychiatric disorders, including attention deficit hyperactivity disorder, schizophrenia and Alzheimer's disease. Thus, a thorough understanding of the neural mechanisms of attention is important for two reasons. First, it can provide important insights into the way information is selectively processed in the brain and into the mechanisms that underlie dynamic modulations in functional connectivity in line with current behavioral goals. Second, a detailed description of the neural circuits and computations carried out during attentive behavior is necessary in order to develop more effective treatments and interfaces that can aid people with attention and vision-related disorders.
The deployment of attention to particular locations in space is characterized as spatial attention. Several psychophysical studies have shown that covert shifts of attention (i.e. without movement of the eyes or head) result in improved stimulus detection and faster reaction times toward stimuli at the locus of attention over stimuli located elsewhere (1) . However, attention can also be directed to particular features or objects. A typical example is looking for a familiar face in the crowd or for our car in a parking lot. In this case, we rely on the known characteristics of the object we search to guide the search more efficiently. As a result, all stimuli in our visual field that share the searched feature are more likely to attract our attention. For example, if we know that our friend wears a red jacket, all red items in the scene become more likely targets in the search process. This is called feature attention. Psychophysical studies have confirmed an interplay between spatial-and feature-based attention in visual search tasks (2) (3) (4) .
In this review, we focus on current evidence that attention (mainly spatial attention) can be decoded by measuring population activity in the brain. We will review studies that have decoded population activity to predict behavior in attention and other cognitive tasks. Given that the non-human primate has proved to be an irreplaceable model to understand the complexity of the human brain and particularly cognitive functions, we will mainly focus on studies that have employed behaving macaques and electrophysiological methods, which allow a high enough spatial and temporal resolution to assess decoding principles in the brain. We first provide a brief description of the brain areas known to be involved in attention mechanisms (section 3). We then review activity measures that are known to be modulated by attention including firing rate responses, neural synchrony, response variability and inter-neuronal correlations (section 4). In section 5, we refer to the advantages of population analysis methods and in section 6, we briefly describe how pattern classification algorithms can be used to decode neural activity. Studies that have used machine-learning algorithms to decode population activity patterns in attention, visual processing and other functions are reviewed in section 7. In section 8, we compare the efficacy of different neural signals in decoding approaches. Finally, in section 9, we discuss the implications of decoding approaches for the development of brain-machine interfaces (BMIs), which aim to restore function in human patients.
THE ATTENTION NETWORK
At the neuronal level, significant insights into the neural mechanisms of attention have been obtained from imaging and electrophysiological studies in humans and non-human primates. These studies have implicated a distributed network of brain areas in attention including visual areas in the occipital and temporal lobe as well as higher order brain areas in the prefrontal and parietal lobe ( Figure 1 ) (for reviews see 5, 6, 7) . Targeted invasive electrophysiological approaches that employ single-unit and multi-unit extracellular recordings in non-human primates have provided most of our knowledge on the distinct role of different brain areas in attentional mechanisms. These studies have shown that both in the dorsal and ventral visual stream, activity is modulated by spatial and feature-based attention (8) (9) (10) (11) (12) (13) (14) (15) . Although attentional modulation of neuronal responses has been reported almost in all brain areas with visually responsive neurons (including thalamic nuclei, the superior colliculus, areas V1, V2 etc.), most neurophysiological studies have focused on the effect of attention on neuronal responses in mid-and higher-level visual areas such as area V4, the inferior temporal cortex (IT) and the middle temporal area (area MT) ( Figure 1 ).
Higher order areas in the prefrontal and parietal cortex have been suggested to be the source of these activity modulations in visual areas. Specifically, the prevailing view holds that parietal and prefrontal cortical areas provide top-down biasing signals that modulate processing in posterior visual areas by selectively enhancing activity of neuronal populations that encode the attended feature, object or location at the expense of irrelevant distracters (6, 16) . Accordingly, prefrontal and parietal areas are suggested to be critical for the control of visual attention. In line with this view, lesions in these areas produce attentional deficits in both monkeys and humans (17) (18) (19) (20) (21) . Electrophysiological findings from monkeys have identified two areas within the parietofrontal network 
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© 1996-2018 as potential sources of attention-related signals, the lateral intraparietal area (LIP) in the parietal lobe and the frontal eye fields (FEF) in the prefrontal cortex (PFC) (Figure 1 ). Both LIP and FEF are thought to integrate information about the physical properties of the stimuli, together with information about expectations and current behavioural goals in order to construct a "saliency" map in which stimuli or spatial locations are represented by a level of activity that reflects their attentional priority (22, 23) . It has been hypothesized that this map serves to provide a "top-down" biasing signal, which modulates sensory processing in earlier visual areas so that objects or locations of interest are optimally analyzed and distracting objects are essentially filtered out. Electrophysiological as well as deactivation studies in macaques have corroborated that FEF and LIP are both necessary and sufficient to guide attention. Microstimulation in FEF and LIP (i.e. injection of low amplitude currents into small populations of neurons) biases orienting to a stimulus and improves attentional performance (24, 25) . On the other hand, deactivation of the same areas impairs attentional performance (21, 26, 27) . Findings from electrophysiological recordings during a covert attention task suggested that whereas LIP has a dominant role in guiding bottom-up, stimulusdriven, exogenous attention, FEF and the nearby PFC have a more prominent role in top-down, goal-directed, endogenous attention establishing a possible distinction between the two areas in attentional functions (28) . More recently, an additional distinction between the classical FEF in the anterior bank of the arcuate sulcus and the cortex anterior to it in the prefrontal lobe was suggested, with FEF being the source of spatial attention signals and the cortex anterior to it serving as the source of feature attention signals (29) .
Although the areas and circuits involved in attention have been adequately described, the mechanisms that lead to an improvement in performance with attention are less well understood. It is widely accepted that attentional mechanisms lead to an improvement in the signal to noise ratio. In the next session, we briefly review measures of neural activity that are known to be modulated by attention and can lead to an enhancement of the signal to noise ratio.
NEURAL SIGNATURES OF ATTENTION
Firing rate
In electrophysiological studies, the effect of attention on visual processing is typically measured as an enhancement in the visual response or an increased sensitivity of single neurons to locations or objects of interest at the expense of distracting stimuli (8) (9) (10) (11) (12) (13) (14) (15) 30) . Specifically, when more than one stimuli exist inside the visual receptive field (RF) of a particular neuron the attended stimulus dominates the neuronal response consistent with the notion that attention serves to filter out irrelevant stimuli. This was initially described as a mechanism that biases the competition among representations of different stimuli in favor of the © 1996-2018 attended one (6) and was later formalized as a contrast normalization function (31, 32) . This modulation in firing rate with attention is multiplicative and the scaling of the neuronal response depends on the similarity between the preference of the neuron and the attended feature as predicted by the feature similarity gain model (14, 33) . It should be noted, that areas higher in the visual hierarchy show more pronounced activity modulation with attention (34). However, modulations of firing rate suggestive of a facilitation of the sensory representation of the attended stimulus have been reported in multiple brain areas at all levels of visual processing including the lateral geniculate nucleus (35), the superior colliculus (36-38), area V1 (10, (39) (40) (41) , areas V2 and V4 (9-11, 13, 30, 42) , the middle temporal (MT) and medial superior temporal (MST) areas (14, 15) , IT (8, 29) , LIP (28, 43, 44) , FEF (45) (46) (47) and dorsolateral PFC (29).
Neural Synchrony
An increase in the firing rate of selected neuronal populations is not the only means through which attention can enhance signal efficacy. More recent studies have shown that attention can also modulate neural synchrony (47-49, 50, for a review see, 51). Given that postsynaptic potentials have limited duration, inputs need to arrive close in time to be summed effectively and lead to the generation of an action potential in the postsynaptic cell. Moreover, rhythmic inputs that arrive at temporal windows during which the postsynaptic cell is more likely to be depolarized are more effective in transmitting information to the next stage. These two conditions that can potentially lead to more effective communication across selected neuronal populations can be implemented through oscillatory synchrony. Thus, synchronization or an enhancement of synchronization of activity in populations of neurons that encode the attended stimulus could render processing of the attended stimulus more effective over the representation of unattended stimuli. Oscillatory synchrony is typically measured using a signal that integrates activity within a small volume of cortex, the local field potential (LFP), by looking at phase locking of action potentials (spikes) to the LFP oscillations.
Accumulating evidence has suggested that indeed, attention leads to an enhancement of local gamma frequency (30-60 Hz) synchronization among neurons that encode the attended location or feature in both humans (52-55) and non-human primates in extrastriate visual areas (34, 42, 48, 50), frontal (e.g. FEF (47) ) and parietal (e.g. LIP (49)) areas. This selective enhancement of synchronization in the gamma frequency range with a near zero lag phase locking could ensure synchronous firing of spikes by neurons that encode behaviorally relevant information and could thus lead to a preferential processing of attended features or locations in downstream areas. Indeed, two studies have provided direct evidence that selective routing of information related to attended stimuli is at least partially reflected in increased gamma band phase locking between neuronal groups in areas V1 and V4 that represent the attended stimulus (56, 57). These together with other studies (47, 54) have also suggested that gamma synchrony with a non-zero phase lag across distant areas could ensure that inputs from one area arrive when the relevant population in the receiving area is at the maximally depolarized state and is, therefore, more excitable. Such a scheme would facilitate selective processing of the relevant inputs across areas (58) .
Besides modulations in gamma synchrony, attention can also affect synchrony in lower frequencies. Several studies have shown that local low frequency synchronization in the alpha (8-14 Hz) and beta range (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) is reduced with spatial attention in visual cortices (34, 47, 48, 54, (59) (60) (61) (62) (63) (64) . Alpha band oscillatory activity, in particular, is enhanced for distracting stimuli and reduced for attended stimuli, in line with the view that alpha band activity is associated with inhibition of processing of external sensory inputs (65-68). Interestingly, studies that have examined the amplitude of oscillatory activity across different cortical layers and its modulation during attention have demonstrated layer-specific patterns for different rhythms, at least in visual cortical areas (34, 69-71).
Response variability
The response of individual neurons to repeated presentations of the same stimulus varies from trial to trial (72, 73) . Spiking variability is typically measured using the Fano factor, defined as the spike count variance across trials normalized by the average spike count. Several factors can affect response variability. For example, the onset of a stimulus inside the neuronal RF leads to a decrease in the variability of neuronal response, an observation that has been reported across many cortical areas (74-76).
Attention related effects on response variability have been less clear. Although, an early V4 study reported a modest, insignificant decrease in the Fano factor with attention (77), a more recent study found a robust attention induced decrease, which was stronger for putative inhibitory interneurons than for putative excitatory pyramidal cells (78) . In the FEF, two studies reported no significant modulation with attention (75, 76) , whereas more recently a decrease in the Fano factor was reported only for putative pyramidal cells (79) . Cell-type specific effects have also been observed in the dorsolateral PFC, where task engagement differentially affects the response variability of putative pyramidal cells (80) . © 1996-2018 A confound in the use of the Fano factor as an estimate of response variability is its dependence on the mean firing rate. In particular, as the mean firing rate increases, the Fano factor decreases. Recently, a model was introduced, which decomposes variability into a sum of a Poisson variance component and a component arising from slow fluctuations in neuronal excitability (i.e. gain) (81) . Following this approach, it was reported that attention induces a reduction in gain variance in both putative pyramidal cells and interneurons in the FEF, with the reduction being more pronounced for putative interneurons (79) .
In summary, most studies have found modest attention effects on response variability of single neurons and this effect appears to be celltype specific. Approaches insensitive to Fano factor biases may provide complementary information. Taking aside these restrictions, the effect of attention on response variability, although small on single neurons, may be maximized when calculated across the population.
Inter-neuronal correlations
Whether reductions in response variability lead to an increase in the signal to noise ratio, depends on the degree to which the sources of variability are correlated across a population of neurons. If the sources of variability are uncorrelated (e.g. they arise from variations in synaptic transmission and spike generation for each neuron) then, in principle, variability can be averaged out by pooling together a large number of neurons. However, correlated variability (e.g. arising from variability that is shared across a population of neurons due to shared inputs) cannot be averaged out simply by pooling together the responses from many neurons (82) .
In the cortex, response variability is typically correlated between neurons. These correlations, usually referred to as noise correlations, are quantified for pairs of neurons as the Pearson correlation of the spike count responses across different trials. Correlation values are typically small and positive (in the order of 0.0.1.-0.2.5. (83)) and tend to become higher for pairs of neurons with overlapping receptive fields (84) and similar tuning properties (85, 86) .
Recent studies have shown that correlations are modulated by a variety of sensory, motor and cognitive factors (see 83 for a review). With attention, noise correlations are reduced in V1 (87, 88) , (but see 84) , V4 (59, 89, 90) , MT (88, 91) , MST (91) and FEF (92) . Interestingly, although small in absolute values, the reduction in noise correlations with attention appears to account for the majority of improvement in signal quality, whereas, attention related increases in firing rate account only for a small proportion (89, 90) .
When calculated as a function of window size, noise correlations tend to increase with larger time windows indicating that they reflect predominantly low frequency fluctuations (90) . It is, thus, possible that correlations arise from the same mechanisms that cause the low frequency spike-LFP (47, 48) and spikespike (90) desynchronization with attention. Indeed, according to a recent model, shared excitability signals (i.e. gain) that fluctuate in strength, reduce their fluctuations as a result of attention (93) . The reduction in these shared, low-frequency fluctuations accounts for the attention-driven decreases in noise correlations. As a further model prediction, the variance of pooled population activity, as captured by the LFPs, decreases with attention resulting in reduced LFP power in low frequencies, in line with experimental findings (48, see also paragraph 4.2.). Finally, the reduced shared modulation (noise) between neurons leads to low frequency desynchronization, as it is empirically observed with attention (90).
ADVANTAGES OF POPULATION ANALYSIS METHODS
To overcome the apparent noisiness in the responses of individual neurons, studies typically average single neuron responses across repetitions (trials) of similar behavioral context. In many cases, responses are subsequently averaged across neurons to obtain population estimates. Such averaging approaches allow for robust estimates of activity and despite their limitations have proven extremely useful in understanding the functional role of single neurons and brain areas. However, with the growing use of multi-electrode arrays that allow simultaneous recordings from a large number of neurons, datasets have (and will) become more diverse, and simple averaging across a heterogeneous population becomes inappropriate. Population analysis methods, such as those discussed in this review, can successfully address the challenges imposed by large and heterogeneous datasets by taking the diversity of neuronal responses into account.
Conventional analyses average responses across trials, yet, we reach decisions on a trial-by-trial basis. To achieve this our brain takes into account responses of populations of neurons, often in short time scales. Although this has been acknowledged for decades, the mechanisms underlying population representations have only recently started to be explored (94) . As will be discussed in the following sections, analysis methods that consider the pattern of activity across neuronal ensembles provide insight into the spatial and temporal characteristics of the population code. This is critical in order to understand how representations are constructed in the brain on a moment to moment basis and to address the full complexity of brain function in realistic ways. In addition, such methods can often predict the behavioral outcome, providing a link between neuronal population activity and behavior.
Population decoding approaches are more powerful in the sense that they are multidimensional. Thus, they can recover information that may not be prominent in single dimensions. For example, population analysis methods have revealed that in higher-order areas the same neuronal population carries information about different task parameters that can be extracted according to behavioral demands (paragraph 7.2.). Trial-averaging approaches may obscure such information especially if it is represented more sparsely in the population. Furthermore, decoding analyses can reveal transient representations at the population level that would be otherwise difficult to observe.
Cognitive processes, such as attention, are accompanied by several physiological changes in the brain (see section 4). These changes may convey information that is relevant to behavior or could simply provide mechanistic support to neuronal processes. Consider the example of a pacemaker cell that generates spikes at a constant frequency in order to synchronize activity in a network. The spiking of this cell does not carry any behaviorally relevant information, however, its activity is necessary for the computation itself. Population decoding analyses, such as those discussed in the following section, can help us understand which physiological modulations convey task-relevant information, and/or whether some of these changes serve computational purposes.
Finally, population decoding techniques have been successfully used in brain-machine interfaces (BMIs) that have been developed to aid patients with motor disabilities. Of particular interest are applications that interpret neuronal signals from higher-order areas to drive cognitive BMIs. We will briefly discuss these applications in section 9.
DECODING OF NEURAL ACTIVITY USING PATTERN-CLASSIFICATION ALGORITHMS
Information coding in the brain can be examined using two complementary approaches. The encoding perspective examines how sensory information and behavioral parameters are represented in the brain, whereas, the decoding perspective readsout the neuronal signals in order to reconstruct the stimulus presented or the internal state of the subject. In Bayesian terms, an encoding model would aim to estimate p(r|s), the conditional probability of obtaining a neuronal response r following presentation of stimulus s, whereas, a decoding model would estimate p(s|r), the probability of stimulus s being present given a response r. The two approaches are tightly coupled and both contribute to an understanding of coding principles in the brain.
A variety of different algorithms and approaches has been employed to decode neuronal activity. Multivariate pattern-classification methods have been widely used and have offered significant insights into the way large scale representations are formed in the brain. Classification methods work by defining a decision boundary in order to assign inputs to one of a given set of classes ( Figure 2 ). Initially, data are divided into a training and a test set. During training, the classifier learns to discriminate between responses recorded under the different conditions (supervised learning) and defines the decision boundary. The test set is then used to estimate the performance of the classifier, which is typically calculated as the percentage of correct predictions. To avoid overfitting of the data, the generalization of the decision boundary needs to be evaluated on data never experienced by the classifier, thus, the training and test sets have to be drawn from different trials. Overfitting arises when the decision boundary fits idiosyncratic, noise patterns of the training set resulting in poor generalization during testing (Figure 2 C) . Cross-validation methods become useful in datasets with a limited number of trials that do not allow the partitioning of data into separate training and test sets (95) . Cross-validation methods initially divide data into k groups or folds. Data from k-1 of these groups are assigned to a training set and the remaining to a test set. To reduce variability, the classification performance is evaluated as the mean across such k leave-one-out permutations.
The shape of the decision boundary can be either linear or non-linear and its dimensionality is determined by the number of features (i.e. neurons or signals) included in the analysis. In the linear case, the decision boundary in a two-dimensional feature space would be a line (Figure 2 A) . Accordingly, using n features, the decision boundary would be a hyperplane defined in an n-dimensional space ( Figure  2 D) . Non-linear classifiers create complex, non-planar boundaries that, depending on the data structure, may provide better classification (Figure 2 B) , however, they are more prone to overfitting (95) (Figure 2 C) . Linear decoders are faster as they require the estimation of fewer parameters, which is advantageous in real time BMI applications. Moreover, they are more appealing given that their estimates can be used to construct plausible biological models (e.g. 96). Specifically, the estimates of a linear decoder are based on a weighted sum of the responses of several neurons. These weights could represent the synaptic weight of each neuron in its connection with a downstream readout neuron. Discussing the type of decoder that readout neurons may use to extract information is beyond the scope of this review. Instead, we consider decoding as an analysis tool that allows us to estimate how Different colors (blue and grey) correspond to responses recorded under two experimental conditions. A. In this hypothetical 2-dimensional feature space a linear decoder is used to classify responses into two-categories. Giving the overlapping response distributions, a univariate, trial-averaging approach cannot separate responses between the two conditions. However, responses can be easily classified when considering the single-trial pattern of activity of two neurons. B. An example where a non-linear decision boundary produces more accurate results than a linear boundary. C. Non-linear classifiers are more prone to overfitting. In this case, the decision boundary fits idiosyncratic, noise patterns and will result in poor generalization. D. In a 3-dimensional feature space the decision boundary is a plane. Accordingly, using n features, the decision boundary would be a hyperplane defined in an n-dimensional space.
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© 1996-2018 much information can be extracted from a population of neurons, the information carried by different types of signals and examine factors that may limit information.
In order to produce accurate estimates, pattern-classification algorithms, typically, require more samples (trials) than features (neurons or signals). Intuitively, as the dimensionality of the feature space increases, more samples are required in order to increase predictive power. This limitation is known as the "curse of dimensionality" (95) . Some classification algorithms are more sensitive to this problem than others. For example, linear discriminant (LD) classifiers require, in practice, more samples than features, whereas, kernel methods such as support vector machines (SVM) are more resilient to this problem (see also 97) . When the number of available trials is inadequate, dimensionality reduction methods such as principal component (PCA) or independent component analysis (ICA) can be used to tackle this issue. In summary, due to the limitation of dimensionality, researchers should be cautious when comparing performance between classifiers trained under different conditions. In order to avoid an underestimation of accuracy, the dimensionality (i.e. number of neurons or signals) and the number of trials need to be equal in the classifiers under comparison.
In addition to classification algorithms, information theoretic approaches, in the Shannon or Fisher sense, have also been used to estimate the information content of neural signals (98) . These approaches provide complementary information and both are used to quantify sensory or behavioral information carried in neuronal responses. Information theoretic approaches produce in some cases more accurate estimates than classification approaches (99); however, they are more sensitive to the curse of dimensionality and introduce biases when a limited number of samples is available (100). Thus, pattern-classification algorithms © 1996-2018 become more appropriate for the analysis of large neuronal populations.
INSIGHTS INTO POPULATION CODING OF COGNITIVE FUNCTIONS USING DECODING APPROACHES
In the following paragraphs, we discuss how cognitive information can be decoded from brain signals such as extracellularly recorded action potentials (spikes) and LFPs. First, we briefly review the current evidence that attention-related information can be decoded from neural signals using machinelearning algorithms. In subsequent paragraphs, we discuss aspects of the neural code that can be best appreciated by using population decoding approaches.
Population coding of attention
Machine-learning methods have been widely employed to decode movement related parameters from signals recorded in cortical areas involved in movement planning, preparation and execution (101, 102) . This bias is justified by the obvious utility of such approaches in the development of BMIs that can restore motor function in human patients. Recent studies, however, have extended the applicability of these methods to explore whether cognitive functions can also be decoded using similar approaches. The results so far have contributed to a better understanding of the way cognition is mediated by neuronal populations and they have opened up new possibilities for the development of cognitive BMIs.
A number of studies have employed machine-learning decoding methods to examine whether attentional variables can be decoded from population activity in areas of the attention network. They have demonstrated that the location of attention can be decoded with very high accuracy from the spiking activity of neuronal populations in extrastriate and frontal areas including the lateral PFC (103, 104) , FEF (92, (105) (106) (107) , MT (108) , and V4 (107). These results from single-trial population analyses are in line with the results obtained from univariate approaches. For example, accuracies in FEF are overall higher and reach significance earlier than in V4 (107) in agreement with the notion that the FEF provide toptown feedback to V4 during spatial attention (47) . Furthermore, decoding object identity from an IT population, indicated that the main effect of directing attention to an object presented in an array with other objects, was to restore information towards a state in which the object was shown alone (109). This result is in line with previous findings, which have shown that when multiple stimuli co-exist within the RF of a single neuron, attention modulates the response of the neuron so that it responds as if only the attended stimulus is present (8, 13) . However, it extends this initial observation to highlight how activity in the entire population of IT neurons changes to represent the attended stimulus. Thus, it advances our knowledge on how object recognition is implemented in the brain while at the same time it allows the construction of more detailed, biologically plausible models of object recognition.
Important clues into the way distractors are encoded at the population level and how this representation affects the deployment of attention have also been provided by recent studies that used decoding approaches. Early, psychophysical studies had demonstrated that peripheral cues capture attention involuntary and can affect task performance (110) . Single-trial population approaches have more recently examined the effect of distractors on decoding the locus of attention. Following a distractor change, a substantial decrease in the information conveyed in spiking activity about the location of attention was found in lateral PFC (103) and in the FEF (92) , and a loss of information about object identity was reported in IT (109). A similar interference by the distractor was observed while decoding the locus of attention from LFP signals, particularly for frequencies above 60Hz (104) . Effects on spikes and LFPs in the highgamma range (120-256Hz) were identical. Distractor interference in the mid-gamma (60-120Hz) range was about half as that observed in the high-gamma range. Distractor interference was observed during both correct and error trials, however, in correct trials this effect was transient and rapidly recovered to previous levels. Moreover, both in FEF and in lateral PFC population activity following a distractor change was highly predictive of behavioral outcome (92, 103) .
To summarize, decoding approaches that consider the pattern of activity across neuronal ensembles, complement conventional univariate analyses and provide a better understanding of attentional mechanisms at the population level. Given that our perception of the world is based on transient activity patterns of billions of neurons, decoding approaches promise to bridge neuronal population activity and behavior. In the following paragraphs, we discuss how decoding methods can improve our understanding of different aspects of population coding by providing examples from electrophysiology approaches employed in attention or other cognitive tasks.
Mixed selectivity and adaptive coding
Higher-level structures, such as the parietal, prefrontal and cingulate cortices, have been implicated in several different functions and behaviors and it has been suggested that they control flexible cognitive behavior (e.g. visual attention). A long-standing question is whether © 1996-2018 this diversity and flexibility is implemented through different subsets of neurons that are specialized for particular behaviors or variables, or through a single population that participates in different behaviors by flexibly and dynamically adjusting responses within the network. Recent studies have provided insights into the way representations of behavioral variables are constructed at the population level in higher order functions and how these are modified by behavioral context.
In the posterior parietal cortex (PPC) of the rat independent information about decision and multi-modal sensory variables can be reliably decoded from the same neurons indicating that the same population can carry different types of information, which can be extracted according to the animal's needs (111) . These results suggest that our perception and our ability to make choices based on multi-modal sensory information depend on extracting information from distributed dynamic patterns of activity in the same neuronal population. Similar patterns of mixed selectivity and adaptive coding at the population level have been demonstrated in monkey PFC. Neurons encoding whether two stimuli were identical or not, carried sufficient information to decode stimulus position (112) . In another study, analysis of the pattern of neural activity at the population level in PFC showed that the response pattern to identical stimuli, adapted according to the different behavioral context so that the state of the population reflected a shift in coding depending on the initial instruction (113) . In addition, activity of a large proportion of single neurons in the orbitofrontal cortex (OFC) dynamically switched between representations of objects associated with different reward values, as the population representation switched between different choice options, suggesting that the information carried by single cells changes dynamically depending on the network state (114) .
The mixed selectivity observed in higherorder areas has a high-dimensional neuronal representation that could provide the basis for the remarkable adaptability of neuronal responses in these structures (115), a prerequisite for complex cognitive behavior (116) . Adaptive coding may be the result of activity dependent short-term synaptic plasticity mechanisms (113, 117, 118) . Discussing the origins and mechanisms of adaptive coding is beyond the scope of this review. One should, however, note that attentional control is essentially one example of such adaptive coding as it requires facilitation of a subset of inputs and filtering of other inputs in a flexible manner according to the behavioral demands. Thus, studying adaptive coding in higher order brain areas allows us to explore mechanisms that may well underlie attentional behavior.
Temporal population dynamics
Decoding approaches can also provide insights into the stationarity of the temporal code i.e. whether encoding of information changes over time or whether the representation of the decoded variable remains constant in time. If (119) suggested that task-relevant information is encoded dynamically in parietal area 7a of the macaque. They showed that during a spatial cognitive task, the neural representation of space changed dynamically, with distinct neurons being activated sequentially over time, although the value of the spatial variable remained the same. Interestingly, the representation of task-irrelevant information was stationary. Dynamic coding of task relevant information has also been found in IT (120) and in parietal area LIP (121) . Importantly, whereas in LIP encoding of spatial attention was found to be non-stationary, the FEF population seemed to encode spatial attention in a more stationary way, and this temporally stable representation was more prominent for the attention selective cells in FEF (121) . This finding indicates that although spatial attention signals can be decoded from both LIP and FEF, the nature of the representation of the locus of attention is different in the two areas. Likewise, stationary patterns of PFC activity were observed in the delay period of an association task (113) . In contrast, both task-relevant and irrelevant information in the PFC was represented dynamically in a categorization task (120) . Therefore, the temporal representation of task-critical information is neither area-nor task-specific. Rather, analysis of the timeresolved pattern of activity across the population in different areas and tasks is necessary to obtain insight into the nature of specific representations at different stages of processing in the brain.
Additional analyses providing a deeper understanding of the potential origin of the observed network dynamics will be most useful in future studies. As mentioned above, the fact that a classifier trained at a given time is unable to decode patterns observed at another time, could mean that different neurons encode information at different periods in the task. In a matchto-category task, Meyers et al (120) removed the most category selective cells in one time bin and trained and tested the classifier in other time bins. If the same cells encoded information over the entire period under study, eliminating the most selective cells in one time bin should have lowered performance at other times. The authors found that this was not the case. Removing the most selective neurons at one time period, reduced accuracy in that period but accuracies in other time periods were unaffected. This finding suggests that different neurons carry task relevant information at different trial periods. Another source of non-stationarity in the population could be the transient selectivity profiles of individual neurons. Indeed, Meyers et al (112) described some highly-selective PFC cells that carried task-relevant information in a transient manner. The contribution of such highly-selective cells becomes even more pronounced in populations that rely on a small subset of neurons, as will be discussed in the following section. Thus, although information about the stationarity of the neural code is important in order to understand how representations of behavioral variables are constructed in the brain, additional analyses is required in order to understand the origin of non-stationarity. A more recent study demonstrated that despite the strong dynamic pattern and heterogeneity of individual PFC neurons, the population representation during working memory maintenance was stable across time, in agreement with the notion that working memory relies on persistent activity patterns. Interestingly, it was shown that this stable mnemonic representation coexisted with dynamic coding patterns observed during different task periods (122) .
Besides examining population dynamics in the same trial, exploring temporal dynamics in longer timescales that may span several trials can provide important insights into the variability of network dynamics. A recent study showed that, in the mouse PPC, not only the responses of individual neurons varied across trials, but also different sets of neurons could be active in trials of similar behavioral context (123). The transition from one activation pattern to another occurred at a timescale of several seconds. Interestingly, the transition between different activation patterns was not random; activation of a particular set of neurons was predictive of future activation patterns. Furthermore, the initial activation pattern in each trial depended upon the activation patterns in the previous trial. Insightful approaches such as this can help us better understand population dynamics in the brain and assess neuronal variability under a different perspective.
Sparse and distributed information coding
A fundamental issue relevant to population coding is the number of neurons that are required at a given time to obtain a reliable representation of a stimulus and guide behavior. Decoding analysis can provide insights into the sparseness of information in the population code by calculating decoding performance as a function of the number of contributing neurons. In this context, sparseness refers to the number of neurons in a population that encode information, as opposed to the more commonly used term in relation to spiking activity, which refers to the proportion of neurons that are active at a given time (124) . In other words, sparseness, in the context discussed here, does not refer to how often neurons in the population fire but to the information content in spiking activity. Surprisingly, only a small subset of highly task-selective cells is sufficient to obtain a decoding accuracy almost as high as that of the whole population. Neuronal ensembles in IT and PFC comprising as few as 8 to 16 of the most selective cells contained nearly all of the cognitive information present in the entire population (103, 112, 120) . Likewise, a sparse pattern of information coding has been observed with orientation discrimination in V1 (125) or saccade direction in LIP (126) and lateral PFC (127, 128) . What are the implications of such a sparse representation for neuronal coding? It is possible that downstream neurons extract information from a small subpopulation of highly informative cells. Such a representation would have the advantage of reducing connectivity and metabolic requirements (129) . Another possibility is that highly informative cells represent the output of the computations, whereas, less informative cells may contribute to the actual computations (103) .
Although these ideas remain to be tested, decoding studies have reported that even the less selective neurons still contain significant amounts of redundant information. Univariate analyses that average responses across cells would label those neurons as task non-informative. However, taking into account the pattern of activity across the population of those cells reveals that they can carry considerable information (103, 112, 120) . This suggests that although a small number of neurons may determine decoding performance, the rest of the population still contains substantial amounts of task-relevant information. To further explore the properties of distributed coding, Rigotti et al (130) asked whether task-selectivity is important at all for the neural code in PFC. To examine this, they removed task selectivity from each cell's response by replacing the firing rate responses to a particular task-relevant aspect by the average response to different task-aspects. Interestingly, they found that as task complexity increased within the trial, decoding accuracy increased towards the performance obtained from the intact population, indicating that information is distributed across the population even when it is not present in individual cells.
Temporal resolution of information code
Decoding approaches allow insights into the timescale of information coding. Two main hypotheses have been proposed about the way information is carried in spiking activity. The rate-coding hypothesis holds that information is carried in the average firing rate within a time window, whereas, the temporalcoding hypothesis states that the precise timing of spikes transmits additional information, beyond that carried by the average firing rate (see 131 for a review). Decoding studies have examined the information carried in different time windows by comparing performance using time windows of different lengths. Using small bins one extracts information primarily from the timing of individual spikes rather than from the average level of activity as it is the case when using longer time windows. Decoding the location of attention was optimal for time windows longer than 80-100ms in the FEF (106) and lateral PFC (103) . Similarly, decoding of category information in IT and PFC was optimal for 150ms time windows, with shorter bins resulting in lower accuracies (120) . These findings do not necessarily point against a temporal code but, instead, indicate that more information is carried by the average firing rate as measured using longer time windows. Although decoding of spatial attention is optimal for windows longer than 80-100ms, significant information is carried in bins as small as 20ms (103, 106) . Another study demonstrated that robust category classification can be achieved from IT neurons using bins as small as 12.5.-50ms (132) . Time bins of 12.5.ms that contain on average 0 to 2 spikes decode category information with accuracies higher than 80%, pointing to a sparse spiking representation.
In summary, results so far suggest that cognitive information is optimally decoded in time windows of a few hundreds of milliseconds, which points to rate-coding schemes. Nevertheless, several studies have found that significant information is also carried in finer temporal scales in line with the temporal-coding hypothesis. It should be noted that temporal coding can be assessed using a variety of parameters and the interested reader can refer to recent reviews (e.g. 133).
The role of correlations
A critical question is how inter-neuronal correlations affect the amount of information carried by a neuronal population (134) . Some theoretical studies have suggested that for similarly tuned neurons, correlations limit information (82, 135) . However, other studies have noted that under certain assumptions, correlations may actually increase the information carried by populations of neurons (136) , especially in heterogeneous populations (137) . Recently, it was suggested that not all types of correlations affect information coding (138) . Specifically, the authors used a network model to show that information decreases only in the presence of a particular type of correlations, termed differential correlations (correlations proportional to the product of the derivatives of the tuning curves of the neurons in the population). However, the contribution of this type of correlation to overall correlations is likely to be small.
Experimentally, it has been demonstrated that attention, reduces inter-neuronal correlations (see paragraph 4.4.). However, it is not clear, whether reduced correlations alter the amount of information carried by the population, and if so in which direction. The prevailing view is that if correlations do limit information, processes such as attention that reduce correlations become beneficial by increasing the amount of information carried by single neurons and neuronal populations (89, 90) . However, a recent theoretical study suggested that correlations within the population may be the result of trial to trial fluctuations in the attentional state and that fluctuations in the strength of attention (gain) do not affect decoding performance (139) . If this is the case then the experimentally observed decrease in response variability is not an attentional mechanism that increases the amount of information. Interestingly, the authors showed that trial-to-trial fluctuations in the attentional state during feature attention introduce differential correlations that may actually limit (saturate) information.
Decoding approaches provide a straightforward way to evaluate the effect of correlations on the information that can be extracted from neuronal ensembles. In addition, decoding methods can examine the effect of correlations on large neuronal populations, an approach that can be more informative about the actual role of correlations in the brain than the pairwise Pearson correlations typically calculated between neurons (see paragraph 4.4.). The effect of correlations on population coding can be examined by shuffling trials in the original dataset in order to destroy the correlation structure. Subsequently, the information extracted from the original dataset using the correlations-aware classifier is compared to the information extracted from the shuffled dataset using a correlations-ignorant classifier. To preserve the tuning properties of individual cells, shuffling of trials recorded under the same stimulus condition is carried out.
A number of studies have assessed the role of inter-neuronal correlations in the encoding and decoding of stimulus-and movement-related information. Noise correlations were found to have a positive, albeit small, impact on decoded information from pairs or small populations of neurons (140) , but effects were more pronounced for larger ensembles (141) . More recently, it was reported that correlations improved the decoding of saccade direction and © 1996-2018 eye position from small populations of, on average, seven LIP neurons (142) . Examining inter-neuronal correlations within larger populations allows for a more realistic estimate of the actual effect of correlations in the brain. Using multi-electrode arrays, one study reported that V1 correlations significantly increased the decoding accuracy for stimulus orientation (125) (but see 143, 144) . Decoding of motion direction also improved when MT correlations were considered (145) . Some studies have examined the effect of correlations using LFP signals. Taking temporal correlations into account improved, on average, decoding performance in predicting the saccade goal by 5-10% in PFC (128). In contrast, correlations did not affect decoding of hand-movement direction from four simultaneously recorded LFP signals in the motor cortex (146) , whereas in the parietal reach region (PRR) they even reduced decoding accuracy (147). Whether the diversity of results reflects region-and functionspecific particularities or is due to methodological differences (e.g. the use of the raw LFP signal (146) or its spectral components (128, 147)) remains to be examined. Overall, in the type of tasks listed above, in most cases, correlations appear to increase decoded information, although, the effect in some cases is modest.
In contrast, correlations appear to be detrimental during attention. Tremblay et al (103) recorded simultaneously from 32 electrodes placed in the lateral PFC while monkeys were performing a spatial attention task. The authors used spiking activity to compare classification accuracies between the original and the shuffled dataset. Interestingly, taking correlations into account led to a small (6%) but significant decrease in the accuracy of decoding the locus of attention. Eliminating the correlation structure between similarly tuned neurons and maintaining all other correlations, yielded similar accuracies to the shuffled dataset, indicating that the lower accuracy in the original dataset was mainly caused by the correlations between similarly tuned units. The effect of removing correlations from simultaneously recorded LFP signals during attention was even more pronounced. Eliminating correlations improved decoding accuracy in the midgamma frequency range (60-100Hz) by up to 14% but only during the attention epoch (104) . Accuracies in other task epochs, at least in the mid-gamma range, were mostly unaffected, suggesting that the effect of correlations on decoding performance was attention specific. These observations are in line with those of an earlier study that decoded the locus of attention from small ensembles (2-4 neurons) in area V1 during a perceptual grouping task (148) . Decoding accuracies improved when correlations were ignored but only for ensembles that encoded the same object. Conversely, correlations improved decoding accuracy for ensembles encoding different objects.
At first, these results appear to be in agreement with the notion that attention reduces correlations and as a result the amount of information about the attended object carried by the population is increased (89, 90) . This is not directly demonstrated by the decoding studies above, but is instead implied by the fact that eliminating correlations improves the decoding accuracy of attention location. It would be useful in future studies to directly assess the effect of correlations in object information with attention. Previous studies evaluated information about object identity with and without attention (109). Accordingly, future studies could perform a direct estimation of object identity information after taking into account or ignoring correlations. Moreover, given that correlations predominantly reflect low frequency oscillations (see paragraph 4.4.), one would expect that disrupting correlations would predominantly affect the information carried by low frequencies. Notably, the improvement in decoding spatial attention after removing correlations was more evident in the 60-100Hz range (104) . Future studies should aim to explain how the disruption in low frequency oscillations may increase the information carried by higher frequencies.
The results presented above highlight the importance of inter-neuronal correlations in information coding. It should be noted that technological advances that allow simultaneous recordings from a large number of sites and neurons have gradually become available only in the last decade. As a result, most studies up to now have used decoding approaches in pseudopopulations of neurons recorded over different sessions. An obvious limitation of this approach is that it ignores the role of inter-neuronal correlations in information coding. Although these studies have contributed significant knowledge on coding principles, the use of larger and more realistic datasets is essential to crack the neural code at the population level.
Contribution of the LFP signal
While most studies have focused on decoding information from spiking activity, more recent studies have examined the information conveyed by LFP signals. LFPs are the low frequency components of the mean extracellular electric field potentials recorded around the electrode tip and reflect the summed population activity of local synaptic currents within a volume of neural tissue that contains hundreds or thousands of neurons. LFP signals are sensitive to suprathreshold as well as to subthreshold synaptic activity, reflect the balance between excitation and inhibition and carry information about the local network state (149) (150) (151) (152) . Thus, they are likely to carry complementary information, beyond that measured from spike signals. Moreover, the blood oxygen leveldependent (BOLD) contrast measured with fMRI is better correlated with the LFP signal (152), especially © 1996-2018 in the gamma frequency range (153), therefore, LFP decoding results could help interpret aspects of multivoxel pattern analysis (MVPA) performed with fMRI (154, 155) , and relate these results to extracellularly recorded neural signals. Importantly, LFP signals are robust compared to the more noisy spiking signals, and are likely to be useful for decoding purposes, particularly for chronic implants used in BMIs.
LFP oscillatory activity is modulated by attention in a frequency specific manner, as described in paragraph 4.2. Here, we review studies that decoded information from different frequency bands of the LFP signal in an attempt to examine the amount of information carried by oscillatory activity in the brain and the role of different frequency bands in information coding.
Information content in different frequency bands appears to be modality-and area-specific. For example, stimulus related information in the gamma band (60-100Hz) was higher for visual compared to auditory stimuli (156) and information about hand movement direction in the motor cortex was higher in the delta frequency range (less than 4Hz) (157) . Cognitive information on the other hand, can be primarily extracted from higher frequency oscillations. Specifically, the location of attention could be reliably decoded from LFP signals in the lateral PFC from frequencies above 60Hz with performance being optimal in the high-gamma range (120-250Hz) (104) . Frequencies below 60Hz carried information about stimulus location and saccade direction but no attention related information. Attention has also been reliably decoded from signals obtained through epidural, ECoG electrodes placed over the visual cortex (mainly area V4), with maximal accuracy between 60-80Hz and accuracies significantly above chance for frequencies in the entire gamma range (~30-200Hz) (158) . Unpublished results from our lab indicate that decoding of attention in FEF and V4 is optimal for signals in the mid-and high-gamma range (60-140Hz), with accuracies in the low-gamma range (30-60Hz) carrying also substantial information. Performance in other frequency bands is lower but significantly above chance indicating that small amounts of information are also contained in frequencies lower than gamma. Interestingly, in the FEF, but not in V4, we also observed increased accuracy in the theta range (4-8Hz). Decoding attention location from MT signals resulted in somewhat different results. Performance was optimal in the low-and mid-gamma range (30-120Hz) and significantly above chance in lower frequencies (1-30Hz), but was at chance level in the high-gamma range (108) . Similar to most attention studies, reward value information in the orbitofrontal cortex (OFC) was reliably decoded from frequencies in the high-gamma (70-200Hz) but also in the theta (4-8Hz) range (114) . Accuracies obtained from other frequency bands were significantly lower but mostly above chance. Thus, these first studies indicate that gamma (including mid-and high-gamma frequencies) oscillations carry significant information about the location of attention with lower frequencies also contributing substantial information. Given that only recently studies have started to exploit LFP signals for decoding purposes a number of questions remain open. These include whether particular frequencies are associated with somewhat different aspects of attentional function, whether other aspects of attention besides its spatial focus can be similarly decoded from LFP signals and what the source of some of the discrepancies mentioned above might be. Discrepancies between studies could be due to differences between areas that reflect idiosyncratic characteristics of the local circuits, differences in the recording depth (128), or simply differences arising from the analysis.
A methodological concern relative to the analysis of low frequencies is that time windows into which LFPs are considered should be long enough to include more than one cycles of each frequency of interest. Intuitively, when several cycles are considered, variability is reduced and the signal becomes more informative. Surprisingly, robust decoding information was obtained in the theta range with windows as small as 80ms in the OFC study, and 100ms in our study, with both windows containing less than a theta cycle. Similarly, in another study, information about sensory stimuli could be reliably extracted from low frequencies even when only a fraction of a cycle was considered (156) . Although stimulus information did increase for longer windows in all frequency bands as a consequence of increased signal reliability, information in high frequencies (above 50Hz) increased more dramatically when longer windows (a few tens of cycles) were considered. Given these observations, the dependence of cognitive information on the length of the analysis window for the different frequency bands seems to be a factor that should be explored more thoroughly. Future studies that will examine such issues will provide useful insight into the information carried by the LFP signal in different timescales.
It has been previously pointed out that highgamma activity is strongly correlated with spiking activity as a consequence of the energy in the LFP signal associated with spiking transients and the contribution of small spikes that cannot be filtered out (159) . This close relationship between high-gamma oscillations and spiking activity has been observed in decoding studies. The information content of spikes and gamma LFP oscillations (in frequencies above 60Hz) was significantly correlated (104) . Furthermore, the authors of this study reported that attention could be reliably decoded by training the classifier with spiking data and testing it with LFP data (frequencies above © 1996-2018
Unpublished results from our lab are in line with those of (164) and (128). Classification of attention location in the 60-140Hz range yields comparable results with that from spiking activity in both FEF and V4.
Overall, current findings suggest that in certain cases, spiking and LFP signals convey different amounts of information, and this depends on the task, the cortical area and the decoded variable. However, methodological differences between studies should also be acknowledged. For example, while decoding saccade direction from LFPs, one study used as an input to the classifier the frequency with the highest discriminability in the 30-100Hz range, which was site-specific (164) , whereas a second study considered information across all frequencies using a dimensionality reduction approach (128), and a third study concatenated power spectra across different frequency bands and recording sites (163) . The first two approaches ensure that the spike and LFP classifiers have the same dimensionality, which is not the case with the third approach. Thus, it is possible that the differences in the performance of the LFP decoder may arise due to theoretical limitations such as the "curse of dimensionality" discussed in section 6.
Another issue, that is of utmost importance for the development of BMI applications, is how stable the decoding is over time for spikes and LFPs. In chronically implanted arrays, signal deteriorates over time due to slight movement of the array within the tissue but also due to the inflammatory response to the foreign object, resulting in gliosis around the electrode tips (165). As a result, the amplitude of action potentials recorded from the electrodes is reduced over time and the signal to noise ratio decreases (166) . In principle, the LFP represents activity within a larger volume of brain tissue compared to spikes, thus, it can provide a more reliable signal for decoding purposes in the long term. In line with this, the stability of a fixed classifier, i.e. a classifier that is trained in the first day of recording and is used for testing signals in subsequent sessions, decayed faster for spikes than for LFPs over the period of one month (104) . Although these results are promising for the use of LFPs in BMI applications, one long-term study reported that the advantages of LFP decoders in terms of signal stability were modest (167) . Nevertheless, LFP signals were more long-lasting and provided reliable decoding when the spike signal completely decayed (168) . Technological advances and the development of different recording probes may help to prolong the stability of recording signals that can be used for years long decoding in BMI applications.
In summary, many studies have demonstrated that the LFP signal is a reliable source for decoding behavioral information from neural activity. The degree to which it provides additional information to the spike 60Hz), indicating that the information content in these two signals is very similar. Nevertheless, after applying methods that clean the LFP signal from potentially contaminating spike components recorded on the same electrode (160), decoding accuracy of attention location in the high-gamma range was affected only marginally (104) . Although it is possible that remnants of low amplitude spiking activity could be still present in the LFP signal following the cleaning procedure, these results suggest that the high-frequency LFP reflects, at least to a degree, a signal different to the spiking one, which may well carry similar information. In visual and auditory cortices, redundancy between spike and LFP signals was larger for high frequencies, however, it was small in magnitude and accounted for only 10% of information (156) . These results are informative for the potential use of LFPs in BMI applications. Moreover, they highlight the importance of using decoding approaches to better understand the role of different oscillatory frequency bands in information processing and the relation of high-frequency oscillations to spiking activity as they allow comparisons on a common scale.
COMPARISON BETWEEN DIFFERENT SIGNAL TYPES
A critical question is whether the different types of electrophysiological signals carry different amounts of information. For example, it has been noted that spiking recordings are biased towards larger, pyramidal cells, thus, they mostly represent the output of a cortical area. In contrast, components of the LFP signal arise from synchronized dendrosomatic processing of synaptic inputs (161) and peri-synaptic activity (151) thus, they are considered to mainly reflect the inputs to a cortical region and local processing activity. As a consequence, LFP and spike signals may carry different information. One way to examine the information conveyed by spikes and LFPs is to compare the performance of decoders based on the two signal types. Decoding of object identity in IT was reported to be comparable for spikes and LFPs in the alpha and beta frequency range but was lower for high-frequency LFP oscillations (162) . In cognitive tasks, decoding of spatial attention in the lateral PFC was higher for spikes than for LFPs (104) . The same pattern was observed while decoding reward value from the OFC (114).
Some studies have suggested that spikes and LFPs may convey information about different behavioral variables. In the parietal reach region (PRR), for example, behavioral state was better predicted by LFPs, whereas, reaching and saccade direction by spikes (163) . Behavioral state could also be decoded optimally from LFP frequencies in the 0-20Hz range in LIP, but not from firing rate responses (164) . Saccade direction in LIP (164) and PFC (128) was decoded with comparable accuracy from both spike and LFP signals. application would be advantageous for patients who cannot move their eyes. The studies reviewed here raise the additional possibility to operate devices such as spelling boards with attention signals. The degree to which this can be achieved in practice remains to be explored. An EEG-based spelling board resulted in poor performance when operated with covert attention, however, performance markedly improved when it was operated with overt attention (178) . Given that attention and eye movement representations reside in overlapping parietal and prefrontal structures, another possibility would be to use a conjunction of attention and saccade intention signals to design more effective applications.
Besides enhancing our understanding of population coding mechanisms of attention, decoding studies can provide insights that can help determine the optimal design parameters of cognitive and attention based BMIs. The finding that a few highly informative cells are sufficient to obtain a decoding accuracy almost as high as that of the whole population allows for two possible methods for feature extraction. One possibility would be to apply a feature selection method that will identify the most informative cells and use these for decoding. However, although performance is influenced by the most selective neurons, task-relevant information is distributed across the population as discussed in previous sections. Thus, a second possibility would be to use the whole population for decoding, which results in comparable performance (e.g. 120). Although both approaches result in equivalent accuracies, the latter might be preferable as feature extraction procedures require additional computational time. A further limitation of using single unit activity as input to BMIs is that the spike-sorting process used to isolate units requires significant computational time and resources that might be a limiting factor in real time applications. Moreover, in chronically implanted arrays, due to glial scar tissue formation near the electrodes, the amplitude of action potentials decreases over time (166) . Furthermore, it may not be possible to record from the same units across days as less than half of the original single units remain stable over a two-week period (179) . To overcome these limitations, another option would be to use voltage-thresholded, multiunit activity as input to BMIs. In early recording sessions multiunit performance was found to be comparable, albeit somewhat lower, to that of single units in decoding attention (103) or arm movement direction (180, 181). However, over a recording period of several months, multiunit activity decoders do not lose performance (166) and as signal quality deteriorates, they outperform single-unit decoders (167) .
Several studies have demonstrated that robust decoding performance can be obtained from LFP signals as discussed in the previous sections. signal depends on the task, the cortical area and the decoded variable. In cases where information is carried in the low-and mid-frequency components, the LFP can provide complementary information to that of the spiking signal. In contrast, information in the higher frequencies (above 60Hz) appears to be redundant.
IMPLICATIONS FOR THE DEVELOPMENT OF BRAIN-MACHINE INTERFACES (BMIs)
Brain-machine interfaces (BMIs) are applications that allow communication between the brain and the outside world. BMI research has had revolutionary results and applications in the past years with particular emphasis given to the development of interfaces that can drive prosthetic devises (e.g. artificial limbs) to aid patients with motor disabilities. Applications of BMIs include moving a cursor on a screen or controlling a prosthetic arm for reaching and grasping, using brain signals (101, (169) (170) (171) . Although BMI research has primarily emphasized motor functions, recent studies have highlighted the importance of using signals from areas processing cognitive information to control cognitive BMIs. Cognitive BMIs can be used for at least two types of applications (172) . First, for the development of neurofeedback and cognitive control applications for patients with cognitive disorders (e.g. attention deficit hyperactivity disorder) or neurodegenerative diseases (e.g. Parkinson's disease). In such applications, the behavioral information of interest is extracted from brain signals using decoding methods. Patients learn to control their brain signals, through cognitive control, to improve their cognitive function. Second, cognitive BMIs can be used for the development of applications that aid communication of paralyzed patients or patients with neurodegenerative diseases that affect motor function. Devices, such as spelling boards, can be operated by controlling a computer cursor using signals decoded from motor and premotor cortices (173, 174) . In paralyzed patients, training the decoder with actual movements is not possible, therefore, users are initially asked to imagine that they are controlling the movement of the cursor and once the decoder is trained, it translates neuronal activity associated with movement intention to control the actual cursor. Another option to operate communication devices is by means of eye movements or movements of facial muscles. However, there are cases that eye tracking cannot be performed accurately (e.g. due to ptosis) or cases that patients lose the ability of muscle control.
A number of studies have demonstrated that saccade direction or saccade parameters such as amplitude or timing, can be decoded from the delay period activity, i.e. before the actual saccade occurs, in LIP (126, 164, 175) , FEF (176) and lateral PFC (127, 128) . A recent study went one step further and developed a BMI that decoded eye movement intentions without the animal performing a saccade (177) . Such an on a moment to moment basis. Moreover, decoding information approaches have quantified the amount of information carried by different signals in the brain (e.g. spikes, LFPs) and have evaluated the utility of these signals in BMI applications. Few studies so far have explored whether information about cognitive variables can be decoded from brain activity and even fewer have addressed whether cognitive signals can be used to help patients with cognitive or motor disabilities. Although these studies have provided important insights into the population representation of cognitive processes, many questions remain to be addressed in the future. Despite the fact that the field of cognitive BMIs is still young, the results so far have pointed to new directions of research and have opened up new possibilities for restoring communication and motor functions in patients.
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Depending on the task and cortical area, LFP classifiers have comparable, and in some cases, better performance than spike decoders. Although, it has been previously hypothesized that LFP signals may be more stable over time, the advantages of LFP signals in decoding stability seem to be modest in the long term (167), however, they provide a reliable decoding source when the spike signal completely decays (168) . Taking into account the reduction in signal quality over time, combining spike and LFP features may be beneficial in terms of signal stability and robustness. In terms of decoding performance, combining signals may be beneficial in cases that significant information can be decoded from non-redundant components of the LFP such as low-and mid-frequency oscillations. In contrast, in cases that information is conveyed primarily by the high-frequency components, combining the two signals may not necessarily result in superior performance given the redundancy between the two signals.
In cognitive tasks, optimal decoding performance can be achieved by averaging spiking activity in time windows of a few hundred milliseconds (paragraph 7.5.). Likewise, LFP decoding accuracy improves with longer windows, in all frequency bands, as a result of increased signal reliability (156) . Intuitively, longer windows average away more noise and result in more accurate predictions. However, a critical performance factor in online applications is the information transfer rate capacity (ITRC) that measures the rate of information transfer (bits/sec). With longer windows accuracy increases but the ITRC decreases; thus, one needs to determine the optimal accuracy vs. speed ratio for real time decoding that can be efficiently used in BMI applications (182) .
Finally, although inter-neuronal correlations in most cases increase the amount of information carried by a population, they become detrimental in decoding the locus of attention from spikes (103) and more so from LFP signals (104) . Thus, in attention based BMI applications it might be beneficial to decorrelate signals in order to increase classification performance.
CONCLUSION
We have reviewed studies that employed pattern-classification algorithms in the analysis of neural data to understand attention and other cognitive functions. The results show that decoding information approaches can reveal aspects of population coding that remain undetected in single-neuron, trial averaging methods. Decoding information from populations of neurons on a single trial basis allows a deeper understanding of how distributed activity patterns across different neurons can be read out in the brain to form our perception and cognitive behavior 
