Abstract-Many different "and"-and LLor"-operations have been proposed for use in hszy logic; ; see, e.g., [4], [13] . It is therefore important to select, for each particular application, the operations which are the best for this particular application. Several papers discuss the optimal choice of LLand"-and LLor"-operations for fuzzy control, when the main criterion is to get the stablest control (or the smoothest or the most robust or the fastest-tucompute). In reasoning applications, however, it is more appropriate to select operations which are the best in reflecting human reasoning, i.e., operations which are "the most logical". In this paper, we explain how we can use logic motivations to select fuzzy logic operations, and show the consequences of this choice. As one of the unexpected consequences, we get a surprising relation with the entropy techniques, well known in probabilistic approach to uncertainty.
The more arguments we have in favor of a certain statement A, the larger our degree of confidence in this statement. It is therefore natural to take, as our degree of confidence d(A) in the statement A, the (relative) number of arguments in favor of this statement.
Let us use this natural interpretation of fuzzy degrees to come up with natural logical operations of these deFeeS.
Selecting an "and"-Operation. Let us start with an "and"-operation (t-norm) &(a, b). The purpose of an "and"-operation is, given our degrees of In the following sections, we will show that for sev- 
dm(y).
U variable x = X I , and all the properties of the output variable y are exactly the same as for the input variable X I .
For such examples, since all the properties of the output y are exactly the same as the properties of the input x, it is natural to expect that the defuzzification procedure would lead to y = x. We will show, on a simple example, that for Mamdani approach with a centroid defuzzification, we do not get y = x, but for our approach, with logic-motivated fuzzy logic operations, we indeed get the expected function y = 2. For simplicity, let us assume that both 2 and a, take values in the interval [O, 11 and we have two rules: If x is small, then y is small.
If x is large, then y is large.
Here, n = 1, rn = 2, All = B1 ="small" and A21 = B2 ="large" .
Since we only consider values from the interval [0,1], the largest value (= 1) from this interval should be considered large, while the smallest value (= 0) from this interval should be absolutely not large. Thus, the membership function p&(x) for "large" should be equal to 0 for x = 0 and to 1 for x = 1. the simplest such function is &(x) = 2. Similarly, the membership function pfl (x) for "small"
should be equal to 1 for x = 0 and to 0 for x = 1. the simplest such function is p&(x) = 1 -x.
One can easily check that for Mamdani approach with centroid defuzziflcation (a standard approach in fuzzy control), we do not get y = x. However, for the logic- (For reader's convenience, all the proofs are placed at the end of the paper.)
A Natural Derivation of the Standard Fuzzy
Negation. We can apply the same approach to the determination of the fuzzy "negation" operation. In classical logic, there are only two truth values: "true" and "false". Therefore, we can describe the classical negation y = ~x by the following two if-then rules: If z is false, then y is true.
If x is true, then y is false.
We can use these same rules to describe fuzzy negation. that x is true, it is natural to take this same value x.
Similarly, as a truth value &(x) that 2 is false, it is natural to take 1-2. Correspondingly, we get pf(y) = y and p f ( y ) = 1 -y.
It turns out that for this natural choice, the above scheme leads to the standard negation operation: Proposition 2. For the above rules, logic-based fuzzy logic operations lead to y = 1 -x . The Resulting Fuzzy "Or"-Operation: "Algebraic Sum". A similar approach can select the "or" operation (a t-conorm). Specifically, the classical "or" can be described by the following four if-then rules:
If x1 is false and 2 2 is false, then y is false.
If x1 is false and 2 2 is true, then y is true.
If x1 is false and x2 is true, then y is true.
If q is true and x2 is true, then y is true.
With the same membership functions as for negation, we get the "algebraic sum" t-conorm as a result:
Proposition 3. For the above rules, logic-based f i z q logic operations lead to y = 2 1 + 2 2 -x1 . x2.
Is This Approach Consistent? Checking That
It Returns the Original Fuzzy "And"-Operation.
What if we apply this same approach to reconstruct the "and" operation? The classical "and" can be described by the following four if-then rules:
If x1 is false and x2 is false, then y is false. If x1 is false and x2 is true, then y is false.
If 2 1 is false and x2 is true, then y is false.
If x1 is true and 2 2 is true, then y is true.
If we use the same membership functions as for negation and for "or", then Mamdani's approach with defuzzification leads to a function which is diferent from the original t-norm. The above logic-motivated approach is consistent in the sense that we get the exact same "and"-operation f&(a, b) = a . b back: When the properties Ai are fuzzy, these rules still hold, but only to a certain degree.
The degree d to which the above rules hold for all values of z is equal to Maximizing d is equivalent to maximizing its logarithm, i.e., the value L = c (Pi%) . In (&%I) + . . . + P m * ( P k b ) ) ) .
5
This expression is similar to the expression for entropy S in probability theory and information theory (see, e.g., [2]); namely, the entropy of a probability distribution characterized by probabilities PI,. . . ,pn is equal to:
This relation is not just a coincidental similarity between the two formulas: it can be shown, e.g., that if we use the maximum entropy approach to select the most appropriate "and" and "~r~' operations, we get exactly the same
There may also be a relation between the fact that the Maximum Entropy principle in statistics is often used to just@ Gaussian distribution, and the fact that Gaussian membership functions are often used in fuzzy logic methodology (see, e.g., [4] and references therein; please note that there are alternative explanations of Gaussian membership functions; see, e.g.
, [B]).
A similar relation with entropy techniques can be made for the case when conclusions differ from the conditions, i.e., for the rules of the type A&) + Bi(x), 1 5 i 5 rn. In this case, the degree to which alI these rules are satisfied is equal to: S' = -( p 1 . In (k) + . . . + p , .1n (E)) .
Proof of Proposition 1. In accordance with the above description, for a given x, and for an arbitrary y, the degree d(y) is equal to yz . (1 -y)'-". Maximizing this degree is equivalent to maximizing its logarithm, i.e., the value L(y) 'gf x . ln(y) + (1 -x) . ln(1 -y). Differentiating L(y) w.r.t. y and equating the derivative to 0, we conclude that x/y -(1 -x)/(l-y) = 0; subtracting the fractions, we get y = x.
Proof of Proposition 2. Similarly to the proof of Proposition 1, we get d(y) = yl-z . (1 -9)". Differentiating the logarithm of this expression w.r.t. y and equating the resulting derivative to 0, we get the desired value of y. Proof of Proposition 3. Here, (qy) = (1 -y)(l-zl)+-zz) . y ( l -z ' ) . z a . y~i ' ( l -z a ) . .yzi'za.
Combining powers of y together, we conclude that d ( y ) = arithm of this expression w.r.t. y and equating the resulting derivative to 0, we get the desired d u e of y. Proof of Proposition 4. This case is similar to the proof of Proposition 3, with the only difference that d ( y ) is equl to:
(1 -y)(l-zi).(l-za) ' (1 -y)(l-zi).za '(1 -y)zi'(l-~a) . . y~i '~a (1 -y)(1-zi).(1-za) . yzi+zz-zi-. Differentiating the logCombining powers of 1 -y together, we conclude that d(y) = (l-y)l-Zi'Za.yzi.za . Differentiating the logarithm of this expression w.r.t. y and equating the resulting derivative to 0, we get the desired value of y.
