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STOKES FILTERED SHEAVES AND
DIFFERENTIAL-DIFFERENCE MODULES
YOTA SHAMOTO
Abstract. We introduce the notion of Stokes filtered quasi-local systems. It is
proved that the category of Stokes filtered quasi-local systems is abelian. We also
give a geometric way to construct Stokes filtered quasi-local systems, which de-
scribe the asymptotic behavior of certain classes of solutions to some differential-
difference modules.
1. Introduction
In his letter [Del78] to B. Malgrange, P. Deligne introduced the notion of a sheaf
with a filtration indexed by a local system of ordered sets in order to express the
Stokes phenomenon of a linear differential equation of one complex variable in a
sheaf-theoretic way. The notion has been developed and extended to arbitrary
dimensions (See [Sab13] and references therein) and is now called a Stokes filtered
sheaf. Here, the term ‘sheaf’ is often replaced by a more precise term like local
system, perverse sheaf, and so on.
In this paper, we introduce an analogous notion of a Stokes filtered sheaf to ex-
press the Stokes phenomenon of a differential-difference module of two complex vari-
ables in a sheaf-theoretic way. Although we only treat a special class of differential-
difference modules, we expect that this approach gives a clue to investigate more
general difference equations in a sheaf theoretic way.
To clarify the analogy, in §1.1 we will briefly recall some parts of the theory
of Stokes filtered local systems for differential equations. We also give a class of
examples of the Stokes filtered local systems constructed in a geometric way since
we will mainly consider the analogue of such examples. We then explain our notion
of Stokes filtered “quasi-local systems” for differential-difference modules in §1.2 and
the main results of this paper in §1.3. Further direction related to mirror symmetry
and Dubrovin’s conjecture will be discussed in §1.4.
1.1. Stokes filtered local systems for differential equations. Let us briefly
recall the theory of Stokes filtered local systems on S1 following [Sab13]. Let I1
denote the constant sheaf on S1 with fiber λ−1C[λ−1] equipped with the order
depends on the point e
√−1θ ∈ S1 as follows: For ϕ,ψ ∈ λ−1C[λ−1] and e
√−1θ ∈ S1,
ϕ 6θ ψ (resp. ϕ <θ ψ) if and only if exp(ϕ(λ)−ψ(λ)) is of moderate growth (resp.
rapid decay) when x tends to zero satisfying arg(λ) = θ.
1
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Let L be a local system on a circle S1. A non-ramified pre-Stokes filtration
L6 is a family of subsheaves L6ϕ ⊂ L on L indexed by ϕ ∈ λ−1C[λ−1] with the
following condition: For any e
√−1θ ∈ S1, ϕ 6θ ψ implies L6ϕ,θ ⊂ L6ψ,θ. We may
naturally define the non-ramified pre-Stokes filtration grL6 on grL :=
⊕
ϕ grϕL,
grϕL := L6ϕ/L<ϕ. Then a non-ramified pre-Stokes filtration is called a non-ramified
Stokes filtration if (L,L6) is locally isomorphic to (grL, grL6). A morphism of non-
ramified Stokes filtered local is defined in an obvious way. The following theorem is
fundamental (cf. [Sab13, Theorem 3.1, Theorem 3.5]):
Theorem 1.1. The category of non-ramified Stokes filtered local systems is abelian.
Remark 1.2. This theorem holds for more general Stokes filtered local systems
explained below. More generally, the notion of Stokes filtered sheaves can be defined
in higher dimensions. In higher dimensional case, the notion of “goodness” plays
an important role to see the abelianity of the category.
We may consider (ramified) Stokes filtered local systems. In the definition, the
index sheaf I1 is replaced by I =
⋃
d>1 Id, where, roughly speaking, Id de-
notes the local system on S1 with the fiber λ−1/dC[λ−1/d] and the monodromy
exp(−2π√−1/d). Let I e´t denote the e´tale space of I and τ : I e´t → S1 denote
the projection. The (pre-)Stokes filtration L6 is defined as the subsheaf of τ−1L
with some conditions (See [Sab13] for more details).
Theorem 1.3 (Deligne [Del78], Malgrange [Mal83], see also [Sab13, Theorem 5.8]).
There is a functor
H 7→ RH(H) = (RH(H),RH6(H))
from the category of germs of meromorphic connections on (C, 0) to the category of
Stokes filtered local systems on S1.
Remark 1.4. In this theorem, the functor RH is called the Riemann-Hilbert func-
tor. The local system RH(H) on S1 is denoted by H 0(D˜R(H)) and the Stokes
filtration RH6(H) on it is denoted by H 0(DR6(H)) in [Sab13].
We can construct interesting examples of Stokes filtered local system and the
corresponding differential equation in a geometric way. For simplicity, we restrict
ourselves to one dimensional case. Let X be a compact Riemann surface. Let
f : X → P1 be a meromorphic function on it. Put P = f−1(∞). Assume that f has
only A1-singularities on U := X \ P . Put X := C∗λ ×X and P := C∗λ × P .
Consider the meromorphic connection M(f) = (OX(∗P), d + d(λ−1f)) on X.
Then, we obtain a meromorphic connection on C∗λ by taking the pushing forward
H1dR(f) := Cok
[
πX∗OX(∗P)
dX/C∗+λ−1df−−−−−−−−→ πX∗Ω1X/C∗(∗P)
]
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where πX : X → C∗λ denotes the projection and dX/C∗ : OX → Ω1X/C∗ denotes the
relative differential. It is easy to see that H1dR(f) has singularities only on {0,∞}.
Applying the Riemann-Hilbert functor in Theorem 1.3 to the germ of H1dR(f),
we obtain the Stokes filtered local system RH(H1dR(f)). It is well known that
RH(H1dR(f)) is non-ramified and moreover of exponential type (c.f. [Pha85] for the
case where U = Cn, and [SaSa14] for general case). In other words, the graded part
grϕRH(H1dR(f)) is non-zero if and only if ϕ = −c/λ for a critical value c of f .
There is a geometric description of RH(H1dR(f)). For each λ ∈ C∗, letHrd1 (U, f/λ)
denote the rapid decay homology of Bloch-Esnault-Hien ([BE04], [Hie09]) of a mero-
morphic connection (OX(∗P ), d + λ−1df). As proved in [HR08] (in a more general
setting), Hrd1 (f) :=
⋃
λ∈C∗ H
rd
1 (U, f/λ) is a local system, and the period integral
Per : Hrd1 (f) −→ HomDC∗ (H1dR(f)∨,OC∗), γ ⊗ e−f/λ 7→ (ω 7→
∫
γ
e−f/λω)
gives an isomorphism. Here, we have put H1dR(f)∨ := HomO(H1dR(f),OC∗) and
hence Per induces an inclusion Hrd1 (f) →֒ H1dR(f). Take the real blowup BlR0 (C) of
C at the origin and consider the inclusions S1
iS1−−→ BlR0 (C)
jC∗←−− C∗. Then
Lrd := i−1
S1
jC∗∗Hrd1 (f)
is a local system of S1. Take any meromorphic basis e1, . . . , er of H1dR(f). Then
we can define the filtration on Lrd(f) as follows: For a section ε ∈ Lrd(f), take
representative ε˜ ∈ Hrd1 (f). Then there is an expression
ε˜ =
r∑
i=1
hi(λ)ei
where hi(λ) denotes holomorphic function on a sector in C
∗. Then ε ∈ Lrd6ϕ(f) if and
only if e−ϕhi(λ) is of moderate growth when λ tends to zero on the sector for all i =
1, . . . , r. Then we can prove that (Lrd(f),Lrd6 (f)) ≃ (RH(H1dR(f)),RH6(H1dR(f))).
Let ω1, . . . , ωr denote the section of πX∗Ω1X/C∗(∗P) which represents dual bases
e∨1 , . . . , e∨r of e1, . . . , er in H1dR(f)∨. Assume that ε = γ ⊗ e−f/λ for some family of
paths γ. Then we have
hi(λ) =
∫
γ
e−f/λωi
By the saddle point method, we can directly obtain the following theorem without
using the Riemann-Hilbert correspondence (Theorem 1.3).
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Theorem 1.5. The pair (Lrd(f),Lrd6 (f)) is a non-ramified Stokes filtered local sys-
tem on S1 such that grϕLrd(f) 6= 0 iff ϕ = −c/λ for a critical value of f .
1.2. Stokes filtered quasi-local systems. The purpose of this paper is to in-
troduce an analogous notion of a Stokes filtered sheaf to express the asymptotic
behavior of a differential-difference module of two variables. Before explaining the
relation to differential-difference modules, we would like to explain the idea of the
definition of such Stokes filtered sheaves.
Let T = (S1)2 ≃ {(θu, θv) ∈ (R/2πZ)2} be the torus considered as the corner of
the real blowing up
̟B : B˜ = Bl
R
Z(B) −→ B = C2
along the divisor Z = {(u, v) ∈ C | uv = 0}. Put B∗ := B\Z and let T ıT−→ B˜ B←− B∗
denote the inclusions. As the counterpart of I1 (or λ
−1CS1 ⊂ I1), we consider the
sheaf Q of index defined as the restrictions of the sub-sheaf of jB∗OB∗ generated
by the sections of the form
u−1
(
n log v +
h(v)
v
)
(n ∈ Z, h(v) ∈ OC)
to T (see Definitions 2.1 and 2.2 for more precise). The sheaf Q admits a sheaf of
order 6 on T (see Definition 2.3).
Let k be a field. As a counterpart of k-local system on S1, we consider a quasi-
local system of k[q±1]-modules on T . Here, by a quasi-local system of k[q±1]-module
on T , we mean an R-constructible sheaf L of finite rank free k[q±1]-modules on
T such that L (q) = L ⊗k[q±1] k(q) is a local system of k(q)-vector spaces. We
moreover assume that L is constructible with respect to the stratification Θ =
(TR+ , TR− , T+, T−) of T , where TR± = {e
√−1θu ∈ R±} and T± = {±Ime
√−1θu > 0}.
Let τ : Qe´t → T denote the e´tale space of Q. Then, a pre-Stokes filtration is
defined as the subsheaf L6 in τ
−1L of k-modules with the similar properties as in
§1.1 (see Definition 2.7). The new property we add here is the compatibility of the
filtration with the action of k[q±1]. More precisely, we impose the condition that
q ·L6ϕ ⊂ L6ϕ+2π√−1u−1
for any local section ϕ of Q. By this compatibility, we can induce the coarse
filtration on L , which consists of k[q±1]-submodules in L (see §2.2).
Then, we can define the notion of a (good) Stokes filtered quasi-local system
(L ,L6) by imposing existence of the local isomorphism to its graded part (see
Definition 2.13 for more precise). Because of some technical reasons, we also impose
some conditions on the graded part with respect to the coarse filtrations. The
following is the main theorem of this part, which is an analogue of Theorem 1.1:
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Theorem 1.6 (See Theorem 2.20 for a more precise statement). The category of
good Stokes filtered quasi-local systems on T is an abelian category.
1.3. Geometric construction. In this paper, we do not try to formulate an analog
of Theorem 1.3. Instead, we shall give an analog of Theorem 1.5.
1.3.1. De Rham cohomology. As in §1.1, let X be an compact Riemann surface and
f be a meromorphic function on it. We also consider a meromorphic function g on
X. Let D be the union of P and the pole of g−1dg. Let S = C2 be the surface with
coordinates (λ, µ). We put X = S ×X and D = S ×D.
We then define the module M (f, g) = OX (∗D) with operators ∇, ∇a, and S.
Here, ∇ = d + λ−1(df − µg−1dg) denotes the relative connection, ∇a denotes the
differential operator corresponding to the vector field a = λ2∂λ + λµ∂µ defined
by ∇a(1) = −f , and the difference operator S corresponding to the shift of the
parameter σ : (λ, µ) 7→ (λ, µ−λ) determined by S(1) = g (see Definition 3.1 for more
precise). Since (∇,∇a,S) satisfies a kind of integrability condition (Lemma 3.2),
the de Rham cohomology group (or, a pushing forward) H 1dR(f, g)|S◦ of M (f, g)
restricted to S◦ = {(λ, µ) ∈ S◦ | λ 6= 0} is naturally equipped with the operators
∇a and S (see §3.2 for the definition).
Roughly speaking, the differential-difference module H 1dR(f, g)|S◦ is a counterpart
of H1dR(f). However, there appears some difficulties when E = D \ P is not empty
(as we will see below, this case contains an interesting example). In this case,
H 1dR(f, g)(∗λ) is not locally free of finite rank over OS(∗λ), although we can show
that H 1dR(f, g)|S◦ is locally free over OS◦ (see Theorem 3.4). It means that we
can not take a meromorphic frame of H 1dR(f, g) around λ = 0. This causes some
problem since we would like to investigate the asymptotic behavior when λ→ 0.
To avoid this problem, we take some sub-sheaves H 1dR,a,b(f, g) of H
1
dR(f, g) of
free OS-modules indexed by two integers (a, b) ∈ Z2 (see §3.3). These two integers
correspond to the pole orders along the components E = E0 ⊔ E∞ where E0 =
g−1(0) \ P and E∞ = g−1(∞) \ P . If a ≤ a′ and b ≤ b′, then we have the inclusion
H 1dR,a,b(f, g) ⊂ H 1dR,a′,b′(f, g). The operators ∇a and S act as
∇a : H 1dR,a,b(f, g)→ H 1dR,a,b(f, g), and S : H 1dR,a,b(f, g)→ σ∗H 1dR,a+1,b−1(f, g).
The limit lima,b→∞ H 1dR,a,b(f, g) is isomorphic to H
1
dR(f, g) and the other limits
when (a, b) → (∞,−∞), (−∞,∞) and (−∞,−∞) also exist and have geometric
meaning concerning the asymptotic behavior of the de Rham complexes along the
divisor E (see Proposition 3.24 for more precise).
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1.3.2. Betti homology. Put Y = X \D and Y◦ = S◦ × Y . Let k be a subfield in C.
Then we consider the following local system of k[q±1]-modules on Y:
K (f, g) := k[q±1]e−f/λgµ/λ ⊂ M (f, g)|Y◦ ,
where we put q = exp(2π
√−1µ/λ). Although gµ/λ is a multivalued function, the
submodule K (f, g) is well defined. We regard K (f, g) as a counterpart of the local
system of flat sections of M(f)|X\P.
In the case where E = D \ P is empty, we consider the family of rapidly decay
homology group to obtain a local system H rd1 (f, g) of k[q
±1]-modules on S◦, which
we regard as a counterpart of Hrd1 (f).
In the general case where E is not necessarily empty, as in §1.3.1, we should
consider moderate growth or rapid decay condition on the components E0 and E∞
and construct four kinds of local systems H mod1 (f, g), H
Be
1,E0!
(f, g), H Be1,E∞!(f, g)
and H rd1 (f, g) of k[q
±1]-modules on S◦.
Using the relations of (co)homology intersection pairings and period integrals
(c.f. [MMT00], [FSY20], and a review in §4.4 in this case), we obtain the inclusion
of the four sheaves above to the four limits considered in §1.3.1. In particular, we
have the inclusion H mod1 (f, g) →֒ H 1dR(f, g).
Glueing the sheaves H mod1 (f, g), H
Be
1,E0!
(f, g), H Be1,E∞!(f, g) and H
rd
1 (f, g) on
S∗ := S◦ \ {µ = 0}, we obtain a quasi-local system H Be1,0 on S∗ (see §5.1). Put
H 1dR,0 = H
1
dR,0,0. The inclusions defined above induce the inclusion H
Be
1,0 →֒
H 1dR,0|S∗ such that it induces the isomorphism H
Be
1,0 ⊗ OS∗ ≃ H 1dR,0|S∗ (see §5.1).
This inclusion plays a similar role as the inclusion Hrd1 (f) →֒ H1dR(f).
1.3.3. Main theorem and an example. Take the holomorphic map φS : B → S de-
fined by φS(u, v) = (uv, v), which induces an isomorphism φS : B
∗ ∼−→ S∗. Put
L
Be(f, g) := ı−1T B∗φ
−1
S H
Be
1,0 (f, g),
which is a quasi-local system on T . Using a local frame of φ∗SH
1
dR,0 around the
origin of B, we can define the pre-Stokes filtration L Be6 (f, g) on L
Be(f, g).
Let Crit(f) denote the set of critical points of f|U . Assume E∩Crit(f) = ∅. Under
this assumption, we can define the goodness condition on (f, g) (See Definition 5.13).
The following is the main theorem of this paper:
Theorem 1.7 (Theorem 5.16). Assume that (f, g) is good. Then the pair
(L Be(f, g),L Be6 (f, g))
is a good Stokes filtered quasi-local system.
STOKES FILTERED SHEAVES AND DIFFERENTIAL-DIFFERENCE MODULES 7
As an easy example, we consider the case X = P1, f = z and g = z, where z
denotes the non-homogeneous coordinate on P1. In this case, E = E0 = {0} is
non-empty, and the differential-difference equation essentially corresponds to the
difference equation for gamma function (See Example 3.6). The Stokes filtered
quasi-local system L Be(z, z) is naturally isomorphic to (LΓ,LΓ6) defined as follows
(see Example 2.17 and §5.9): Let LΓ be a sub-sheaf of ı−1T B∗OB∗ defined by
LΓ(V ) :=
{
C[q±1]uu−1vu−1Γ(u−1) (V ∩ TR− = ∅)
C[q±1]uu−1vu−1(1− q)Γ(u−1) (V ∩ TR− 6= ∅)
where V is a small open subset of T and Γ(u−1) denotes the gamma function. Then
the moderate growth condition on ı−1T B∗OB∗ induces the filtration LΓ,6. By the
Stirling formula and the reflection formula for gamma function, the graded part is
given by
τ!grLΓ ≃ C[q±1]u1/2vu−1e−u−1 .
In this way, the theory of the Stokes filtered quasi-local system contains the sheaf
theoretic expression of asymptotic behavior of solutions to some classical difference
equations. We will also deal with the example related to some cylindrical functions.
1.4. Further direction related to mirror symmetry. One of the motivations
of this study is to formulate the equivariant version of Dubrovin’s conjecture from
the viewpoint of the author’s previous study with F. Sanda [SaSh20]. See [FIMS19],
[TV19], and [CV19] for pioneering works on this topic.
From the viewpoint of mirror symmetry, the differential-difference module con-
sidered here corresponds to the equivariant quantum cohomology with the grading
operator (as a differential operator) and the shift operator (as a difference opera-
tor). The example of gamma function corresponds to the affine line A1 with the
canonical C∗-action. The example related to cylindrical functions corresponds to
the projective line P1 with the C∗-action.
To relate our Stokes filtered quasi-local systems to the equivariant derived cate-
gories, it seems important to formulate the notion of Stokes data which should be
described in terms of modules over k[q±1].
1.5. Notations. For a complex number α, Re(α) and Im(α) denote the real and
imaginary part of α, respectively. For a complex manifoldM , OM denotes the sheaf
of holomorphic functions on M . For a meromorphic function F on M , (F )0 and
(F )∞ denote the zero divisor of F and the pole divisor of F , respectively. |(F )0|
and |(F )∞| denote their supports. For a hypersurface N ⊂M , OM (∗N) denote the
sheaf of meromorphic functions whose poles are contained in N .
STOKES FILTERED SHEAVES AND DIFFERENTIAL-DIFFERENCE MODULES 8
2. Stokes filtered quasi-local systems
2.1. Let B = C2 denote the complex surface with coordinate (u, v). Let Z denote
the divisor |(uv)0| in B. We take the real blowing up
̟B : B˜ = Bl
R
Z(B) −→ B
of B along Z, which is identified with the projection
(R≥0 × (R/2πZ))2 −→ C2, ((ru, θu), (rv , θv)) 7→ (u, v) = (rue
√−1θu , rve
√−1θv).
Let B∗ := B\Z be the complement of Z in B. Let ˜B : B∗ → B˜ denote the inclusion.
Let ̟v : B˜ → C denote the projection to v-plane.
Definition 2.1. Let Q˜ denote the sheaf of Z-submodules of ˜B∗OB∗ locally gener-
ated by the sections of the form
u−1
(
n log v +
h(v)
v
)
(n ∈ Z, h(v) ∈ ̟−1v OC)
where the branch of log v is locally defined.
Let ˜B∗O lbB∗ denote the subsheaf of ˜B∗OB∗ whose sections are locally bounded. In
other words, for an open subset V ⊂ B˜, a section ϕ ∈ ˜B∗OB∗(V ) = OB∗(V ∩B∗) is a
section of ˜B∗O lbB∗ if and only if the following condition is satisfied: for any compact
subset K ⊂ V , there exists a positive constant CK > 0 such that |ϕ(u, v)| < CK for
any (u, v) ∈ K ∩B∗. Let T be the corner of B˜, which is identified with (R/2πZ)2.
Let ıT : T →֒ B˜ denote the inclusion.
Definition 2.2. We set Q := ı−1T Q˜/(Q˜ ∩ ˜B∗O lbB∗).
Let A 6Z
B˜
denote the subsheaf of ˜B∗OB∗ whose section has moderate growth
along ∂B˜ ([Sab13, §8.3]). Recall that a section ϕ of ˜B∗OB∗(V ) for an open subset
V ⊂ B˜ is in A 6Z
B˜
(V ) if and only if, for any compact subset K ⊂ V , there exists
NK > 0 and CK > 0 such that
|ϕ| < CK |uv|−NK
on K ∩ B∗. Let logA 6Z
B˜
denote the subsheaf of ˜B∗OB∗ locally generated by the
the sections with the property that the exponential of them have moderate growth
along ∂B˜. In other words, we put
logA 6Z
B˜
:= exp−1(A 6Z
B˜
)
where exp: ˜B∗OB∗ → ˜B∗OB∗ , ϕ 7→ eϕ denotes the exponential map.
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Definition 2.3. Let Q60 be the subsheaf of Q defined as the restriction of the
quotient (Q˜∩ logA 6Z
B˜
)/(Q˜∩ ˜B∗O lbB∗) to T . Note that we have Q60∩ (−Q60) = 0.
For two sections ϕ,ψ ∈ Q(V ) for an open subset V ⊂ T , we define the order 6V
on Q(V ) by
ϕ 6V ψ
def⇐⇒ ϕ− ψ ∈ Q60.
We also denote ϕ <V ψ if and only if ϕ 6V ψ and ϕ 6= ψ.
In the following, we regard Q = (Q,6) as the sheaf of ordered abelian groups.
For every θ ∈ T , we also use the following notation: For two germs ϕθ, ψθ ∈ Qθ,
we write ϕθ 6θ ψθ if and only if there exists a representative ϕ,ψ ∈ Q(V ) on a
open neighborhood V of θ such that ϕ 6V ψ.
For n ∈ Z, and h(v) ∈ OC,0 we have the following sub-sheaf of sets in Q:
Φn,h(v) :=
[
u−1
(
n log v +
h(v)
v
+ 2π
√−1Z
)]
.
Definition 2.4. A finite disjoint union Φ =
⊔m
j=1Φnj ,hj(v) (nj ∈ Z, hj(v) ∈ OC,0)
is called a good factor if hi(0) 6= hj(0) or ni − nj 6= 0 for i 6= j.
Definition 2.5. Let Φ =
⊔m
j=1Φnj ,hj(v) (nj ∈ Z, hj(v) ∈ OC,0) be a good factor.
For each pair i, j with i, j = 1, . . . ,m, hi(0) − hj(0) 6= 0, we define the Stokes line
Stij(Φ) by
Stij(Φ) :=
{
(θu, θv) ∈ T
∣∣∣Re(e−√−1(θu+θv)(hi(0)− hj(0))) = 0} .
For a pair i, j with hi(0) = hj(0) and ni − nj 6= 0, we set
Stij(Φ) := {(θu, θv) ∈ T | θu = ±π/2}.
For each i = 1, . . . ,m, we set
Stii(Φ) := {(θv, θu) ∈ T | θu = 0 or π}.
Remark 2.6. For two sections ϕ,ψ ∈ Q(V ) on an open subset V ⊂ T , we set
Vϕ6ψ := {t ∈ V | ϕt 6t ψt},
which is an open subset of V . Let St(ϕ,ψ) denote the boundary of Vϕ6ψ in V .
Assume that ϕ and ψ are sections of Φni,hi(v) and Φnj ,hj(v) for a good covering
Φ =
⊔m
j=1Φnj ,hj(v), respectively. Then, we have
St(ϕ,ψ) = Sti,j(Φ) ∩ V.
Indeed, if hi(0) 6= hj(0), then the equality holds because limv→0 v log v = 0. If
hi(0) = hj(0) and i 6= j, then we should have nij := ni − nj 6= 0 by the goodness of
Φ. The following expression implies the equality:
ϕ− ψ = r−1u e−
√−1θu(nij log rv + nij
√−1θv + γ(v))
STOKES FILTERED SHEAVES AND DIFFERENTIAL-DIFFERENCE MODULES 10
where γ(v) ∈ OC,0. If i = j, then we have ϕ − ψ = u−12π
√−1k for some k ∈ Z,
which also implies St(ϕ,ψ) = Sti,j(Φ) ∩ V . In this sense, Sti,j(Φ) describes the
Stokes lines for sections of Φ.
2.2. Let τ : Qe´t → T denote the e´tale space of Q. Note that Qe´t is a Hausdorff
space. For m ∈ Z, let ρ(m) denote the class in Q(T ) represented by 2π√−1mu−1.
Definition 2.7. Let k be a field. Let L be a sheaf of k[q±1]-modules on T . A
pre-Stokes filtration on L is a subsheaf L6 ⊂ τ−1L of k-vector spaces satisfying
the following conditions:
(1) For each θ ∈ T , and ψθ, ϕθ ∈ τ−1(θ) with ψθ 6θ ϕθ, we have
L6ψθ ⊂ L6ϕθ
as subsets in (τ−1L )ψθ = (τ
−1L )ϕθ = Lθ.
(2) For each θ ∈ T , ϕθ ∈ τ−1(θ), and m ∈ Z, we have
qm ·L6ϕθ ⊂ L6ϕθ+ρ(m)
also as subsets in Lθ. The action of q
m on the left hand side comes from
the k[q±1]-module structure on Lθ.
Since Qe´t is a Hausdorff space, there exists a unique subsheaf L< of L6 such
that, for any θ ∈ T and ϕθ ∈ Qθ, we have L<ϕθ =
∑
ψθ<ϕθ
L6ψθ .
Definition 2.8 (c.f. [Sab13, Definition 1.34]). For a pre-Stokes filtration L6 on a
sheaf L of k[q±1]-modules, let grL denote the quotient sheaf L6/L<. For a point
ϕ ∈ Qe´t, the stalk of grL at ϕ is denoted by grϕL .
By condition (2) in Definition 2.7, the proper push-forward τ!grL is naturally
equipped with the structure of sheaf of k[q±1]-modules. For each point θ ∈ T , the
action of k[q±1] on (τ!grL )θ is described as follows: we have
(τ!grL )θ =
⊕
ϕθ∈τ−1(θ)
grϕθL .
By condition (2) in Definition 2.7, the action qm : L6ϕθ → L6ϕθ+ρ(m) induces
qm : grϕθL → grϕθ+ρ(m)L for m ∈ Z.
Similar discussion as in [Sab13, Example 1.35] shows that τ!grL is naturally
equipped with a pre-Stokes filtration (τ!grL )6. We have
(τ!grL )6ϕθ =
⊕
ψθ6θϕθ
grψθL
at each point ϕθ ∈ τ−1(θ), (θ ∈ T ). We have the identification gr(τ!grL ) = grL .
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Definition 2.9. Let L6 be a pre-Stokes filtration on a sheaf L of k[q
±1]-modules
on T . Let Φ(L ,L6) denote the support of grL on Q
e´t. We call Φ(L ,L6) the
exponential factor of the pair (L ,L6).
Fix a finite union Φ =
⊔m
j=1Φj of Φj = Φnj ,hj(v) with nj ∈ Z, hj(v) ∈ OC,0. Let
(L ,L6) be a pre-Stokes filtered sheaf of C[q
±1]-module with Φ(L ,L6) ⊂ Φ. For
each j, put
L<Φj (V ) :=
⋂
ϕ∈Γ(V,Φj)
L6ϕ(V ), L6Φj (V ) :=
∑
ϕ∈Γ(V,Φj)
L6ϕ(V ).
for contractible open subsets V ⊂ T . We then obtain the family of sub-sheaves
L<Φj ⊂ L6Φj ⊂ L of k[q±1]-modules, which we will call coarse filtrations. We
then put
GrΦj(L ) := L6Φj/L<Φj .
The pre-Stokes filtration on L induces a pre-Stokes filtration on GrΦj (L ).
2.3. An R-constructible sheaf F of locally finitely generated free k[q±1]-modules
on a real analytic manifold will be called a quasi-local system in this paper if it
becomes a local system after the localization, i.e. if the tensor product
F (q) := F ⊗k[q±1] k(q)
is a local system.
Recall that T is identified with the torus {(θu, θv) | θu, θv ∈ R/2πZ}. We set
TR+ := {(θu, θv) ∈ T | e−
√−1θu ∈ R>0}, TR− := {e−
√−1θu ∈ R<0},
T+ := {Im(e−
√−1θu) > 0}, T− := {Im(e−
√−1θu) < 0}.
Then Θ := {TR+ , TR− , T+, T−} is a stratification of T .
Definition 2.10. By a quasi-local system on (T,Θ), we mean a quasi-local system
on T which is constructible with respect to Θ. In other words, a sheaf L of locally
finitely generated free k[q±1]-modules on T is called a quasi-local system on (T,Θ)
if it satisfies the following conditions:
(1) There is a non-negative integer r (the rank of L ) such the restriction L|T⋆
to each strata T⋆ ∈ Θ is a local system of free k[q±1]-modules of rank r.
(2) For any two connected open subsets W,V ⊂ T with W ⊂ V , the restriction
map L (V )→ L (W ) is injective.
Lemma 2.11. Let L be a quasi-local system on (T,Θ). Let r be the rank of L .
Then, there exist a unique pair of local systems L + on T \TR− and L − on T \TR+
of free k[q±1]-modules of rank r with the following properties:
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(1) L + ⊂ L|T\TR− and L − ⊂ L|T\TR+ .
(2) L|TR+ = L
+
|TR+
and L|TR− = L
−
|TR−
. 
Definition 2.12. A quasi-local system L on (T,Θ) is called saturated if we have
L (V ) = L +(V ) +L −(V ) for any open V ⊂ T+ ∪ T−. If we have L (V ) = L +(V )
(resp. L (V ) = L −(V )), then L is called +saturated (resp. −saturated).
Let L6 be a pre-Stokes filtration on a quasi-local system L on (T,Θ). Then,
L6 induces the filtrations on L
± in a natural way:
L
±
6
:= τ−1|τ−1(T\TR∓ )
L
± ∩L6|τ−1(T\TR∓ ),
We define L ±< and grL ± in the same way as above. There are natural isomorphisms
grL ± ∼−→ grL|τ−1(T\TR∓ ).
Definition 2.13 (Stokes filtration). Let Φ =
⊔m
j=1Φj be a finite disjoint union of
Φj = Φnj ,hj(v) (nj ∈ Z, hj(v) ∈ OC,0). Let L be a saturated quasi-local system on
(T,Θ). Let L6 be a pre-Stokes filtrations on L with Φ(L ,L6) ⊂ Φ. Then, L6 is
called a Stokes filtration if the following conditions are satisfied:
(1) grL is a local system of k-modules on Φ(L ,L6).
(2) The three filtered sheaves (L ,L6), (L
+,L +6 ), and (L
−,L −6 ) are locally
isomorphic to (τ!grL , grL6) on their respective domains.
(3) Each coarse graded part GrΦj (L ) is a +saturated (resp. −saturated) quasi-
local system on (T,Θ) if nj ∈ Z≥0 (resp. nj ∈ Z≤0).
The pair (L ,L6) of a saturated quasi-local system L and a Stokes filtration L6
on it is called a Stokes filtered quasi-local system.
Remark 2.14. The notion of Stokes filtered quasi-local systems might be defined
in a more general setting considering ramifications e.t.c. In that case, we should call
the notion defined above non-ramified or of exponential type. We will not pursue
such generalizations in the present paper, and do not add such adjectives.
Definition 2.15. A Stokes filtered quasi-local system is called good if its exponen-
tial factor Φ(L ,L6) =
⊔m
j=1Φnj ,hj(v) is good. The Stokes direction of (L ,L6) is
defined as that of Φ(L ,L6) and denoted by Sti,j(L ,L6) (i, j = 1, . . . ,m).
Example 2.16. Let (k[q±1]T ,k[q±1]6) be a pair of the constant sheaf k[q±1]T on
T and the filtration k[q±1]T6 characterized by the conditions
Φ(k[q±1]T ,k[q±1]T6) = [u−12π
√−1Z]
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and
k[q±1]T60 =

k[q]T+ on T+
k[q−1]T− on T−
kT⋆q
0 on TR+ ∪ TR− .
Then (k[q±1]T ,k[q±1]6) is a Stokes filtered quasi-local system.
Example 2.17 (Gamma function). Take a sub sheaf LΓ ⊂ ı−1T ˜B∗OB∗ by
LΓ(V ) :=
{
C[q±1]uu−1vu−1Γ(u−1) (V ∩ TR− = ∅)
C[q±1]uu−1vu−1(1− q)Γ(u−1) (V ∩ TR− 6= ∅)
where V is a small open subset of T , q = exp(2π
√−1u−1), and Γ(z) denotes the
gamma function. Define the filtration LΓ,6 as follows:
LΓ,6ϕ := LΓ ∩ ı−1T (eϕA 6ΞB˜ ) (ϕ ∈ Q).
By the Stirling formula and the reflection formula for the gamma function,
τ!grLΓ ≃ C[q±1]u1/2vu−1e−u−1
and Φ(LΓ,LΓ,6) =
[
u−1(log v − 1 + 2π√−1Z)] hold.
2.4. Let (L ,L6) and (L
′,L ′6) be Stokes filtered quasi-local systems.
Definition 2.18. A morphism ξ : (L ,L6) → (L ′,L ′6) of Stokes filtered quasi-
local systems is a morphism ξ : L → L ′ of sheaves of k[q±1]-modules such that the
pull back τ−1ξ induces the morphism τ−1ξ : L6 → τ−1L ′6. The category of Stokes
filtered quasi-local system is denoted by Stq.
Definition 2.19. Let ξ : (L ,L6) → (L ′,L ′6) be a morphism in Stq. ξ is called
strict if it satisfies ξ(L6ϕ) = ξ(Lθ) ∩L ′6ϕ for any θ ∈ T and ϕ ∈ τ−1(θ).
Let Φ be a good factor. Let StqΦ denote the full sub-category of St
q whose objects
(L ,L6) satisfy Φ(L ,L6) ⊂ Φ. The following is the main theorem of this section:
Theorem 2.20. St
q
Φ is an abelian category and every morphism in St
q
Φ is strict.
The proof will be finished in §2.5.
Lemma 2.21. Let I be an open interval. Let A+ and A− be principal ideal domains.
Take t ∈ I and let I+ and I− be the connected components of I \ {t}. Let F be a
sheaf of modules such that the restrictions F|I+ , and F|I− are local systems of finite
rank free modules over A+ and A−, respectively. Then we have H1(I,F ) = 0.
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Proof. By the same discussion as [Sab13, Lemma 2.8], it reduces to show that for
an inclusion ι : (a, b) →֒ (a, b] with a, b ∈ R, a < b and a princepal ideal domain A,
we have
H1
(
(a, b], ι!A(a,b)
)
= 0.
This is well known. 
For a given θ = (θu, θv) ∈ T and a ∈ Z, take a circle
ℓθa : S
1 → T, e
√−1θ 7→ (θu + θ, θv + aθ).
We firstly assume that Φ(L ,L6) = Φn,h(v) for some n ∈ Z, and h(v) ∈ OC,0.
Lemma 2.22. Let (L ,L6) be an object in St
q
Φ with Φ = Φn,h(v). Let I ⊂ ℓθa be an
open interval such that card(I ∩ (TR+ ∪ TR−)) ≤ 1. Then, there exists a splitting
ηI : H
0(I, τ!grL )
∼−→ H0(I,L )
of the filtration. If card(I ∩ (TR+ ∪ TR−)) = 1, then the splitting is unique.
Proof. We first note that Φ is trivial over I. The existence of such splitting follows
from Definition 2.13 and Definition 2.10. We shall prove the uniqueness and give
another proof of the existence using Lemma 2.21. Consider the exact sequence
0 −→ L<ϕ −→ L6ϕ −→ grϕL −→ 0
for ϕ ∈ Γ(I,Φ). Taking the section on I, we obtain the long exact sequence
0 −→ H0(I,L<ϕ)→ H0(I,L6ϕ)→ H0(I, grϕL )→ H1(I,L<ϕ)→ · · · .
Put I± := I ∩ T±. Then L<ϕ|I+ (resp. L<ϕ|I−) is a local system of free k[q]-
modules (resp. k[q−1]-modules) of finite rank. Hence H1(I,L<ϕ) = 0 by Lemma
2.21. We also have H0(I,L<ϕ) = 0 when I ∩ (TR+ ∪ TR−) 6= ∅ since Φ = Φn,h(v).
Therefore, the morphisms H0(I,L6ϕ) → H0(I, grϕL ) is an isomorphism. This
fact implies the existence and the uniqueness of the splitting. 
Lemma 2.23. Theorem 2.20 holds when Φ = Φn,h(v) for n ∈ Z and h(v) ∈ OC,0.
Proof. Let λ : (L ,L6) → (L ′,L ′6) be a morphism in StqΦ. For each point θ ∈ T ,
there exist an open interval I ⊂ ℓθ0(S1) such that (i) θ ∈ I, (ii) the restriction maps
Γ(I,L )→ Lθ , Γ(I,L ′)→ L ′θ
are isomorphisms, and (iii) I ∩ (TR+ ∪ TR−) consists of exactly one point (We have
used the condition (3) in Definition 2.13). Then we have the following diagram by
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Lemma 2.22:
τ!grLθ

Γ(I, τ!grL )oo
ηI //

Γ(I,L )
Γ(I,λ)

// Lθ
λθ

τ!grLθ Γ(I, τ!grL
′)oo
η′I // Γ(I,L ′) // L ′
θ
where ηI and η
′
I denote the unique splittings and dotted arrows denote the induced
maps. Then, all morphisms preserve the filtrations, and by the condition (iii) above,
we obtain that the dotted arrows coincide with
Γ(I, τ!gr(λ)) : Γ(I, τ!grL )→ Γ(I, τ!grL ′), and τ!gr(λ)θ : τ!grLθ → τ!grL ′θ .
In other words, λθ is diagonalized and hence we obtain the strictness.
It also follows that we have
Cok(λθ) ≃ Cok(grϕ(λ))⊗k k[q±1]
for any ϕ ∈ Φθ. This implies that Cok(λ) again a saturated quasi-local system
which satisfies (3) in Definition 2.13. Then the proof of abelianity is the same as in
the case of usual Stokes structures. 
2.5. We shall consider the general case of Theorem 2.20. For a good factor Φ =⊔m
j=1Φnj ,hj(v), we put Φj := Φnj ,hj(v) and
GrΦ(L ) :=
m⊕
j=1
GrΦj (L )
for an object (L ,L6) ∈ StqΦ. Note that GrΦj (L ) ∈ StqΦj , GrΦ(L ) ∈ St
q
Φ, and
gr(GrΦ(L )) = grL . By the condition (2) in Definition 2.13, there is an filtered
isomorphism
ξθ : GrΦ(L )θ
∼−→ Lθ
such that GrΦj (ξθ) is identity.
Lemma 2.24. If an interval I ⊂ ℓθa(S1) satisfies the condition that
• I ∩ Sti,j(L ) is at most one point for any i 6= j,
• I ∩ (TR+ ∪ TR−) = ∅,
then there exists a splitting of the coarse filtration
ξI : Γ (I,GrΦ(L ))
∼−→ Γ(I,L ),
i.e. ξI preserves the coarse filtrations and the induced morphism
GrΦ(ξI) : Γ(I,GrΦ(L ))→ Γ(I,GrΦ(L ))
is identity. Moreover, if I ∩ Sti,j(L ) contains exactly one point for any i 6= j, then
such ξI is unique and in that case ξI also preserves the Stokes filtration.
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Proof. We firstly show that the first claim of this lemma (existence of the splitting
of the coarse filtrations) is equivalent to the condition that H1(I,L<Φj ) = 0 for
every j = 1, . . . ,m. Consider the exact sequence
0 −→ L<Φj −→ L6Φj −→ GrΦjL −→ 0.
Taking the section on I, we obtain the long exact sequence
· · · → H0(I,L<Φj )→ H0(I,L6Φj )→ H0(I,GrΦjL )→ H1(I,L<Φj )→ · · · .
Then H1(I,L<Φj ) = 0 if and only if the morphism H
0(I,L6Φj )→ H0(I,GrΦjL )
is surjective. Let e
(j)
1 , . . . , e
(j)
rj be a free bases of H
0(I,GrΦjL ). In other words,
we have H0(I,GrΦjL ) =
⊕rj
k=1 k[q
±1]e(j)k . If H
0(I,L<Φj ) = 0, there exist sections
e˜
(j)
1 , . . . , e˜
(j)
rj ∈ H0(I,L6Φj ) such that e˜(j)k maps to e(j)k for every k = 1, . . . , rj . Then
we obtain the coarse splitting ξI : Γ(I,GrΦ(L ))→ Γ(I,L ) defined as
ξI(e
(j)
k ) = e˜
(j)
k .
To see that ηI is an isomorphism, we take a point θ ∈ I \
⋃
i 6=j Sti,j(L ). Then the
morphism
GrΦ(L )θ → GrΦ(L )θ
given by
GrΦ(L )θ
∼←− Γ(I,GrΦ(L )) ξI−→ Γ(I,L ) ∼←− Lθ
ξ−1
θ−−→ GrΦ(L )θ
is upper triangular with respect to the decomposition GrΦ(L ) =
⊕
j GrΦjL with
the total order on {Φj}j at θ with identity diagonal, hence is an isomorphism.
Conversely, if we obtain the coarse splitting ξI , we take the lift e˜
(k)
k by ξI(e
(j)
k ) = e˜
(j)
k .
We shall prove the claim by the induction on the number N of elements in the set
I ∩
(⋃
i 6=j Stij(L )
)
. If N = 1, we have H1(I,L<Φj ) = 0 by Lemma 2.21. We then
consider the case N > 1. Take a connected component I0 of I ∩
(⋃
i 6=j Stij(L )
)
such that the closure of I0 in S
1 is contained in I. Take the covering I = I1∪I2 such
that each Iℓ is the image of an open interval in S
1 and I1 ∩ I2 = I0. The boundary
∂I0 is two points {i1, i2} such that i1 ∈ I1 and i2 ∈ I2. By the induction assumption,
H1(Iℓ,L<Φj ) = 0 for any section Φj ∈ H0(I,Q) and j = 1, 2. Hence we may use
the covering I = I1 ∪ I2 to compute the Cˇech cohomology of H1(I,L<Φj ). Then,
what we need to show is that the morphism
δΦj : H
0(I1,L<Φj )⊕H0(I2,L<Φj ) −→ H0(I0,L<Φj )
defined by δΦj (v1, v2) = v1|I0 − v2|I0 is surjective.
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By the induction assumption, we have the coarse splittings
ξIℓ : Γ(I,GrΦ(L ))
∼−→ Γ(I,L )
for ℓ = 0, 1, 2. By these splittings, H0(Iℓ,L<Φj ) is identified with⊕
Φi<IℓΦj
H0(Iℓ,GrΦiL )
for each ℓ where Φi <Iℓ Φj denotes the condition that ϕi <Iℓ ϕj for any sections
ϕi ∈ Γ(Iℓ,Φi) and ϕi ∈ Γ(Iℓ,Φj). Under this identification, δΦj is translated into a
morphism
⊕
Φi<I1Φj
H0(I1,GrΦiL )⊕
⊕
Φk<I2Φj
H0(I2,GrΦkL )→
⊕
Φm<I0Φj
H0(I0,GrΦmL ).
(2.1)
The component
H0(Iℓ,GrΦiL )→ H0(I0,GrΦiL ) (ℓ = 0, 1,Φi <Iℓ Φj)
of (2.1) coincides with (−1)ℓ−1 times the restriction map, and the component
H0(Iℓ,GrΦiL )→ H0(I0,GrΦkL ) (ℓ = 0, 1,Φi <Iℓ Φk <Iℓ Φj)
of (2.1) is zero. Since I∩Stk,m(L ) is at most one point for k 6= m by the assumption
of the claim, Φk <I0 Φm if and only if either Φk <I1 Φm or Φk <I2 Φm. Therefore,
the morphism (2.1), and hence δΦj , are surjective.
When I ∩ Sti,j is exactly one point for any i 6= j, then H0(I,L<Φj ) = 0 for
j = 1, . . . ,m. It follows that H0(I,L6Φj ) → H0(I,GrΦjL ) is an isomorphism,
which proves the uniqueness. We also note that this isomorphism preserves the
Stokes filtration, and so does the inverse. 
Recall that L + and L − are the local system of free k[q±1]-modules on T \T− and
T \ T+, respectively (see Lemma 2.11). Then, the Stokes filtrations on L induces
filtrations on L + and L −. We may also define the coarse filtrations on L + and
L − in a natural way. The coarse grading GrΦ(L +) (resp. GrΦ(L −)) are local
systems on T \ T− (resp. T \ T+), and there exists a splitting
ξ+
θ
: GrΦ(L
+)θ
∼−→ L +
θ
(resp. ξ−
θ
: GrΦ(L
−)θ
∼−→ L −
θ
)
for any θ ∈ T \ T− (resp. θ ∈ T \ T+) by the condition (2) in Definition 2.13. The
proof of the following lemma is essentially the same as that of Lemma 2.24:
Lemma 2.25. If an interval I ⊂ ℓθa(S1) satisfies the condition that
• I ∩ Sti,j(L ) is at most one point for any i 6= j,
• I ∩ TR− = ∅ (resp. I ∩ TR+ = ∅),
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then there exists a splitting of the coarse filtration
ξ+I : Γ
(
I,GrΦ(L
+)
) ∼−→ Γ(I,L +), (resp. ξ−I : Γ (I,GrΦ(L −)) ∼−→ Γ(I,L −))
Moreover, if I∩Sti,j(L ) contains exactly one point for any i 6= j, then such ξ+I (resp.
ξ−I ) is unique and in that case ξ
+
I (resp. ξ
−
I ) also preserves the Stokes filtration. 
We now return to the proof of the main theorem of this section:
Proof of Theorem 2.20. Let λ : (L ,L6) → (L ′,L ′6) be a morphism in StqΦ. For
θ ∈ T \ (TR+ ∪ TR−), we take a ∈ Z and I ⊂ ℓθa(S1) so that
• I ∩ Sti,j(L ) consists of one point for any i 6= j,
• I ∩ (TR+ ∪ TR−) = ∅.
Then, by the similar discussion as in the proof of Lemma 2.23, using Lemma 2.24,
we obtain the commutative diagram
GrΦ(L )θ
GrΦ(λ)θ

Γ(I,GrΦ(L ))oo
ξI //
Γ(I,GrΦ(λ))

Γ(I,L ) //
Γ(I,λ)

Lθ
λθ

GrΦ(L
′)θ Γ(I,GrΦ(L ′))oo
ξ′I // Γ(I,L ′) // L ′
θ
(2.2)
where ξI and ξ
′
i are the unique splittings in Lemma 2.24, GrΦ(λ) is the coarse graded
morphism associated to λ. Then (2.2) means that λθ is graded by coarse filtration.
Then, for each graded part GrΦj (λ) (j = 1, . . . ,m), we can apply the discussion in
the proof of Lemma 2.23 to obtain that GrΦj (λ) is again graded with respect to the
Stokes filtration, which implies the strictness of λ at θ.
For θ ∈ TR+ ∪ TR− , we apply the Lemma 2.25 to obtain the similar diagram as
(2.2) replacing L with L + or L −. Then for each coarse graded part, we can take
a splitting by the condition (2) in Definition 2.13, whose uniqueness follows from
the condition θ ∈ TR+ ∪ TR− . Then, we obtain the strictness of λ at θ ∈ TR+ ∪ TR−
(details are left to the reader).
The proof of abelianity is then given by the same way as in the case of usual
Stokes structure (see also the proof of Lemma 2.23), which is left to the reader. 
2.6. Let L be a quasi-local system on (T,Θ). Let ι : T → T be an involution
defined by ι(θu, θv) = (θu + π, θv). We set
ι∗L := k[q±1]⊗k[q±1] ι−1L
where k[q±1]→ k[q±1] is given by q 7→ q−1. Then ι∗L is again a quasi-local system
such that (ι∗L )± = ι∗(L ∓) := k[q±1] ⊗k[q±1] ι−1L ∓ where the tensor product is
defined in a similar way.
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Definition 2.26. A (skew symmetric) quasi-duality pairing on L is a pair of non-
degenerate pairings
〈·, ·〉± : L ± ⊗ (ι∗L )± → k[q±1]T\TR∓
such that
(1) 〈·, ·〉+ = 〈·, ·〉− on the mutual domain, and
(2) ι∗〈·, ·〉+ = −〈·, ·〉− ◦ ex where ex denotes the exchange.
Let L6 be a pre-Stokes filtration on L . It induces a pre-Stokes filteration ι
∗L6
on ι∗L as follows:
(ι∗L )6ϕ := C1⊗C ι−1L6ι∗ϕ ⊂ ι∗L
where ι∗ϕ(u, v) := ϕ(−u, v).
Definition 2.27. A quasi-duality pairing 〈·, ·〉± on L iscompatible with L6 if for
any s ∈ L +6ϕ, s′ ∈ (ι∗L )+6ϕ′ , t ∈ L −6ψ, and t′ ∈ (ι∗L )−6ψ′ we have
〈s, s′〉+ ∈ k[q±1]6ϕ+ϕ′ , 〈t, t′〉− ∈ k[q±1]6ψ+ψ′ ,
where the filtration on k[q±1] is defined as in Example 2.16.
Example 2.28 (Continuation of Example 2.17). Let (LΓ,LΓ6) be the Stokes fil-
tered quasi-local system in Example 2.17. Let ι : B˜ → B˜ be the involution defined
by ι(u, v) = (−u, v) on B∗ and the continuous extension. We then define the quasi-
duality pairing 〈·, ·〉Γ± by the multiplication divided by 2π
√−1u:
〈uu−1vu−1Γ(u−1), ι∗
(
uu
−1
vu
−1
(1− q)Γ(u−1)
)
〉Γ+
:= (2π
√−1u)−1eπ
√−1u−1Γ(u−1)(1 − q−1)Γ(−u−1)
= −1,
where we have used the reflection formula, and the branches of the multivalued
functions are taken in a suitable way. The factor (2π
√−1u)−1 induces the skew
symmetry.
3. De Rham cohomology groups
3.1. Let X be a compact connected Riemann surface. Let f and g be meromorphic
functions on X. Assume that g is not constantly zero. We set P := f−1(∞),
E0 := g
−1(0) \ P , E∞ := g−1(∞) \ P and E := E0 ∪E∞. We also use the notations
D := P ∪ E, Y := X \D and U := X \ P . There are inclusions Y ⊂ U ⊂ X.
Let S = C2 denote a complex surface with a coordinate (λ, µ). Set X := S ×X.
We also use the notations D := S × D, P := S × P , etc. Let σ : S → S be an
automorphism on S defined as σ(λ, µ) := (λ, µ−λ). The induced automorphism on
X is also denoted by σ. Set a := λ2∂λ + λµ∂µ.
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Definition 3.1. Let M be a trivial OX (∗D)-module of rank one. Fix a global
frame e ∈ H0(X ,M ), which induces an isomorphism M ∼−→ OX (∗D),e 7→ 1. We
consider the following operations on M associated with the pair (f, g):
• A relative connection ∇ : M → M ⊗OX λ−1Ω1X/S defined by
∇(he) := e⊗ dX/S(h) + he⊗ λ−1(df − µg−1dg)
where h is a local section of OX (∗D) and d = dX/S : OX (∗D) → Ω1X/S(∗D)
denotes the relative differential.
• A differential operator
∇a : M → M , ∇a(he) = ([a, h] − hf)e.
where [a, ·] : OX (∗D)→ OX (∗D) denote the Lie differential.
• A difference operator
S : M −→ σ∗M , S(he) := σ#(h)ge
where σ# : OX (∗D)→ σ∗OX (∗D) is defined by σ#(h) = h ◦ σ. Note that e
on the right hand side denotes the global section of σ∗M .
In the following, we will assume that M = M (f, g) is equipped with the operations
∇,∇a,S defined above.
Let pX : X → X denote the projection. Then Ω1X/S = OX ⊗p−1X OX p
−1
X Ω
1
X . We
have the morphisms [a, ·] : λ−1Ω1X/S → λ−1Ω1X/S and σ# : λ−1Ω1X/S → σ∗λ−1Ω1X/S.
We then define
∇1a : M ⊗ λ−1Ω1X/S → M ⊗ λ−1Ω1X/S
by ∇1a := ∇a ⊗ id + id⊗ [a,−]. We also define
S1 : M ⊗ λ−1Ω1X/S → σ∗(M ⊗ λ−1Ω1X/S)
by S1 := S⊗ σ#. The following lemma, which can be proved by some easy calcula-
tions, shows that the operations ∇,∇a,S have a kind of integrability.
Lemma 3.2. ∇1a ◦ ∇ = ∇ ◦∇a, S1 ◦ ∇ = (σ∗∇) ◦ S, and S ◦ ∇a = (σ∗∇a) ◦ S. 
3.2. We consider
DRX/S(M ) :=
[
M
∇−→ M ⊗OX λ−1Ω1X/S
]
as a complex placed at degree zero and one. Let πX : X → S denote the projection.
Definition 3.3. Let k be an integer. The k-th cohomology group
RkπX∗DRX/S(M )
of the pushing forward of DRX/S(M ) by πX will be denoted by H kdR or H
k
dR(f, g).
Put S◦ := S \ {λ = 0} ≃ C∗ × C. The following theorem will be proved in §3.4.
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Theorem 3.4. Assume that f is not a constant function. Then
(1) H kdR = 0 for k 6= 1, and
(2) H 1dR|S◦ is a locally free OS◦-module.
If we moreover assume that E = ∅, i.e. if the zeros and the poles of g are contained
in the poles of f , then H 1dR is locally free over OS.
By Lemma 3.2, we have the two natural operations
∇a : H 1dR|S◦ → H 1dR|S◦ , S : H 1dR|S◦ → σ∗H 1dR|S◦,
which satisfy S ◦ ∇a = σ∗∇a ◦ S.
Example 3.5. Consider the case X = P1, f = z + z−1 and g = z where z denotes
the coordinate on C = X \{∞}. In this case, P = {0,∞}, E = ∅ and hence D = P .
We have
H
1
dR ≃ Cok
[
OS [z
±1] ∇−→ λ−1OS [z±1]dz
]
with ∇(hzn) = h(nzn−1 + λ−1(zn − zn−2 − µzn−1))dz for h ∈ OS , n ∈ Z. Let en
denote the class represented by λ−1zndz for n ∈ Z. We have H 1dR =
⊕
i=0,1 OSen+i
and en = (µ − nλ)en−1 + en−2 for each n ∈ Z. The action of (∇a,S) is given as
follows:
∇a(en) = en+1 + en−1 − λen, S(en) = en+1.
Example 3.6. Consider the case X = P1, and f = g = z. In this case, we have
P = {∞}, E = {0}, and D = {0,∞}. We have
H
1
dR ≃ Cok
[
OS [z
±1] ∇−→ λ−1OS [z±1]dz
]
with ∇(hzn) = h(nzn−1+λ−1(zn−µzn−1))dz for h ∈ OS , n ∈ Z. Let en denote the
class represented by λ−1zndz. We have the relation
en = (µ− nλ)en−1.
For each point s ∈ S◦, there exists an open neighborhood nb(s) ⊂ S◦ of s and
ns ∈ Z such that H 1dR|nb(s) = Onb(s)ens , which implies that H 1dR|S◦ is locally free.
The action of (∇a,S) is given as follows:
∇a(en) = en+1 − λen, S(en) = en+1.
Remark 3.7. The module H 1dR in Example 3.6 is not locally finitely generated over
OS . Indeed, for any point s0 = (0, µ0) ∈ S with µ0 ∈ C, any open neighborhood
nb(s0) of s0, and any n0 ∈ Z, there are infinitely many n < n0 such that
{(λ, µ) ∈ S | µ− nλ = 0} ∩ nb(s0) 6= ∅,
which implies that no en0 can generate H
1
dR on nb(s0). This proof also indicates
that H 1dR(∗λµ) is not finitely generated over OS(∗λµ
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3.3. Take a submodule M0 := OX (∗P)e ⊂ M . For (a, b) ∈ Z2, set
Ma,b := M0(aE0 + bE∞) = M0 ⊗OX OX (aE0 + bE∞)
which is also a submodule of M (Recall that E0 = S ×E0 and E∞ = S×E∞). The
operations ∇,∇a,S induce the following morphisms:
∇ : Ma,b −→ Ma+1,b+1 ⊗ λ−1Ω1X/S,
∇a : Ma,b −→ Ma,b,
S : Ma,b −→ σ∗Ma−1,b+1.
Lemma 3.8. For (a, b) ∈ Z2 and n ∈ Z, set
M
n
a,b := OX (n(f)∞ + aE0 + bE∞)e ⊂ Ma,b.
Then, the inclusion of the complexes
M na,b

//M n+1a+1,b+1 ⊗ λ−1Ω1X/S(P)

Ma,b
∇ //Ma+1,b+1 ⊗ λ−1Ω1X/S
is a quasi-isomorphism.
Proof. We need to check the claim around the points in P = S × P . For a point
p ∈ P , take a local coordinate (V, z) centered at p such that we have f|V = z−mp
for some mp ∈ Z>0. Note that we have g−1dg|V = h(z)z−1dz for some holomorphic
function h on V . Then, on V = S × V , by ∇, zℓe ∈ Ma,b (ℓ ∈ Z) maps to
e⊗ ℓzℓ−1dz + e⊗ λ−1
(
−(mp + 1)zℓ−1−mpdz − µh(z)zℓ−1dz
)
.
Since mp > 0, the morphism
M
n+1
a+1,b+1 ⊗ λ−1Ω1X/S(P) −→
Ma+1,b+1 ⊗ λ−1Ω1X/S
∇(Ma,b)
is surjective. This implies the lemma. 
Definition 3.9. For a, b ∈ Z, let DRX/S(Ma,b) denote the complex
Ma,b
∇−→ Ma+1,b+1 ⊗ λ−1Ω1X/S
placed at degree zero and one. The k-th cohomology group of the derived push
forward RπX∗DRX/S(Ma,b) is denoted by H kdR,a,b or H
k
dR,a,b(f, g).
Theorem 3.10. Assume that f is not a constant function. Then, for (a, b) ∈ Z2,
(1) H kdR,a,b = 0 if k 6= 1, and
(2) H 1dR,a,b is a locally free OS-module.
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Proof. For a, b, n, ℓ ∈ Z, we set
V n,ℓa,b := H
ℓ (X,OX(n(f)∞ + aE0 + bE∞)) ,
W n,ℓa,b := H
ℓ
(
X,Ω1X(n(f)∞ + aE0 + bE∞)
)
.
Since f is not constant, given (a, b) ∈ Z2, there exists m = m(a, b) > 0 such that
V n,ℓa,b =W
n,ℓ
a,b = 0
for n > m and ℓ 6= 0. Then, by Lemma 3.8, RπX∗DRX/S(Ma,b) is quasi-isomorphic
to the following complex for n > m:
V n,0a,b ⊗OS
d+λ−1(df−µg−1dg)−−−−−−−−−−−−→W n,0a,b ⊗ λ−1OS .
For any complex numbers (λ, µ) ∈ C2, the linear map
λd+ df − µg−1dg : V n,0a,b →W n,0a,b
is injective, which implies the theorem. 
The operators ∇a and S on Ma,b induce the operators
∇a : H 1dR,a,b −→ H 1dR,a,b, S : H 1dR,a,b −→ σ∗H 1dR,a−1,b+1,
which satisfies S ◦ ∇a = σ∗∇a ◦ S.
Example 3.11 (Continuation of Example 3.6). In the case of Example 3.6, since
E∞ = ∅, we may omit the subscript b. We then obtain H 1dR,a = OSe−a−1.
3.4. For a, n ∈ Z, put Ha,n := {(λ, µ) ∈ S | aλ+ nµ = 0}.
Lemma 3.12. We have the following exact sequences of OS-modules:
0 −→ H 1dR,a−1,b −→ H 1dR,a,b −→
⊕
e∈E0
OHa,ne −→ 0,
0 −→ H 1dR,a,b−1 −→ H 1dR,a,b −→
⊕
e∈E∞
OHb,ne −→ 0.
Here, ne ∈ Z (e ∈ E) denote the order of g at e (ne > 0 for e ∈ E0).
Proof. For a, b ∈ Z, put Ma,b := Cok[Ma−1,b →֒ Ma,b], M ′a,b := Ma,b ⊗ λ−1Ω1X/S,
and M ′a,b := Ma,b ⊗ λ−1Ω1X/S . Then we have
Ma,b ≃ OE0 =
⊕
e∈E0
OS×{e}
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and
0 //Ma−1,b
∇

//Ma,b //
∇

Ma,b
∇

// 0
0 //M ′a,b+1 //M
′
a+1,b+1
//M ′
a+1,b
// 0
whose rows are exact. We shall describe ∇. Take e ∈ E0. We may take a local
coordinate (V, z) centered at e such that g|V = zne and f|V is holomorphic. Then, if
we set V = S×V , we have Ma,b|V = OS×{e}[z−a], M ′a+1,b|V = OS×{e}[z−a−1]⊗λ−1dz
and
∇([z−a]) = −λ−1(aλ+ neµ)[z−a−1]dz
where [z−a] and [z−a−1] are the classes represented by z−ae and z−a−1e, respectively.
By this expression, taking the pushing forward, we obtain the first exact sequence by
Theorem 3.10. We can also obtain the second exact sequence in a similar way. 
Proof of Theorem 3.4. If E = ∅, the statement directly follows from Theorem 3.10.
We also note that (1) is straightforward. It remains to show (2) when E 6= ∅.
For each (a, b) ∈ Z2, we have the injective morphisms H 1dR,a,b → H 1dR which are
compatible with the inclusions in Lemma 3.12. In this sense, we have
H
1
dR = lim
a,b→∞
H
1
dR,a,b.
For each point s ∈ S◦, by Lemma 3.12, there exists an open neighborhood nb(s)
where the limit terminate at a finite term. In other words, H 1dR|nb(s) ≃ H 1dR,a,b|nb(s)
for some (a, b). By Theorem 3.10, this implies the theorem. 
3.5. Let ι : S → S be the involution defined by ι(λ, µ) := (−λ, µ). The induced
involution on X is also denoted by ι. On the pull back ι∗M = OX ⊗ι−1OX ι−1M ,
we naturally obtain the operators
ι∗∇ : ι∗M −→ ι∗M ⊗ λ−1Ω1X/S,
ι∗∇(hι∗e) := ι∗e⊗ dX/S(h)− hι∗e⊗ λ−1(df − µg−1dg),
ι∗∇a : ι∗M → ι∗M , ι∗∇a(hι∗e) := ([ι∗a, h] + hf)ι∗e,
ι∗S : ι∗M → ι∗σ∗M = (σ−1)∗ι∗M , ι∗S(hι∗e) := (σ−1)#(h)g−1ι∗e
where h ∈ OX (∗D), ι∗e = 1⊗ ι−1e, and ι∗a = −a.
Define a pairing
〈·, ·〉 : M ⊗OX (∗D) ι∗M → OX (∗D)
by 〈e, ι∗e〉 = 1 and the OX (∗D)-linearity.
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Lemma 3.13. For v ∈ M and w ∈ ι∗M , the equalities
dX/S〈v,w〉 = 〈∇v,w〉+ 〈v, ι∗∇w〉,
[a, 〈v,w〉] = 〈∇av,w〉+ 〈v, ι∗∇aw〉,
hold. For v ∈ M and w ∈ σ∗ι∗M , the equality
σ∗〈Sv,w〉 = σ#(〈v, σ∗ι∗Sw〉)
holds. Note that σ∗ι∗S : σ∗ι∗M → ι∗M . 
Consider
DRX/S(ι∗M ) :=
[
ι∗M ι
∗∇−−→ ι∗M ⊗ λ−1Ω1X/S
]
as a complex placed at degree zero and one. We then naturally obtain
RkπX∗DRX/S(ι∗M ) ≃ ι∗H kdR.
This isomorphism is compatible with the actions of ι∗∇a and ι∗S on both sides.
Similar facts hold for ι∗Ma,b and ι∗H 1dR,a,b.
3.6. Mimicking the discussion in [Yu 14], which goes back to the work of Deligne
[Del84], we shall construct a morphism
〈·, ·〉dR : H 1dR,a,b ⊗ ι∗H 1dR,c,d −→ λ−1OS
for a, b, c, d ∈ Z with a+ c = b+ d = −1. Use the notation in Lemma 3.8. Set
M
n,0
a,b := M
n
a,b, M
n,1
a,b := M
n+1
a+1,b+1 ⊗ λ−1Ω1X/S(P).
By Lemma 3.8, DRX/S(Ma,b) is quasi-isomorphic to
M
n,•
a,b := [M
n,0
a,b
∇−→ M n,1a,b ].
Similarly, DRX/S(ι∗M ) is quasi-isomorphic to
N
m,•
c,d := [N
m,0
c,d
ι∗∇−−→ N m,1c,d ]
where
N
m,0
c,d := ι
∗
M
m
c,d(−P), N m,1c,d := ι∗Mm+1c+1,d+1 ⊗ λ−1Ω1X/S .
Put DRX/S(OX ) := [OX
dX/S−−−→ λ−1Ω1X/S ] placed at degree zero and one. We define
the morphism of complexes
〈·, ·〉•dR : M n,•a,b ⊗N m,•c,d → DRX/S(OX )
for a+ c = b+ d = n+m = −1 as follows: In degree zero, we have
〈·, ·〉0dR : M n,0a,b ⊗N m,0c,d
〈·,·〉−−→ OX (−(f)∞ − P) →֒ OX ,
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where 〈·, ·〉 is defined in §3.5. In degree 1, we may also define
〈·, ·〉1dR :
⊕
i+j=1
M
n,i
a,b ⊗N m,jc,d −→ λ−1Ω1X/S
extending 〈·, ·〉 linearly with respect to the tensor product of sections in λ−1Ω1X/S.
We set 〈·, ·〉2dR = 0 in degree 2. Then, by Lemma 3.13, 〈·, ·〉•dR is a morphism
of complexes. Taking the pushing forward with respect to πX , we obtain 〈·, ·〉dR.
Here, we have fixed the isomorphism
R2πX∗DRX/S(OX ) = H1(X,Ω1X)⊗ λ−1OS ≃ λ−1OS
by (2π
√−1)−1 ∫X : H1(X,Ω1X) ∼−→ C.
Remark 3.14. The pairing 〈·, ·〉dR does not depend on the choice of the integer
n fixed in the construction. Moreover, they are compatible with the inclusions
in Lemma 3.12 in the following sense: For a′, b′, c′, d′ with a′ < a, b′ < b and
a′ + c′ = b′ + d′ = −1, take υ ∈ H 1dR,a′,b′ and ω ∈ ι∗H 1dR,c,d. Then we have
〈ı(υ),ω〉dR = 〈υ, ı(ω)〉dR
where ı denotes the injection (i.e. the composition of inclusions in Lemma 3.12).
By Lemma 3.13, we have the following:
Corollary 3.15. For υ ∈ H 1dR,a,b and ω ∈ ι∗H 1dR,c,d with a+ c = b+ d = −1, the
following equality holds:
[a, 〈υ,ω〉dR] = 〈∇aυ,ω〉dR + 〈υ, ι∗∇aω〉dR.
For υ ∈ H 1dR,a,b and ω ∈ σ∗ι∗H 1dR,c+1,d−1 with a+ c = b+ d = −1, we have
σ∗〈Sυ,ω〉dR = σ#(〈υ, σ∗ι∗Sω〉dR)
Note that Sυ ∈ σ∗H 1dR,a−1,b+1 and σ∗ι∗Sω ∈ ι∗H 1dR,c,d. 
3.7. In this subsection, we prove the following:
Theorem 3.16 (c.f. [Yu 14, Theorem 2.1] ). The pairing 〈·, ·〉dR is perfect, i.e. the
induced morphism
IdR : H 1dR,a,b −→ HomOS(ι∗H 1dR,c,d, λ−1OS), υ 7→ (ω 7→ 〈υ,ω〉dR)
is an isomorphism for a, b, c, d ∈ Z with a+ c = b+ d = −1.
Let us introduce the following notations:
(−)∨ := HomOX (−,OX ), (−)∧ := HomOX (−, λ−1Ω1X/S).
We have
(N m,0c,d )
∧ = (ι∗Mmc,d)
∨ ⊗ λ−1Ω1X/S(P),
(N m,1c,d )
∧ = (ι∗Mm+1c+1,d+1)
∨.
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Then, the isomorphisms
J idR : M n,1+ia,b −→ (N m,−ic,d )∧, v 7→ (w 7→ 〈v,w〉1dR), (i = 0,−1)
induced from 〈·, ·〉1dR are identified with v 7→ 〈v, ·〉 ∈ (ι∗Mm+1c+1,d+1)∨ for i = −1, and
v ⊗ ω 7→ 〈v, ·〉 ⊗ ω ∈ (ι∗M−mc,d )∨ ⊗ λ−1Ω1X/S(P) for i = 0, respectively. Define
(ι∗∇)∨ : (ι∗Mm+1c+1,d+1)∨ −→ (ι∗Mmc,d)∨ ⊗ λ−1Ω1X/S(P)
by the following formula:
dX/S〈ψ,w〉ev = 〈(ι∗∇)∨(ψ),w〉ev + 〈ψ, ι∗∇w〉ev
where ψ ∈ (ι∗Mm+1c+1,d+1)∨, w ∈ ι∗Mm+1c+1,d+1, and 〈·, ·〉ev denotes the evaluation. We
regard (N m,−•c,d )
∧ as a complex with differential −(ι∗∇)∨. Then J •dR induces an
isomorphism of complexes Mm,•a,b [1]
∼−→ (N m,−•c,d )∧. Taking the pushing forward
functor, we obtain
JdR : H 1dR,a,b ∼−→ R0πX∗(N m,−•c,d )∧.
Lemma 3.17. There is a natural isomorphism
η : R0πX∗(N
m,−•
c,d )
∧ ∼−→ HomOS
(
ι∗H 1dR,c,d, λ
−1
OS
)
.
Proof. By Lemma 3.8, we may assume that m is sufficiently small so that
RkπX∗(N
m,i
c,d )
∧ = RℓπX∗(N
m,j
c,d ) = 0,
for j = 0, 1, k 6= 0, and ℓ 6= 1. By the Grothendieck-Serre duality, there are natural
isomorphisms
ηj : πX∗(N
m,j
c,d )
∧ ∼−→ HomOS
(
R1πX∗(N
m,j
c,d ), λ
−1
OS
)
for j = 0, 1. Using the notation
(−)∨S := HomOS(−, λ−1OS),
we obtain the following diagram:
0 // πX∗(N
m,1
c,d )
∧ //
η1

πX∗(N
m,0
c,d )
∧ //
η0

R0πX∗(N
m,−•
c,d )
∧ // 0
0 // (R1πX∗N
m,1
c,d )
∨
S
// (R1πX∗N
m,0
c,d )
∨
S
// (ι∗H 1dR,c,d)
∨
S
// 0.
Since the square in this diagram commutes, we obtain η.
Commutativity of the square: The Grothendieck-Serre duality isomorphisms ηj
are induced from the following morphisms:
R1πX∗N ⊗ πX∗Hom(N , λ−1Ω1X/S)
〈·,·〉ev−−−→ R1πX∗(λ−1Ω1X/S)
1
2π
√−1
∫
X−−−−−−→ λ−1OS
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where N = N m,jc,d , and j = 0, 1. Then the commutativity follows from the equality
1
2π
√−1
∫
X
〈ι∗∇υ,ω〉ev = 1
2π
√−1
∫
X
〈υ,−(ι∗∇)∨ω〉ev
for υ ∈ R1πX∗N m,0c,d , and ω ∈ πX∗Hom(N m,1c,d , λ−1Ω1X/S). This equality follows
from the fact that the difference of this equality is given by
1
2π
√−1
∫
X
dX/S〈υ,ω〉ev = 0
where ω is considered as the section of πX∗Hom(N
m,0
c,d ,OX ). 
Composing η in Lemma 3.17 and the morphism JdR constructed above, we obtain
η ◦ JdR : H 1dR,a,b ∼−→ HomOS
(
ι∗H 1dR,c,d, λ
−1
OS
)
.
Theorem 3.16 follows from the following:
Lemma 3.18. IdR = η ◦ JdR.
Proof. We may assume that n is sufficiently large and hence m is sufficiently small
so that we have
H
1
dR,a,b ≃ Cok
[
πX∗M
n,0
a,b
∇−→ πX∗M n,1a,b
]
,
ι∗H 1dR,c,d ≃ Ker
[
R1πX∗N
m,0
c,d
ι∗∇−−→ R1πX∗N m,1c,d
]
.
Hence a section υ ∈ H 1dR,a,b can be represented by a section υ of
πX∗M
n,1
a,b = πX∗M
n+1
a+1,b+1 ⊗ Ω1X/S(P)
and a section ω ∈ ι∗H 1dR,c,d can be seen as a section ω of
R1πX∗N
m,0
c,d = R
1πX∗(ι∗Mmc,d(−P)).
Using this expression, both 〈IdR(v),ω〉ev and 〈η ◦ JdR(v),ω〉ev are given by
1
2π
√−1
∫
X
〈υ, ω〉
which implies the lemma. 
3.8. Take υ ∈ H 1dR,a,b and ω ∈ ι∗H 1dR,c,d with a+c = b+d = −1. As we have seen
before, we can take sufficiently large n so that υ can be represented by a section υ
of πX∗(M n+1a+1,b+1 ⊗ λ−1Ω1X/S(P)). Similarly, if one take m′ large enough, then ω is
also represented by a section ω′ of πX∗(ι∗Mm
′
c+1,d+1 ⊗ λ−1Ω1X/S).
For each point p ∈ P , there exist an open disk Vp centered at p and a section
αp ∈ Γ(Vp, ι∗Mc,d) on Vp = S × Vp such that
ω′|Vp − ι∗∇αp ∈
(
ι∗Mm+1c+1,d+1 ⊗ λ−1Ω1X/S
)∣∣Vp .
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where m = −n− 1 (See the proof of Lemma 3.8).
Proposition 3.19 (c.f. [Del84, p. 112]). Using the notations above, we have
〈υ,ω〉dR =
∑
p∈P
ResS×{p}〈υ, αp〉.
Proof. Take a characteristic function ψp of (Vp, p) and put
α :=
∑
p∈P
ψpαp.
Then, ω′− (ι∗∇+∂X)α also represents ω in the relative Dolbeault resolution of the
complex N m,•c,d , where ∂X denotes the ∂-operator along the X-direction.
We have
〈υ,ω〉dR = 1
2π
√−1
∫
X
〈υ, ω′ − (ι∗∇+ ∂X)α〉
=
1
2π
√−1
∑
p∈P
∫
X
−∂Xψp〈υ, αp〉
=
∑
p∈P
ResS×{p}〈υ, αp〉.
Hence we obtain the proposition. 
Example 3.20 (Continuation of Example 3.5). In the case of Example 3.5, we may
omit the subscripts a, b, c, d since E = ∅. We can take n to be 0 to obtain
H
1
dR ≃ Cok
OS λ−1(1−z−2−µz−1)dz−−−−−−−−−−−−−→ ⊕
−2≤k≤0
λ−1OSzkdz
 .
We have put ek := [λ
−1zkdz] (k ∈ Z). We shall compute
〈ek, ι∗eℓ〉dR
for −2 ≤ k, ℓ ≤ 0. At 0 ∈ P = {0,∞}, ι∗e0|P1\{∞},
ι∗e−1|P1\{∞} − ι∗∇(z), and ι∗e−2|P1\{∞} − ι∗∇(1 + µz)
are in
(
ι∗M 0 ⊗ λ−1Ω1X/S
)
|P1\{∞}. Near ∞ ∈ P , take the coordinate w = z−1.
Then ι∗e−2|P1\{0},
ι∗e−1|P1\{0} − ι∗∇(−w), and ι∗e0|P1\{0} − ι∗∇(−1− µw)
are in
(
ι∗M 0 ⊗ λ−1Ω1X/S
)
|P1\{0}. Hence we obtain
〈ek, ι∗eℓ〉dR =

0 (|k − ℓ| = 0)
λ−1 (|k − ℓ| = 1)
λ−1µ (|k − ℓ| = 2).
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Example 3.21 (Continuation of Examples 3.6 and 3.11). Consider the case of
Example 3.6 and 3.11. For each a ∈ Z, take n to be −a− 1 to obtain
H
1
dR,a = Cok
[
0→ λ−1OSz−a−1dz
]
= λ−1OSz−a−1dz.
Set e−a−1 = λ−1z−a−1dz. Take another coordinate w = z−1. Since we have
(ι∗ea)|P1\0 − ι∗∇(−w−a) ∈
(
ι∗M a+1−a ⊗ λ−1Ω1X/S
)∣∣P1\{0} ,
we obtain
〈e−a−1, ι∗ea〉dR = Resw=0
(
(−w−a) ·
(
−λ−1wa dw
w
))
= λ−1.
3.9. Let ̟X : X˜ → X denote the real blowing up of X along D. For a subset
H ⊂ D, we set H˜ := ̟−1X (H). Let A 6DX˜ denote the sheaf of holomorphic functions
on Y = X˜ \ D˜ which are of moderate growth along D˜. For a subset H ⊂ D, let
A
<H
X˜,D˜
denote the subsheaf of A 6D
X˜
whose section is of rapid decay along H˜. If
H = D, we also use the notation A <D
X˜
:= A <D
X˜,D˜
. If H = ∅, then A ∅
X˜,D˜
= A 6D
X˜
. We
have a differential
d : A <H
X˜,D˜
−→ A <H
X˜,D˜
⊗̟−1X OX ̟
−1
X Ω
1
X .
Set X˜ := S◦ × X˜ , and X ◦ := S◦ × X. Let ̟X : X˜ → X ◦, pX˜ : X˜ → X˜ , and
πX˜ : X˜ → S◦ denote the projections. We also use the notations D˜ := S◦ × D˜, e.t.c.
We take the restrictions of sheaves on X to X ◦ (resp. S to S◦) without a mention.
Put
A
<H
X˜ ,D˜/S◦ := ̟
−1
X OX ◦ ⊗p−1X˜ ̟−1X OX p
−1
X˜ A
<H
X˜,D˜
.
There is the canonical relative differential
dX/S : A <HX˜ ,D˜/S◦ → A
<H
X˜ ,D˜/S◦ ⊗̟
−1
X Ω
1
X/S .
Then ̟−1X ∇ : ̟−1X M → ̟−1X (M ⊗ λ−1Ω1X/S) induces the connection
∇ : A <HX˜ ,D˜/S◦ ⊗̟
−1
X M −→ A <HX˜ ,D˜/S◦ ⊗̟
−1
X (M ⊗ λ−1Ω1X/S)
by the Leibniz rule.
Definition 3.22. For a subset H ⊂ D, let
DR<HX˜ ,D˜/S◦(M ) :=
[
A
<H
X˜ ,D˜/S◦ ⊗̟
−1
X M
∇−→ A <HX˜ ,D˜/S◦ ⊗̟
−1
X (M ⊗ λ−1Ω1X/S)
]
denote the complex placed at degree 0 and 1. We then set
H
k
dR,H! := R
kπX˜ ∗DR
<H
X˜ ,D˜/S◦(M ).
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Let P˜1 denote the real blowing up of P˜1 at ∞. The boundary of P˜1 is denoted by
∞˜ = {e
√−1θ∞ | θ ∈ R} where e
√−1θ∞ denotes the limit lim
r→∞re
√−1θ in P˜1. Assume
that f is non-constant. The map λ−1f : X ◦ → P1, ((λ, µ), x) 7→ λ−1f(x) uniquely
lifts to the continuous map
f˜ /λ : X˜ −→ P˜1.
We define Prd ⊂ P˜ = S◦ × P˜ as (f˜ /λ)−1({e
√−1θ∞ | −π/2 < θ < π/2}).
For H ⊂ D, we set
X rdH := Y◦ ∪ Prd ∪ (S◦ × (E \H)) ,
where Y◦ := S◦ × Y . Let ı˜H : Y◦ → X rdH and ˜H : X rdH → X˜ denote the inclusions.
Let KO denote the kernel of ∇ : M|Y◦ → M|Y◦ ⊗ Ω1Y◦/S◦ .
Lemma 3.23. On X˜ , we obtain the following :
(1) The k-th cohomology group H k(DR<HX˜ ,D˜/S◦(M )) vanishes if k 6= 0.
(2) H 0(DR<HX˜ ,D˜/S◦(M )) ≃ ˜
H
! ı˜
H∗ KO . 
From this lemma, we have DR<HX˜ ,D˜/S◦(M )≃DR
<H′
X˜ ,D˜/S◦(M ) in the derived category
if H \ P = H ′ \ P . Hence, we may assume that H ⊂ E = D \ P .
Proposition 3.24. On S◦, we have the following natural isomorphisms:
H
1
dR,∅! ≃ H 1dR ≃ lim
a,b→∞
H
1
dR,a,b, H
1
dR,E! ≃ lim
a,b→−∞
H
1
dR,a,b,
H
1
dR,E0! ≃ lima→−∞,
b→∞
H
1
dR,a,b, H
1
dR,E∞! ≃ lima→∞,
b→−∞
H
1
dR,a,b.
Proof. We firstly consider the case H = ∅. Then, by Malgrange, we obtain that
Ri̟X∗(A 6DX˜ /S◦) = 0 for i 6= 0, and ̟X∗(A
6D
X˜ /S◦) = OX (∗D). It follows that
R̟X∗DR<∅X˜ ,D˜/S◦(M ) ≃ DRX/S(M ),
which implies the first isomorphism. In the case H = E, for each point (s, e) ∈
S◦×E, we can take a neighborhood Ve = nb(s)×Ve on which we have the following
exact sequence:
0 −→ e! (KO)|nb(s)×(Ve\{e}) −→ (Ma,b)|Ve −→ (Ma,b ⊗ λ−1Ω1X/S)|Ve −→ 0.
for sufficiently small a or b, where e : nb(s)× (Ve \ {e})→ Ve denote the inclusion.
By Lemma 3.23, we obtain
R̟X∗DR<EX˜ ,D˜/S◦(M )|Ve ≃ DRX/S(Ma,b)|Ve ,
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in the derived category. By glueing these (quasi-)isomorphisms, we obtain the quasi-
isomorphism of complexes and hence H 1dR,E! ≃ lima,b→−∞H 1dR,a,b. The other cases
H = E0, E∞ can also be proved in a similar way. 
3.10. We may also define DR<HX˜ ,D˜/S◦(ι
∗M ) in a similar way, and obtain the similar
results as in the previous sections. In particular we have H k(DR<HX˜ ,D˜/S◦(ι
∗M )) = 0
for k 6= 0, and
H
0(DR<HX˜ ,D˜/S◦(ι
∗
M )) ≃ ι∗˜H! ı˜H∗ KO
where ι denotes the involution on X˜ induced from that on S◦, and ι∗ denotes the
pull back as a π−1X˜ OS◦-module, i.e.
ι∗˜H! ı
H
∗ KO := π
−1
X˜ OS◦ ⊗ι−1π−1X˜ OS◦ ι
−1˜H! ı
H
∗ KO .
For H ⊂ E, 〈·, ·〉 : M ⊗ ι∗M → O(∗D) induces the duality pairing
〈·, ·〉HdR : DR<HX˜ ,D˜/S◦(M )⊗DR
<E\H
X˜ ,D˜/S◦(ι
∗
M ) −→ DR<DX˜/S◦(OX , dX/S)
where DR<DX˜/S◦(OX , dX/S) denotes the following complex:
A
<D
X˜/S◦
dX/S−−−→ A <DX˜/S◦ ⊗̟
−1
X (λ
−1Ω1X/S).
Theorem 3.25. The pairing 〈·, ·〉HdR induces the perfect pairing
〈·, ·〉dR : H 1dR,H! ⊗ ι∗H 1dR,(E\H)! −→ OS◦ .
If H = E,E0, or E∞, then the pairings are compatible with the isomorphisms in
Proposition 3.24, and pairings in §3.6.
Proof. We also have H k(DR<DX˜/S◦(OX , dX/S◦)) = 0 for k 6= 0 and
H
0(DR<DX˜/S◦(OX , dX/S)) = ˜!π
−1
Y◦OS◦,
where ˜ : Y◦ → X˜ denote the inclusion. Hence, in the derived category, to consider
〈·, ·〉HdR is equivalent to consider the pairing
〈·, ·〉HdR : ˜H! ı˜H∗ KO ⊗ ι∗˜H
′
! ı˜
H′
∗ KO −→ ˜!π−1Y◦OS◦
where H ′ := E \H. This pairing is perfect in the sense that the induced morphisms
˜H! ı˜
H
∗ KO −→ RHomπ−1X˜ OS◦ (ι
∗˜H
′
! ı˜
H′
∗ KO , ˜!π
−1
Y◦OS◦)
ι∗˜H
′
! ı˜
H′
∗ KO −→ RHomπ−1X˜ OS◦ (˜
H
! ı˜
H
∗ KO , ˜!π
−1
Y◦OS◦)
are both isomorphisms (This can be proved by the same way as in Hien considering
the fact that P˜ \Prd is the closure of ι(Prd) in P˜). Then, by the Verdier duality, we
STOKES FILTERED SHEAVES AND DIFFERENTIAL-DIFFERENCE MODULES 33
obtain the theorem (c.f. [Hie09]). To check the compatibility when H = E,E0, E∞
is left to the reader. 
4. Betti homology groups and period integrals
4.1. Let M be a compact oriented smooth manifold with the boundary ∂M . For a
non-negative integer ℓ, let Cℓ(M) =
⊕
cQ〈c〉 denote the Q-vector space generated
by piecewise smooth maps c : △ℓ →M from a ℓ-simplex
△ℓ = {(t1, . . . , tℓ) ∈ Rℓ | 0 ≤ t1 ≤ · · · ≤ tℓ ≤ 1}
toM . For a closed subsetA ⊂M , let Cℓ(A) denote the subspace of Cℓ(M) generated
by the maps whose image is contained in A. We put Cℓ(M,A) := Cℓ(M)/Cℓ(A).
Then, we define C−ℓM,∂M as a sheaf associated to the presheaf
V 7→ Cℓ (M, (M \ V ) ∪ ∂M) ,
where V is an open subset in X˜. Together with the usual boundary operator, we
obtain a co-chain complex C •M,∂M of sheaves of Q-vector spaces on M . It is known
that C •M,∂M is a homotopically fine resolution of QM [dimM ].
Let (N, ∂N) be another compact oriented smooth manifold with boundary. Let
h : (N, ∂N)→ (M,∂M) be a closed embedding.
Lemma 4.1. For a QM -module F , we have a natural morphism
h∗ : h∗(C •N,∂N ⊗ h−1F ) −→ C •M,∂M ⊗F .
Proof. We firstly consider the case F = QM . In this case,
h∗ : h∗C−ℓN,∂N → C−ℓM,∂M
is given in the usual way; for a piecewise smooth map c from ℓ-simplex to N , take
h∗〈c〉 := 〈h ◦ c〉. We then consider the general case. By the projection formula, we
have
h∗(C−ℓN,∂N ⊗ h−1F )
∼←−h∗(C−ℓN,∂N )⊗F .
Then h∗ ⊗ idF defines the desired morphism. 
Let I = [0, 1] be the closed interval. Let hI : I × N → M be the C∞ family of
closed embeddings (N, ∂N) →֒ (M,∂M). For t ∈ I, set ht := hI|{t}×N : N →M . A
sheaf G on I ×N is said to be trivial along I if the adjunction pr−1pr∗(G )→ G is
an isomorphism where pr: I ×N → N denotes the projection.
Lemma 4.2. Let F be a QM -module. Assume that h
−1
I F is trivial along I. Then
the morphisms
hi∗ : Γ(N,C •N,∂N ⊗ h−1i F ) −→ Γ(M,C •M,∂M ⊗F ) (i = 0, 1)
are chain homotopic to each other under the identification h−10 F ≃ h−11 F .
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Proof. We have
h
(ℓ)
⋆ : hI∗(pr−1C−ℓN,∂N ) −→ C−ℓ+1M,∂M
in the usual way: h
(ℓ)
⋆ (〈c〉) :=
∑
i(−1)i〈hI ◦(idI×c)◦si〉, where si : △ℓ →֒ I×△ℓ−1 is
defined as si(t1, . . . , tℓ) = (ti, (t1, . . . , ti−1, ti+1, . . . , tℓ)). We then consider h
(ℓ)
⋆ ⊗idF .
Taking Γ(M,−), we obtain
h
(ℓ)
⋆ : Γ(N,C
−ℓ
N,∂N ⊗ pr∗h−1I F )→ Γ(M,C−ℓ+1M,∂M ⊗F )
Since h−1I F is trivial along I, we have natural isomorphisms
Γ(N,C−ℓN,∂N ⊗ pr∗h−1I F )
∼−→ Γ(N,C •N,∂N ⊗ h−1i F ).
We then obtain the lemma by the usual calculation. 
4.2. We shall use the notations in §3. Put q := exp(2π√−1µ/λ), which is a
holomorphic function on S◦. Fix a sub-field k ⊂ C.
Definition 4.3. Let K = K (f, g) be the subsheaf of M|Y◦ defined as follows:
K := k[q±1]Y◦e−f/λgµ/λe.
Although gµ/λ is a multivalued function, K is well defined since the ratio of every
two distinct values of gµ/λ is given by qm for some m ∈ Z. K is a local system of
free k[q±1]-modules of rank one. We have K ⊂ KO and K ⊗k[q±1] π−1Y◦OS◦ = KO .
We also note that K is trivial along S◦ in the sense that the adjunction
p−1Y◦pY◦∗K −→ K
is an isomorphism, where pY◦ : Y◦ → Y denotes the projection.
Definition 4.4. For a subset H ⊂ E, we set KH! := ˜H! ı˜H∗ K ,
C
<H
X˜ ,D˜/S◦(M ) := p
−1
X˜ C
•
X˜,D˜
⊗KH!,
and
H
Be
ℓ,H! = H
Be
ℓ,H!(f, g;k) := R
−ℓπX˜ ∗C
<H
X˜ ,D˜/S◦(M ).
We also use the notations H rdℓ := H
Be
ℓ,E!, and H
mod
ℓ := H
Be
ℓ,∅! .
Since C •
X˜,D˜
is homotopically fine, we have
H
Be
ℓ,H! = H
−ℓ
(
πX˜ ∗
(
p−1X˜ C
•
X˜,D˜
⊗KH!
))
.
Lemma 4.5. H Beℓ,H! is a locally trivial k[q
±1]S◦-module. 
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We put
ι∗H Beℓ,H! := k[q
±1]S◦ ⊗k[q±1] ι−1H 1ℓ,H!,
where the tensor product is given using the morphism k[q±1] ∼−→ k[q±1], q 7→ q−1.
Proposition 4.6. For H ⊂ E, there is a natural perfect pairing
〈·, ·〉Be : H Beℓ,H! ⊗ ι∗H Be2−ℓ,(E\H)! −→ k[q±1]S◦ .
Proof. Put
ι∗KH! := k[q±1]X˜ ⊗k[q±1] ι−1KH!
where the tensor product is given in a similar way as above. Then, the pairing
〈·, ·〉HdR in the proof of Theorem 3.25 is restricted to the following pairing:
〈·, ·〉HBe : KH! ⊗ ι∗KH′ −→ ˜!k[q±1]Y◦
where H ′ = E \ H. This pairing is perfect in a similar sense as in the proof of
Theorem 3.25 (the proof is also similar). Noting that C •
X˜,D˜
≃ Q
X˜
[2] in the derived
category, by the Verdier duality, we obtain the proposition. 
Corollary 4.7. H Beℓ,H! = 0 for ℓ 6= 1, and H Be1,H! is torsion free. 
We note that 〈·, ·〉Be : H Be1,H! ⊗ ι∗H Be1,H′! → OS◦ is skew symmetric, i.e. satisfies
the relation 〈·, ·〉Be = −ι∗〈·, ·〉Be ◦ex, where ex : H Be1,H!⊗ ι∗H Be1,H′! → ι∗H Be1,H′!⊗H Be1,H!
denote the exchange and ι∗〈·, ·〉Be : ι∗H Be1,H′!⊗H Be1,H! → k[q±1] denotes the pull back.
For e ∈ E, let ne be the order of g at e, i.e. g|Ve = zne for some coordinate
neighborhood (Ve, z) centered at e.
Lemma 4.8. For H1 ⊂ H2 ⊂ E, there is a canonical exact sequence
0 −→ H Be1,H2! −→ H Be1,H1! −→
⊕
e∈H2\H1
(
k[q±1]
(1− qne)
)
S◦
−→ 0.
Proof. Let κ : ˜H2! ı˜
H2∗ K → ˜H1! ı˜H1∗ K be the canonical extension. Then, Cok(κ) is
supported on
⊔
e∈H2\H1 S
◦× e˜, where e˜ := ̟−1X (e) for each e ∈ H2 \H1. On S◦× e˜,
Cok(κ) is a local system trivial along S◦ and the monodromy around e˜ is qne . Hence
R−ℓπX˜ ∗
(
p−1
X˜
CX˜,D˜ ⊗ Cok(κ)
)
≃ R−ℓπX˜ ∗
(
QX˜ [2]⊗ Cok(κ)
)
≃
{⊕
e∈H2\H1
(
k[q±1]
(1−qne )
)
S◦
(ℓ = 1)
0 (ℓ 6= 1),
which implies the lemma. 
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4.3. For an open subset V ⊂ S◦, put IV := V × I, and X˜|V := V × X˜ . Let
γ : IV → X˜|V , (s, t) 7→ (s, γs(t))
be a family of piecewise smooth closed embeddings γs : I → X˜ over V such that
γs(∂I) ⊂ D˜. Let pI : IV → I and πI : IV → V denote the projections.
Take H ⊂ E and a global section ε ∈ Γ(IV , γ−1KH!). Then 〈idI〉 ⊗ ε defines a
section of (−1)-th cohomology group
H1(I, γ
−1
KH!) := H
−1 (πI∗ (p−1I C •I,∂I ⊗ γ−1KH!)) .
The section will be denoted by [id⊗ ε]. By Lemma 4.1, we have
γs∗ : H1(I, γ−1KH!)s → (H Be1,H!)s
for s ∈ V . The following lemma follows from Lemma 4.2 by the standard argument:
Lemma 4.9. There exists a unique section [γ ⊗ ε] ∈ H Be1,H!(V ) such that
[γ ⊗ ε]s = γs∗([id⊗ ε]s)
for any s ∈ V . 
Let γ′ : IV ′ → X˜|V ′ be another family of paths over V ′ := ι(V ). Let ε′ be a global
section in Γ(IV ′ , γ
′−1KH′), where H ′ := E \H. In a similar way as above, we have
a section [γ′ ⊗ ε′] ∈ ι∗H Be1,H′(V ).
4.4. The contents of this subsection is mostly contained in [MMT00], [Mat20],
[FSY20] (see also [Hie09]) in a more general setting. We recall a part of their
results in our (trivially) relative setting. Let Dbrd,−r
X˜
denote the sheaf of rapid
decay distributions on X˜ , i.e. the sheaf whose section on small open V ⊂ X˜ are the
distributions
ψ ∈ Homcont(Γc(V,Ω∞,r
X˜
),C)
on the space Ω∞,r
X˜
of C∞ differential forms on X˜ of degree r with compact support
in V satisfying the rapid decay condition along V ∩ D˜ (c.f [Hie07]). We set
Db
rd,−r
X˜/S◦ := ̟
−1
X OX ◦ ⊗p−1
X˜
̟−1X OX
(
p−1
X˜
̟−1X Db
rd,−r
X˜
)
.
We then obtain the local period pairing
〈·, ·〉HPer : C<HX˜ ,D˜/S◦(M )⊗DR
<H′
X˜ ,D˜/S◦(ι
∗
M ) −→ Dbrd,−•X˜/S◦ ,
(c⊗ ε)⊗ ω 7→ (η 7→
∫
c
η ∧ 〈ε, ω〉),
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which induces the (family of) period pairing(s)
〈·, ·〉Per : H Be1,H! ⊗k[q±1] ι∗H 1dR,H′! −→ OS◦ .
Recall that there is a natural the injection iH : H
Be
1,H! → H 1dR,H! induced from
K →֒ KO . On the other hand, using the pairings 〈·, ·〉′dR := 2π
√−1〈·, ·〉dR and
〈·, ·〉Per, we also obtain an injection i′H : H Be1,H! → H 1dR,H!.
Lemma 4.10. The injections iH and i
′
H defined above coincide with each other.
Proof. The statement follows from the following commutative diagram:
DR<HX˜ ,D˜/S◦(M )[2] ⊗DR
<H′
X˜ ,D˜/S◦(ι
∗M )
〈·,·〉′
dR// DR<DX˜/S(OX , dX/S)[2]
KH [2]⊗ ι∗KO,H′
〈·,·〉
//
OO

˜!π−1Y◦OS◦[2]
OO

C
<H
X˜ ,D˜/S◦(M )⊗DR
<H′
X˜ ,D˜/S◦(ι
∗M )
〈·,·〉Per // Dbrd,−•X˜/S◦
where we have put ι∗KO,H′ := ι∗˜H! ı˜
H∗ KO . 
We also note that iH = i
′
H induces an isomorphism
iH : H
Be
1,H! ⊗k[q±1] OS◦ ∼−→ H 1dR,H!.
This isomorphism trivialize the actions of ∇a and S in the following sense: if we
define ∇a = id⊗ [a, ·] and S = id⊗ σ# on H Be1,H! ⊗k[q±1] OS◦ , then iH is compatible
with these operators.
By the similar arguments as in the proof of Lemma 4.10, we obtain the following:
Lemma 4.11. We have the following commutative diagram:
H Be1,H! ⊗ ι∗H Be1,H′!
〈·,·〉Be //

k[q±]S◦

H 1dR,H! ⊗ ι∗H 1dR,H′!
〈·,·〉′
dR // OS◦
where the vertical arrows are the inclusions. 
5. Geometric construction of Stokes filtered quasi-local systems
5.1. Set S∗ := S \ |(λµ)0| ≃ (C∗)2. Define subsets S∗R+ and S∗R− of S∗ by
S∗R+ := {(λ, µ) ∈ S∗ | µ/λ ∈ R>0}
S∗R− := {(λ, µ) ∈ S∗ | µ/λ ∈ R<0}.
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Put S∗R := S
∗
R+
∪ S∗R− . We then define a quasi-local system on S∗ (see §2.3) con-
structible with respect to the stratification S∗ = S∗R+ ⊔ S∗R− ⊔ (S∗ \ S∗R) as follows:
Definition 5.1. Let H Be1,0 = H
Be
1,0 (f, g) be the sheaf of k[q
±1]-modules on S∗ de-
fined as follows: For an open subset V ⊂ S∗, we set
H
Be
1,0 (V ) :=

H mod1 (V ) (V ∩ S∗R = ∅)
H Be1,E0!
(V ) (V ∩ S∗R+ = ∅, V ∩ S∗R− 6= ∅)
H Be1,E∞!(V ) (V ∩ S∗R+ 6= ∅, V ∩ S∗R− = ∅)
H rd1 (V ) (V ∩ S∗R+ 6= ∅, V ∩ S∗R− 6= ∅).
The restrictions are defined as the usual restrictions or the canonical morphisms.
By Lemma 4.8, H Be1,0 is a quasi-local system on S
∗. Set H 1dR,0 := H
1
dR,0,0.
Corollary 5.2. There is a natural isomorphism
i0 : H
Be
1,0 ⊗k[q±1] OS∗ ∼−→ H 1dR,0|S∗
Proof. By Proposition 3.24 and Lemma 3.12 we have the natural isomorphisms
H
1
dR,0 ≃

H 1dR,E0!
on S∗ \ S∗R+
H 1dR,E∞! on S
∗ \ S∗R−
H 1dR on S
∗ \ S∗R.
Then the isomorphisms iH in §4.4 induce the desired isomorphism i0. 
Let B be the complex plane considered in §2. Let φS : B → S be the morphism
defined by φ(u, v) = (uv, v), i.e. λ = uv, and µ = v. It induces an isomorphism
φS : B
∗ ∼−→ S∗.
Definition 5.3. We set
L
Be = L Be(f, g) := ı−1T ˜B∗φ
−1
S H
Be
1,0 ,
which is a quasi-local system on (T,Θ).
Lemma 5.4. L Be is saturated.
Proof. Since the sum KE0! ⊕KE∞! → K∅! is surjective, we obtain the lemma. 
Let e1, . . . , er be a frame of φ
∗
SH
1
dR,0 around the origin of B.
Definition 5.5. For an open subset V ⊂ T and a section ϕ ∈ Γ(V,Q), we define the
subsheaf L Be6ϕ ⊂ L Be|V as follows: Let s be a local section of L Be|V . Then, there exist
an open subset V˜ ′ ⊂ B˜ with T ∩ V˜ ′ ⊂ V and a representative s˜ ∈ Γ(V˜ ′ \ T,H Be1,0 )
of s. We have the expression
s˜ =
r∑
i=1
hi(u, v)ei
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for some hi ∈ Γ(V˜ ′, ˜B∗OB∗). The section s is a local section of L Be6ϕ if and only if
e−ϕhi ∈ A 6ZB for all i = 1, . . . , r.
Lemma 5.6. L Be6 is a pre-Stokes filtration on L
Be. 
By Lemma 4.11, we have the following description of L Be6 :
Lemma 5.7. A local section s of L Be is in L Be6ϕ if the period integral
e−ϕ 〈s, ω〉Per
twisted by e−ϕ is of moderate growth for any local section ω of ι∗H 1dR,0. 
We also note that we have the quasi-duality pairing 〈·, ·〉Be,± on L Be using 〈·, ·〉Be
(defined in the previous section) in a natural way.
Lemma 5.8. The quasi-duality pairing 〈·, ·〉Be± on L Be is compatible with the pre-
Stokes filtration L Be6 . 
5.2. In the following discussion, we will assume the following:
The restriction f|U has at most A1-singularities.(5.1)
The divisor E and the critical points of f|U do not intersect.(5.2)
Definition 5.9. Let Σ(f, g)Y be the zero locus of the relative one form
df − µg−1dg ∈ H0
(
C× Y,Ω1C×Y/C
)
.
We then define Σ(f, g) to be the closure of Σ(f, g)Y in C× U .
Lemma 5.10. The natural projection πΣ : Σ(f, g) → C is a non-ramified finite
covering over the disc ∆µ(r) = {µ ∈ Cµ | |µ| < r} for sufficiently small r > 0.
Proof. There exist r > 0 and a small neighborhood V of P ⊂ X such that we
have (∆µ(r) × V ) ∩ Σ(f, g) = ∅. It follows that Σ(f, g) ∩ (∆µ(r) × U) is closed in
∆µ(r)×X. Hence the projection
πr : Σ(f, g) ∩ (∆µ(r)× Y ) −→ ∆µ(r)
is a finite morphism. It remains to prove that πr is non-ramified for sufficiently small
r > 0. Take a point p in π−1Σ (0). By Condition (5.2), we have π
−1
Σ (0) = E⊔Crit(f).
Consider the case p ∈ Crit(f). By Condition (5.1), there exists a chart (Vp;x)
on which we have f(x) = x2 + f(p). Let h(x) be the function on Vp defined by
h(x)dx = g−1dg. By Condition (5.2), h(x) is a holomorphic function. On ∆µ(r)×Vp,
we have
df − µg−1dg = (2x− µh(x))dx.
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Since h(x) is holomorphic,
Σ(f, g) ∩ (∆µ(r)× Vp) = {(µ, x) ∈ ∆µ(r)× Vp | 2x− µh(x) = 0}
is smooth over ∆µ(r) for sufficiently small r > 0.
Consider the case p ∈ E. There exists a coordinate (Wp, y) such that y(p) = 0
and g(y) = ynp for some np ∈ Z on Wp. Let f ′(y) be the holomorphic function on
Wp by defined by df = f
′(y)dy. By Condition (5.2), we may assume that f ′(y) is
nowhere vanishing on Wp. Then
Σ(f, g) ∩ (∆µ(r)×Wp) = {(µ, y) ∈ ∆µ(r)×Wp | yf ′(y)− npµ = 0}
is smooth over ∆µ(r) for sufficiently small r > 0.
Hence we obtain the lemma. 
We also note that under this assumption, we have the following:
Corollary 5.11. The rank of H 1dR over OS◦ is equal to the number of elements of
π−1Σ (0) = E ⊔ Crit(f).
Proof. By Theorem 3.10, the rank is the same as the dimension of the fiber of
H 1dR,0,0 at (z, s) = (0, 0). The fiber is canonically isomorphic to
H0(U,ωU (E)/OUdf).
Since the support of ωU(E)/OUdf is π
−1
Σ (0) (the multiplicity at each point is one),
we obtain the lemma. 
Hence we also have:
Corollary 5.12. If (f, g) satisfies (5.1), (5.2) then the rank of L Be is equal to the
number of elements in π−1Σ (0) = E ⊔ Crit(f). 
For each point p in π−1Σ (0), let νp : ∆µ(r)
∼−→ Σp denote the section of of the
projection πΣ to the sheet Σp ⊂ Σ(f, g) ∩ (∆µ(r) × U) which contains p. We will
identify Σp with its image in U via the projection ∆µ(r)×U → U . Then νp will be
identified with the composition with the projection, i.e. it will be considered as a
map νp : ∆µ(r)→ U .
We then put fp := f ◦ νp : ∆µ(r) → C and gp := g ◦ νp : ∆µ(r) → C. Let np
be the integer such that gp(µ) is of the form µ
nph(µ) for h(µ) is holomorphic with
h(0) 6= 0. Using these notations, we define the goodness of (f, g):
Definition 5.13. We will say that the pair (f, g) is good if for any two distinct
points p, p′ ∈ π−1Σ (0) with (fp, gp) 6= (fp′ , gp′) as pairs of germs in O∆µ(r),0, either
fp(0) 6= fp′(0) or np 6= np′ holds.
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Example 5.14. Consider the Example 3.5. In this case, we have E = ∅, Crit(f) =
{±1}, and
Σ(f, g) = {(µ, y) ∈ C× Y | y2 − µy − 1 = 0}.
We have f±1(µ) = ±
√
µ2 + 4 and g±1(µ) = 2−1(µ ±
√
µ2 + 4).
Example 5.15. Consider the Example 3.6. In this case, we have E = E0 = {0},
Crit(f) = ∅ and
Σ(f, g) = {(µ, y) ∈ C× U | y − µ = 0}.
We have f0(µ) = g0(µ) = µ.
In the following, we always assume that (f, g) is a good pair.
5.3. The main result of this paper is the following:
Theorem 5.16. Assume that the pair (f, g) is good. In particular, they satisfy the
conditions (5.1), (5.2). Then, L Be6 is a good Stokes filtration on L
Be = L Be(f, g).
Moreover, the exponential factor Φ(f, g) := Φ(L Be,L Be6 ) is given by
Φ(f, g) =
⊔
p∈π−1
Σ
(0)
Φp(f, g), Φp(f, g) :=
[
u−1
(
log gp(v)− fp(v)
v
+ 2π
√−1Z
)]
.
The proof of this theorem will be finished in §5.8. The goodness of Φ(f, g) directly
follows from the assumption that the pair (f, g) is good in the sense of Definition
5.13. We firstly explain what will be actually shown in the proof.
Definition 5.17. A real number φ ∈ R is called generic (with respect to (f, g)) if
Im(e−
√−1φ(f(p)− f(p′))) 6= 0
for p, p′ ∈ π−1Σ (0) with f(p) 6= f(p′).
Remark that if φ is generic, then φ+π
√−1n (n ∈ Z) is also generic. For a generic
φ, we set
V φ := {(θu, θv) ∈ T |cos(θu + θv − φ) > 0} ,
V φ+ :=
{
(θu, θv) ∈ V φ
∣∣∣cos(θv − φ) > 0} ,
V φ− :=
{
(θu, θv) ∈ V φ
∣∣∣cos(θv − φ) < 0} .
Note that we have V φ+ ∩ TR+ 6= ∅, V φ+ ∩ TR− = ∅, V φ− ∩ TR− 6= ∅, and V φ− ∩ TR+ = ∅.
We also have
ι(V φ) = V φ+π, ι(V φ± ) = V
φ+π
∓ .
Theorem 5.16 follows from the following:
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Theorem 5.18. For any generic φ, we have the sections
sφc ∈ L Be(V φ), (c ∈ Crit(f))
s
φ
e,± ∈ L Be(V φ± ), (e ∈ E)
with the following properties:
(1) There are sections
ϕc ∈ H0(V φ,Φc(f, g)) (c ∈ Crit(f)),
ϕe,± ∈ H0(V φ± ,Φe(f, g)), (e ∈ E)
such that
(a) sφc ∈ L Be6ϕc(V φ) for c ∈ Crit(f), sφe,± ∈ L Be6ϕe,±(V φ± ) for e ∈ E, and
(b) the induced sections grϕc(s
φ
c ), grϕe,±(s
φ
e,±) are non-zero.
(2) Let sφc,± denote the restrictions of s
φ
c to V
φ
± . Then the intersection matrix(
〈sφp,+, sφ+πp′,− 〉Be+
)
p,p′∈π−1
Σ
(0)
is the identity matrix.
(3) The quotient classes
[sφe,+]θ ∈ L Beθ /(L Be)−θ for e ∈ E0, θ ∈ V φ+ \ TR+ and
[sφe′,−]θ′ ∈ L Beθ′ /(L Be)+θ′ for e′ ∈ E∞, θ′ ∈ V φ− \ TR−
are non-zero, while [sφe,−]θ′ ∈ L Beθ′ /(L Be)+θ′ and [sφe′,+]θ ∈ L Beθ /(L Be)−θ are
zero.
Proof of “Theorem 5.18 ⇒ Theorem 5.16”. Let θ be a point in T+ ∪ T−. Take
generic φ+ and φ− such that both V
φ+
+ and V
φ−
− contain θ. If we assume The-
orem 5.18, we have the sections s
φ±
c ∈ Γ(V φ± ,L Be) (c ∈ Crit(f)), and sφ±e,± ∈
Γ(V
φ±
± ,L Be) (e ∈ E) which satisfy the conditions in Theorem 5.18. By the con-
ditions in Theorem 5.18, we have the following frames of L +,L − and L on a
neighborhood nb(θ) of θ (We put L := L Be for simplicity of notaions):
L
+
|nb(θ) =
⊕
p∈π−1
Σ
(0)
k[q±1]sφ+p,+, L
−
|nb(θ) =
⊕
p∈π−1
Σ
(0)
k[q±1]sφ−p,−,(5.3)
L|nb(θ) =
 ⊕
c∈Crit(f)
k[q±1]sφ+c
⊕
⊕
e∈E0
k[q±1]sφ+e,+
⊕
 ⊕
e′∈E∞
k[q±1]sφ−e′,−
 .
Using these frames, we obtain the conditions (1) and (2) in Definition 2.13 on nb(θ).
(In the case θ ∈ TR+ ∪ TR− , we only need to consider (5.3) to see (1) and (2) in
Definition 2.13.) We also obtain (3) in Definition 2.13 from (3) in Theorem 5.18. 
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5.4. For φ ∈ R and δ > 0, we set ∆∗µ(δ) := ∆µ(δ) \ {0} and
Sφ±(δ) := {µ ∈ ∆∗µ(δ) | ±Re(e−
√−1φµ) > 0}.
Note that Sφ+π+ (δ) = Sφ−(δ) and Sφ+π− (δ) = Sφ+(δ).
For a sufficiently small δ > 0 and a generic φ, we shall construct the families of
paths
γφc : ∆µ(δ)× R→ ∆µ(δ)× Y, (µ, t) 7→
(
µ, γφc,µ(t)
)
γφe,± : Sφ±(δ)× R→ Sφ±(δ) × Y, (µ, t) 7→
(
µ, γφc,±,µ(t)
)
indexed by c ∈ Crit(f), e ∈ E, and ± with the following properties:
(γ1) γφc,µ(0) = νc(µ), and γ
φ
e,±,µ(0) = νe(µ).
(γ2) For a fixed µ ∈ Sφ±(δ), the path γφc,µ (c ∈ Crit(f)) does not intersect with
γφ+πc′,µ (c
′ ∈ Crit(f), c′ 6= c) or γφ+πe′,±,µ (e′ ∈ E). Similarly, γφe,±,µ (e ∈ E) does
not intersect with γφ+πc′,µ or γ
φ+π
e′,±,µ (e
′ 6= e ∈ E).
(γ3) For c ∈ Crit(f), take a branch of log g at c. For e ∈ E, take a branch of
log g on {νe(µ) ∈ Y | µ ∈ Sφ±(δ)} (see §5.6.3 below). Then the function
Re(e−
√−1θ(f − µ log g)) monotonically increases along γφc,µ and γφe,±,µ as |t|
increases.
The construction will be given in §5.7 after the preparations in §5.5 and §5.6. Then
we will use these paths to construct the sections in Theorem 5.18 after some modi-
fications.
5.5. Let φ ∈ R be generic. For c ∈ Crit(f), let Lφc : R → Y , t 7→ Lφc (t) be a path
which satisfy the following conditions:
• Lφc (0) = c, and
• f ◦ Lφc (t) = f(c) + e
√−1φt2 for t ∈ R.
These conditions determine Lφc up to the re-parametrization t 7→ −t. For e ∈ E, let
Lφe : R≥0 → Y , t 7→ Lφe (t) be a path with the following conditions:
• Lφe (0) = e, and
• f ◦ Lφe (t) = f(e) + e
√−1φt for t ≥ 0.
Since φ is generic, any distinct two of Lφc (c ∈ Crit(f)) and Lφe (e ∈ E) do not
intersect with each other. Moreover, if p, p′ ∈ Crit(f)∪E are different (i.e. p 6= p′),
then Lφp and L
φ+π
p′ do not intersect with each other.
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There exists the following limits in X:
pφc,± := limt→±∞L
φ
c (t), p
φ
e := lim
t→∞L
φ
e (t).
Let ∆(pφc,±) be a coordinate disk centered at p
φ
c,±. Take R > 0 with
Lφc ([−R,R]) ∩∆(pφc,+) 6= ∅ and Lφc ([−R,R]) ∩∆(pφc,−) 6= ∅.
Then we take a tuber neighborhood Lφc (R) of L
φ
c ([−R,R]) which is relatively com-
pact in Y . We take a disk ∆(c) ⊂ Lφc (R) centered at c.
We can take the tuber neighborhood Lφc (R) and the disk ∆(c) so that the fol-
lowing condition hold: For any x ∈ Lφc (R) \∆(c), the path ℓx(t) given by
ℓx(0) = x, and f ◦ ℓx(t) = f(x) + e
√−1φt
intersects with the boundary of Lφc (R)\
(
∆(c) ∪∆(pφ+) ∪∆(pφ−)
)
only at the bound-
ary of ∆(c) ∪∆(pφc,+) ∪∆(pφc−).
Similarly, let ∆(pφe ) and ∆(e) be coordinate disks centered at p
φ
e and e, respec-
tively. Take r,R > 0 such that Lφe ([r,R]) ∩ ∆(e) 6= ∅ and Lφe (r,R) ∩ ∆(pφe ) 6= ∅.
Let Lφe (r,R) be a relatively compact tuber neighborhood of Le([r,R]) with a simi-
lar property as Lφc (R), i.e. for any y ∈ Le(r,R), the path ℓφy defined by the same
condition intersects with the boundary of Lφe (r,R) \
(
∆(e) ∪∆(pφe )
)
only at the
boundary of ∆(e) ∪∆(pφe ).
Since Lφe (r,R) and L
φ
c (R) are assumed to be relatively compact, we have:
Lemma 5.19. For given R > 0, r > 0, fix the branches of log g on Lφe (r,R) \∆(e)
and on Lφc (R). There exists δ > 0 such that if |µ| < δ, then the following property
holds: for any x ∈ Lφc (R) \∆(c), and any y ∈ Lφe (r,R) \∆(e), the functions
Re
(
e−
√−1φ(f − µ log g)
)
◦ ℓφx(t), Re
(
e−
√−1φ(f − µ log g)
)
◦ ℓφy (t)
monotonically increases as t increase, as long as ℓφx(t) and ℓ
φ
y (t) are in the closures
of Lφc (R)\
(
∆(c) ∪∆(pφc,+) ∪∆(pφc,−)
)
and Lφe (r,R)\
(
∆(e) ∪∆(pφe )
)
, respectively.

In the following discussion, when we consider a coordinate function z on a disk
∆ in X, we always assume that z is defined on a neighborhood of the closure of ∆.
5.6. For µ ∈ C, we set
αµ := df − µg−1dg.
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We shall describe the straight arcs of the Abelian differential αµ around the singu-
larities of αµ when |µ| > 0 is sufficiently small.
Here, by the term ‘straight arc’, we mean a path along which the function
Im(e−
√−1φ(f −µ log g)) is constant and Re(e−
√−1φ(f −µ log g)) increases for some
φ. When we specify φ, we also use the term φ-arc. The pole of αµ is D = P ⊔ E,
and the zero of αµ is {νp(µ) | p ∈ π−1Σ (0) = E ⊔ Crit(f)} by definition.
5.6.1. Around P . A maximal straight arc (in a direction) is called a trajectory.
Lemma 5.20. Fix a positive real number δ > 0. Then there exists an open neigh-
borhood ∆(p) of p such that any trajectory of αµ which intersects ∆(p) tends to p
for any µ ∈ ∆µ(δ).
Proof. The residue of αµ at p is given by µ times constant and hence bounded on
∆µ(r). Then we obtain the claim by the proof of [Str84, Theorem 7.4]. 
5.6.2. Around Crit(f).
Lemma 5.21. There exist δ > 0, a neighborhood ∆(c) of c, and an open embedding
w : ∆µ(δ) × ∆(c) → ∆µ(δ) × C over ∆µ(δ) such that for each µ ∈ ∆µ(δ), wµ :=
w|{µ}×∆(c) is a coordinate on ∆(c) centered at νe(µ) with αµ = 2wµdwµ.
Proof. We can take a neighborhood nb(c) of c so that log g is univalent on nb(c).
Take a coordinate z = zc on nb(c) centered at c. Then we set
F (µ, z) := f(z)− µ log g(z).
Note that we have dFµ = αµ on nb(c) for each µ, where Fµ(z) = F (µ, z). Then let
G(µ, z) be the function defined by the following equation:
F (z, µ) − F (νc(µ), µ) = (z − νc(µ))2G(µ, z).
where we denote z◦νc(µ) by νc(µ) for simplicity. SinceG(µ, νc(µ)) = ∂2zF (µ, νc(µ)) 6=
0, taking δ > 0 and ∆(c) ⊂ nb(c) small enough, we may assume that G(µ, z) is
nowhere vanishing on ∆µ(r)×∆(c). Then we take
wµ(z) := (z − νc(µ))
√
G(µ, z)
and w(µ, z) = (µ,wµ(z)), which satisfies αµ = wµdwµ. 
Remark 5.22. There is an ambiguity of the signature of wµ.
5.6.3. Around E. Take a disk ∆(e) with a coordinate z = ze centered at e such
that f(z) = z + f(e) on ∆(e). We have g(z) = zneh(z) where ne ∈ Z \ {0} and h is
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nowhere vanishing holomorphic function on ∆(e) (taking ∆(e) smaller if necessary).
In this coordinate, we have
αµ = dz − µnedz
z
− µd log h.
and hence νe(µ) = z(νe(µ)) is characterized by the following equation:(
1− µ 1
h(νe(µ))
dh
dz
(νe(µ))
)
νe(µ) = neµ.(5.4)
Roughly speaking, (5.4) implies that νe(µ) is close to neµ when |µ| is small. Let
S ⊂ C∗ be a proper sector, i.e. subset of the form S = {µ ∈ C | a < arg(µ) < b}
with |a − b| < 2π. We set S(δ) := S ∩ ∆µ(δ). Such intersections are also called
proper sectors. The equation (5.4) implies the following:
Lemma 5.23. For any proper sector S, there exists δ > 0 such that νe(S(δ)) is
contained in a proper sector in ∆(e). 
In a similar way as Lemma 5.21, we obtain:
Lemma 5.24. Let S be a proper sector in Cµ. Then, there exist δ > 0, an open
neighborhood Ue ⊂ S(δ)×∆(e) of the graph of νe on a proper sector S(δ) ⊂ ∆∗µ(δ),
and an open embedding w : Uφe → S(δ)×C over S(δ) such that we have αµ = wµdwµ
on the fiber Ue,µ = Ue ×∆∗µ(δ) {µ}.
Proof. By Lemma 5.23, on a neighborhood of the graph of νe on S(δ), can take a
branch of log g. Then the remaining proof is similar to that of Lemma 5.21 
For each µ ∈ ∆∗µ(δ), let ϕµ : ∆(e)→ C be the holomorphic function defined by
ϕµ(z) := z exp
(
− z
neµ
+
1
ne
∫ z
0
d log h
)
.
Then we have
−neµdϕµ = ϕµαµ.
By this formula, ϕµ is branched at νe(µ) with ramification index two. We also have
αµ = ϕ
∗(−neµζ−1dζ). Hence the straight arcs of αµ can be seen as the pull back
of straight arcs of −neµζ−1dζ. In particular, {z ∈ ∆(e) | |ϕµ(z)| = |ϕµ(νe(µ))|}
defines a union of straight arcs in ∆(e).
We shall consider the pull back Vµ := ϕ
−1
µ ({ζ ∈ C | |ζ| < |ϕµ(νe(µ))|}). It has
two connected components V 0µ and V
1
µ , where e ∈ V 0µ .
Lemma 5.25. If δ > 0 is sufficiently small and µ ∈ ∆∗µ(δ), then the closure of V 0µ
in X is in the interior of ∆(e).
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Proof. Take Re > 0 so that ∆(e) = {z | |z| < Re}. On the one hand, the equation
|z| = Re, |ϕµ(z)| = |ϕµ(νe(µ))|
has two solutions for each µ ∈ ∆∗µ(δ) if δ > 0 is sufficiently small. On the other hand,
the closure V
1
µ of V
1
µ intersect with ∂∆(e). Hence we have #∂(V
1
µ ∩ ∂∆(e)) ≥ 2. It
follows that the closure V
0
µ does not intersect with ∂∆(e). 
Let γφµ : (−ǫ′, ǫ′) → Ue,µ (µ ∈ S for a proper sector S) be a path determined
by the conditions (i) γφµ(0) = νe(µ), and (ii) wµ ◦ γφµ = e
√−1φ/2t for φ ∈ R and
sufficiently small ǫ′ > 0.
In the case Re(e−
√−1φneµ) > 0, the composition ϕµ ◦ γφµ satisfies the inequality
|ϕµ(γφµ(t))| ≤ |ϕ(νe(µ))|,
where the equality holds if and only if t = 0. In this case, taking the signature of
w properly, by Lemma 5.25, the path γφµ extends to the path γ
φ
µ : (−∞, ǫ] → X,
(ǫ > ǫ′) such that
• the path is the φ-arc of αµ on (−∞, ǫ) \ {0}, and that
• the image γφµ(−∞, ǫ) is in ∆(e) with γφµ(ǫ) ∈ ∂∆(e).
We have limt→−∞ γ(t) = e, and Re
(
e−
√−1φz(γφµ(ǫ))
)
> 0 for µ ∈ ∆µ(δ) with δ > 0
sufficiently small.
In the case Re(e−
√−1φneµ) > 0, the composition ϕµ ◦ γφµ satisfies the inequality
|ϕµ(γφµ(t))| ≥ |ϕ(νe(µ))|,
where the equality holds if and only if t = 0. In this case, the path γφµ extends to
the path γφµ : [−ǫ0, ǫ1]→ X, (ǫ0, ǫ1 > ǫ′) such that
• the path is the φ-arc of αµ on (−ǫ0, ǫ1) \ {0}, and that
• the image γφµ((−ǫ0, ǫ1)) is in ∆(e) with γφµ(ǫi) ∈ ∂∆(e), (i = 0, 1).
For sufficiently small δ > 0, Re
(
e−
√−1φz(γφµ(ǫi))
)
> 0 (i = 0, 1 and µ ∈ ∆µ(δ)).
5.7. Let φ ∈ R be generic. We shall construct the paths explained in §5.4.
5.7.1. Construction of γφc . Take a family of coordinates w : ∆µ(δ)×∆(c)→ ∆µ(δ)×
C which satisfies the conditions Lemma 5.21. Then, there exists a family of closed
intervals Iµ = [−ǫ−µ , ǫ+µ ] (µ ∈ ∆µ(δ), ǫ±µ > 0) and a family of paths γφc,µ : Iµ → Y
such that γφc,0 = L
φ
c (see §5.5) restricted to [ǫ−0 , ǫ+0 ],
• γφc,µ((−ǫ−µ , ǫ+µ )) ⊂ ∆(c), γφc,µ(0) = νc(µ),
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• wµ ◦ γφc,µ(t) = e
√−1φ/2t for t ∈ (−ǫµ−, ǫ+µ ), and that
• γφc,µ(ǫ±µ ) ∈ ∂∆(c).
Take Lφc (R) as in §5.5. Then we can extend γφc,µ connecting it with ℓφx+µ and ℓ
φ+π
x−µ
where we put x±µ := γ
φ
c,µ(ǫ±µ ) (we take linear re-parametrization if necessary). Then,
we can take R±c,µ > 0 smoothly depending on µ such that γ
φ
c,µ(±R±c,µ) ∈ ∆(pφc,±).
We then extend the path so that it is the φ-arc of αµ for t > R
+
c,µ, and (φ+ π)-arc
of αµ for t < −R−c,µ. By Lemma 5.20, taking δ > 0 sufficiently small, we have
lim
t→±∞ γ
φ
c,µ(t) = p
φ
c,±
for each µ ∈ ∆µ(δ).
In summary, we take the family of paths γφc,µ : R→ Y by the following conditions:
(1) On (−ǫ−µ , ǫ+µ ), we have wµ(γφµ(t)) = e
√−1φ/2t.
(2) On [ǫ+µ , R
+
c,µ] (resp. [−R−c,µ,−ǫ−µ ]), γφc,µ is φ-arc (resp. (φ+π)-arc) of α0 = df .
(3) On (R+c,µ,∞) (resp. (−∞,−R−c,µ) ), γφc,µ is φ-arc (resp. (φ+ π)-arc) of α.
Lemma 5.26. The family of paths γφc : ∆µ(δ)×R→ ∆µ(δ)×Y , (µ, t) 7→ (µ, γφc,µ(t))
defined above satisfies conditions (γ1) and (γ3) in §5.4.
Proof. The condition (γ1) follows directly from the definition. The condition (γ3)
follows from the construction and Lemma 5.19. 
5.7.2. Construction of γφe,±. If e ∈ E0, the integer ne is positive. Hence we have
Re(e−
√−1φneµ) > 0 on Sφ+(δ) and −Re(e−
√−1φneµ) > 0 on Sφ−(δ). Then we put
γφe,+,µ(t) = γ
φ
µ(t) for t ∈ (−∞, ǫ), µ ∈ Sφ+(δ) and γφe,−,µ(t) = γφµ(t) for t ∈ [ǫ0, ǫ1],
µ ∈ Sφ−(δ).
Similarly to the case of γφc , we extend γ
φ
e,+,µ to (−∞, Re,+,µ] so that γφe,+,µ is the
φ-arc of α0 = df on (ǫ,Re,+,µ) (here, we note that we may assume γ
φ
e,+((ǫ,Re,+,µ)) ⊂
L
φ
e (r,R)), and γ
φ
e,+(Re,+,µ) ∈ ∆(pe). Then on (Re,+,µ,∞), we extend γφe,+ as the
φ-trajectory ray of αµ. Then, lim
t→∞γ
φ
e (t) = p
φ
e by Lemma 5.20.
Similarly, we extend γφe,−,µ to [−R−e,−,µ, R+e,+,µ] so that γφe,−,µ is φ-arc (resp. φ+π-
arc) of α0 = df on (ǫ1, R
+
e,−,µ) (resp. (−R−e,−,µ,−ǫ−)) and γφe,−,µ(±R±e,−,µ) ∈ ∆(e).
Then, we extend it to R by considering the φ-arc and (φ + π)-arcs on t > R+e,−,µ
and t < −R−e,−,µ, respectively. We also have limt→±∞γ
φ
e,−,µ(t) = p
φ
e .
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If e′ ∈ E∞, we have ∓Re(e−
√−1φne′µ) > 0 for µ ∈ Sφ±(δ). Hence we can construct
γφe′,± by the same way as γ
φ
e,∓ (e ∈ E0).
Lemma 5.27. The families of paths γφc (c ∈ Crit(f)), γφe,± (e ∈ E) satisfy the
conditions (γ1), (γ2), and (γ3) in §5.4.
Proof. The conditions (γ1) and (γ3) for γφc is proved in Lemma 5.26, and the same
conditions for γφe,± can also be proved in the same way. The condition (γ2) follows
from the fact that for generic φ, we can take Lφc (Rc), L
φ
e (re, Re), and L
φ+π
e (r′e, R′e)
so that they don’t have nontrivial intersections and the fact that on ∆(p), the paths
are taken to be the φ (or, φ+ π)-arcs of αµ. 
5.8. We shall construct the sections sφc (c ∈ Crit(f)) and sφe,± (e ∈ E) in Theorem
5.18, i.e. finish the proof of the main theorem.
5.8.1. Construction of sφc . Let γ
φ
c be the path constructed in §5.7.1. Put R :=
R ∪ {±∞}, which is isomorphic to the 1-simplex [0, 1]. Then, we can extend it to
the family of paths γ˜φc : ∆µ(δ) × R→ ∆µ(δ) × X˜. For (λ, µ) ∈ S◦, set
P rdλ := {(λ, µ)} ×S◦ Prd ⊂ X˜.
Then we can easily see that if Re(e−
√−1φλ) > 0, then γ˜φc,µ(±∞) ∈ P rdλ . Hence,
extending γ˜φc to C∗λ ×∆µ(δ) trivially, and taking branch of log g on νe(∆µ(δ)), we
obtain a section
sφc := γ˜
φ
c ⊗ e−f/λgλ/µe
of H rd1 , which can also be seen as a section in Γ(V
φ,L Be).
Lemma 5.28. The section sφc (c ∈ Crit(f)) constructed above satisfies the condition
(1) in Theorem 5.18.
Proof. Let ω be a section of πX∗ι∗M⊗Ω1X which represents a section [ω] of ι∗H 1dR,0.
Then we have
〈sφc , [ω]〉Per =
∫
γφc,µ
e−f/λgµ/λω.
Then, by the condition (γ3), the description in §5.6.2, and the standard arguments
of saddle point method (see e.g [AGV88], [Moc10]), we obtain that
exp(−ϕc(λ, µ))〈sφc , [ω]〉Per
is of moderate growth (and not of rapid decay) when (λ, µ) → (0, 0) in the neigh-
borhood of V φ in B˜ where ϕc(λ, µ) correspond to the branch of log g fixed when s
φ
c
is defined. This implies the condition (1) of Theorem 5.18 by Lemma 5.7. 
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5.8.2. Construction of sφe,− (e ∈ E0) and sφe′,+ (e′ ∈ E∞). For e ∈ E0 let γφe,− be a
path constructed in §5.7.2. For e′ ∈ E∞ In both cases, the paths are extended to
the families of paths
γ˜φe,− : Sφ−(δ)× R→ Sφ− × X˜, γ˜φe′,+ : Sφ+(δ) × R→ Sφ+ × X˜.
Similarly as §5.8.1, the end points γ˜φe,−(±∞) are in P rdλ if Re(e−
√−1φλ) > 0. By
Lemma 5.23, we can take a branch of log g on νe(Sφ−(δ)) and on νe′(Sφ+(δ)). Then
we obtain the sections
s
φ
e,− := γ˜
φ
e,− ⊗ e−f/λgµ/λe, sφe′,+ := γ˜φe′,+ ⊗ e−f/λgµ/λe.
Lemma 5.29. The sections sφe,− and s
φ
e′,+ satisfy the conditions (1) and (3) in
Theorem 5.18.
Proof. The proof of the condition (1) is similar to that of Lemma 5.28. The condition
(3) is trivial by the construction. 
5.8.3. Construction of sφe,+ (e ∈ E0) and sφe′,− (e′ ∈ E∞). For e ∈ E0 let γφe,+ be the
family of paths constructed in §5.7.2. Then, the limit γφe,+(∞) := limt→∞ γ exists in
X˜ and similarly to §5.8.1 and §5.8.2 the limit γφe,+(∞) is in P rdλ if Re(e−
√−1φλ) > 0.
However, the limit limt→−∞ γ
φ
e,+,µ(t) does not exist (in general) in X˜ . Hence we
modify the path by taking γ˜φe,+,µ : R→ X˜ as follows:
• γ˜φe,+,µ(t) = γφe,+,µ(t) for t ∈ [−ǫ′,∞] (see §5.6.3 for the definition of ǫ′).
• γ˜φe,+,µ([−∞, ǫ′]) is a line segment which connects γ˜φe,+,µ(ǫ′) and a point in
̟−1X (e) of constant argument with respect to the coordinate z = ze.
In a similar way as in §5.8.2, we obtain a section
s
φ
e,+ := γ˜
φ
e,+ ⊗ e−f/λgµ/λe.
By the same way with suitable changes of + and −, we also obtain the family of
paths γ˜φe′,− and the section
s
φ
e′,− := γ˜
φ
e′,− ⊗ e−f/λgµ/λe
for e′ ∈ E∞.
Lemma 5.30. The sections sφe,+ (e ∈ E0) and sφe′,− (e′ ∈ E∞) satisfy the conditions
(1) and (3) in Theorem 5.18.
Proof. The condition (3) is trivial by the construction. We shall check the condition
(1) in the case e ∈ E0 (the case e′ ∈ E∞ can also be treated in the same way).
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Let [ω] be a section of ι∗H 1dR,0 on a neighborhood of (0, 0) ∈ S represented by
ω ∈ πX∗M ⊗ Ω1X/S . Set
V˜ φ+ :=
(
{λ ∈ C | Re(e−
√−1φλ) > 0} × Sφ+(δ)
)
⊂ S∗.
Then, we have ι∗H 1dR,0(V˜
φ
+ ) = ι
∗H 1dR,E0!(V˜
φ
+ ) = ι
∗(limH 1dR,a,b), and hence [ω] is
also represented by ωa ∈ ι∗π∗(Ma,b(∗P)⊗Ω1X/S) where a is arbitrary small. Taking
a sufficiently small, the period pairing can be computed as follows:
〈sφe,+, [ω]〉Per =
∫
γ˜φe,+
e−f/λgµ/λωa
=
∫
γφe,+
e−f/λgµ/λωa (limit Stokes theorem)
=
∫
γφe,+
e−f/λgµ/λω (limit Stokes theorem)
Then, we can use the same discussion as in Lemma 5.28 to see (1). 
Proof of Theorem 5.18. It remains to see that the sections constructed above satis-
fies the condition (2) in Theorem 5.18. This follows from the following observations:
• The paths γφc,µ and γφe,µ,± do not intersect with γφ+πc′,µ or γφ+πe′,µ,± if c 6= c′ and
e 6= e′, where c, c′ ∈ Crit(f) and e, e′ ∈ E (condition (γ2)).
• The paths γφc,µ and γφ+πc,µ (resp. γφe,µ,± and γφ+πe,µ,∓) intersect transversally
only at νc(µ) (resp. νe(µ)), at which we can take the branch of log g so that
〈sφc , sφ+πc 〉 = 1 (resp. 〈sφe±, sφ+πe,∓ 〉 = 1).
(see [MMT00] and [FSY20].) 
5.9. In this last section, we shall give two examples of L Be(f, g). The first one is
related to the gamma function, and the second one is related to cylindrical functions.
5.9.1. Gamma function. We consider the case treated in Examples 3.6, 3.11, 3.21,
and 5.15. In this case, π−1Σ (0) = E0 = {0}. Any φ ∈ R is generic.
For (λ, µ) ∈ V˜ φ+ , we have
〈s˜φ0,+, ι∗e−1〉Per =
∫
γφ
0,+,µ
e−z/λzµ/λλ−1
dz
z
= λ−1
∫
γφ
0,+,µ
e−ζ(ζλ)µ/λ
dζ
ζ
= λµ/λ−1Γ(λ/µ).
STOKES FILTERED SHEAVES AND DIFFERENTIAL-DIFFERENCE MODULES 52
By the computation in 3.21, we obtain
s˜
φ
0,+ = (2π
√−1)−1λµ/λΓ(µ/λ)e0
in H 1dR,0|S∗. Note that we can directly check the relations [∇a, s˜φ0,+] = 0 and
S(s˜φ0,+) = s˜
φ
0,+ in this case. In a similar way, using the Hankel’s counter integral
representation of the gamma function, we also obtain
s˜
φ
0,− = (2π
√−1)−1(1− q)λµ/λΓ(µ/λ)e0
on V φ− . Hence we obtain the following:
Proposition 5.31. We have the natural isomorphism
(L Be(f, g),L Be6 (f, g)) ≃ (LΓ,LΓ6)
where f, g is as in Example 3.6 and LΓ is as in Example 2.17. 
5.9.2. Cylindrical functions. We consider the case treated in Examples 3.5, 3.20,
and 5.14. In this case, we have π−1Σ (0) = Crit(f) = {±1}. We put c1 = 1, c2 = −1.
φ ∈ R is generic if and only if e
√−1φ /∈ R. Take φ so that Im(e
√−1φ) > 0. Let
H
(1)
ν (z) and H
(2)
ν (z) (ν, z ∈ C, i = 1, 2) denote the first and second Hankel function.
We then put
C(i)(λ, µ) := π
√−1eπ
√−1µ/2λH(i)
µ/λ
(2
√−1λ−1)
for (λ, µ) ∈ S∗ and i = 1, 2. Then we have
〈sφci , ι∗ej〉 = λ−1
∫
γφc
e−(z+z
−1)/λzµ/λ−j−1
dz
z
= λ−1eπ
√−1(µ/λ−j−1)/2
∫
γφc
e−(ζ−ζ
−1)/λζµ/λ−j−1
dζ
ζ
= λ−1C(i)(λ, µ − (j + 1)λ)
for i = 1, 2 and j = 0,−1. By the computation given in Example 3.20, we obtain
2π
√−1sφci = C(i)(λ, µ)e0 + C(i)(λ, µ− λ)e−1 (i = 1, 2).
We can directly check that ∇a(sφci) = 0 and S(sφci) = sφci .
Note that in the coordinate (u, v), we have
C(i)(uv, v) = π
√−1eπ
√−1/2uH(i)
u−1(2
√−1u−1v−1)
Hence Theorem 5.16 in this case seems to be closely related to the asymptotic
analysis of Olver [Olv54] on Bessel functions.
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