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Summary
Wind power is being developed in power systems all around the world,
and already today wind power covers more than 20 % of the electricity
consumption in some countries. As the size of each wind power plant
(WPP) increases and as the levels of penetration reaches certain mag-
nitudes, the inclusion of the dynamic properties of the WPPs in the
power system stability studies become important.
The work presented in this report deal with the impact of WPPs based
on full converter wind turbines (WTs) on the power system small-signal
rotor angle stability. During small disturbances in the power system,
the rotor speed of the synchronous machines will eventually return to
its steady state if the power system is small-signal stable. The dynamic
properties of a WPP are fundamentally different from those of a syn-
chronous machine, and the interaction of WPPs with the synchronous
machines in power system oscillations has not yet been fully clarified.
The participation of the WPP in the power system oscillations was in-
vestigated for a number of WPP penetration levels and for different
WPP modes of operation. It was generally found that the inter-area
modes were largely unaffected by the WPP penetration level and mode
of operation. The participation of the WT mechanical system in the
inter-area modes were found to be orders of magnitudes smaller than
the participation of the synchronous generators. The reactive power
controller of the WPP and the WT were found have the highest parti-
cipation among the WPP and WT states.
WPPs based on converter interfaced WTs offer a high degree of con-
trollability due to the rapid response of the converter and the ability
to control both the active and the reactive power output. During this
project, it has been explored how these properties could be utilized
to actively contribute to the modal damping of weakly damped power
oscillations through WPP power oscillation damping control (POD).
Emphasis has been put on WPP level PODs due to its simplicity as
compared to individual WT PODs, and since this offers a single point
of access if the operation of the POD is to be controlled by a wide-area
measurement system. The findings encourage that a WPP level POD
is feasible, since the WTs in a 150 WT WPP required very similar
control signals to optimally contribute to an increased modal damping,
and since time domain simulations showed that the interaction between
the WTs did not adversely effect the ability of the WTs to generate an
aligned WPP response.
The theoretical findings are supported with field test results on a small
13 WT WPP that has been subject to open-loop tests of both active
and reactive power modulations in the frequency range of 0.1 to 1.0 Hz.
With the field tests it has been shown that it was possible to control the
WTs to deliver a common WPP response that was consistent in both
frequency and phase. This was achieved for both active and reactive
power modulation.
Dansk Resume´
Vindkraft udvikles og udbygges i elforsyningssystemer over hele verden
og udgør allerede i dag over 20 % af det samlede elforbrug i nogle lande.
Som kapaciteten af de enkelte vindkraftværker øges, og som den sam-
lede andel af vindkraft i elsystemet stiger, øges ogs˚a vigtigheden af at
inkludere de dynamiske egenskaber for vindkraftværkerne i stabilitets-
studier af elforsyningssystemer.
Arbejdet, der præsenteres i denne rapport, omhandler indvirkningen af
vindkraftværker baseret p˚a vindmøller med fuld last konvertere p˚a sm˚a-
signals stabiliteten af synkronmaskinernes rotorvinkel svingninger. De
rotorvinkel svingninger der induceres af sm˚a forstyrrelser vil i et elforsy-
ningssystem der er sm˚asignals stabilt efterh˚anden forsvinde, hvorefter
synkromaskinerne returnerer til deres ligevægtstilstand. De dynamiske
egenskaber for vindkraftværker er fundamentalt forskellige fra synkron-
maskinens, og samspillet mellem vindkraftværker og synkronmaskiner
under effektpendlinger er endnu ikke fuldt belyst.
Deltagelsen af vindkraftværker i effektpendlinger er blevet undersøgt for
en række udbygningsniveauer og for en række af vindkraftværkets for-
skellige driftstilstande. Resultaterne viste, at egenværdierne for pend-
linger mellem større dele af elsystemet var nærmest up˚avirket vind-
kraftværkets størrelse og driftstilstand. Deltagelsen af vindmøllernes
mekaniske system i svingningerne var størrelsesordener mindre end for
synkronmaskinerne. Regulatorerne i vindkraftværket og i vindmøllerne
for reaktiv effekt regulering viste sig at være de delsystemer i vindkraft-
værket det havde den største indflydelse p˚a egenværdierne for effekt
pendlingerne.
Vindkraftværker baseret p˚a fuld last konverter vindmøller er meget re-
gulerbare p˚a grund af konverterens hurtige respons og idet b˚ade den
aktive og den reaktive effekt kan reguleres. Det er igennem dette pro-
jekt blevet undersøgt, hvorledes disse positive egenskaber kunne udnyt-
tes til styre vindkraftværkerne for aktivt at bidrage til dæmpningen af
svagt dæmpede effektpendlinger. Fokus har været p˚a en central regula-
tor for vindkraftværket, idet den vil være simplere sammenlignet med
regulatorer for hver enkelt vindmølle, og idet en s˚adan vil fungere som
et samlet interface, hvis regulatoren skal forbindes til eksterne styresig-
naler. De opn˚aede resultater er positive i forhold til en s˚adan central
regulator, idet de optimale styresignaler for vindmøllerne i en under-
søgt 150 vindmølle vindkraftværk kun havde sm˚a variationer i forhold
til at opn˚a en øget dæmpning af effektpendlingerne. Tidsdomæne simu-
leringer viste desuden, at vindmøllernes indbyrdedes interaktion ikke i
negativ grad p˚avirkede deres evne til at bidrage til et kollektivt respons
for vindkraftværket.
Resultaterne fra de teoretiske undersøgelser understøttes af feltm˚alinger
fra et mindre vindkraftværk med 13 vindmøller, hvor der blev foretaget
a˚bensløjfe tests med b˚ade aktiv og reaktiv effektmodulering i frekvens-
intervallet 0.1 til 1.0 Hz. Feltm˚alingerne viste, at det var muligt at styre
vindmøllerne og f˚a dem til at levere et kollektivt respons for vindkraft-
værket, der var konsistent i b˚ade frekvens og fase. Dette s˚as i responset
for b˚ade aktiv og reaktiv effektmodelering.
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Introduction
In an interconnected power system, the speed of the synchronous gener-
ators will constantly adjust according to the imbalance between gener-
ation and demand, where a production surplus will cause overspeeding
of the generators; and vice versa. It must be noted that the applied
governor control is to keep the synchronous speed, that is, the nominal
grid frequency, within a required narrow range of operation. If a power
oscillation between two areas of a power system is excited, the rotor
angles of the synchronous machines in one area will start to oscillate
in counter phase with the synchronous machines in the other area and
thereby force a flow of active power back and forth between the areas.
If the oscillation is sufficiently damped, the oscillation will die out and
the rotor angles return to a steady state. However, if there is insuf-
ficient damping in the power system for this particular oscillation, an
ever increasing amount of active power is exchanged between the two
areas until other security devices, for example synchronous machine or
transmission line safety equipment, trip the unit or the component. A
cascading effect of equipment tripping and ultimately system blackout
can be the consequence.
Power system oscillations are discussed by Pourbeik et al. [93], Rogers
[99], Wilson et al. [128] in terms of the nature of their origin, possible
means of mitigation, possible impact of renewable and non-synchronous
generation, and its potential as a root cause to system blackout.
2 Introduction
The described rotor angle oscillations and the associated oscillations of
active power is a variant of rotor angle stability, since the exchange of
active power is primarily caused by the acceleration and deceleration of
the synchronous machines in the system. Rotor angle oscillations are
often divided into
• large disturbances (transient stability), and
• small disturbances (small-signal stability),
where only the latter is treated here. Generally, a disturbance is con-
sidered small if the dynamic response following the event can be rep-
resented with sufficient accuracy by a linear model. Small-signal rotor
angle stability (for simplicity, hereinafter termed small-signal stability)
is often defined as [66, p.23]
“the ability of the power system to maintain synchronism under
small disturbances”.
The inability of a power system to maintain synchronism can manifest
itself in two ways, 1) an aperiodic drift of the rotor angles, or 2) as rotor
angle oscillations with an increasing amplitude. The first corresponds to
insufficient synchronizing torque and the latter to insufficient damping
torque. These terms are further elaborated in section 2.4.
Power system oscillations are inherent in interconnected power systems
based on synchronous generators [50]. Power oscillations where one part
of the system oscillates against another part, often occur in large inter-
connected power systems, where two or more areas are interconnected
through relatively weak AC transmission lines, hence also referred to
as inter-area oscillations. Whether or not an oscillation is stable or un-
stable is a system property. This means that it is not the contingency
initiating the oscillation that determine the level of damping, instead it
is the state of the power system, that is, operating condition, controller
tuning, transmission lines and generators in service, etc. A small-signal
unstable power system can be simulated in steady state without the
presence of rotor angle oscillations, since these need an event to be
excited by. Once excited, however, the oscillations will built up until
the power system is restored to a stable state or until the simulation
breaks down. It should be mentioned that steady state is a theoretical
condition and that a power system in reality is never in steady state
due to
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• load variations,
• variability in production,
• discrete changes in the system,
• etc.,
and small-signal instability can, thus, not be tolerated in an actual
power system.
Power system oscillations are typically divided into three groups de-
pending on the global (or local) scale of the participation of the syn-
chronous machines in the oscillation [66].
• Inter-area oscillations where a group of machines in one area os-
cillates against a group of machines in another area, typically
f ∈ [0.1 0.3] Hz
• Intra-area oscillations where a group of machines in one area os-
cillates against a group of machines in the same area, typically
f ∈ [0.4 0.7] Hz
• Local-area or inter-machine oscillations involve machines which
are located close to each other, typically f ∈ [0.7 2.0] Hz. This
includes adverse interaction between equipment control systems.
Many factors beside the frequency of oscillation, do, however, determine
the nature of the oscillations, and the concepts of mode-shape and
participation factor are used to correctly identify the source, nature,
and significance of a mode.
In [124] it is shown analytically that low frequency inter-area oscilla-
tions are fundamental properties of large longitudinal systems and that
the presence of weak inter-ties between groups of generators is not a
necessary condition.
1.1 Mechanical Equivalents
To understand the phenomena that result in small-signal stability prob-
lems in electrical power systems, it is illustrative to convert the prob-
lem into an equivalent spring mass system. An excellent derivation and
explanation is found in Samuelsson [105] where the mechanical equiva-
lents are extensively used. Here, only a brief summary is presented for
illustration.
4 Introduction
The spring mass equivalent for an inter-area oscillation is shown in
Figure 1.1, where Mi is the inertia of the ith machine, ki represents the
transmission line reactance, and FC is a controlled active source.
k1 k2
1 2
x
x2
xC
x1
F2F1
FC
Figure 1.1: Two mass mechanical equivalent to inter-area oscillations
Newtons second law of motion used for the system in Figure 1.1 yields
M1x¨1 = (xC − x1)k1 − F1 (1.1a)
M2x¨2 = (xC − x2)k2 + F2 (1.1b)
0 = (x1 − xC)k1 + (x2 − xC)k2 + FC (1.1c)
where Mi is the mass, ki the spring constant, xi the location, and where
Fi is an external force. If the speed state variable is introduced, vi = x˙i,
(1.1) may be put into a system of differential and algebraic equations
(DAE) as
v˙1
v˙2
x˙1
x˙2
0
 =

0 0 −k1M1 0
k1
M1
0 0 0 −k2M2
k2
M2
1 0 0 0 0
0 1 0 0 0
0 0 k1 k2 −(k1 + k2)


v1
v2
x1
x2
xC
+ . . .

−1
M1
0 0
0 1M2 0
0 0 0
0 0 0
0 0 1

 F1F2
FC
 (1.2)
The system in (1.2) has the exact same structure as is found for lin-
earized power system models where the dynamic states, that is, x and
v, are replaced by, respectively, the rotor angle and the rotor speed
[105, 112], as will also be shown later in (2.32).
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The local area oscillation, where a single machine or a group of machines
oscillate against a much larger group of machines, whose speed can be
considered constant during the oscillation, is a special case of (1.1).
Consider the case where M2 M1 or even M2 =∞, then the dynamic
response of the area that is represented by M2 vanishes and M1 is
oscillating against a fixed source, that is, a single machine infinite source
system. If the rows and columns of (1.2) that correspond to x2 and v2
are removed, the DAE for a local area system is obtained.
1.2 State of the Art
1.2.1 Impact of WTs and WPPs on Rotor Angle
Small-Signal Stability
The damping of critical inter-area oscillations is affected by a number
of factors such as network topography, generator excitation control,
HVDC control, transmission line power flows, etc. [99, 128]. Also, the
presence of non-synchronous generation units can have an impact on
the damping of inter-area oscillations. In [12, 111] comparisons are pre-
sented of the influence on power system oscillations of wind turbines
(WTs) and wind power plants (WPPs) based on fixed speed induc-
tion generators (FSIGs) and doubly fed induction generators (DFIGs).
Slootweg and Kling [111] find that particularly FSIG WPPs tend to
improve the damping of inter-area oscillations, while no significant ef-
fect is observed for intra-area oscillation. It is, however, noticed that
the results become ambiguous when a large part of the synchronous
generation in an oscillatory node is replaced with wind power. Chaud-
huri and Chaudhuri [18] study several operating scenarios for DFIG
integration into a small two area system and find that the DFIG inte-
gration mostly contributes positively to the damping of the inter-area
mode, although a negative impact is found for certain scenarios. In
[12] it is found that both FSIG and DFIG WPPs improve the damp-
ing of inter-area oscillations; although to a lesser extend for the DFIG
WPP. In [43, 104] also full converter interfaced WPPs are included in
the comparison. Hagstrom et al. [43] note that the DFIG does not have
any significant effect on the damping while the full-load converter type
WPP, here modeled as a negative load, decreases the damping. In [104]
it is concluded that the characteristics of the variable speed WPPs, that
is, WPPs based on either DFIGs or full converter WTs, are practically
identical, while the FSIG WPPs result in slightly better system damp-
ing. A study of increased DFIG penetration on a five area system is
presented in [84] where it is concluded that the influence on the modal
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damping is highly dependent on which synchronous generators that are
displaced. That is, the changed power flow in the system as well as the
potential disconnection of synchronous generators that are dominant in
the stabilization of certain modes, will significantly impact the modal
damping. A WT based on a direct drive (DD) permanent magnet syn-
chronous generator (PMSG) is analyzed in [47] where a small-signal
model is derived and used in a single machine infinite bus system for
tuning of the control parameters.
In [122] the influence is analysed of the voltage/VAR control mode of
DFIG based WPPs on inter-area oscillations. The study finds that in-
creasing the penetration of wind power generally has a favorable effect,
with increased frequency and damping of the inter-area mode between
a weak and a stronger system. With the WPP in voltage control mode,
Tsourakis et al. [122] find an adverse interaction for some parameter-
set. It is, however, noted that these interactions can be avoided with
appropriate tuning of the voltage controller. The influence of the WPP
voltage and reactive power control on rotor angle stability is studied by
Vittal et al. [125], here it is found that voltage control, when compared
to power factor control at the WPP, increases the rotor angle stability
and the subsequent damping of rotor angle oscillations following the
loss of a power plant. In Modi et al. [84], it is found that the modal
damping can be marginally improved through modulation of the DFIG
voltage controller gain.
In [116, 117] a generic small-signal stability model is developed for fixed
and variable speed WTs with corresponding collector and utility grid
to which the units are connected. The approach is based on sensitivity
analysis and singular value decomposition.
1.2.2 Control of Variable Speed WTs for Power
Oscillation Damping
The idea of contributing to the modal damping of power systems through
modulations of the active or reactive power output of converter inter-
faced units is not new in the academic community. This has been
conceptually treated by, for example, Smed and Andersson [112] in
1993 for both active and reactive power modulation and by Cresap and
Mittelstadt [21] in 1976 for active power modulation.
The introduction of converter interfaced WTs inspired researchers to
look into the possibility of modulation of their active or reactive power
output to give a positive contribution to the modal damping. The
results have been published in a number of recent publications where
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it has been proposed to equip WTs or WPPs with a power oscillation
damping controller (POD) for active power modulation (∆P POD)
[24, 30, 32, 48, 65, 80, 110, 121, 123], reactive power modulation (∆Q
POD) [3, 24, 32, 38], or using a combination of both [18, 24, 33, 35, 74].
Gautam et al. [37] study how to mitigate the impact of reduced power
system inertia through control of the DFIG torque reference and find
that also the small-signal stability is improved from this control.
It is generally found in the studies that the WPP PODs contribute pos-
itively to the modal damping of the power system under investigation.
The level of added damping as well as the magnitude of the modulated
output power varies from study to study. Also the complexity of the
applied WT model varies from a controllable load, for example [74] to
rather detailed representations, for example [38]. The bulk of the pub-
lished studies have dealt with conceptual aspects of equipping WTs or
WPPs with POD(s) and have all used aggregated WPP models and,
generally, small benchmark power systems. An exception is the studies
by Gautam et al. [37, 38] where aggregated WPPs are used in a large
power system model having over 22 000 buses and 3 104 synchronous
generators.
The dual problem of designing a DFIG damping controller for torsional
shaft oscillations and a ∆P POD for power system oscillations is consid-
ered by Kshatriya et al. [65] that formulates a non-linear optimization
problem around a partial eigenstructure assignment method to achieve
this goal. The optimization results in a number of controller candi-
dates from which the designer can select the most suitable and robust
controller.
It is generally recognized that FACTS PODs are less robust than syn-
chronous machine power system stabilizers (PSSs) against changes in
the operating conditions of the power system [99]. Due to the similarity
in the grid connection of full converter WTs and FACTS devices, this
characteristic might also apply for a WPP POD. This means that it
might be advantageous to resort to the various techniques that have
been developed for FACTS PODs if similar characteristics are found
for a WPP POD. The use of robust control theory for FACTS PODs
is treated in [132] to accommodate the issue of insufficient robustness,
while Fan [31] presents a review of robust control methods, which have
been applied for power system applications.
The residue is the first order sensitivity to an eigenvalue for the feed-
back between a system output and a system input. The residue angle
is, thus, a measure of the necessary phase compensation to achieve a
positive damping contribution, while the residue magnitude indicates
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the shift of the eigenvalue in the complex plane. This approach is used
by Adamczyk et al. [3], Sigrist and Rouco [110] to design WPP PODs
with the appropriate amount of phase compensation. Residue based
approaches are often combined with a screening of appropriate input
and output signals to find the pair that yields the best compromise
between performance and robustness across different system operating
conditions. Often this task is combined with the subproblem of optimal
siting. A number of studies have dealt with this optimization task for
damping studies with FACTS devices, for example [68, 72, 83, 98, 127].
A particle swarm optimization approach for robust tuning of a WPP
POD based on phase compensation filters is investigated by Mendonca
and Lopes [78]. Here, the optimization seeks to achieve adequate levels
of damping performance, while considering a large number of operating
conditions.
A different approach that is known from non-linear control and that
is based on Lyapunov theory is to use energy function analysis. Lya-
punov’s second method describes that a system is asymptotically stable
if the Lyapunov function is positive definite and if and only if the time
derivative of the Lyapunov function is negative [44, p.134]. An example
of a Lyapunov function is the energy function for the system and sta-
bility is assured if energy is dissipated from the system. This approach
is used by Ferna´ndez et al. [33, 34] for a WPP ∆Q and ∆P POD where
control signals are derived that increase the rate of diminution of energy
in the system. A similar approach is used by Ruan et al. [101] for a
generic converter interfaced power station. Martinez et al. [74] uses the
derived control functions from [101] for a study of the performance of
WPP PODs, but where the WPP is simply represented as a controllable
load.
A seemingly attractive approach towards managing the inherently chang-
ing and essentially unknown operating conditions for the power system,
that make controller design and evaluation difficult, is to design an
adaptive controller that automatically adapts to the changing condi-
tions. Sadikovic et al. [103] proposes an adaptive POD for a thyristor
controlled series compensator (TCSC) where the swing dynamics are
detected with the Kalman filtering approach from [64]. In each time
step, the POD parameters are updated from a pole placement tech-
nique where the operational limits of the POD signal is considered.
Time domain simulations are shown in Sadikovic et al. [103] where a
TCSC equipped with a fixed parameter POD fail to stabilize an off-
nominal operating condition that the adaptive POD do stabilize. The
adaptive POD proposed by Korba et al. [64] is in [19] used for a static
var compensator (SVC) POD and is compared to a model based POD
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in a number of contingencies. Remote measurements based on phasor
measurement units (PMUs) are in the study utilized for both PODs.
Chaudhuri et al. [19] find that similar damping performance is achieved
from the two designs, although a slightly higher control effort is found
for the adaptive POD. When adaptive controllers are considered, it is
however, clear that the performance of such control will depend on the
ability of the system identification to fast and accurately detect the
governing dynamics that the POD should respond to.
In [69, 89] it is for a FACTS POD proposed to use a combination of
bang-bang control and a low gain continuous controller to avoid inter-
actions with other damping controllers. Regarding WPP PODs, this
approach might be interesting for a ∆Q POD whereas the bang-bang
control would be problematic for a ∆P POD, due to both the time
constants of the active power system as well as the added stress that
such control signal would inflict on the mechanical system.
Coordinated tuning of POD controllers is another way to limit any ad-
verse impact from control interactions. An approach based on induced
torques is proposed by Gibbard et al. [42], Pourbeik and Gibbard [95]
where the mutually induced torque coefficients (ITCs) reveal the inter-
action between the stabilizing controllers in the system, cf. section 2.5.
A coordinated design of decentralized PODs through the solution of lin-
ear matrix inequalities (LMIs) is presented by Ramos et al. [97] where
multiple operating conditions are considered simultaneously in the LMI
formulation. Messina et al. [79] propose to use generalized dynamic rel-
ative gain (GDRG), which is an extension to the static relative gain
array (RGA) calculation, as a tool for selection of input and output
variables for the PODs that minimize the control interaction between
the PODs. In [36], a method based on pole placement is proposed for
coordinated tuning of several synchronous generator PSSs and FACTS
PODs where the method of decentralized modal control (DMC) [17] is
utilized for calculation of the filter parameters for the PSSs and the
PODs. In [1], a method of wide-area supervisory control is patented,
which aims at coordinated POD control of multiple WPPs in a power
system, although the details of the supervisory control are not pre-
sented.
1.3 Objectives and Contributions
Throughout the project and in the conducted studies, emphasis has
been put on capturing and including as many WT and WPP charac-
teristics as possible to be able to show a fair and balanced picture that
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reflects the characteristics of contemporary WPPs in commercial oper-
ation. This is reflected in the detailed WT models used, the selection
of transformer and collector grid parameters, and in the WT and WPP
operating conditions that have been investigated.
It is the hope that the presented work will contribute to fill in and
close the gap between the early and more conceptual studies and the
knowledge necessary for practical use.
The response of full converter WTs in the presence of power system
oscillations was analyzed with detailed simulation models of a commer-
cially available WT.
• Studies were conducted that revealed a very low participation of
the WT states in the power oscillations. The participation was
orders of magnitude smaller than those found for the synchronous
generators. It was found that the WT reactive power controller
had the largest participation, whereas a negligible participation
was found for the WT mechanical states. Sensitivity studies of
the control parameters for active and reactive power regulation
supported this finding. The hypothesis that the WT mechanical
states would interact through the WT control system with the
power oscillations in the system, could therefore not be confirmed.
Variable speed WTs offer control of both the active and reactive power
output, which in the literature has been proposed utilized to have the
WPPs contribute to the modal damping.
• On a simple two machine network, the path from WT active and
reactive power output to modal damping was shown analytically.
When repeated with an actual WT model on a more detailed
network, a cross coupling was observed between the idealized ac-
tive and reactive power responses. That is, an applied reactive
power modulation induces an active power modulation and simi-
larly for an applied active power modulation. The cross coupling
was found to originate from a combination of converter control
and induced network response.
• Regarding active power modulation, it has, from an energy per-
spective, been demonstrated that the stored kinetic energy in the
rotational mechanical system can be used to supply a modulated
active power output to induce a damping torque onto the syn-
chronous generators in the system.
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• WPPs are routinely equipped with park level voltage or reactive
power controllers that function to coordinate the response of the
WTs to a achieve a certain condition at a certain bus. With the
requirements of today, the bandwidth of such controllers overlap
with the frequency range in which a ∆Q POD would be expected
to operate. It has been shown that this interaction has to be
considered when a ∆Q POD is designed, in order to achieve the
required phase shift through the system.
Large WPPs are modular and can be distributed over a large geograph-
ical area, which are characteristics that have not been captured in the
previously published studies where aggregated, single WT representa-
tions have been used.
• With residue analysis it was shown that very similar residue angles
were found for the individual WT terminal busses for both active
and reactive power modulation. This means that very similar
control should be applied to each WT to achieve the maximum
contribution to the modal damping.
These findings encourage that a park level POD is feasible, which
for practical matters would be highly beneficial compared to in-
dividually tuned WT PODs.
• The capabilities of WPPs based on full converter WTs to con-
tribute to the modal damping through modulation of active or
reactive power was demonstrated with a 150 WT WPP and it
was shown that the WTs within the WPP could be controlled to
appear as a single unit.
• Through controllability factor estimation and time domain simu-
lations, it was shown that a high degree of WT aggregation was
possible without affecting the impact and performance of the
WPP POD.
Field tests were conducted on a small WPP where the response to both
an active and a reactive power modulation was tested. Park level PODs
were considered in both cases that transmitted continuous reference
signals to all the WTs. Response tests for both the ∆Q and the ∆P
PODs were conducted in the frequency range from 0.1 to 1.0 Hz, while
the frequency response estimations for the ∆Q POD were conducted in
the range from 0.1 to 2.0 Hz.
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• Both for the tested ∆P and ∆Q POD responses, the WTs were
capable of tracking the received reference to produce an aligned
response at the PCC.
• On WT level, the tightest tracking was found for the tested ∆Q
POD where an aligned output was seen across the WTs. For the
∆P POD, a slight variation was found in the frequency of the
active power modulation at WT level. This variation was not
observed in the combined WPP response, which is most likely
caused by the averaging effect over the WTs.
• The field tests verified the cross coupling between active and re-
active power modulations that was identified theoretically from
residue analysis. Distinct magnitude peaks was found in the PCC
reactive power when an active power modulation was applied to
the WTs. Similarly for the PCC active power when a reactive
power modulation was applied, although this effect was found to
be less pronounced.
• The frequency response was estimated for a ∆Q POD that was
interfaced to a WPP level reactive power controller to analyze the
interaction between the controllers. The field tests demonstrated
previous theoretical evaluations that found that the interaction
between the controllers had to be considered when a ∆Q POD
was designed, since the interaction had a significant influence on
the phase of the response.
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1.5 Thesis Organization
The thesis is based on the papers listed in section 1.4.1. As such, the
main results will appear from the papers and only summarized in the
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main body of the thesis. The topics covered by the papers are naturally
divided into three parts, which are here given as chapter 3, 4, and 5,
whereas the field tests are covered in chapter 6. A short description of
each chapter is given as:
• Chapter 2: Summaries are presented of the applied models, that
is, the power system models and the employed WT model, and
the linear analysis methods used throughout the thesis.
• Chapter 3: The interaction between a WPP based on full con-
verter WTs and power system oscillations is analyzed for the
present standard configuration where the WPP does not actively
contribute to power oscillation damping.
• Chapter 4: The possibility to actively control the WPP to en-
hance the modal damping is investigated for both a ∆P and a
∆Q POD, and it is analyzed how the location of the WPP within
the oscillation affects the ability of the WPP to contribute to the
modal damping.
• Chapter 5: A WPP is not a single unit but instead distributed and
may consist of more than hundred units. These characteristics of
a WPP are treated for both a ∆P and a ∆Q POD to analyze the
potential for a park level POD.
• Chapter 6: Measurement results from field tests with a small
WPP where the response of the WPP to a park level ∆P or ∆Q
POD signal has been investigated.
• Chapter 7: Conclusions and outlook.

Chapter 2
Overview of Models and Linear
Analysis Methods
Power system oscillations and the application of eigenvalue analysis as
means of analysis are well described in the literature, as for example
[66, 99]. Another approach is to base the analysis on signal processing
of measured data [119, 120]. When analyzing very large systems this
measurement based approach has the advantage that it is not dependent
on the accuracy of a large dynamic model.
2.1 Power System Modeling
A power system is in general terms described by a set of non-linear
dynamic equations and a set of algebraic relations [66]
x˙ = f˜(x, v, u, t) 0 = h˜(x, v, u, t) y = g˜(x, v, u, t), (2.1)
where x˙ = dxdt , x
n×1 is the state vector, vo×1 is a vector with algebraic
variables, ur×1 the input vector, ym×1 the output vector, t is time
dependency, and where f˜ , h˜, and g˜ are non-linear functions. When the
derivatives in (2.1) are not explicit functions of t, (2.1) is said to be
autonomous and is reduced to
x˙ = f(x, v, u) 0 = h(x, v, u) y = g(x, v, u). (2.2)
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While the format in (2.2) is suitable for time domain simulations it is
often desirable to simplify the expression to do other types of analysis.
A common approach is to Taylor expand (2.2) around an operating
point, (x0, v0, u0), that is found by solving x˙ = 0. Let the partial
derivatives be defined as
A11 =
∂f
∂x
A12 =
∂f
∂v
B1 =
∂f
∂u
(2.3a)
A21 =
∂h
∂x
A22 =
∂h
∂v
B2 =
∂h
∂u
(2.3b)
C1 =
∂g
∂x
C2 =
∂g
∂v
D1 =
∂g
∂u
, (2.3c)
equation (2.2) is then represented by the linear DAE [105][
∆x˙
0
]
=
[
A11 A12
A21 A22
] [
∆x
∆v
]
+
[
B1
B2
]
∆u
∆y =
[
C1 C2
] [ ∆x
∆v
]
+D1∆u.
(2.4)
The system description in (2.4) gives the linear behavior in a small
neighborhood around the operating point (x0, v0, u0), hence the ∆-
notation. The deviation variables are defined as
∆x = x− x0 ∆v = v − v0
∆u = u− u0 ∆y = y − y0.
For simplicity, the ∆-notation is dropped in the following.
The algebraic variables, v, are eliminated using the algebraic subsys-
tem of (2.4) to give v in terms of x and u. Performing these matrix
manipulations yield
A = A11 −A12A−122 A21 B = B1 −A12A−122 B2 (2.5a)
C = C1 − C2A−122 A21 D = D1 − C2A−122 B2. (2.5b)
With (2.4) described purely by ordinary differential equations (ODE),
the system is in the classical state space form
x˙ = Ax+Bu
y = Cx+Du
(2.6)
where xn×1 is the state vector, ur×1 the input vector, ym×1 the output
vector, An×n is the system state matrix, Bn×r the input matrix, Cm×n
the output matrix, and Dm×r the feed forward matrix.
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2.1.1 Applied Power System Models
2.1.1.1 Two Generator System
The two generator network shown in Figure 2.1 was introduced in [112]
to study the impact of HVDC on system damping and later used in
[100] to study power system damping by power modulation of a voltage-
source-converter (VSC) power station.
The network in Figure 2.1, with its purely reactive network and the
generators modeled with the classical model, that is, a voltage source
behind the transient reactance of the generator, is sufficiently simple
to allow for analytical evaluations. The parameters are available in the
paper in appendix A.3.
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Figure 2.1: Single-line diagram of the two generator network.
The two generator system can be considered as a simplified representa-
tion of the linearized swing dynamics of two areas in a power system;
similar to the mechanical equivalent shown in Figure 1.1.
2.1.1.2 Four Generator System
The network shown in Figure 2.2 is based on the four generator system
in [115], which is a modified version of the two area system originally
defined in [50]. This system possesses many of the same properties
as the two generator equivalent in section 2.1.1.1 but where also the
dynamics of the generator and WT controls are considered.
G3
G4
T4
T3
WT
Wind Power Plant
G1
G2
T2
T1
L1
M
rZ
L2
(1-r)Z
Figure 2.2: Single-line diagram of the four generator network.
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2.1.1.3 Seven Generator System
The seven generator system in Figure 2.3 was developed in collabora-
tion with National Grid as an extension to the three generator system
described in Anaya-Lara et al. [11] to improve the numerical properties
of the system.
The developed model may assist in the understanding of power oscil-
lations between major areas of the UK power system, although the
model does not accurately represent particular aspects of the UK net-
work, and hence, should not be used to draw conclusions regarding the
performance of this network.
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Figure 2.3: Single-line diagram of the developed seven generator network.
The system is further described in Knu¨ppel et al. [61] where also the pa-
rameters for the network and for the synchronous generators are avail-
able, cf. appendix A.1.
2.1.1.4 68 Generator System
The system was originally developed by Gibbard and Vowles [41] to
provide a benchmark system for analyzing power system oscillations
and the single-line diagram of the network is depicted in Figure 2.4.
The original system has 59 busses and fourteen power stations and data
is provided for six different operating conditions, ranging from “heavy
load” to “light load” to be able to test the performance of damping
controllers to changing operating conditions. The system parameters
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and the distribution of load and generation for the provided operating
conditions are available from Gibbard and Vowles [41].
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Figure 2.4: Single-line diagram of the 68 generator power system [41].
For the studies conducted in this thesis the generators within the four-
teen power stations are represented individually, which in total corre-
sponds 62 on-line synchronous generators for the heavy load scenario.
All the generators are equipped with standard IEEE STAB1 PSSs,
which have been tuned to obtain weakly damped oscillations between
the areas. A plot of the complex plane with the eigenvalues that capture
the power oscillations in the system is shown in Figure 5.7 on page 86.
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2.1.2 Wind Turbine Modeling
An overview of contemporary WT concepts is presented and discussed
in [70, 71] where especially the different concepts for generator and drive
train are discussed in [70], while [71] also discusses different converter
concepts, grid connection issues, and present and discuss future con-
cepts for connection of off-shore WPPs. As discussed by Li and Chen
[70], WTs are often classified into fixed speed, limited variable speed,
and variable speed WTs according to their ability to vary the speed of
the WT rotor. The variable speed WTs are, furthermore, often sub-
divided into WTs with a partial scale and a full scale converter, and
according to drive train and generator type.
WT modeling is a topic that has received a lot of attention in the
scientific literature. The FSIG is described in a number of textbooks
as for example [2, 8]. For variable speed WTs, especially the modeling
and control of the DFIG concept have been widely described in the
literature, as for example [5, 6, 8, 20, 27, 28, 81, 82, 118]. In [7, 8]
the modeling and control are presented of a full converter WT with an
induction generator. Huang et al. [47], Strachan and Jovcic [114], Wu
et al. [129] present the modeling and control of a DD PMSG where
[47] also includes a number of references to the modeling and control
of PMSGs and where [114] has a detailed description of the process
employed for tuning of the WT controllers.
For power system studies, the WTs within a WPP are often aggregated
into equivalent WT generators that consist of one of more upscaled WTs
[9, 16, 86, 108].
The WT concept for this study has an induction generator and is inter-
faced through a full-load converter system as illustrated in Figure 2.5.
The WT is pitch controlled and has variable speed operation to maxi-
mize the active power output. The dynamic model represents a 3.6 MW
Siemens Wind Power WT and the dynamic fault-ride-through (FRT)
response of the model has been validated from field tests [90]. The WT
is represented with a reduced order, positive sequence, RMS model
that is suitable for dynamic power system studies. The model includes
a variable wind speed aerodynamic model, a two-mass model of rotor,
gearbox, and generator, machine and grid side converter, DC-link, and
a generic reduced order control scheme. For the different studies the
WT model is used for both an aggregated representation of a WPP as
well as to represent the individual WTs in a WPP.
A block diagram showing the overall connections is shown in Figure 2.6
and the individual blocks are further described in Knu¨ppel et al. [61],
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Figure 2.6: Overall block diagram of the WT model.
For the studies where POD operation of the WPP is investigated, only
continuous PODs are considered. The general structure for the inves-
tigated PODs are
GPOD(s) = K
sTwo
s Two + 1
1
s Tlp + 1
Gpc(s) (2.7)
where K is the gain, Two the wash-out filter time constant, Tlp the low-
pass filter time constant, and where Gpc(s) is the transfer function for
the phase compensation. The POD is driven by a power system signal
with good observability of the oscillation in question, and its output
is added to a WT or WPP signal with control of either the active
or the reactive power output of the WT(s). The phase compensation
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is determined from residue analysis using the approach presented in
section 2.3 and the magnitude of the gain, K, from root-locus analysis
and time domain simulations.
2.2 Eigenvalue Analysis
2.2.1 Eigenvalue Analysis of ODE System
To analyze the dynamic performance of the system in (2.6) it is often
useful to perform a similarity transformation to diagonalize A, that is,
decouple the system dynamics [66, 99]. It should be remembered that
this is only possible given that A has an eigenbasis, that is, given that
A is not defective.
Aφi = λiφi, for i = 1, 2, . . . , n (2.8)
where the ith eigenvalue, λi, is found as the solution of
det(A− λiI) = 0 (2.9)
and where In×n is the identity matrix and φn×1i the right eigenvector
for the ith eigenvalue, also commonly referred to as the mode-shape for
the ith mode. Similar to the formulation in (2.8), the left eigenvector
is defined as
ψiA = λiψi, for i = 1, 2, . . . , n (2.10)
where ψ1×ni is the left eigenvector for the ith eigenvalue.
In compact notation for all n eigenvalues, the right and left eigenvector
matrices are defined as
Φ = [φ1 φ2 · · · φn] Ψ =
[
ψT1 ψ
T
2 · · · ψTn
]T
(2.11)
Further, for power system studies the eigenvector matrices are usually
scaled to satisfy ΨΦ = I. When the indicated similarity transformation
is performed, first define a new state vector, z, in the transformed
coordinates
x = Φz. (2.12)
Then substitute (2.12) into (2.6)
Φz˙ = AΦz +Bu
y = CΦz +Du
(2.13)
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and premultiply by Φ−1
z˙ = Λz +B′u
y = C ′z +Du
(2.14)
to obtain the ODE system in the transformed and decoupled coordi-
nate set, z. Using (2.14) and the inverse of the (2.12) transformation,
the time domain response for the ith state vector, given in terms of
the modal eigenvector matrices and the initial conditions for the state
vector, x(0), is given by
xi(t) = φi1ψ1x(0)e
λ1t + φi2ψ2x(0)e
λ2t + · · ·+ φinψnx(0)eλnt (2.15)
The right eigenvector, φi, describes how the activity of the ith mode
is distributed on the n state variables, while the left eigenvector, ψi,
weighs the contribution of the n state variables on the ith mode. The
entrywise product of φi and ψ
T
i is thus a measure of the importance of
the states within the individual modes and is referred to as the parti-
cipation factors
pi = [φ1iψi1 φ2iψi2 · · · φniψin]T , (2.16)
or in compact notation
P = Φ⊗ΨT (2.17)
where ⊗ denotes the entrywise product of two equal sized matrices. Of
special interest is the speed participation factors, since these indicate
the sensitivity of the eigenvalue to the addition of mechanical damping
at the shaft [99].
The eigenvalues provide important information on the dynamics of the
system in terms of the frequency and damping of any oscillations. If
the ith eigenvalue is given as λi = a ± jb, the natural frequency, ωn,
the damped frequency, ωd, and the damping ratio, ζ, are defined as
ωn =
√
a2 + b2
[
rad
sec
]
, ωd= b
[
rad
sec
]
, ζ =
−a
ωn
[−]
From classical control theory of continuous and time invariant systems,
it is given that mode λi is asymptotically stable only if a < 0 [44,
p.123]. The stability properties of an eigenvalue is schematically de-
picted in Figure 2.7. If the eigenvalue has only a real part, λ = a, its
time response is monotonically decreasing if the eigenvalue is stable, or
increasing if unstable. For a pair of complex eigenvalues, λ = a ± jb,
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Figure 2.7: Eigenvalue location in complex plane and its stability properties
in the linear sense.
an oscillatory time response is obtained where the value of its real part,
a, determines whether the amplitude is decreasing, increasing, or con-
stant.
It should be remembered that power systems in general are non-linear
while the modal analysis is based on a linear approach. Thus, the results
from the modal analysis are only valid in proximity of the linearization
point and should be perceived as a snapshot of the dynamic system
behavior.
For highly non-linear systems, the results from the linear analysis should
be interpreted with care, since the dynamics of the system might not be
represented very accurately by the linear approximation. The method
of normal forms offers a framework for extending the modal analysis to
include higher order terms and thereby capture dynamics not captured
by a linear model, cf. section 2.6.1. Bifurcation analysis offers another
framework for analysis of non-linear systems where the dependency of
qualitative changes of the system to system parameters and initial con-
ditions are explored, cf. section 2.6.2. These methods are especially
important for stressed, highly non-linear power systems which are not
accurately described by the linear approximation in (2.6). Linear ana-
lysis is often complemented with non-linear time domain simulations,
where the time domain results are used for assessment of the valid-
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ity of the linear analysis. That is, have the important dynamics been
captured by the linear approximation with sufficient accuracy.
To gain deeper insight into the dynamic behavior of the system, a se-
ries of modal analysis are often conducted where certain system pa-
rameter(s) are gradually changed. Analyzing the movement of the
eigenvalues in the complex plane, reveals the influence of the varied
parameter to overall system dynamics and small-signal stability.
2.2.2 Eigenvalue Analysis of DAE System
Eigenvalue analysis is often conducted on the ODE description in (2.6)
as described in section 2.2.1. A disadvantage with this approach is,
however, that it removes part of the inherent structure of the power
system model in (2.4). The system matrices in (2.4) are generally sparse
whereas the equivalent ODE description is dense, which is caused by
the elimination of the algebraic variables as shown in (2.5a).
In the following let the complete DAE system in (2.4) be described with
the .˜ notation such that (2.4) is given as
E ˙˜x = A˜x˜+ B˜u
y = C˜x˜+ D˜u
(2.18)
where
E =
[
In×n 0n×o
0o×n 0o×o
]
(2.19)
is defining the differential and the algebraic part of ˙˜x.
The similarity transformations performed with the left and right eigen-
vectors, as defined in (2.8) and (2.10) for the ODE system, can for the
DAE description be defined as
A˜Φ˜ = EΦ˜Λ˜ Ψ˜A˜ = Λ˜Ψ˜E (2.20)
where the compact notation in (2.11) has been used for the right and
the left eigenvectors. Consider the similarity transformation using the
right eigenvector matrix in (2.20) and expand the matrices into the
corresponding differential and algebraic subsystems[
A11 A12
A21 A22
] [
Φ˜d
Φ˜a
]
=
[
I 0
0 0
][
Φ˜d
Φ˜a
]
Λ˜. (2.21)
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If secondly, the algebraic eigenvector matrix, Φ˜a, is eliminated, (2.21)
is given as
(A11 −A12A−122 A21)︸ ︷︷ ︸
A
Φ˜d = Φ˜dΛ˜. (2.22)
Comparing the first term in (2.22) with (2.5a), it is clear that this is
exactly the ODE A matrix. Uniqueness of the eigenvalue decomposition
gives that Λ˜ = Λ, and Φ˜d = Φ. This result is intuitively correct since
the transformation from DAE to ODE preserves the dynamical behavior
of the system.
A similar result is obtained from the similarity transformation with the
left eigenvector matrix.
The algebraic part of the eigenvectors, Φ˜a and Ψ˜a, are then obtained
from
Φ˜a = −A−122 A21Φ˜d Ψ˜a = −Ψ˜dA12A−122 . (2.23)
2.2.3 Numerical Example
The benchmark system presented in section 2.1.1.2 displays some fun-
damental properties with respect to power system oscillations. The
four generator, two area system has a total of three electromechanical
modes, two local modes between G1 and G2, and between G3 and G4,
and an inter-area mode with G1−2 oscillating against G3−4. Let the
inter-area mode be named λ1, the area 1 local mode λ2, and the area
2 local mode λ3.
Power system oscillations are a system property and not related to the
event that excites the oscillations. In an unstable power system, oscilla-
tions with increasing amplitudes thus occur regardless of the activating
event, be it a short-circuit, a transformer tap-change, a generator set-
point change, naturally occurring load changes, etc.
In sections 2.2.3.1 to 2.2.3.3 the three theoretical possibilities are illus-
trated, that is, stable, unstable, and marginally stable. The rotor speed
of the four generators are plotted following a 0.2 second, 5 % square
pulse to the voltage set-point of one exciter. The exercise is repeated
for an exciter in both area 1 and 2.
2.2.3.1 Stable Case
In the stable system all eigenvalues have negative real parts and any
dynamic response described by the linear model approximation will
2.2. Eigenvalue Analysis 29
return to the steady state operating point. This is shown in Figure 2.8
for a square pulse input to the reference voltage to the exciter of G1
and G3.
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Figure 2.8: Generator speed change response to a square pulse perturbation
in exciter reference voltage. Stable case.
The dynamic responses after applying the perturbation in area 1 and
2 are shown in Figure 2.8a and 2.8b, respectively. In both plots it is
initially the local-area mode in the area with the perturbation that is
excited, after which the inter-area oscillation takes over and dominates
the response. As expected, the oscillations have a decreasing amplitude.
2.2.3.2 Unstable Case
A system is small-signal unstable if one or more eigenvalues have a
positive real part. Any event that excites an unstable mode will lead to
oscillations of increasing amplitude unless system protection is operated
to return the system to a stable operating point. The response to
the voltage reference perturbation is depicted in Figure 2.9 where the
increasing amplitudes of the oscillations are noticed. Note how the rotor
speeds are constant before the perturbation is applied. This illustrates
that the system will in fact remain in the steady state operating point
until the unstable mode is excited1.
1Notice that this is a rather theoretical observation since actual power systems,
as previously discussed, have a stochastic nature and therefore do not have a steady
state.
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Figure 2.9: Generator speed change response to a square pulse perturbation
in exciter reference voltage. Unstable case.
2.2.3.3 Marginally Stable Case
The marginally stable power system describes the situation where sus-
tained oscillations occur. In Figure 2.10, the speed deviations are plot-
ted for this special case. The time responses are dominated by the
local-area modes for the first couple of cycles, after which the response
is dominated by the undamped inter-area mode.
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Figure 2.10: Generator speed change response to a square pulse perturba-
tion in exciter reference voltage. Marginally stable case.
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2.2.3.4 Oscillating Groups of Generators
As shown from the time domain simulations in Figure 2.8 to 2.10, the
generators in each area have a tendency of swinging against each other
in a local-area mode. Just as the two areas have an inherent oscillation
which involves all four generators.
The time domain response for the ith state variable is as discussed in
section 2.2.1 and shown in (2.15) shaped by the ith right eigenvector,
φi. This is utilized in the mode-shape plot to identify groups of oscillat-
ing generators. The mode-shape plot is basically the right eigenvector
plotted for the speed states for the inter-area and the two local-area
modes. The scaled mode-shapes for the system in Figure 2.2 is plot-
ted in Figure 2.11. The grouping is noted by the approximate 180◦
separation between the vectors.
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Figure 2.11: Mode-shape for the three electromechanical modes. λ1: inter-
area mode, λ2: area 1 local mode, and λ3: area 2 local mode.
The right eigenvector contains information on the grouping of the gen-
erators within the oscillation but not on the participation in the oscilla-
tion. For this end the participation factors are computed as the product
between the right and the left eigenvector, cf. (2.16). For the inter-area
and the two local area oscillations, the scaled speed participation fac-
tors are shown in Table 2.1. The participation factors reveal that all
generators have a high participation in the inter-area mode, while only
the generators in area 1 have high participation in the local-area mode
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for this area, and vice versa for the local mode for area 2.
Table 2.1: Speed mode participation factors. λ1: inter-area mode, λ2: area
1 local mode, and λ3: area 2 local mode.
State variable |pλ1 | |pλ2 | |pλ3 |
ω1 0.6186 0.8145 0.0197
ω2 0.3387 1.000 0.0514
ω3 1.000 0.0489 0.7052
ω4 0.8005 0.0299 1.000
2.3 Residues for Controller Tuning
The mapping of input u to output y in the state space description of
(2.6) can be expressed in terms of the transfer function [66, 99]
G(s) =
y(s)
u(s)
(2.24a)
= Cy(sI −A)−1Bu +Dyu (2.24b)
= K
N(s)
D(s)
+Dyu = K
(s− z1)(s− z2) · · · (s− zn)
(s− λ1)(s− λ2) · · · (s− λn) +Dyu.
(2.24c)
Provided that the eigenvalues of the system are distinct it is possible
to do the partial fraction expansion
G(s) =
R1
s− λ1 +
R2
s− λ2 + · · ·+
Rn
s− λn +Dyu. (2.25)
Here, Rh is the residue for the hth eigenvalue for the transfer function
(2.24a). The residues may also be computed directly from the state
space description
Rhyu = CyψhφhBu. (2.26)
From (2.26) it is seen that the residue is the product between the ob-
servability and controllability of the hth mode in the input, output pair,
u, y. Consider the feedback u(s) = kC(s)y(s); the transfer function is
then given as
y(s) =
[
n∑
i=1
Ri
s− λi +D
]
kC(s)y(s) (2.27)
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where the eigenvalues of the controlled system are computed as the
roots of
0 = 1−
[
n∑
i=1
Ri
s− λi +D
]
kC(s). (2.28)
Next, consider the mode shift of the hth eigenvalue, λh,new = λh+∆λh
by evaluating the limit of (2.28) at the complex frequency s = λh,new
as k and ∆λh approaches zero.
lim
k=0
∆λh=0
(
1−
[
Rh
λh + ∆λh − λh +
n∑
i=1
i 6=h
Ri
λh + ∆λh − λi +D
]
kC(λh + ∆λh)
)
= 1− Rh
∆λh
kC(λh) = 0 (2.29)
hence
∆λh = RhkC(λh). (2.30)
From (2.30) it is given that the residue for an eigenvalue for the trans-
fer function between output, y, and input, u, is the sensitivity of this
eigenvalue to a scalar feedback control. The magnitude of the residue is
thus a measure of the impact of the control gain on the eigenvalue while
the angle indicates the direction of the eigenvalue movement. This is
schematically illustrated in Figure 2.12a where G(s) is the uncontrolled
system, that is, the power system model without the additional con-
trol, C(s) the proposed control, and k the control gain. The concept of
residue angle and required phase compensation of C(s) to achieve pure
damping is illustrated in Figure 2.12b.
2.4 Synchronizing and Damping Torques
The synchronizing and damping torques for a synchronous machine are
defined from the swing equation of this machine. That is, the relation
between the rate of change of speed and the torque imbalance on the
shaft [99]
∆ω˙ = 12H
(
∆Tm −∆Te
)
= 12H
(
∆Tm −Ks∆δ −Kd∆ω
)
(2.31)
where H is the inertia constant, and Ks and Kd are known as the syn-
chronizing and the damping torque coefficient, respectively [66]. The
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Figure 2.12: Effect of controller tuning on modal damping.
synchronizing and damping torques are hence the component of electro-
magnetic torque, ∆Te, in phase with rotor angle, ∆δ, and rotor speed,
∆ω, respectively.
Figure 2.13 provides an overview of the machine interactions in a mul-
timachine system with N synchronous machines, and a machine j that
is interfaced through a full-load converter. Although greatly simpli-
fied, the figure shows how the rotational mechanical system of the syn-
chronous machines is directly coupled to the network, since the injected
currents are a function of ∆δ and ∆ψfd. Recently an increasing num-
ber of non-synchronous units are being connected to the grid, including
converter interfaced power production units, FACTS devices, etc. For
such units, here illustrated with a WT, the only connection between the
network and the rotational system, if such exist for the particular unit,
is through the controller with the generator side converter controlling
the rotational speed of the generator, ωg. As a result, the terms syn-
chronizing and damping torques of the rotational mechanical system of
a WT has little meaning in the conventional sense of (2.31).
In a single machine infinite bus system, the synchronizing and damping
torques are given directly when the generator equations are put together
with the stiff voltage source at the infinite bus. In a multimachine
system, however, the multiple paths, the number of equations, and
the mutual interaction between the machines complicate matters. To
compute the synchronizing and the damping torque for a multimachine
system, first consider a power system modeled with the standard state
space description in (2.6). Then consider a partitioning that separates
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Figure 2.13: Schematic illustration of machine interactions in a multima-
chine power system.
the subsystem which contains the generator rotor dynamics [99] δ˙ω˙
x˙o
 =
 Aδδ Aδω AδxoAωδ Aωω Aωxo
Axoδ Axoω Axoxo
 δω
xo
+
 BδBω
Bxo
u
[
Te
Tm
]
=
[
CTeδ CTeω CTexo
CTmδ CTmω CTmxo
] δω
xo
+Du
(2.32)
here indicated in the expanded state space matrices by dividing lines.
In (2.32), δ is a vector with the rotor angle states for all the generators
in the system and ω is similarly a vector with all the speed states. If δ
and ω are considered input to the subsystem described by xo, the state
equations for this subsystem is given by
x˙o = Axxxo +Axδδ +Axωω. (2.33)
Replacing x˙o by sxo and using that sδ = ω, the transfer functions from
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δ to electrical, Te, and mechanical torque, Tm, are given as
xo(s) = (sI −Axx)−1 (Axδ + sAxω) δ (2.34a)
Te(s) = CTexoxo(s) + (CTeδ + sCTeω)δ (2.34b)
Tm(s) = CTmxoxo(s) + (CTmδ + sCTmω)δ. (2.34c)
If (2.34b) and (2.34c) are substituted into (2.31), a transfer function
is obtained that is suitable for calculation of the frequency dependent
synchronizing and damping torques in a multimachine system
sω(s) = 12H (Tm(s)− Te(s))
= − 12H (Ks(s) + sKd(s)) δ(s) (2.35)
When evaluating the synchronizing and damping torques as in (2.35), it
should be remembered that only the diagonal terms of Ks(s) and Kd(s)
relate the speed deviation of machine j with the swing equation of the
jth machine. The off-diagonal terms are relating the speed deviation
of the other synchronous generators with the jth swing equation, and
the impact in terms of stability depends on the phase of the oscillations
of these machines with respect to machine j. For a two machine, two
area system as analyzed in [100, 112], the generators oscillate in counter
phase and any positive or negative effects are readily identified, where
positive diagonal elements and negative off-diagonal elements represent
a positive damping contribution. Although the generators in a multi-
machine system will group in an oscillation and have similar phase of
oscillation within the group, it may be a challenge to compute the net
impact using the approach outlined with (2.35). From a system stabil-
ity perspective, it should be mentioned that the outlined approach gives
the contribution to Ks(s) and Kd(s) that are induced on the machines
from the network side when the machines are oscillating at a certain
frequency. The ijth component is thus the torque induced on the ith
generator when the jth generator is oscillating with a frequency of jω,
where the oscillation of generator j is considered input to the model
and Ks(s), Kd(s) output. This means that the internal feedback in the
generators is not considered and that the computed synchronizing and
damping torques do not represent the overall system stability, but are
components of the overall torques in the machines.
2.5 Induced Torque Coefficient
Eigenvalue analysis is commonly used to analyze systems for small-
signal stability and provides valuable information about the inherent
stability properties of the system. A challenge with the method is to
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identify the root cause of a an observed shift in the stability properties.
In [42, 94], induced torque coefficients (ITC) are introduced as a means
to analyze the damping impact from FACTS stabilizers in multimachine
systems. The framework for ITC is an extension to the analysis of the
synchronizing and damping torques, where the challenge about relating
an induced torque on machine j from machine i is considered directly.
The calculation of the ITCs is based on the PVr transfer function,
which is the transfer function from exciter reference voltage to the active
power output of the synchronous generators and it is computed with
all shaft dynamics disabled [39, 40]. The rationale behind ITC is that
although a FACTS stabilizer, or in this case a WT, does not have a
mass, which is synchronously connected to the network, there is still a
path from the currents, idj , iqj , of machine j through the network to the
electromagnetic torque of machine i. From machine j it is thus possible
to induce an electromagnetic torque on machine i and that torque may
be decomposed into torques in phase with ∆δi and ∆ωi.
For the ith machine, the damping torque induced by the jth stabilizing
unit, Dij , is thus the component of torque in phase with ∆ωi, where
it is utilized that the per unit air-gap power, ∆Pe, equals the per unit
air-gap torque, ∆Te, [66]. The transfer function is then given as [94]
Dij =
∆Te,ij
∆ωi
=
∆Pe,ij
∆ωi
(2.36a)
=
∆Pe,ij
∆uj︸ ︷︷ ︸
HPVr
∆uj
∆yj︸︷︷︸
jth PSS
∆yj
∆ωi
(2.36b)
where ∆uj is the input signal to the jth unit from the stabilizer and ∆yj
is the signal from which the oscillation is observed. In (2.36b), the last
expression relates the speed deviation on machine i to the stabilizing
input signal of the jth stabilizing unit, that is, PSS, FACTS device, etc.
If only the hth mode, λh, is excited, then the state vector is described
as ∆x = φhe
λht [66]. Any output ∆yj is then given by Cjφh, where
Cj is the row of the output matrix in (2.6) that corresponds to ∆yj .
Equation (2.36b) is then given as
Dhij =
∆Pe,ij
∆uj
(λh)
∆uj
∆yj
(λh)
Cjφh
Ciφh
(2.37a)
= χhij
∆uj
∆yj
(λh) (2.37b)
where each transfer function is evaluated at s = λh, where Ci is the
row in the output matrix that corresponds to ∆ωi, and where χ
h
ij is a
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complex number, which is independent of the applied control and which
represents the impact of stabilizer j on the ITC of the ith synchronous
generator for the hth mode. From the ITC for the hth mode, Dh, a
first order approximation of the mode shift of the hth mode is given as
[94]
∆λh,ij = − pih
2Hi
Dhij (2.38a)
= − pih
2Hi
χhij
∆uj
∆yj
(λh) (2.38b)
where Hi is the inertia constant of the ith synchronous generator and
pih is the participation factor of the speed state of the ith synchronous
generator for the hth mode. Let
ξhij = −
pih
2Hi
χhij (2.39)
and denote ξhj =
∑
∀i ξ
h
ij . It can then be proved that ξ
h
j is equivalent
to the residue between output ∆yj and input ∆uj [96], and examining
the elements of ξhij thus reveals the contribution of each synchronous
generator to the residue of the hth system mode.
Summing over all i in (2.38) then gives the predicted mode shift when
the controller
∆uj
∆yj
is inserted into the loop
∆λh,j =
∆uj
∆yj
(λh)
∑
∀i
ξhij . (2.40)
Using (2.40) it is possible to predict the mode shift of the hth eigenvalue
due to the presence of the jth controller,
∆uj
∆yj
. Similarly, summing
over all j gives the total mode shift due to the stabilizing action of all
the stabilizing units. The prediction of the hth closed-loop eigenvalue,
λˆh,cl, is then given from the open-loop eigenvalue, λh,ol = λh, and the
predicted mode shift as calculated in (2.40)
λˆh,cl = λh,ol + ∆λh,j (2.41)
2.6 Alternative Means of Analysis
2.6.1 Theory of Normal Form
For highly non-linear systems, the accuracy provided by a linear ap-
proach may be insufficient to accurately determine the dynamic char-
acteristics of the system [126], which has led to inclusion of higher order
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terms using the theory of normal forms. The theory of normal forms
has developed as a method to simplify the analysis of complex non-
linear dynamics [13, 87]. The method is based on a sequel of non-linear
coordinate transformations in which the non-linear terms successively
are transformed to their simplest form, that is, their normal form. In
[75, 106] the fundamental framework are presented for power system
analysis using normal forms.
2.6.2 Bifurcation Analysis
Bifurcation analysis originates from the analysis of complex and highly
non-linear dynamic systems, and is the study of qualitative or structural
changes in the system as one or more system parameters are slowly
varied [107, 113]. Using continuation methods, the dependency of the
system dynamic properties to the continuation parameter is traced to
form a bifurcation or branching diagram.
Bifurcation theory and continuation methods are extensively used in
the PhD thesis by Dong [25] to study power system stability and se-
curity boundaries. As detailed in [25], different power system stability
phenomena are closely related to system bifurcations. Where, for ex-
ample, voltage collapse may origin as a saddle-node bifurcation, emer-
gence of undamped power system oscillations as a Hopf bifurcation, or
instability caused by limiters in the control or in the components as
a limit-induced bifurcation. The general use of bifurcation theory for
power system studies is presented in [4], whereas a study of damping
controllers for power system oscillations in the view of Hopf bifurcations
is presented in [83]. Yang et al. [130] perform a continuation analysis
on different machine and external parameters of a DFIG infinite bus
system, and shows that Hopf bifurcations may arise if the DFIG con-
trollers are not properly tuned. In [73], bifurcation theory is used for
the calculation of parameter changes that are critical with respect to
saddle-node or Hopf bifurcations. Based on the solution of this critical
distance problem in the parameter space, Makarov et al. [73] suggest
that a stability proximity index can be based on the length of the so-
lution vector. The impact of the exciter voltage limit on the power
system small-signal stability is studied in [45] where it is concluded
that the presence of non-differential elements such as limiters has great
impact on the small-signal stability region. It is concluded that such
non-differential components should be included in future small-signal
stability studies.

Chapter 3
Analysis of Present Normal
Operation of WPPs
The impact of increased penetration of wind power on the power system
small-signal stability has been analyzed in a number of publications for
the different available WT technologies. A large scale integration of
wind power clearly has the potential to change the modal characteristics
of the system by
1. significantly change the dispatch of the existing power units,
2. significantly alter the power flows in the system, and
3. interacting with the synchronous machines through the transmis-
sion network to change the synchronizing and damping torques
induced on their shafts.
Here, 1) and 2) are the consequence of a changed power in-feed pat-
tern and of which synchronous generators and stabilizing units that are
disconnected, and as such not related to any specific power production
technology. A more elaborate discussion is carried out in [128]. Case
3), on the other hand, does depend on the power conversion technology
and the utilized control.
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A number of small-signal stability studies that involve different WT
concepts have been reported in the literature. An overview of published
studies was presented in section 1.2.1.
Although complicated in practice, it is advantageous to attempt to iso-
late the factors that drive the changes in the modal characteristics when
the impact of WPPs on the small-signal stability of power systems is
analyzed, such that cause and effect are more clearly drawn up. This
is advisable for clarity and to facilitate the comparison between studies
from different researchers on the impact on small-signal stability of in-
creased penetration of wind power. When country specific penetration
studies are conducted, this isolation of the factors makes less sense,
since it is here the changed stability picture that is in focus. This,
on the other hand, means that it might be difficult to attribute any
changes in the small-signal stability to a specific factor, that is, power
flow changes, power production technology, etc.
If it is found that the output of the WPP(s) has significant impact
on the modal characteristics, it could be relevant to consider stochas-
tic methods due to the intermittent power output of a WPP, which is
caused by the stochastic and uneven wind conditions on the WPPs in
the system and on the WTs within a WPP. Monte Carlo simulations
are proposed in [46, 88, 102, 109] for stochastic power system analysis,
while a probabilistic collocation method is proposed in [133], which may
provide an approximation with less computational effort compared to
the Monte Carlo approach. In [109], the use of Monte Carlo simula-
tions is demonstrated for the analysis of the impact of stochastic wind
conditions on the damping of power system oscillations.
The interaction between market operation and security assessment is
studied by Zarate-Minano et al. [131]. Here, an optimal power flow
(OPF) approach is proposed that explicitly considers the security limits
of voltage and small-signal stability of the power system. When the
market dispatch violates a security limit, a computation of the optimal
generator redispatch and amount of load shedding is conducted.
The results presented in section 3.1 focus on the impact of the WT
technology, that is case 3), and the study has, thus, been conducted
to limit the impact of changed power flow patterns, while gradually
increasing the penetration of the WPP.
The results presented in this chapter are detailed in the papers
• “Small-Signal Stability of Wind Power System With Full-Load
Converter Interfaced Wind Turbines” [61], and
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• “Induced Torques on Synchronous Generators from Operation of
Wind Power Plant based on Full-Load Converter Interfaced Wind
Turbines” [55].
3.1 Participation of WPPs in Power System
Oscillations
The full converter between the WT generator and the grid has the
effect of decoupling the generator dynamics from the grid dynamics,
and extending this argumentation the WT generators cannot contribute
to power system oscillations. However, as the WTs and the WPPs
are equipped with various controllers to provide system services, it is
possible that the controllers can interact with system dynamics and
impact the small-signal stability. Such interaction may be investigated
with aid of participation factors to identify states that play a dominant
part in the oscillatory modes.
The study is based on the seven generator power system described in
section 2.1.1.3, which has a dominant inter-area mode, λ1, that sep-
arates generator G1 and G2 from the remaining generators. Only se-
lected results are presented here while the full paper [61] is found in
appendix A.1.
3.1.1 Considered Strategies to Accommodate an
Increased Penetration of Wind Power
To accommodate new production capacity, part of the existing power
production units must either reduce their power production or discon-
nect from the power system, if there is not an equivalent increase in the
demand. Two cases are here considered to capture these two fundamen-
tally different approaches to accommodate an increased penetration of
wind power.
1. The active power output of the nearby generator, G2, is reduced
to accommodate the increased power in-feed from the WPP while
the MVA rating is maintained. That is, all synchronous genera-
tors remain connected but G2 operate at a reduced set-point.
2. The MVA rating of the nearby generator, G2, is reduced as the
penetration of wind power increases while the loading is main-
tained. In other words, the WPP displaces synchronous genera-
tors, which are disconnected.
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It should be noted that the power production is only shifted from G2
to the WPP, which are connected to the same high voltage bus, and
that the power flow in the system is unchanged for all the investigated
wind power penetration levels and for both cases. The capacity of the
WPP is increased linearly from 36 to 1 000 MW in ten steps. The
study is repeated as shown in Table 3.1 to capture different modes
of operation of the WTs and the WPP in terms of wind conditions,
curtailed operation, and the presence of park level voltage control.
Table 3.1: Overview of analyzed case studies.
Case Active power Park level
production [pu] voltage control
High wind 1, 2 1 with/without
Medium wind 1, 2 0.69 with/without
Low wind 1, 2 0.14 with/without
Medium production 1, 2 0.69 without
Low production 1, 2 0.14 without
3.1.2 Impact of Increased WPP Penetration on the
Small-Signal Stability
An overview of the system eigenvalues in the last step with a 1 000 MW
of wind power is shown in Figure 3.1 for both accommodation strategies.
Only results from case 1 will be shown in the following but similar
results are found for the case 2 accommodation strategy.
The trajectories of the dominant inter-area mode, λ1, for increasing
WPP capacities are shown in Figure 3.2 for the investigated WPP op-
erating conditions for case 1. The eigenvalue trajectories are grouped
in terms of the active power output of the WPP. A minor increase in
the damping ratio is noted when the WPP output is below rated power,
while a slowly decreasing trend is found for top half of WPP capacities
when the WPP outputs rated power.
Compared to the base case without wind power, the relative increase
in the damping ratio of λ1 when the WPP capacity is 1 000 MW is
between −0.80 and 5.5 % and a similar impact is found for the other
inter-area modes.
Selected participation factors are shown in Figure 3.3 for a WPP ca-
pacity of 1 000 MW where it is shown that the participation of the
WT mechanical system is orders of magnitude smaller, ' 10−5, than
the participation of the synchronous machine mechanical system. The
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Figure 3.1: Overview of the complex plane with the system eigenvalues for
both case 1 and 2 with 1 000 MW of wind power.
maximum WPP participation is found in either the WT voltage con-
troller or in the WPP voltage controller. It is, furthermore, seen that
the power output of the WPP does not significantly impact the parti-
cipation of the synchronous generators in the eigenvalue, since uniform
ratios appear in the participation factors irrespective of the WPP power
output.
To evaluate the sensitivity of the WT and WPP control tuning on
the modal characteristics of the dominant inter-area mode, λ1, selected
control parameters are in turn varied from their nominal value with
±40 %. A case 1 high wind scenario with a WPP capacity of 1 000 MW
is used for the sensitivity evaluation. The considered controllers are
WT voltage control, WT active power control, park level WPP voltage
control, and WT pitch control. For all controllers, parameters that
affect both the speed and the gain of each controller are analyzed within
the specified parameter range. The sensitivities are shown in Figure 3.4
where the arrows show increasing values of the control parameters, that
is, from −40 % to +40 % of the nominal value. The largest sensitivity is
found for the speed of the WT voltage controller followed by the speed
and gain of the WPP voltage controller. The controllers for active
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Figure 3.2: Comparison of eigenvalue trajectories for the dominant inter-
area mode, λ1, for integration strategy case 1. The arrows show
the movement with increasing WPP penetration.
power control, that is, WT active power control and WT pitch control,
only have a limited impact on the dominant inter-area mode, λ1.
3.1.3 Discussion
The case study was designed to keep the power flow in the system un-
changed irrespective of the WPP capacity by balancing the output of
the WPP with an adjacent synchronous generator. This design was
chosen to be able to isolate the impact of the WPP and not consider
derived effects from changed power production and power flow patterns,
or from changes to the voltage profile of the system. For both accom-
modation strategies and for all the investigated operating scenarios, the
study found that the modal characteristics of the inter-area modes were
largely unaffected by the increased penetration of the WPP. However,
a more complex picture might be found for actual integration studies,
since the derived effects from the changed production patterns should
also be included. Regarding the accommodation strategy, a ranking
index of the synchronous generators is proposed by Alhasawi and Mi-
lanovic [10] in order to find an integration strategy for WPPs that does
not leave the power system with detrimental dynamic properties, be-
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Figure 3.3: Comparison of selected, normalized participation factors for the
dominant inter-area mode, λ1, for case 1. For the WPP, par-
ticipation factors are shown for mechanical shaft-, generator-,
and rotor-angle states, as well as the maximum participation
over all WPP states.
cause synchronous generators with a stabilizing effect on the system are
disconnected to accommodate the power in-feed from the WPP. A case
study based on the generator ranking index is presented in [10] and it
is recommended to de-load the most influential synchronous generators
to do a large scale wind power integration. The conclusion that the
synchronous generator displacement strategy is very important with
respect to the resulting modal properties of the power system, is also
reported by Modi et al. [84] in a case study on an Australian equivalent
network.
The results in Figure 3.3 support that there is a general decoupling
between the WT mechanical system and the grid dynamics when the
WTs are in a state of operation where the conditions for the linear
representation are satisfied. The same conclusion is found by Strachan
and Jovcic [114] in a study on voltage controller design for weak power
grids.
The linear model that is used to calculate the eigenvalues and the parti-
cipation factors are computed from a first order Taylor expansion of the
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Figure 3.4: Sensitivity of the dominant inter-area mode, λ1, to perturba-
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The arrows show increasing parameter values. Sensitivities are
evaluated for a case 1 high wind scenario with a 1 000 MW of
wind power.
non-linear WT model. In this representation, the system is described
in terms of deviations from the steady state and it is implicitly given
that all the state variables can move freely in all directions. This means
that for example limiters have no representation and that other highly
non-linear behaviors are not accurately represented in the linear model.
An important difference between a synchronous machine and a power
converter, is that the latter has more sharply drawn operational limits
and are often controlled much tighter than the synchronous machine.
To optimize the power extraction from the wind, a full converter WT
uses different control regimes in different modes of operation, which
means that the WT can be put in an operating condition where only a
small perturbation causes a change in the control regime. These power
converter and variable speed WT characteristics may challenge the ac-
curacy of the linear representation from certain operating conditions
and, hence, of the findings obtained from eigenvalue analysis. From a
practical perspective, the dynamic properties in very specific operating
conditions, or in narrow bands around these, might be of limited im-
portance, since a WT is operating under fluctuating wind conditions
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and consequently, under changing operating conditions. The validity of
the linear approximation in these regime changing operating conditions,
hence might be of mostly theoretical interest.
The finding that the WT and WPP voltage controllers have the most
significant, although still small compared to the synchronous genera-
tors, participation in the rotor angle oscillations is supported by the
results from Tsourakis et al. [122], Vittal et al. [125]. A study on
the impact of dynamic voltage support on the small-signal stability is
presented in [29] where a large scale system study on the Nordic in-
terconnected system is conducted. Here it is found that a SVC used
for voltage control had a positive impact on the modal damping when
located in an export area, where a detrimental effect was found when
located in an import area.
3.2 Effect of Park Level Voltage and Frequency
Control on the Small-Signal Stability
A trend in wind power is that more functionalities and system services
are expected delivered from the WPPs, and to this end the WPPs are
fitted with auxiliary controllers to deliver the service in question. As
discussed in section 2.3 and shown in Figure 2.12, any feedback control
will affect the closed-loop performance of the power system.
In this study the framework of induced torque coefficients (ITC), cf. sec-
tion 2.5, is introduced for analysis of two commonly used auxiliary WPP
controllers, that is, voltage and frequency droop controllers. An advan-
tage with ITC is that the eigenvalue sensitivity to a planned controller is
evaluated and assessed directly on the open-loop system, which means
that important information on the impact on the small-signal stability
is revealed early in the design process of the planned controller.
The full study is found in [55] which is included as appendix A.2.
3.2.1 Investigated WPP Controllers
The WPP is equipped with generic droop controllers for PCC voltage
and frequency control. The block diagrams for the droop controllers are
depicted in Figure 3.5 where d is the droop characteristic, LP a low-pass
filter, and PI a proportional and integral controller. The dead band in
Figure 3.5b is used for time domain simulation and can be omitted for
small-signal analysis.
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Figure 3.5: Block diagrams of generic voltage and frequency controllers.
For the voltage control a droop factor of 4 % is used, whereas a droop
factor of 0.6 puHz is used for the frequency control.
The study is based on the four generator system presented in sec-
tion 2.1.1.2 and is repeated where the in-feed location of the WPP is
transversing the length between the two groups of oscillating machines.
3.2.2 Torques Induced on the Synchronous Generators
from the WPP Controllers
The induced torques on each synchronous generator in the system due
to a feedback between bus frequency and active power output is shown
in Figure 3.6 for a WPP capacity of 108 MW. From the calculated
ITCs, it can be seen that a positive damping torque is induced onto
the synchronous generators in the nearby area, G1,2, while a smaller
negative damping torque is induced onto the synchronous generators
in the distant area. As the WPP is moved along the inter-tie towards
the center point of the oscillation, the positive damping torque on G1,2
reduces while the negative damping torque on G3,4 increases. When
the WPP is moved beyond the center of the oscillation, the roles of
G1,2 and G3,4 are interchanged. Similar curves are computed for the
frequency controller and a WPP capacity of 324 MW and for a WPP
voltage controller for both WPP capacities. These plots are found in
appendix A.2. For the voltage control, a far more complex picture
of ITCs is found from which the impact of the controller cannot be
readily identified without information on the design of the WPP voltage
controller itself.
In Figure 3.7, the predicted mode shift is compared to the actual mode
shift that is obtained when the controllers are inserted and the feed-
back closed. The direction of the arrow shows the movement of the
WPP from the sending end side towards the receiving end of the inter-
tie. First of all it is noted that the predicted mode shifts have good
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Figure 3.6: Effect of feedback controller between bus frequency and active
power set point. The capacity of the WPP is 108 MW.
resemblance with the actual closed-loop eigenvalues. Secondly, it is
noted that the impact of the frequency controller is as predicted from
Figure 3.6, with the largest positive contribution when the WPP is lo-
cated towards either of the two oscillating groups of generators. While
very limited impact is found when the WPP is located midway between
the oscillating groups. The impact of the voltage control is less pro-
nounced than that of the frequency control and the trajectory of the
closed-loop eigenvalue resembles that of the open-loop system.
3.2.3 Discussion
Generally it is found that both in-feed location, WPP size, and the
auxiliary control affect the modal characteristics of the investigated
inter-area mode.
The ITCs show that the largest effect of the frequency droop controller
is achieved when the WPP is located close to a group of synchronous
generators, while a very low effect is found when the WPP is located
midway between the two oscillating groups of synchronous generators.
The same conclusions are reported in [100, 112] and also shown in [62],
which is included as appendix A.3.
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when the PCC is traversing from the sending end of an inter-
tie to the receiving end. The capacity of the WPP is 108 MW.
The finding that the feedback between bus frequency and active power
output has a positive effect on the damping ratio is in line with Samuels-
son [105, p.66], where it is proofed that for small control gains the
active power controlled by the local bus frequency will add damping
to all modes simultaneously. Similar results are reported by Gautam
et al. [37] where an improved modal damping is found when the WTs
are equipped with a controller, which is designed to mitigate the im-
pact of reduced inertia in the power system, that changes the torque
reference with a signal that is proportional to the frequency deviation.
Ruan et al. [101] study the control of active and reactive power for VSC
power stations using energy function analysis, and report that control of
active power proportional to the frequency increases the rate of energy
diminution and, hence, increases the damping.
It is shown and discussed that only a limited impact is found for the
WPP voltage control, which might seem to contradict the referenced
studies in section 3.1.3 where voltage control is highlighted as a signif-
icant subsystem with respect to small-signal stability. Here it should
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be remembered that the WT is operating in local voltage control mode
even when the WPP voltage control is disabled and that the results
therefore are not contradictory. The study presented in section 3.1 that
included a similar WPP voltage controller as the one analyzed here also
found a limited impact from the WPP voltage control, cf. Figure 3.2.
A somewhat idealized representation of the interaction between the
WPP controllers and WTs have been used in presented study, since the
WPP controllers are represented without consideration of the process-
ing and transmission delays that inevitably will be present. A fixed
and regular delay will add a pure phase lag to the controller transfer
function and, hence, from (2.37a) also to the phase of the ITCs. If
a total delay associated with processing and transmission of 50 ms is
considered, it would for the studied inter-area mode correspond to a
phase lag of around 10◦, which would not change the main conclusions
from the paper.

Chapter 4
Control of WPPs for
Improvement of Power
Oscillation Damping
It is well established that the small-signal stability of a power system
can be improved through proper reactive power modulation of FACTS
devices [99] and this is in practice used by transmission system oper-
ators, as for example reported in [67]. For active power modulation,
it has similarly been established that HVDC links may be utilized for
power oscillation damping [112], which is also utilized in practice as
illustrated in [22].
The ability to control both the active and the reactive power output of
variable speed WTs, has inspired researchers to look into the possible
use of WPPs based on variable speed WTs to actively contribute to the
small-signal stability of rotor angle oscillations. The use of active power
modulation is reported in [24, 30, 32, 48, 65, 80, 110, 121, 123], reactive
power modulation in [3, 24, 32, 38], while the combination of both
active and reactive power modulation is treated in [18, 24, 33, 35, 74],
cf. section 1.2.2.
This chapter is based on the papers
• “Power Oscillation Damping Control of Inter-Area Oscillation Through
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Active and Reactive Power Modulation from Wind Power Plants
With Full Converter Wind Turbines” [62], cf. page 183, and
• “Power Oscillation Damping Controller for Wind Power Plant Uti-
lizing Wind Turbine Inertia as Energy Storage” [54], cf. page 205.
4.1 Induced Damping Torques from ∆P and ∆Q
POD at WPPs
As discussed in sections 2.4 and 2.5, the rotational masses of a full con-
verter WT are not directly connected to the grid, but have a rotational
speed that is determined by the machine side converter. In section
3.1 it was shown that the WT mechanical system has a very low par-
ticipation in low frequency power system oscillations. This, however,
does not imply that the control of WPPs and WTs cannot affect the
modal characteristics of such power system oscillations. Both for active
and reactive power modulation, this has been shown in the academic
literature [99, 112] and has been demonstrated in practice [22, 67].
The framework for ITCs, as introduced in section 2.5, propose a means
to calculate the component of damping torque that is induced on each
synchronous generator as a consequence of an applied feedback control.
The ITCs are closely related to residues [96], which give the modal
sensitivity to a feedback control. Residues are here used to analyze the
possibility and effectiveness of using WPPs for the delivery of damping
torque to the synchronous machines to improve the modal damping of
the power system. As shown by Ruan et al. [100], Smed and Andersson
[112], the effectiveness, on the damping ratio of an inter-area mode of
an active or a reactive power modulating damping control, is highly
dependent on the in-feed location of the unit and the type of power
modulation.
The setup from Ruan et al. [100], Smed and Andersson [112] with a two
area system where the in-feed location of the WPP in traversing the
length of the connecting inter-tie is adopted for this study. For each
in-feed location, the residue is calculated for both a ∆P and a ∆Q POD
to evaluate the impact of the distance to each of the oscillating areas.
The residue is, cf. (2.26), the product of the mode observability and
the mode controllability where both a good observability and a good
controllability are needed in order to design an effective POD. To leave
out the influence of a changing observability as the in-feed location
changes, but only study the ability of the WPP to affect the modal
characteristics of the inter-area mode, the generator speed difference
across the inter-tie is used as input to the PODs. The generator speed
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difference is independent of the location of the WPP and the residues
calculated at the different in-feed locations may thus be compared in
terms of ability of the WPP to affect the modal characteristics. Three
WPP penetration levels are considered which are given from Table 4.1.
Table 4.1: Generator output in generator convention for the investigated
power outputs a bus 3. The column “No loads” corresponds to
PL1,2 = QL1,2 = 0 in Figure 2.1 on page 19.
No loads Shunt loads
P30 P10 P20 P10 P20
Case # [MW] [MW] [MW] [MW] [MW]
C1 108 325 −433 1 292 1 334
C2 216 217 −433 1 184 1 334
C3 324 109 −433 1 076 1 334
First in section 4.1.1, an idealized system is considered with perfect
decoupling of the active and reactive power control. Secondly in sec-
tion 4.1.2, the study is repeated with a dynamic WPP model and consid-
ering the control of the synchronous generators. The results presented
here are primarily based on the content of Knu¨ppel et al. [62]
4.1.1 Frequency Domain Evaluation with Constant PQ
Model
The study of the idealized system is based on the two area, two machine
equivalent network given in section 2.1.1.1 where a constant PQ model
represents the WPP. Initially the loads are neglected, that is, PL1 =
PL2 = QL1 = QL2 = 0, and the system simplifies to the one studied
in [100, 112] with one synchronous machine equivalent describing the
sending end area and one that describes the receiving end area. The
only source of damping in the system is a controllable component of
active or reactive power at the WPP and the system is undamped when
these are disabled. The derivation of the equations that describe the
system is given in [62], which is found in appendix A.3.
The residues for both a ∆P and a ∆Q POD are given in Figure 4.1.
The ∆P POD residues show that an active power modulation is most
effective when close to one of the oscillating areas and that it should be
in phase with the speed deviation of the synchronous generators in the
nearby area. The ∆Q POD is most effective when located in between
the two areas and the ability to affect the damping ratio of the inter-
area mode depends on the production at the WPP and thereby on the
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power flow on the inter-tie. These findings are similar to the results
previously presented by Ruan et al. [100], Smed and Andersson [112]
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Figure 4.1: Open-loop residues as a function of the location r for a damp-
ing controller based on ∆P3 (top row) or ∆Q3 (bottom row)
modulation. Results are for the two generator system without
shunt loads.
If a constant PQ shunt load1 is connected on both ends of the inter-
tie such that both machines are operating as generators, some notable
differences are seen in the residue characteristics. For the ∆P and the
∆Q POD these are seen in Figure 4.2 and 4.3, respectively, where also
the closed-loop eigenvalues are shown for the resulting system with the
POD enabled. First, it is for the ∆P POD seen that the center of the
oscillation changes with the active power output of the WPP. Secondly,
for the ∆Q POD it is seen in Figure 4.3 that, depending on the active
power output from the WPP, the feedback changes sign.
To understand the mechanisms that cause the change of sign in the
feedback, it is illustrative to take a closer look at how the modulated
active or reactive power lead to changes in the modal damping. For
the analyzed two machine system, this is can be done directly by in-
spection of the generator speed subsystem, Aωω, of its the state space
1It should be noted that the constant PQ load representation means that in-
duced active load response has not been considered here.
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Figure 4.2: Open-loop residues and closed-loop eigenvalues as a function
of the location r for a damping controller based on ∆P3 mod-
ulation. Arrow shows increasing r. Results are for the two
generator system with shunt loads.
representation. As discussed in section 2.4, the damping torque on a
synchronous machine is the torque component in phase with the speed
deviation of the machine. Since the only source of damping stem from
the modulated output of the WPP PODs, the output of the WPP can
be traced to a torque component in phase with the generator speed
deviation of each generator. For a proportional feedback controller,
the closed-loop state space system is calculated with Acl = A−BKC,
where K is the gain of the feedback control and where A, B, and C
are as defined in (2.6). Both K and C are constant matrices that do
not depend on the location r and any change in damping torque must
therefore derive from B. Expanding the matrix manipulations in the
DAE to ODE conversion, as shown in (2.5a), with Bˆ = A−122 B2 yield
∆ω˙1 : ηV1BˆV1 + ηθ1Bˆθ1 (4.1a)
∆ω˙2 : ηV2BˆV2 + ηθ2Bˆθ2 , (4.1b)
where the η’s are the non-zero elements of A12, where ∆ω˙i is the differ-
ential equation that is affected by the control, and where the subscript
of Bˆ corresponds to the algebraic variable mapped through this ele-
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Figure 4.3: Open-loop residues and closed-loop eigenvalues as a function
of the location r for a damping controller based on ∆Q3 mod-
ulation. Arrow shows increasing r. Results are for the two
generator system with shunt loads.
ment. In other terms, BˆV1 is a mapping from ∆P3 and ∆Q3 to ∆V1.
From (4.1) the effect of the damping controllers can be decomposed
into a perturbation of the generator terminal voltage magnitude, ∆Vi,
and angle, ∆θi. The terminal conditions of G1 and G2 are mapped
through A12 to a perturbation of Aωω, which describes the damping
torques of G1 and G2. In other words, ηViBˆVi is the component of
induced damping torque on machine i that derive from changes in the
terminal voltage magnitude, while ηθiBˆθi is the component that derive
from changes in the terminal voltage angle.
The decomposition shown in (4.1) is in Figure 4.4 plotted for the ∆P
and ∆Q PODs from, respectively, Figure 4.2 and 4.3. Intuitively, one
would expect that an active power modulation would primarily affect
the voltage angle while a reactive power modulation would primarily af-
fect the voltage magnitude. From Figure 4.4 it is seen that the dominant
contribution follows this pattern, but also that there is an impact from
both the voltage magnitude and angle from both the ∆P and especially
from the ∆Q POD. The ∆P POD effectively adds a positive damping
torque to only one synchronous generator, while an amount of negative
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damping torque is added to the other. At the center point of the os-
cillation, these cancel each other and the oscillation is undamped. For
the ∆Q POD, it is seen that the contribution to the damping torque
from modifying ∆Vi at some location, r, is completely countered by
a negative damping torque contribution from ∆θi, thereby effectively
changing the sign of the feedback. This location is marked in Figure 4.4
with dash-dotted vertical lines.
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Figure 4.4: Contribution of ∆V and ∆θ to the damping torque as a function
of the location r for a damping controller based on ∆P3 (upper
plots) or ∆Q3 (lower plots) modulation. The left hand side
graphs show the induced damping torques on G1 and the right
hand side graphs the induced torques on G2. ηV BˆV : solid,
ηθBˆθ: dashed.
4.1.2 Frequency Domain Evaluation with Dynamic
WT Model
The system that was treated in section 4.1.1 is, as mentioned, highly
idealized with, for instance, a perfect decoupling of the active and re-
active power control for the WPP and with a simplified representation
of the WPP and generator dynamics. To extend the study to a more
complex, although still quite simple, system, the study was repeated
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on the four machine system from section 2.1.1.2 to which a dynamic,
aggregated WT model was connected.
The open-loop system residues and the closed-loop system eigenvalues
are for the ∆P POD shown in Figure 4.5. The closed-loop eigenvalues
are at each location computed with the ∆P POD inserted in the feed-
back, where the phase characteristic of the ∆P POD is computed ac-
cording to the complement of the residue phase at this location, and
with a constant loop gain at the inter-area mode frequency. The dashed
curves show the residue characteristic for a damping control that uses
the PCC frequency as input and it is seen that its residue characteristic
is similar to the one with generator speed difference input. When com-
paring to the idealized characteristic in Figure 4.1, a good resemblance
is found, although a closer inspection of especially the P30 = 108 MW
case reveals that it has a softer curvature in the residue magnitude
characteristic around the center of oscillation.
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Figure 4.5: Open-loop residues and closed-loop eigenvalues and damping as
a function of the location r for the ∆P POD. Results are for
the inter-area mode in the four generator system. Dashed curve
in residue plots are with PCC frequency as POD input and the
magnitude is scaled with 10−1.
The residue characteristic for the ∆Q POD and the closed-loop eig-
envalues are given in Figure 4.6, and when compared to the idealized
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characteristic in Figure 4.1 it appears that the residue characteristics
have been turned upside down. With increasing active power outputs
from the WPP, the magnitude of the residues approach the V-shape
that is seen in the response from the ∆P POD. Similar findings are
made for the residue phase characteristics that for increasing size of the
WPP show increasing resemblance with the characteristic of the ∆P
POD.
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4.1.3 Time Domain Evaluation with Dynamic WT
Model
To assess the accurateness of the linear model for the eigenvalue ana-
lysis where limiters and other highly non-linear phenomena are not
accurately represented, time domain simulations have been performed
on the non-linear system. In the time domain simulations, the system
is excited with a 0.2 second, 5 % step change to the voltage reference
of the exciter at G1 in area 1. Investigated WPP POD configurations
are
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- P,Q ∈ {0, 0}: no WPP POD
- P,Q ∈ {1, 0}: ∆P WPP POD
- P,Q ∈ {0, 1}: ∆Q WPP POD
- P,Q ∈ {1, 1}: both ∆P and ∆Q WPP POD.
A comparison between the analytical modal characteristics for the inter-
area mode and those computed from the time domain responses are
shown in Table 4.2. First it is noted that very similar results are ob-
tained, which show that the linear approximation in this case does not
significantly affect the findings. Secondly, it is noted that the best per-
formance is achieved with the combined use of ∆P and ∆Q PODs,
while a pure ∆P POD performs second best, and the pure ∆Q POD
shows the least improvement to the damping ratio. Although it is also
clear from Table 4.2 that only small improvements are found for this
well damped system. A plot of the time domain simulations is available
in the paper in appendix A.3.
Table 4.2: Modal characteristics for the inter-area mode as computed from
both eigenvalue analysis and as extracted from time domain
simulations with synchronous generator PSSs in service.
Modal analysis Time domain
ζ ωd ζ ωd
Configuration [-] [Hz] [-] [Hz]
P,Q ∈ {0, 0} 0.186 0.529 0.186 0.527
P,Q ∈ {1, 0} 0.205 0.524 0.210 0.537
P,Q ∈ {0, 1} 0.196 0.546 0.200 0.543
P,Q ∈ {1, 1} - - 0.223 0.539
The dynamic response of the inter-area mode and the control action
from the WPP PODs are shown in Figure 4.7 for the case where the
PSSs of the synchronous generators are disabled. The difference in the
generator speed between area 1 and 2, that is, between G1 and G3, is
plotted to show the impact of the applied POD control on the inter-area
oscillation. In this situation the system is small-signal unstable, but the
system is stabilized with either of the WPP POD combinations. The
improved performance from the combined use of a ∆P and a ∆Q POD
is clearly noted from Figure 4.7 with a faster decay of the oscillation.
It is also interesting to note that similar performance is achieved with
the ∆P and the ∆Q PODs, although the location of the WPP close
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∆ω1 − ∆ω3. Bottom: Output reference of WPP POD where
solid is the active power reference, and dashed is the voltage ref-
erence. Synchronous machine PSSs are in service and the WPP
PODs are driven by the generator speed difference between G1
and G3.
to area 1 would favor the ∆P POD according to the idealized residue
characteristics.
A time domain simulation with the PCC frequency input is shown in
appendix A.3 and shows similar damping performance with a similar
control effort.
4.1.4 Discussion
The decomposition of the contribution to the damping torque in terms
perturbations of the terminal voltage magnitude and angle, that was
calculated for the two machine system and shown in Figure 4.4, re-
veals how the modulated power output of the WPP propagates into a
damping torque component. The presented decomposition confirms the
intuitive result that an active power modulation would predominantly
affect the voltage angle while the reactive power modulation impacts
through both the voltage magnitude and angle. But the results also
show an example where a positive contribution from voltage magni-
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tude at some location is countered by a negative contribution from the
voltage angle. This means that in general, both components need to
be considered. For more complex systems it is generally not possible
to make the simple connection that was made here between the phase
of the generator speed deviation of the different generators, which is
necessary in order to evaluate whether an induced torque results in
increased or decreased damping torque. This is further discussed in
section 2.4. The presented decomposition is, nevertheless, illustrative
for the understanding of the mechanisms in which a WPP may affect
the inter-area mode damping.
The study on the two machine system was repeated on a four machine
system where generator and WPP dynamics were considered. Here it
was found that the residue characteristics from the idealized two ma-
chine system in general could not be transferred to more complicated
systems. On the four machine system, a cross coupling was observed
between the residue characteristics for active and reactive power mod-
ulation. The shape of the residue characteristics appear by superposi-
tion of the residues for the ∆P and the ∆Q POD, and is caused by a
combination of converter control and induced network response. The
cross coupling was most dominant in the reactive power modulation.
Here, the induced network response means that the applied reactive
power modulation will induce an active power modulation of the nearby
impedance load of P (t) = P0
(
V (t)
V0
)2
. An active power modulation will,
on the other hand, change the reactive power consumption of the WPP
collector grid, which will impact the WT terminal voltage and result
in control action from the WT voltage controller. A similar aspect is
also treated in [112], where it for a HVDC system is shown that the
implicit reactive power modulation following an applied active power
modulation can have a detrimental effect on the modal damping.
From Figure 4.6 with the ∆Q POD, it is seen that the cross coupling
results in a far more complex residue phase characteristic, since the
residue phase is highly dependent on the WPP output. This could
increase the challenge of finding a robust tuning for the ∆Q POD, since
the power output of a WPP is highly variable and since its modular
nature means that the power rating cannot be considered fixed. This
is treated further in section 5.2.1 where the residue sensitivity towards
the internal state of a 150 WT WPP is investigated.
The observed cross coupling between the residue characteristics for ac-
tive and the reactive power modulation is treated further in chapter 6
where field tests are presented that show the same cross coupling.
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The main body of the study was conducted using the generator speed
difference across the inter-tie as input to the PODs. This is, however,
an input signal, which from a practical perspective poses significant
challenges, since it must be transmitted from remote locations. Its use
is here justified with the previously discussed properties of the signal
and since the study is not a POD design study but a study conducted
to show some fundamental characteristics of active and reactive power
modulations from WPPs. To have a locally available signal to compare
against, the study was repeated with the PCC frequency measurement
as input and with very similar results. This supports that the appli-
cability of the findings is not limited to the generator speed difference
input.
4.2 ∆P POD that Utilizes the WT Inertia as
Energy Storage
Generally, when WPPs are utilized for power system services based on
the delivery of active power, the WTs need to be curtailed to reserve a
certain amount of active power production, since the unmanaged out-
put at any given time is subject to the current wind conditions. Since
the fuel for a WT cannot be stored and saved for later use, power cur-
tailment equals lost production from the WPP, which means that there
are economic considerations associated with this mode of operation.
The ability of variable speed WTs to utilize part of the kinetic energy
stored in the rotational mechanical system for power system services
has for immediate frequency support been shown in the literature, as
for example [26, 49, 57, 76, 85]. For power oscillation damping, the
oscillatory nature of the modulated active power output means that the
net energy content in the signal is low or even negative. Here, a ∆P
POD is investigated that utilizes the WT rotational mechanical system
as an energy storage from which damping power is exchanged. When
positive active power is required, energy is drawn from the rotational
system hence decreasing its rotational speed, while the rotational speed
of the mechanical system is increased in the half cycle where negative
damping power is delivered. The response of a single-mass swing system
to a damped sinusoidal power reference is shown in Figure 4.8 for a
sweep of inertia constants that are typical for contemporary WTs in
the MW class.
The power exchange with the stored kinetic energy in the rotational
mechanical system that is utilized in the investigated ∆P POD, may
for a full converter WT be achieved through control of the active power
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Figure 4.8: Induced mechanical oscillations when active power is exchanged
with the rotational system of a single-mass, single machine
swing system.
reference of the grid side converter. In the following it is assumed that
the grid side converter responds to the power reference, while the ma-
chine side converter manages the power balance. The power balance
for the DC link dictates that the machine side converter must increase
the amount of power that is drawn from the generator when the grid
side converter increases the active power output in order to maintain
the DC link voltage. And when the electrical torque on the generator
exceeds the mechanical torque from the WT rotor, the mechanical sys-
tem is decelerated. The overlaid oscillating power reference from the
∆P POD can from the WT power control essentially be considered as
a disturbance.
The study is based on the benchmark system described in section 2.1.1.2,
but where the WPP is represented by three aggregate WTs that, re-
spectively, consist of 50, 35, and 25 3.6 MW WTs. The three WTs are
used as a simple multi WT representation of a WPP to do an initial
assessment on the possibility of using a common WPP ∆P POD. A
more detailed evaluation is conducted in chapter 5 where a WPP is
represented with 150 WTs.
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Two candidates are considered for input signal to the ∆P POD; namely
1) the speed difference between a synchronous generator in each area,
that is, between G1 and G3, ∆udω, and 2) the bus frequency at the
PCC, ∆uf . The former being the reference signal for the inter-area
oscillation between the areas, while the latter is a measurement obtained
locally. Residue analysis is conducted at each in-feed location as the
WPP is traversing the length of the transmission line from the sending
end area to the receiving end area, to study the impact of the WPP
location within the oscillation.
∆P PODs for both input candidates are implemented and tested with
time domain simulations for both high wind conditions at 12 ms , where
the WPP is delivering rated output power, and for medium wind condi-
tions at 10 ms , where the WT is delivering around 0.69 pu. In the time
domain simulations, the oscillations are excited by a 1 second, 5 % step
to the voltage reference of the exciter at G3.
The results presented here are part of the paper [54], which is also
attached as appendix A.4.
4.2.1 Frequency Domain Analysis
To assess the feasibility of a WPP ∆P POD, the residues are calculated
both for the aggregated WTs individually and for a common WPP POD
as shown in Figure 4.9. The results are seen to be similar to those in
section 4.1.2. The residue magnitude is seen to align with the capacity
involved with the active power modulation, that is, the larger the unit
the higher the residue magnitude. This is intuitively understandable
because the residue is the eigenvalue sensitivity to the feedback con-
trol where a larger unit has a higher leverage on the properties of the
eigenvalue than the smaller unit.
The phase characteristics for the speed difference input, ∆udω, and
the PCC frequency input, ∆uf , are shown in Figure 4.9, where the
similarities to the results in section 4.1.2 are evident. The residue phase
characteristics of the ∆P PODs for the feeder aggregate WTs are very
similar to the residue phase characteristic for the central WPP ∆P
POD, which implies that the same phase compensation can be used for
all the WTs within the WPP.
The ITCs on the synchronous generators, G1−4, are shown in Table 4.3
for the WPP connected close to area 1 at r = 0.1. Both input candidates
add damping to the inter-area mode and have limited effect on the local
area mode in area 2, that is, the distant area. The ∆P POD with PCC
frequency input also increases the damping ratio for the area 1 local
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Figure 4.9: Residues from generator speed difference, ∆udω, and PCC bus
frequency, ∆uf , to WPP active power set-point.
mode, while the damping ratio for this mode is decreases with the
∆udω input.
A comparison between the predicted and the actual shift of the inter-
area and the two local area eigenvalues for a sweep of POD gains is
shown in Figure 4.10. For the POD with PCC frequency input the gain
is varied in the range [0.5; 3], while the gain is varied in the range [5; 30]
for the ∆udω input due to a lower amplitude in the input signal.
4.2.2 Time Domain Analysis
Time domain simulations are presented in Figure 4.11 and 4.12 for WPP
and synchronous machine quantities, respectively. Only time domain
results for the medium wind condition are shown but similar dynamic
responses are found for the high wind conditions, which are available
in appendix A.4. A gain of 20 is used for the ∆udω input while a gain
of 1.5 is used for the ∆uf input to account for the different amplitudes
in the two signals following the disturbance.
When no ∆P POD is installed, each feeder has an almost constant
power output, whereas a superimposed oscillation is noted when the
∆P POD is enabled. The PCC frequency driven ∆P POD has a larger
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Table 4.3: Induced torques on G1−4 from WPP ∆P POD at the modal
frequencies of the inter-area mode, D1, local-area mode for area
1, D2, and area 2, D3. Results are shown for the ∆P POD using
both speed difference, ∆udω, and PCC frequency as input, ∆uf .
(a) Input: speed difference between G1 and G3, ∆udω .
D1 D2 D3
G1 0.07∠ 177◦ 0.08∠ 165◦ 0.004∠−65◦
G2 0.07∠ 179◦ 0.10∠−10◦ 0.008∠ 35◦
G3 0.03∠−12◦ 0.003∠ 147◦ 0.03∠−27◦
G4 0.04∠−13◦ 0.004∠ 73◦ 0.04∠ 162◦
(b) Input: PCC frequency, ∆uf .
D1 D2 D3
G1 0.05∠ 163◦ 0.04∠ 21◦ 10−4∠ 75◦
G2 0.05∠ 165◦ 0.06∠−154◦ 3 · 10−4∠ 171◦
G3 0.02∠−26◦ 0.002∠ 4◦ 0.001∠ 110◦
G4 0.03∠−26◦ 0.002∠ −71◦ 0.002∠−61◦
initial response, since it tries to counteract the common decrease in
generator speed that is seen from Figure 4.12. After around 2 seconds,
a similar response is seen for both ∆P PODs.
A slightly dropping rotor speed is noticed in Figure 4.12 for the simu-
lation without ∆P POD, which shows the more complex dynamics of
the WT when it is operating for optimal power extraction. Here, the
output of the WT depends not only on the wind speed but also on the
actual speed of the rotor, which influences the aerodynamic efficiency
of the rotor and thereby the power extracted from the wind. With the
∆P PODs in operation, clearly visible oscillations are imposed onto
the WT mechanical system. The ∆udω input imposes rather uniform
oscillations around the nominal speed, whereas for the ∆uf input the
main rotor oscillation is slower and has a superimposed oscillation at
the inter-area mode frequency.
The synchronous machine response is shown in Figure 4.12 in terms of
the rotor speeds and the active power output. With the ∆P PODs in
operation an increased damping is observed.
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Figure 4.10: Comparison of predicted and actual shift in inter-area and
local-area modes as a function of POD gain.
4.2.3 Discussion
The ability to exchange damping power with the rotational mechani-
cal system of the WT is demonstrated with time domain simulations
in both high and medium wind speed conditions. When the WPP is
equipped with a ∆P POD, the damping of the rotor angle oscillations
increases, cf. Figure 4.12. The ∆P PODs were tuned for a light contri-
bution, which is noted from a first swing power amplitude below 0.06 pu
and a second swing power amplitude below 0.02 pu, cf. Figure 4.11, as
well as from the resulting synchronous machine speed responses shown
in Figure 4.12. The damping ratio could have been increased by in-
creasing the controller gain, which is also given from the small-signal
analysis, cf. Figure 4.10, but here the small disturbance should also be
considered and that the ∆P POD should not be tuned specifically to
the simulated scenario, since this would result in a saturated response
for more severe disturbances with associated larger mechanical loads on
the WT.
A closer inspection of the responses for the ∆uf driven ∆P POD in
Figure 4.12, reveals that the pre-disturbance operating point is slightly
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Figure 4.11: WPP active power output, rotor speed, and ∆P POD input
and output following a 1 second, 5 % step on the voltage
reference of G3 in medium wind conditions. Solid: no WPP
∆P POD, dashed: ∆udω input, dotted: ∆uf input.
different from the two other scenarios. This behavior is not seen in the
simulations for high wind speed, cf. appendix A.4. It is caused by the
more complex dynamics of the WT mechanical system when in opti-
mum power extraction and the synthesized frequency measurement in
a power system software with a floating reference angle. In Figure 4.12,
it manifests itself in the nonzero output of the ∆P POD at t = 0. For
an actual design task, such characteristic is of course not acceptable.
Here, however, the main purpose is to demonstrate the response of the
WT mechanical system to the oscillating power reference from the ∆P
POD. An objective that the conducted simulations nevertheless aid to
clarify.
The presented results show that from an energy perspective a limited
amount of active power for the ∆P POD could be supplied for by the
kinetic energy in the WT mechanical system. Initial simulation results
were presented based on the WT model described in section 2.1.2 that
indicate that the commanded active power modulation does not ad-
versely affect the operation of the WT. Although suitable for power
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ond, 5 % step on the voltage reference of G3 in medium wind
conditions. Solid: no WPP ∆P POD, dashed: ∆udω input,
dotted: ∆uf input.
system stability studies, the level of details of the mechanical system
does not allow for an assessment of the feasibility of the analyzed ∆P
POD. A ∆P POD modulates the active power output of the WT, which
has an immediate effect on the torques that are experienced by both
the mechanical parts of the WT, for example generator, gearbox, drive
train, and blades, as well as on the mechanical support structures, for
example tower and nacelle. The maximum allowable rate of change
of the active power must also be considered, since the required active
power gradient to track the reference depends on both the amplitude,
A, and the frequency of the oscillation, f , with the maximum gradi-
ent given as ∆P˙d,max = A 2pif . A POD is expected to operate within
the frequency range of power system oscillations but if WT mechanical
resonance frequencies are present within this frequency range, it may
exclude the WT from participating in a frequency range around the res-
onance frequencies. Generally, the feasibility of a ∆P POD necessitate
that any additional loads are within the design criteria for the WT, or
that the ∆P POD service is valuable enough to justify reinforcement
of any limiting mechanical structures. In [32], it is for a DFIG ana-
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lyzed that the use of a ∆P POD can have a destabilizing effect on the
torsional drive train mode, while a similar effect was not found when a
∆Q POD was used.
Certain reservations should, thus, be made with regards to the pre-
sented results, since the complex dynamics of the mechanical structures
within and surrounding a WT are not captured by the power system
stability model that was used for the studies in this thesis. To evaluate
the impact of active power modulation on the WT mechanical system
it would be necessary to make use of detailed mechanical simulation
models. And although such study could aid to make the cost in terms
of reduced lifetime and the general feasibility of a ∆P POD visible,
such evaluation has been considered out of the scope of this thesis.

Chapter 5
Evaluation of Park Level POD
Considering WPP as Modular
and Distributed Unit
Converter interfaced units have a long tradition for being equipped
with auxiliary PODs to improve the small-signal rotor angle stability,
as was also discussed in chapter 4. Although the controllability of full
converter WTs may be comparable to that of other converter interfaced
units, there are also distinct differences that must be considered when
the potential use of WPPs for power oscillation damping is studied. A
WPP is, as previously discussed, a modular and distributed unit that
may consist of more than a hundred individual units, which are spread
over a large geographical area. Denholm et al. [23] estimate that the
minimum geographical footprint for modern WTs is 5− 8 MW/km2.
In previously published studies, an aggregate WPP using only a sin-
gle WT model has been considered, cf. section 1.2.2 for a listing of
these. Therefore only the conceptual use of WPPs for power oscillation
damping has been demonstrated, while the distributed and modular
characteristics of an actual WPP has not yet been studied.
The performance of a WPP POD depends on that each WT modulates
its output such that a common WPP response is seen at the PCC. For
voltage and frequency control, WPP supervisory control is routinely
applied that, respectively, regulate the reactive and the active power
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output of the individual WTs to have a common WPP response. Al-
though proven successful for a number of commissioned WPPs, the
control objectives and performance criteria of these WPP controllers
are different from that of a WPP POD. This means that the operat-
ing experiences with WPP voltage and frequency controllers cannot be
directly transferred to a WPP POD.
The phase compensation requirements for a ∆Q POD is analyzed in
section 5.1. Both grid strength and the interaction with WPP voltage
and reactive power controllers influence the resulting phase of the mod-
ulated WPP reactive power output and must be considered when a ∆Q
POD is designed. In section 5.2, the potential use of WPP PODs for
both active and reactive power modulation is analyzed with a 150 WT
WPP. For power system stability studies, the WTs within a WPP are
often aggregated into simpler equivalents to reduce model complexity
and the computational burden of the study. The impact of such model
simplification on the controllability of low frequency power oscillations
is assessed in section 5.3 where the 150 WTs are aggregated into larger
equivalents.
The results presented in this chapter are primarily based on the content
of the papers:
• “Power Oscillation Damping Capabilities of Wind Power Plant
with Full Converter Wind Turbines Considering its Distributed
and Modular Characteristics” [63], cf. page 215, and
• “Towards a Reactive Power Oscillation Damping Controller for
Wind Power Plant Based on Full Converter Wind Turbines” [60],
cf. page 239.
5.1 Phase Compensation Requirements for WPP
∆Q POD
For a continuous ∆Q POD that operates by modulating the reactive
power output at a certain phase with respect to the POD input sig-
nal from which the oscillation is observed, it is important to have an
understanding of the factors that affect the phase shift for the system.
The ability of a WPP to track an oscillating voltage reference depends
among other things on 1) the interaction between the ∆Q POD and
WPP level voltage, reactive power, and power factor controllers, 2) the
strength of the grid, and 3) the bandwidth of WT and WPP controllers.
Here, only 1) and 2) will be considered, while a single parameter set is
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used for both the WPP and the WT controllers. But it is clear that
the tuning of the involved controllers will also have an impact on the
resulting phase shifts.
To evaluate the need for phase compensation for a common WPP POD,
the system in Figure 5.1 is considered. The aggregated representation
of the WT means that it is only the interactions between the WPP and
the grid, and between the WT controller and the WPP controller that
are considered.
WT
WT
trafo.
WPP 
control
Vref
VPCC, QPCC, PPCC
WPP
trafo.
External 
grid
e-Ts
Vref
^
Figure 5.1: Single-line diagram of a single WT infinite bus system that show
the feedback path through the WPP control.
Three WPP controllers for reactive power control are considered, namely
1) voltage control, 2) reactive power control, and 3) power factor con-
trol, which operate in parallel with the ∆Q POD inside the “WPP
control” block of Figure 5.1. The output delay is assumed to cover
both the actual transmission time between the WPP control and the
WTs as well as processing time at both WPP and WT level. An output
delay of 50 ms has been considered and it has been represented with
an exact delay model, e−T s. The WPP controllers are based on the
same structure, which is shown in Figure 5.2 for the voltage controller.
The error calculation has for the other considered controllers been ap-
propriately modified. Two input candidates are considered for the ∆Q
POD reference signal as indicated on Figure 5.2, where input 1, VPOD1,
corresponds to a tracking problem whereas input 2, VPOD2, corresponds
to a disturbance rejection problem.
The WPP voltage, reactive power, and power factor control aim at co-
ordinating the response of the WTs to achieve a certain condition at the
PCC. To achieve this condition, a subset of the PCC quantities voltage,
reactive power, and active power are measured and fed to the WPP con-
trollers. For the ∆Q POD, this adds an additional feedback path from
the modulated reactive power output of the WTs, through the collector
grid, the WPP voltage, reactive power, or power factor control, to an
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Figure 5.2: Block diagram of the utilized WPP voltage controller with two
possible input points for the ∆Q POD.
updated voltage reference signal. Clearly, this can potentially affect
the phase of the ∆Q POD response if the bandwidth of the controllers
overlap. The speed of a WPP voltage control is determined by various
grid code requirements where, for instance, the UK grid code requires
that 90 % of the pre-disturbed value is delivered within 1 second [92].
Clearly, such response time is within the range of low frequency power
system oscillations and some degree of interaction must be expected.
The presented results are based on [60] which is included as appendix A.6.
5.1.1 Evaluation on Single Machine Infinite Bus
System
The grid inverter at the WTs tracks the received voltage reference by
control of the reactive current. Intuitively this means that a larger
change in the reactive current is necessary for a strong grid when com-
pared to a weaker grid, since the voltage in the strong grid is more
difficult to change. When commanded to track an oscillating voltage
reference, the inability of the WT voltage controller to tightly follow the
reference will result in a terminal voltage that is lagging the reference.
In Figure 5.3, the frequency response is shown for the transfer func-
tion between the voltage reference received at the WT to its terminal
voltage. Frequency responses are shown for a sweep of short-circuit ra-
tios (SCRs) for both the detailed WT representation, cf. section 2.1.2,
and a simplified analytical expression. The simplified expression shown
in Figure 5.3 is based on a reduced representation of the WT voltage
controller and a The´venin representation of the network. The trans-
fer function derived for this representation is available in the paper in
appendix A.6.
The results in Figure 5.3 are seen to follow what was reasoned, and
5.1. Phase Compensation Requirements for WPP ∆Q POD 81
10−1 100
−10
−5
0
Frequency [Hz]
M
ag
ni
tu
de
 [d
b]
10−1 100
−80
−60
−40
−20
0
Frequency [Hz]
Ph
as
e 
[de
g]
 
 
SCR = 5
SCR = 10
SCR = 20
SCR = 50
Figure 5.3: Dependency of phase shift induced by the WT voltage controller
to the strength of the grid. Solid lines: detailed model, dashed
lines: simplified model.
the simplified expression is seen to capture the dominant dynamics,
although more conservative than the detailed model.
As shown in Figure 5.2, two input candidates are considered for the
∆Q POD signal. To evaluate the impact of the WPP controllers on
the resulting ∆Q POD phase characteristic, the frequency response of
the transfer function between the output of the ∆Q POD and the volt-
age reference received at the WT is shown in Figure 5.4 and 5.5 for
input VPOD1 and VPOD2, respectively. In both Figure 5.4 and 5.5, the
frequency responses for reactive power and power factor control over-
lap and it is not possible to distinguish between the curves for these
controllers, while the frequency response for the voltage controller is
fundamentally different. For the reactive power and the power factor
control, the feedback gain at low frequencies is seen to increase with de-
creasing SCRs, whereas less impact of the SCR is noted for the voltage
control. For the reactive power and the power factor control, a varia-
tion is noted in the phase response across the investigated SCRs, while
a more uniform phase response is found for the voltage controller. For
frequencies above 1 Hz, the time delay is seen to dominate the response
with increasing phase lag.
Figure 5.4 shows the frequency response for input VPOD1. For the volt-
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age controller, the phase response has a variation of ±15◦ around 0◦
for frequencies below 1 Hz, whereas the reactive power and power fac-
tor control for the same frequencies show a variation between −5◦ to
−35◦. The offset in the magnitudes shown in Figure 5.4 is caused by
the different units used for the different WPP controllers.
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Figure 5.4: Induced phase shift in the WT voltage reference signal by WPP
voltage, reactive power, or power factor control for an input at
VPOD1. Solid: voltage control, dashed: reactive power control,
dash dotted: power factor control. Note that the curves for
reactive power and power factor control overlap.
For input VPOD2, a similar frequency response is found for all three
controllers as shown in Figure 5.5. For low frequencies, the WPP control
is sufficiently fast to cancel most of the response commanded by the ∆Q
POD with a resulting low gain.
5.1.2 Discussion
The SCR at the PCC is important with respect to the stiffness of the
voltage, and hence, to the ability of the WT voltage controller to track
a given oscillating voltage reference. The study showed that for the
frequency range of interest for power oscillating damping, the SCR at
the PCC could have a not insignificant impact on the resulting phase
shift through the WT voltage controller.
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Figure 5.5: Induced phase shift in the WT voltage reference signal by WPP
voltage, reactive power, or power factor control for an input at
VPOD2. Solid: voltage control, dashed: reactive power control,
dash dotted: power factor control. Note that the curves for
reactive power and power factor control overlap.
The impact of the SCR was found to be small for the WPP voltage
controller, whereas a larger impact was found for the analyzed reactive
power and power factor controller for frequencies below 1 Hz. The
analysis showed that the reference tracking input had the most steady
characteristic in terms of both magnitude and phase.
The results show that due care must be taken when a ∆Q POD is
designed for a given site, since grid strength, WT voltage controller de-
sign, and WPP controller configuration and tuning all can significantly
affect the requirements for phase compensation in the ∆Q POD. It is
therefore necessary to consider all these elements when assessing the
control parameters for a ∆Q POD.
5.2 Potential Use of Common Park Level POD
From a practical perspective, a common WPP POD may prove advan-
tageous over individual WT PODs due to, for example 1) only one POD
needs to be tuned, 2) single point of access if connected to a wide-area
measurement system (WAMS). But it necessitates that the same con-
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trol may be applied for the individual WTs in terms of controllability
of the ith eigenvalue. The modular characteristic of a WPP means that
the configuration within the WPP cannot be considered constant, since
individual WTs or entire radials may be disconnected due to faults or
maintenance while the WPP remains in operation. The distributed na-
ture of a WPP means that the WTs are not necessarily in the same state
of operation and may have different terminal conditions. Therefore, a
WPP POD needs to be insensitive to the internal state of the WPP,
and the interaction between the WPP and WT controllers or between
the WT controllers must not counteract the modulated output that is
demanded by the POD.
The results presented in sections 5.2.1 and 5.2.2 are based on Knu¨p-
pel et al. [63], which is found as appendix A.5, whereas the results
in section 5.2.3 are from Knu¨ppel et al. [60], cf. appendix A.6. The
studies are all based on the five area, 68 generator system described
in section 2.1.1.4. A WPP is connected to bus 212, which consists of
nineteen feeders that are distributed over three park transformers to
form three subs within the WPP. The single-line diagram is schemat-
ically shown in Figure 5.6, while further details on the distribution of
the WTs on the feeders and the parameters for the network elements
are found in [63] and in appendix A.5.
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Figure 5.6: Single-line diagram showing the layout of the 150 WT WPP and
the connection to the 68 generator system shown in Figure 2.4.
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5.2.1 Residue Sensitivity Towards Individual WTs and
Internal WPP State of Operation
The residue for the ith eigenvalue for input u and output y gives the
eigenvalue sensitivity to a scalar feedback between y and u, cf. sec-
tion 2.3. Residue analysis can therefore be utilized to assess how each
WT should be controlled to add pure damping to the ith eigenvalue,
and comparison of the residues for the individual WTs reveals informa-
tion on the feasibility of a WPP POD. A limited variation in the residue
angles across the WTs shows that the WTs have a similar effect on the
mode shift of the ith eigenvalue when given the same control signal.
Whereas a large variation indicate that only suboptimal performance
is obtainable with a WPP POD.
For the residue analysis, the WTs are represented as constant PQ
sources to which a controllable ∆P or ∆Q component can be added.
The residues are evaluated for the transfer function from the bus fre-
quency, here represented by the change in voltage angle, to the control-
lable component of active or reactive power modulation.
Four cases are considered and listed in Table 5.1 that capture some
of the characteristics of a WPP. In all cases the dispatch of the syn-
chronous generators is adjusted for nominal power output of the WPP.
Case 1 is considered the base case, in the sense of the planned operating
condition for the power system, while cases 2-4 are deviations from the
plan caused by non-uniform wind conditions and equipment failure.
Table 5.1: List of studied scenarios with the WPP being in different internal
states.
Case 1 All WTs operating at nominal active power output
Case 2 All WTs operating at 0.6 pu active power output
Case 3 WPP is operating with only sub 1 and 2 in service with
all WTs producing nominal active power
Case 4 Different active power output for the subs, i.e. nominal
power output in sub 1, 0.8 pu power output in sub 2, and
0.7 pu power output in sub 3
An overview of the impact of the analyzed WPP operating conditions
is presented in Figure 3.1 in terms of the eigenvalues of the system. It
is noted that only a limited movement of the eigenvalues is seen. The
oscillations described by λ1−2 are global with all the areas participat-
ing, whereas λ3 is contained mainly within area 3 and λ4 mainly has
participation from area 1 and 2.
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Figure 5.7: Complex plane with the system eigenvalues.
The magnitudes and angles for the λ1 residues are for the individual
WTs in the WPP presented in Figure 5.8 and 5.9 for, respectively,
active and reactive power modulation. The feeders are indicated with
vertical dashed lines and the feeder number, while the three subs are
shown with solid vertical lines.
From the residue magnitudes in both Figure 5.8 and 5.9, it is noted
that the efficiency of the damping modulation decreases as the distance
to the PCC increases. The residue magnitude decreases gradually from
the first to the last WT in each feeder. The differences in the offsets
are given by the distance from the PCC to the first WT. The curvature
formed by the residue magnitudes are similar for all investigated WPP
operating scenarios, while the base line is case dependent.
The residue angles for active power modulation are seen to be much
less sensitive to both the WT location within the WPP as well as to
the WPP operating condition, than those for reactive power modula-
tion. For reactive power modulation, the residue angles between the
WTs span more than 6◦ within one case, while a span of less than
0.5◦ was found for active power modulation. Between the investigated
cases, a maximum span of almost 14◦ was found with reactive power
modulation, while less than 3◦ was found for active power modulation.
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Figure 5.8: Residue magnitudes and angles for WT active power modula-
tion for λ1.
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Figure 5.9: Residue magnitudes and angles for WT reactive power modu-
lation for λ1.
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5.2.2 Time Domain Evaluation of ∆P and ∆Q POD
Although a very important tool for revealing fundamental system prop-
erties, the residue analysis presented in section 5.2.1 is based on a lin-
earized model and only valid in the vicinity of the point of linearization.
The linear representation does, furthermore, not include the inherent
limitations of the system and its component. Therefore, it is always
good practice to complement linear analysis with time domain studies
to check the findings.
The WPP is equipped with either a ∆P or a ∆Q POD that from a
local measurement computes a stabilizing reference signal that is dis-
tributed to the WTs. For the ∆P POD, the active power reference is
modified directly, while the voltage reference is regulated by the ∆Q
POD to create a reactive power modulation. The PCC frequency is
used as input signal to the PODs, which is here synthesized by the
imperfect time derivative of the PCC voltage angle. A time delay of
50 ms is considered between the WPP POD and the WTs to account
for both processing time at the WPP and the WTs, as well as the ac-
tual transmission time for dispatching the stabilizing signal to the WTs.
The power oscillations between the five areas of the power system are
excited by a distant 50 ms three-phase short-circuit at bus 307, cf. sec-
tion 2.1.1.4. All the WTs are for the time domain studies represented
by the dynamic model described in section 2.1.2.
Time domain traces are shown for only eight selected WTs. The WTs
are the first and the last WT in three selected feeders, which are char-
acterized by the distance of the first WT to the PCC, l1, and number
of connected WTs, NWT
1. short distance: l1 = 1 km, NWT = 9, WT80−88, and
2. medium distance: l1 = 15 km, NWT = 8, WT1−8,
3. long distance: l1 = 20 km, NWT = 7, WT127−133.
The change in active and reactive power output of the selected WTs as
well as the total WPP output are shown in Figure 5.10 for both the ∆P
and the ∆Q POD. With the ∆P POD in service, an almost identical
response is seen for each WT and also for the PCC response, whereas
more variation is seen in both the magnitude and the phase for the
∆Q POD. The WTs receive an oscillating voltage reference from the
∆Q POD and due to the different terminal conditions at the WTs, it
is not the same amount of reactive power modulation that is needed in
order to follow the reference. A closer comparison of the phase of the
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reactive power modulations in Figure 8, reveals that the WTs nearer to
the PCC are leading those further away and that the maximum phase
difference is around 15◦. The response of the WPP as measured from
the PCC is seen to lie in between the maximum phase lag and phase
lead, which shows the averaging effect over the individual WTs.
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Figure 5.10: Comparison of selected WT power outputs with the corre-
sponding WPP power output at the PCC.
The resulting oscillations in the speed of a dominant synchronous gen-
erator in each area are shown in Figure 5.11 for the three cases 1) no
WPP POD, 2) WPP ∆P POD, and 3) WPP ∆Q POD. It is found
that both PODs increase the damping of the oscillations and that very
similar improvements are achieved with similar control effort.
5.2.3 Interaction between WPP Voltage Controller
and ∆Q POD
WPPs are, as previously discussed, routinely equipped with park level
controllers that act to coordinate the response of the WTs to achieve
a common WPP response as viewed from a specific bus. For WPP
voltage control, this would be in the form of controlling the voltage at
a certain bus, for instance at the PCC. As discussed in section 5.1.1, the
speed requirements of todays WPP voltage controllers mean that the
∆Q POD cannot be evaluated independently from the WPP voltage
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Figure 5.11: Speed of selected generators. Solid: no WPP POD, dashed:
WPP ∆P POD, dotted: WPP ∆Q POD.
controller, since both controllers are active in an overlapping frequency
range.
The investigated setup with the park level voltage controller is shown
in Figure 5.6. The same output delay of 50 ms, which was used in
section 5.2.2, is included in the “WPP controllers” block in Figure 5.6.
The ∆Q POD is interfaced to the voltage controller at input VPOD1
as shown in Figure 5.2. The simulation setup in terms of models and
applied disturbance is the same as used in section 5.2.2 and the same
WTs are selected for the time traces.
The common WPP response at the PCC is shown in Figure 5.12 for
the WPP equipped with voltage control and with and without a ∆Q
POD. With only the WPP voltage controller in operation, oscillations
are noted in both the voltage and in the reactive power. The oscillations
originate from the disturbance and the response of the WPP voltage
controller to the induced voltage oscillations. When the ∆Q POD is in
operation, it is interesting to observe that the PCC voltage oscillates
in almost counter phase to the no POD case and that the amplitude of
the oscillations have reduced. Increased reactive power oscillations are
seen, as commanded by the ∆Q POD.
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Figure 5.12: Impact of ∆Q POD operation during a distant three-phase
short-circuit on the PCC voltage and reactive power transfer.
The operation of the ∆Q POD is illustrated in Figure 5.13 with the
synthesized PCC frequency input, the ∆Q POD output, and the voltage
reference that is transmitted to the WTs. The larger control action from
the ∆Q POD compared to the voltage controller is clearly seen when
comparing the resulting voltage references. The synthesized frequency
measurement shows the increased damping of the oscillations from the
∆Q POD operation. A plot of the generator speed of a dominant
generator in each area is shown in appendix A.6.
The reactive power output of the selected WTs is shown in Figure 5.14
during the applied disturbance. The different steady state operating
conditions for the WTs are clearly noted from Figure 5.14 where WT80
is exporting reactive power, WT8,133 are importing reactive power, and
WT1,88,127 are close to unity power factor. The influence of the ∆Q
POD on the reactive power output is clearly seen when comparing the
time traces in Figure 5.14. With the ∆Q POD in operation, the reactive
power output has a notably higher amplitude and it is slightly phase
shifted when compared to the pure WPP voltage controller response.
The terminal voltage of the WTs is almost overlapping and despite
the different operating condition in terms of reactive power output, the
interaction between the WTs within the WPP does not affect the ability
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Figure 5.13: Input and output signals of the WPP control during a distant
treephase short-circuit.
of the WTs to track the received voltage reference. The plot is found
in the paper in appendix A.6.
5.2.4 Discussion
The results from both the residue and the time domain analysis encour-
age that a park level POD is feasible. In the residue analysis, residue
angle differences < 6◦ was found between the WTs, which for a 0.5 Hz
oscillation correspond to a time delay of 33 ms and thus in the order of
the transmission delay used for the study. In the time domain study,
both the active and the reactive power modulation of the WTs had
close resemblance with the resulting output at the PCC, although no-
tably more variation was seen in the reactive power modulation than
in the active power modulation. A similar performance was achieved
with both PODs with a similar control effort, although it should be re-
membered that the mode controllability with active and reactive power
modulation is highly dependent on the in-feed location as was shown
in section 4.1.
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Figure 5.14: Selected WT reactive power outputs during a distant three-
phase short-circuit with and without the ∆Q POD in opera-
tion. Dashed: no ∆Q POD, solid: ∆Q POD.
For the investigated WPP operating scenarios, residue angle differences
below 14◦ was found for the ∆Q POD while residue angle differences
below 3◦ was found for the ∆P POD. The presented study only con-
siders changes to the internal state of the WPP and does therefore not
deal with or assess the robustness of the PODs towards changing oper-
ating conditions of the power system. For practical applications this is
clearly a very important topic, since it is a requirement that the POD
contributes positively to the modal damping for all critical operating
conditions, and at the very least that the POD does not deteriorate an
already critical situation. Such analysis has not been conducted as part
of this thesis but it is a topic that has received at lot of attention in
the academic literature for FACTS PODs as presented in section 1.2.2.
Generally, the ∆P POD was less sensitive than the ∆Q POD to both
the location of the WT within the WPP and also to the WPP state of
operation. This could be seen to advance the ∆P POD over the ∆Q
POD. In that regard, it should also be considered that the ∆P POD
is also the controller that has the largest impact on the operation of
the WTs, and on the WT components due to the commanded oscil-
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lating active power reference. This element was discussed further in
section 4.2.3.
It should be noted that the operation of the ∆Q POD necessitate that
sufficient capacity is reserved for the reactive power modulation. Al-
though such statement might seem trivial, the distributed and modular
characteristics of a WPP and the fact that WPP substations are regu-
larly equipped with equipment for static and dynamic voltage regulation
such as capacitor banks and SVCs, this can for an actual project be a
complicated task to handle. As shown in Figure 5.14, the steady state
operating point varies with the location of the WT within the WPP.
And where only a single operating condition was considered in the pre-
sented study, the designer would during an actual design process need
to ensure sufficient capacity over a wide range of operating conditions,
while including the impact of switchable reactive compensation such as
reactors and capacitor banks. If the WPP substation has equipment for
dynamic voltage regulation, the ∆Q POD response must, furthermore,
be coordinated with this equipment to ensure that it does not attempt
to cancel the response.
The modular nature of a WPP also means that it is likely that the
damping performance from the ∆Q POD would gradually degrade with
the number of WTs that have insufficient reactive capacity available.
This might allow for a less strict evaluation of the necessary reactive
capacity of the WPP including substation equipment, if studies show
a satisfactory performance from the ∆Q POD, although an amount of
WTs cannot contribute fully to the two sided response. Such study
was deliberately omitted here, since it would not be possible to give an
accurate picture of the impact and the retained damping performance
without the details of both the range of operating conditions the de-
sign should endure and the control systems of equipment for reactive
compensation. Both of which are highly project specific.
Domı´nguez-Garc´ıa et al. [24] investigate the ability of an off-shore WPP
to contribute to the modal damping of the inter-area mode in a two area
system. Off-shore WPPs may be located tens of kilometers from the on-
shore connection point, and in [24] the dependency of the export cable
length to the performance of the WPP PODs is investigated when only
locally available measurements are considered candidates for the POD
control. It is concluded that the performance of the POD decreases
with the cable length but that a significant contribution is, nevertheless,
delivered.
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5.3 Impact of WPP Model Complexity on
Computed Damping Contribution
The results presented in section 5.2 dealt with the feasibility of a park
level POD controller and considered a detailed WPP model with 150
individual WT models for this assessment. While such representation
is necessary for some studies, it is impractical for stability studies of
large power systems due to model complexity and the resulting compu-
tational effort. A detailed representation of the WTs in a WPP would
result in a model of disproportionate complexity when compared to
a similar sized power station. Therefore, WPPs are often aggregated
into simpler equivalents when used for power system stability studies
[9, 16, 86, 108].
Although widely used in practice, the validity and accuracy of such
aggregation should be studied when new applications are considered.
Here, the impact of the level of WPP aggregation on the WPP mode
controllability is studied to assess the use of aggregated equivalents for
studies of power oscillation damping.
The results presented are a subset of those presented in [63], cf. ap-
pendix A.5 for the full paper.
5.3.1 Aggregation Method and Controllability
Estimation
The WPP is simplified in terms of aggregation of the WTs using the
method proposed by the National Renewable Energy Laboratory (NREL)
in [86] and validated with simulation cases of single and multiple WT
representations of a WPP in [16]. Four levels of complexity are here
considered:
1. full model where all the WTs are represented individually,
NWT = 150,
2. feeder aggregate model where the WPP is simplified to one ag-
gregate WT per feeder, NWT = 19,
3. sub aggregate model where the WPP is simplified to one WT per
park transformer, NWT = 3, and
4. single aggregate model where the WPP is represented by a single
upscaled WT model, NWT = 1.
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The nominal layout of the WPP is used with all WTs connected and
with all WTs delivering rated power output.
The mode controllability is estimated by use of the“long distance trans-
fer function”as defined by Elenius et al. [29]. The long distance transfer
function, Hld(jω), is the frequency response from a controlled active or
reactive power modulation to the active power variation on an inter-tie
with high mode observability. Elenius et al. [29] show that the relative
variations of the frequency response of Hld(jω) at system resonance
frequencies, contain the same information as the relative variations of
controllability factors from modal analysis. The long distance transfer
function is given as
Hld(jω) =
∆P (jω)
∆U(jω)
(5.1)
where ∆P (jω) is the measured variation in active power and where
∆U(jω) is the controlled output of the unit. Here, ∆U(jω) represents
the output of the ∆P and the ∆Q POD, which are transmitted to the
individual WTs and controls the active and reactive power modulation,
respectively.
The long distance transfer function in (5.1) is evaluated directly on
the non-linear system where ∆U(jω) and ∆P (jω) are estimated from
the time domain traces using Fast Fourier Transformations (FFT). The
system is excited through the output of the ∆P and the ∆Q POD by
a low amplitude Fourier series that contain linearly spaced frequencies
in the interval between 0.1 Hz and 2.0 Hz.
5.3.2 Results for Aggregated WPP Representations
The long distance transfer function is shown in Figure 5.15 for the four
levels of WPP modeling complexity for a ∆Q POD. It is noted that
minor differences are observed for NWT = 1 but that the responses are
in fact almost overlapping. Similar characteristics are found for a ∆P
POD and a plot of the frequency response is available in the paper in
appendix A.5.
The estimated controllability factors are for both the ∆Q and the ∆P
POD shown in Figure 5.16 for the active power flow on one inter-tie
at bus 309. This location was selected due to its good observability of
all four dominant eigenvalues, although the observability of the local
area modes, λ3,4 were not as large as that of the inter-area modes, λ1,2.
The naming of the eigenvalues shown on Figure 5.16 is consistent to
the one in Figure 5.7. The estimated controllability factors show great
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Figure 5.15: Long distance transfer function for a ∆Q POD and the active
power measured at one inter-tie of bus 309.
consistency in both magnitude and phase, irrespective of the level of
WPP aggregation.
The impact of the number of represented WTs is finally evaluated with
time domain simulations where the distant short-circuit used in sec-
tion 5.2.2 is reapplied for each of the four levels of WPP complexity.
The change in active power flow between the major areas of the system
is plotted in Figure 5.17 and it is seen that the inter-area dynamics
are retained even with the highly simplified equivalent WPP models.
A closer inspection of the change in active power flow across bus 416,
reveals a minor offset for NWT = 1 whereas an almost overlapping re-
sponse is found between the other three areas. Only results with the
∆Q POD in service are shown here and in appendix A.5, but similar
results are found for the ∆P POD.
5.3.3 Discussion
The ability to aggregate a WPP into simpler equivalent models is, as
previously discussed, very important in relation to power system stabil-
ity studies. In the study conducted here, both the frequency response
estimations and the time domain simulations showed very consistent
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Figure 5.16: Controllability factors evaluated from the long distance trans-
fer function to active power variation at one inter-tie of bus
309 for both a ∆P POD (left side plots) and a ∆Q POD (right
side plots).
results when comparing across the different levels of analyzed WPP
aggregation. These initial results encourage that a WPP can be rep-
resented with only a fraction of the actual number of WTs for power
oscillation damping studies. In this study, the WPP could be aggre-
gated into only three equivalent WTs without giving notably different
results, while minor differences were found when only a single upscaled
WT model was used.
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Figure 5.17: Change in active power between the system areas as measured
at a single inter-tie of the respective busses. The WPP is
equipped with a ∆Q POD.

Chapter 6
Field Test
An actual WPP is a complex design that includes a number differ-
ent physical units, for example WTs, WPP controllers, and substation
equipment, that are geographically dispersed and which interact both
physically and through communications networks. On the next level,
each WT consists of a number of different components that interact
either physically, through communications networks, or both. From a
control perspective, a WPP consists of a number of cascaded controllers
that are not installed on the same hardware but are interconnected
through communications networks, which inevitably add the complex-
ity of potential latency to the analysis of the system.
The system that was studied in sections 5.2 and 5.3 included a 150 WT
WPP with a representation of each WT and the corresponding collector
grid. And although a complex representation, many aspects of an actual
WPP have not been represented in detail in this model. A realizable
representation of a WPP for power system studies will inevitably involve
a number of assumptions and average value models, since it is not
practically feasible to model the interaction between all the different
components and controllers in detail.
To gain further insight into the actual response of a contemporary WPP
when subject to a park level oscillating reactive or active power refer-
ence, a series of open-loop field tests have been conducted.
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Open-loop tests were chosen due to the inherent difficulties associated
with the evaluation of the closed-loop performance of a converter based
POD. The small-signal stability properties of a power system is, as
previously discussed, a system property, where inter-area oscillations,
furthermore, are characterized by the global participation of the syn-
chronous machines in the system. This implies that the closed-loop test
involves excitation of a weakly damped system mode that the stabiliz-
ing control should aid to damp. In [67], verification tests of a SVC POD
are presented where system oscillations are excited by rapid step-wise
changes to an HVDC link in the system. Open-loop tests are, neverthe-
less, an important first step to gain understanding with the response
of a WPP to POD reference signals. Successful open-loop tests that
demonstrate the ability of the WPP to properly respond to a POD
reference is a necessary prerequisite for a WPP POD.
6.1 Test Setup
The field tests were conducted on a small WPP with 13 2.3 MW Siemens
Wind Power WTs where oscillating reactive or active power references
of different frequencies were applied to the park level reactive power
and frequency controller.
The conducted tests are open-loop in the sense that there are no feed-
back to the POD control that is simulated in the tests. Measurements
of PCC reactive and active power, as used by the WPP reactive power
and frequency controllers, were kept intact to include the feedback path
from the WTs, through the PCC measurements, to the summing point
for the oscillating input.
The tests have been conducted with a test version of the WPP park con-
trollers where additional inputs were defined in both the reactive power
and the frequency controller. Through these inputs, a low amplitude
sinusoidal signal was superimposed onto the reference signal and the
WPP response was measured at the PCC. The oscillating input signal
will in the following for simplicity be termed as the ∆P (or ∆Q) POD
signal, although the signal does not have the feedback that an actual
∆P (or ∆Q) POD signal is characterized by. The tests are similarly
termed ∆P and ∆Q POD tests for, respectively, the applied oscillating
active and reactive power reference.
Each frequency was treated independently, that is, a single frequency
of oscillation was applied at a time and the output recorded. The
amplitude was selected such that it was just large enough to have a
clear and measurable oscillating response at the PCC. The frequency
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of the POD signal was in each case kept constant for at least 70 seconds,
which includes a 5 second transition period at each end. The settling
periods were subsequently removed to see the “steady state” response
of the WPP to the applied POD signal. In all time domain plots in
sections 6.2 and 6.3, the POD signal with the oscillating reference is
enabled at t = 0 seconds.
6.2 Reactive Power Modulation
The ∆Q POD signal is connected to a developed WPP reactive power
controller, that has a similar structure to the voltage control shown in
Figure 5.2, at the VPOD1 summing point. The frequency of the ∆Q
POD signal has been changed in discrete steps of 0.05 Hz between 0.1
and 1.0 Hz.
6.2.1 WPP Level
The recorded reactive and active power flow at the park transformer
are shown in Figure 6.1 and 6.2, respectively. The responses are shown
for a subset of the tested frequencies that captures the tested frequency
range. The dependency of the frequency of the reactive power reference
on the magnitude and phase of the resulting reactive power oscillation
at the PCC is clearly noted from Figure 6.1. The active power mea-
surements in Figure 6.2 have been detrended with the least squares
best fit linear function, but a high variability is, nevertheless, seen in
the response.
The FFT and the power spectral density (PSD) for the PCC reactive
power measurements are shown in Figure 6.3 and 6.4, respectively. Both
figures show distinct magnitude peaks only at the frequency of the ∆Q
POD signal.
The frequency content in the PCC active power measurement is shown
in Figure 6.5, and here it is seen that the reactive power modulation
creates a distinct active power modulation with the same frequency.
This is identified in Figure 6.5 with a black marking.
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Figure 6.1: ∆Q POD signal and measurements of the PCC reactive power
with reactive power modulation at a subset of the tested fre-
quencies
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Figure 6.2: Detrended measurements of the PCC active power with reactive
power modulation at a subset of the tested frequencies
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Figure 6.3: FFT of ∆Q POD signal and PCC reactive power with reactive
power modulation at a subset of the tested frequencies
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Figure 6.4: PSD of ∆Q POD signal and PCC reactive power with reactive
power modulation at a subset of the tested frequencies
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Figure 6.5: FFT of PCC active power with reactive power modulation at a
subset of the tested frequencies
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6.2.2 WT Level
The active and reactive power output of all the WTs are in Figure 6.6
shown for a full test period with an applied ∆Q POD frequency of
0.3 Hz. The diverse operating conditions for the WTs are apparent,
since the active power output ranges from 110 to 1 480 kW and since
some WTs are importing reactive power while others are exporting.
The superimposed reactive power oscillation is evident from the reactive
power output of the WTs.
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Figure 6.6: Measurements of the WT active and reactive power with re-
active power modulation for a full test period with an applied
frequency of oscillation of 0.3 Hz.
To enhance the visibility of the ability of the WTs to track the ∆Q POD
signal, five cycles of reactive power measurements have been detrended
with the least squares linear fit and are for selected ∆Q POD frequencies
shown in Figure 6.7. Some variation is noted between the reactive power
output of the individual WTs, but the overall picture is a quite aligned
response from the WTs.
A FFT plot of the reactive power output of the WTs is shown in Fig-
ure 6.8 for six selected ∆Q POD frequencies and distinct peaks are
found at the ∆Q POD frequencies for all the WTs.
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Figure 6.7: Detrended measurements of the WT reactive power with reac-
tive power modulation at a subset of the tested frequencies
A property of the FFT shown in Figure 6.8 is that it does not contain
any time information. That is, from the FFT calculation it is not pos-
sible to identify whether the frequency characteristics are evolving with
time. When the ability of a WPP to track an oscillating reference is
evaluated, it is, however, important to investigate the time dependency
of the spectral information. That is, does the WPP produce a reactive
power output with consistent phase with respect to the reference. The
Wigner-Ville Distribution (WVD) is here used to decompose the mea-
sured responses into an energy distribution in time and frequency. The
WVD preserves time and frequency shifts [14, p.58], which means that
it has a very high resolution in both time and in frequency domain, and
therefore well suited for analysis of the ability of the WPP to track the
oscillating reference. A discussion on the general use and interpreta-
tion of the concept of instantaneous frequency that may vary in time is
provided by Boashash [15].
The WVD of the reactive power output of a single WT is in Figure 6.9
compared with the combined response at the PCC. The contours of the
energy distribution show that a uniform oscillation with the applied
frequency of oscillation is achieved throughout the test period. It is
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Figure 6.8: FFT of WT reactive power with reactive power modulation at
a subset of the tested frequencies.
apparent that the WVD of the WT output has great similarity to the
WVD of the PCC output, although some small variations are noted in
the contours of the WT WVD. The most unsteady WT WVD is found
for a ∆Q POD frequency of 0.1 Hz. Similar WVDs are found for all
the WTs within the WPP, which shows the good tracking capabilities
of the WTs for the ∆Q POD signal. The plots are not shown due to
space considerations.
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Figure 6.9: WVD of the reactive power output of a single WT and of the
PCC reactive power output with reactive power modulation at
a subset of the tested frequencies.
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6.3 Active Power Modulation
The tests were performed during medium wind conditions, which meant
that there was a rather high variability in the WT active power output.
The WPP was down regulated during the tests to reduce the variability
in the output. The response of the WPP to the active power modulation
was tested for the ∆P POD frequencies 0.1, 0.2, 0.5, 0.8, and 1.0 Hz.
6.3.1 WPP Level
The measured active and reactive power flow at the park transformer
are shown in Figure 6.10 and 6.11, respectively. For a ∆P POD fre-
quency of 0.1 and 0.2 Hz, the PCC active power output follows the
reference with only minor differences in phase and magnitude. For
higher frequencies, increasing phase lag and amplification are noted in
the signal. From the PCC reactive measurement in Figure 6.11, it is
seen that clear oscillations are induced on the PCC reactive power,
although of small amplitude.
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Figure 6.10: ∆P POD signal and measurements of the PCC active power
with active power modulation.
The FFT of the PCC active power measurements are shown in Fig-
ure 6.12 and the PSD is shown in Figure 6.13. The applied ∆P POD
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Figure 6.11: Measurements of the PCC reactive power with active power
modulation.
signal creates distinct peaks in both the FFT and the PSD plots. But
is it also noted that both the FFT and the PSD contain a number of
smaller magnitude peaks at frequencies beside that of the applied ∆P
POD signal.
The frequency content in the PCC reactive power measurement is shown
in Figure 6.14 and here it is seen that the active power modulation
creates a distinct reactive power modulation at the same frequency.
This means that the active power modulation has a cross coupling to
a reactive power modulation, which is also clear from the time traces
in Figure 6.11. As discussed in section 4.1.4, this is to be understood
since the modulated active power output affects the reactive power
consumption in the WPP collector network, which, in turn, will impact
the voltage and, hence, the control action of the WT voltage controller.
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Figure 6.12: FFT of ∆P POD signal and PCC active power with active
power modulation.
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Figure 6.13: PSD of ∆P POD signal and PCC active power with active
power modulation.
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Figure 6.14: FFT of PCC reactive power with active power modulation.
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6.3.2 WT Level
The active and reactive power output from all the WTs are shown in
Figure 6.15 for the full time range with a ∆P POD frequency of 0.5 Hz.
The applied frequency of oscillation is evident in both the active and
the reactive power output.
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Figure 6.15: Measurements of the WT active and reactive power with re-
active power modulation for a full test period with an applied
frequency of oscillation of 0.5 Hz.
The active power output of each WT is shown in Figure 6.16, where
the active power measurements have been detrended to more clearly
illustrate the active power oscillation in the outputs. For a ∆P POD
frequency of 0.1 Hz it is seen that the simple linear detrending is not
able to remove the variability due to the longer time series for this
frequency.
The FFT of the active power output of the WTs is shown in Figure 6.17.
As also discussed for the FFT of the PCC active power measurement,
peaks are identified at frequencies beside the applied oscillation. The
magnitude and at which frequencies those are present vary from test to
test.
The WVDs for the active power output of a single WT and the active
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Figure 6.16: Detrended measurements of the WT active power with active
power modulation.
power flow at the PCC are shown in Figure 6.18. The PCC mea-
surements are seen to be well centered around the applied ∆P POD
frequency and the contours are smooth. The WT WVDs show good
resemblance to the PCC WVDs for the investigated ∆P POD frequen-
cies of 0.5 Hz and above, although some smaller variations are noted in
the contours.
A somewhat different WVD is found for the ∆P POD frequency of 0.1
and 0.2 Hz where the WT WVD has large variations in the contours
that create a distinct pattern that goes across the PCC WVD contours.
The details are shown in Figure 6.19 for the ∆P POD frequency of
0.2 Hz where the plot has been enlarged and where the contours have
been colored according to the energy content. The variations around
the contours of the PCC WVD are clearly seen from the plot. The
WVDs have similar average frequency bands, which is to be understood
since both signals are stemming from the same source signal, that is,
the applied oscillating active power reference. But it is noted that
the WT WVD has oval-shaped contours in the frequency dimension
across the applied frequency of oscillation where the PCC WVD has
a narrow frequency band that is constant in time. The contours that
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Figure 6.17: FFT of WT active power with active power modulation.
extend into the frequency dimension describe variations in the frequency
of the active power output that are non-uniform in time. It is noted
that the observed frequency variations are centered around the nominal
frequency and that they only have a limited band of around 1.5 % of
the nominal frequency. The smooth contours for the PCC measurement
is likely caused by the averaging effect over the WTs.
When the WVD is computed for the different WTs, a more diverse
picture is seen when compared to the reactive power modulation. For
some WTs for some frequencies, the variations around the contours
become prominent like shown in Figure 6.18 for a ∆P POD frequency
of 0.2 Hz.
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Figure 6.18: WVD of the active power output of a single WT and of the
PCC active power output with active power modulation.
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Figure 6.19: Enlarged plot of Figure 6.18 with a frequency of oscillation of
0.2 Hz.
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6.4 ∆Q POD Frequency Response
Two frequency sweep tests were conducted from which the frequency
response from the oscillating reactive reference to the reactive power
output at the PCC has been estimated. The frequency response ana-
lysis were repeated with a single machine infinite bus system, cf. Fig-
ure 5.1, to see how well the frequency response could be represented.
The theoretical evaluations are similar to those presented in section 5.1.
The frequency responses have been calculated for a sweep of SCRs to
illustrate the sensitivity to this parameter and due to the inherent un-
certainty of its size.
In the first test, which is shown in Figure 6.20, the measurement filter
in the WPP reactive controller was set to a high value of 5.0 seconds to
limit the influence from the feedback path through the WPP controller.
It is seen that the dominant characteristic is captured by the analytical
model, although the gain is generally lower in the analytical model and
the phase response deviates for low frequencies, that is, f ≤ 0.15 Hz.
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Figure 6.20: Frequency response from WPP ∆Q POD to reactive power
flow measured at the PCC in test where a high filter time
constant in the reactive power measurement reduces the im-
pact from the feedback.
In the second test, the time constant in the reactive power measurement
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filter was restored to its regular value to get the full impact from the
feedback path through the park controller. The comparison between the
estimated response and the analytical response is shown in Figure 6.21.
The gain is seen to roll-off faster in the field test data than with the
analytical model but there is overall a good agreement between the
frequency characteristics.
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Figure 6.21: Frequency response from WPP ∆Q POD to reactive power
flow measured at the PCC with nominal time constant in the
reactive power measurement filter.
6.5 Discussion
The field tests showed that it was possible to deliver a park level ∆P
or a ∆Q POD signal in the frequency range of 0.1 to 1.0 Hz to the
WTs within a WPP, and achieve a common active or reactive power
modulation at the PCC with the specified frequency and phase.
A good representation of the reactive power reference was achieved until
around 1 Hz with the ∆Q POD tests where it was found that the WTs
were capable of tracking the received reference signal to produce an
aligned reactive power oscillation.
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More variability was found in the active power output of the individual
WTs for the ∆P POD tests, cf. Figure 6.17, when compared to the
reactive power output for the ∆Q POD tests, cf. Figure 6.8.
A time varying frequency of oscillation around a nominal frequency
of oscillation, means that a wider spectrum is found for the resulting
signal, due to the variations around the nominal frequency. For the
FFT and the PSD representations of the signal, this implies that wider
peaks are obtained. Clearly, such implicit information is not easily
quantifiable. WVD was applied to explicitly consider both the time
and the frequency dimension of the measured data. The use of WVD
for analysis of power system oscillations is presented by Palmer [91]
where the WVD is used for assessment of the amount of non-linearity
in a ring-down signal.
The instantaneous frequency in the WVD is related to the group delay,
since these are dual representations and are approximately identical
when the product between the duration and the bandwidth of the signal
is large [14, 15]. This product is by Boashash [15] described as a measure
of the richness of information that is available in the signal. The group
delay is for a linear system given by τg =
dφ(ω)
dω , where φ(ω) is the phase
response of the system, and a time varying group delay therefore gives
a time varying phase response. The duality between the instantaneous
frequency and the group delay is comparable to the ambiguity between
phase and frequency changes in electrical power systems.
The variability in the frequency of the WT active power output with the
∆P POD test signal, is especially clear when the WVDs are compared.
While the WT reactive power output have very similar WVD as the
common PCC measurement for the ∆Q POD tests, a time varying
frequency of the WT active power output is found for the ∆P POD.
This might be explained by the amount of processing that is necessary
for an active power reference when compared to a voltage reference,
which may be handled directly by the grid side converter. Clearly,
the longer the processing path, the higher the risk of any latency in
the signal. An aspect of this is discussed in Mehmedalic et al. [77]
where it is prosed to add the ∆P POD output directly to the converter
power reference to achieve a sufficiently fast processing of the signal.
Although this proposal raises a number of practical challenges, it does
highlight the importance of a fast and low latency processing path when
oscillating references are considered.
Although the WVD of the WT active power output shown in Fig-
ure 6.19 showed a time varying component of the frequency of the re-
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sulting active power modulation, this was only seen for a subset of the
tested ∆P POD frequencies and the variation was centered around the
applied frequency of the oscillation. The extension of its contour was
less than 1.5 % around the nominal frequency of the oscillation. No sig-
nificant time varying frequency component was found in the response
at the PCC, which is probably caused by the averaging effect over the
WTs in the WPP.
In the FFT of the WT active power output in Figure 6.17, a number
of frequencies were identified beside the applied ∆P POD frequency.
The importance of the identified frequencies in terms of the extent by
which they are induced by the ∆P POD signal, as well as of the added
stress on the WT mechanical system has not been assessed or attempted
assessed with the field tests conducted here. The potential impact on
the WT mechanical system was further discussed in section 4.2.3 but
an evaluation of this has been considered out of the scope of the present
work.
The cross coupling that is observed from the field tests for reactive
power modulation in Figure 6.5, and for active power modulation in
Figure 6.14 was also discussed in section 4.1.4. Here, residue analysis
showed that the characteristics of the residues for a WPP ∆P and a ∆Q
POD was a combination of those of the pure active or reactive power
modulation. For the residue study, the largest cross coupling was seen
from the reactive power modulation to an active power modulation due
to an induced network response of a nearby impedance load, whereas
the opposite cross coupling was most apparent from the field tests.
A fairly accurate representation of the frequency response for a ∆Q
POD was achieved with a simple single machine infinite bus system
that required only little parameter fittings. It should be mentioned that
further tests on a different site would be needed to verify the findings
and to gain further confidence with the accuracy of the representation
in the simulation model. The importance of including any WPP voltage
or reactive power controller as part of the design study for a ∆Q POD
is evident when the two field tests are compared, cf. Figure 6.20 and
6.21. The frequency responses from the two investigated parameter
sets for the WPP reactive controller show distinct characteristics that
with advantage should be included in the ∆Q POD design. The study
presented in section 5.1 arrives at a similar conclusion from an analytical
study on a single machine infinite bus system where also power factor
and voltage control are considered.
Chapter 7
Conclusion
The work conducted during this project and reported in this thesis can
naturally be categorized in four parts. The first part treats the influ-
ence of wind power plants (WPPs) based on full converter wind tur-
bines (WTs) on low frequency, small amplitude rotor angle oscillations,
that is, rotor angle small-signal stability. The second part explores the
interaction between the controlled output of a WPP and the modal
damping. In the third part, the potential use of park level power os-
cillation damping controllers (PODs) is investigated, while the fourth
part report the findings from the conducted field tests.
7.1 Summary of Results
The participation of WPPs based on full converter WTs in inter-area os-
cillations was analyzed for a number of different WT operating regimes
for a range of WPP capacities. The study was conducted to deliberately
keep the power flow unchanged in the system as the WPP capacity was
increased. This was done to isolate the impact of the WT from indirect
effects from a changed steady state solution. The modal characteristics
of the inter-area modes were found to be largely unaffected as the power
rating of the WPP was increased. The results generally showed a very
low participation of the WT mechanical system in the inter-area mode.
The computed WPP participations were orders of magnitude smaller
than the participation of the synchronous generators. The largest par-
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ticipation was found from the reactive power controllers in the WPP
and in the WT, which was supported by sensitivity analysis of selected
control parameters.
An analysis of the torques that are induced onto the synchronous gener-
ators due to WPP level voltage and frequency controllers, showed that
the frequency support had a positive contribution to the modal damp-
ing when the WPP was interfaced close to either of the oscillating areas,
while only limited impact was found for the WPP voltage controller.
A simple two mass swing system was analyzed to investigate the mecha-
nisms by which a WPP may interact with the synchronous generators to
affect the modal damping. It was shown that the impact of an active or
a reactive power modulation from a non-synchronous power production
unit could be decomposed into a perturbation of the voltage magnitude
and angle at the terminals of the synchronous generators. The active
power modulation affected primarily the voltage angle, while both the
voltage magnitude and angle were affected by the reactive power mod-
ulation. The highly simplified representation allowed for an analytical
investigation, but entailed that no controllers beside the active power
POD (∆P POD) or the reactive power POD (∆Q POD) were con-
sidered and that all WPP dynamics were neglected. The study was
repeated on larger power system model where synchronous generator
control and the WPP dynamics were included. And here it was found
that the residue characteristics from the idealized system, that have
also previously been reported in the literature, in general, cannot be
transferred to more complex systems where the controller dynamics are
considered. Here, a cross coupling was found between the residue char-
acteristics for active and reactive power modulation. The cross coupling
entailed that the ∆P POD had an element of induced reactive power
modulation, while the ∆Q POD had an element of induced active power
modulation. The existence of the cross coupling was demonstrated with
the conducted field tests.
It was investigated how the kinetic energy stored in the WT mechanical
system could be utilized to supply positive damping power for a ∆P
POD without the need to curtail the power production, and this was
demonstrated with time domain simulations in both high and medium
wind conditions. The conducted study only considered the energy per-
spective of such control scheme, but it is clear that the impact on the
WT mechanical system as well as on its normal operation need to be
carefully investigated due to the potential large impact on both.
The potential for WPP level ∆P or ∆Q PODs was investigated using
both time and frequency domain analysis on a 150 WT WPP. The re-
7.1. Summary of Results 125
sults from the residue analysis encourage that a common WPP POD is
feasible, since only limited residue angle differences were found between
the individual WTs. The time domain results showed that the interac-
tion between the WTs did not adversely affect the ability of the WTs to
produce a common WPP response at the point of common connection
(PCC). It was found in both frequency and time domain analysis that
the ∆P POD was less sensitive than the ∆Q POD to both the location
of the WT within the WPP and also to the state of operation of the
WPP.
For power system stability studies, the use of detailed WPP models
are impractical due to modeling complexity and computational effort.
The impact of the WPP modeling complexity on the eigenvalue control-
lability was assessed both through frequency response estimation and
through closed-loop time domain simulations. The results showed that
the 150 WT WPP could be simplified into a 3 WT equivalent with-
out giving notably different results, while minor deviations were noted
when only a single aggregated machine was used.
The ∆Q POD was shown to have a not insignificant interaction with
a WPP voltage, reactive power, or power factor controller. This is to
be understood given the response time requirements for, for example,
voltage support. The implication is that the tuning of the ∆Q POD
must be coordinated with the desired WPP voltage, reactive power,
or power factor control in order to achieve the expected phase of the
modulated reactive power at the PCC.
Open-loop field tests were conducted on a small WPP with 13 WTs
to test the response of the WTs to WPP level oscillating active and
reactive power references in the range from 0.1 to 1.0 Hz. The applied
reference signals had similar characteristics to those from, respectively,
a ∆P and a ∆Q POD. The results showed that is was possible to control
the WTs to deliver an common WPP response with consistent frequency
and phase. The previously discussed cross couplings between the ac-
tive and the reactive power modulations were evident from the field
test results. For the open-loop ∆P POD tests, distinct reactive power
oscillations were measured at the PCC, while distinct active power os-
cillations were measured for the ∆Q POD tests, although the later case
was not as pronounced in the field test results.
Two frequency sweep tests were conducted on the WPP to verify the
frequency response characteristics for the ∆Q POD that were computed
with linear analysis of the simulation model. The comparison showed
that a quite accurate representation of the frequency characteristics
was achieved with the employed single machine infinite bus system.
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The field test results supported the conclusion that any WPP level
controllers for voltage or reactive power should be included in the design
process of a ∆Q POD.
7.2 Future Research
During the course of this research project, several topics have been
identified as suitable candidates for further research. This includes
a variety of topics from studies to increase the confidence with the
WT and WPP models used today for small-signal stability studies,
design consideration for a WPP or WT POD, and studies to increase
the understanding of the impact of WPP PODs on the power system
stability.
The circumstance that small-signal stability is a property of the power
system as a whole has some implications for the accumulation of con-
fidence with the WPP representations used for small-signal stability
studies. To finally verify the behavior of any model of a physical unit,
tests and measurements are needed where the dynamic properties of this
particular unit play a dominant part in the measured response. This is
needed in order to align the analytical model with the experiences that
are obtained in the field. The list of topics include:
• The initial results reported in this work as well as in some ref-
erenced work, find that the direct impact of WPPs with full
converter WTs on the small-signal stability is small. As previ-
ously discussed, this, of course, does not preclude indirect impacts
caused from changed power flow patterns and generator dispatch.
The challenge with such results is that they are extremely difficult
to have verified in the field. An effort should therefore be put into
the accumulation of practical experiences that can aid to provide
the needed confidence to the analytical results.
• Closed-loop WPP POD field tests could be important for verifi-
cation of the impact of WPPs on the power system small-signal
stability, since the power system for such tests is put in state
where the response of the WPP has a large impact on the dy-
namic properties of the power system.
Both simulation results and field test results encourage that a WPP
POD is realizable. An important next step is to assess the value of
the stabilizing control from WPPs in terms of the added power system
stability, where the assessment should include:
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• A more detailed assessment than what has previously been pub-
lished on the contribution to the modal damping that can be
achieved from WPP PODs under realistic operating conditions.
• Commissioning of a WPP POD will inevitably add to the com-
plexity of the power system control, since the POD must be both
maintained and monitored to ensure that it delivers a positive
damping torque at all times.
• The robustness of WPP ∆Q and ∆P PODs towards changing
operating conditions need to be further assessed. If the level of
robustness is found to be unsatisfactory, the experiences from
design of FACTS PODs might be useful.
A POD control will have an impact on the operation of the WPP and for
the individual WTs, the details of which has not yet been established.
The ∆P POD would have the most extensive impact on the WT opera-
tion, since an active power modulation is directly associated with loads
of the mechanical system. Topics needing further clarification include:
• Impact of ∆P POD operation on the WT mechanical system,
including an assessment of any reduction in the expected lifetime
of the WT.
• A ∆P POD will have an immediate impact on the operation of
the WTs, since the ∆P POD reference will interact directly with
the power control of the WT, which is essential for satisfactory
operation. This interaction should be studied further to be able
to assess the impact of a ∆P POD.
• A ∆Q POD will have an interaction with WPP components for
dynamic or static voltage support, which needs to be managed
and fully understood to ensure that the response of the different
components is coordinated.
• Operation of a ∆Q POD necessitate that sufficient reactive ca-
pacity is available for the reactive modulation commanded by the
∆Q POD. This can potentially affect the requirements for reactive
compensation at the substation, in order to ensure that sufficient
reactive capacity is available at the WTs.
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Abstract
Small-signal stability analysis of power system oscillations is a well
established field within power system analysis, but not much attention has
yet been paid to systems with a high penetration of wind turbines (WTs)
and with large wind power plants (WPPs). A comprehensive analysis
is presented, which assesses the impact of full-load converter interfaced
wind turbines on power system small-signal stability. The study is based
on a seven-generator network with lightly damped inter-area modes. A
detailed WT model with all grid relevant control functions is used in the
study. The WT is, furthermore, equipped with a park-level WPP voltage
controller and comparisons are presented. The WT model for this work
is a validated dynamic model of the 3.6 MW Siemens Wind Power WT.
The study is based on modal analysis which is complemented with time
domain simulations on the non-linear system.
Keywords: wind turbines, wind power plant, wind power plant controller,
power systems, small-signal stability, modal analysis
1 Introduction
With the rapid development in installed capacity of wind power and with the
increasing size of each installation, the role and impact of wind power on power
system operation is changing. In grid codes from some transmission system
operators this development is already noted, given that large wind power plants
(WPPs) are termed power park modules and must comply with similar require-
ments to those for other generation units. In continuation of this, large WPPs
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are often equipped with a supervisory voltage and frequency controller, that is,
a controller on park level designed to coordinate the response of the individual
units in the park. The effect and intention of such supervisory controllers on
park level is that the combined response of the wind turbines (WTs), evaluated
at the interface between the WPP and the power system, are comparable with
other power plants. The ability of WPPs to deliver active power reserves is
treated in number of publications [1–4], as well as voltage and reactive power
control [5, 6]. In some countries, for instance Denmark and UK, WPPs are al-
ready applied for ancillary services, for example, advanced voltage control and
frequency reserve.
Regarding power system stability investigations, considerable attention has
been paid to low-voltage fault- ride-through (FRT) capabilities of the WTs; that
is, the ability of WTs to stay connected during external disturbances in the grid
and provide necessary voltage support [6–8]. With increasing penetration of
wind power and increasing size of each installed WPP, new stability consider-
ations arise. A topic of increasing importance is the effect of WPPs on power
system small-signal stability, including influence on power system oscillations.
The damping of critical inter-area oscillations is affected by number of fac-
tors, such as network topography, generator excitation control, HVDC control,
transmission line power flows, and so on [9, 10]. Also, the presence of non-
synchronous generation units can have an impact on the damping of inter-area
oscillations. In [11,12] comparisons are presented on the influence of power sys-
tem oscillations of WPPs based on fixed-speed induction generators (FSIG) and
doubly-fed induction generators (DFIG). Slootweg et al. [12] found that partic-
ularly FSIG WPPs tend to improve the damping of inter-area oscillations, while
no significant effect is observed for intra-area oscillation. It is, however, noticed
that the results become ambiguous when a large part of the synchronous gener-
ation in an oscillatory node is replaced with wind power. In [11] it is found that
both FSIG and DFIG WPPs improve the damping of inter- area oscillations,
although to a lesser extent for the DFIG WPP. In [13,14] also full-load converter
interfaced WPPs are included in the comparison. Hagstrom et al. [13] noted
that the DFIG does not have any significant effect on the damping while the
full-load converter-type WPP, here modelled as a negative load, decreases the
damping. In [14] it is concluded that the characteristics of the variable speed
WPPs, DFIG and full-load converter WPP are practically identical, while the
FSIG WPPs result in slightly better system damping. A WT based on a direct-
drive permanent magnet generator is analysed in [15].
In [16] the influence is analysed of the voltage/VAR control mode of DFIG-
based WPPs on inter-area oscillations. The study found that by increasing
the penetration of wind power generally had a favourable effect, with increased
frequency and damping of the inter-area mode between a weak and a stronger
system. With the WPP in voltage control mode the authors of [16] found that,
for some parameter-set, an adverse interaction is noticed; it is, however, noted
that these interactions can be avoided with appropriate tuning of the voltage
controller.
In [17, 18] a generic small-signal stability model is developed for fixed- and
variable-speed WTs with corresponding collector and utility grid to which the
units are connected. The approach is based on sensitivity analysis and singular
value decomposition.
A few publications have investigated the possibility of using variable-speed
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WPPs actively to damp power system oscillations [19–21]. In a recent PhD the-
sis by Elkington, it is concluded that DFIG-based WPPs can provide a positive
contribution to damping of power system oscillations by adding an auxiliary
controller [22]. In [23, 24] optimisation approaches are proposed for the tuning
of the WPP damping controller.
The configuration in the full-load converter WT has the effect of decoupling
the generator dynamics from the grid dynamics, and following this argumen-
tation the WT generators cannot contribute to system oscillations. However,
as the WTs and the WPPs are controlled to provide various system services,
it is possible that the control capability of the WTs and WPPs can interact
with system dynamics. Here, different implementations of the control will give
different results in terms of impact on system dynamics. This phenomenon is
known from control interactions of HVDC stations or FACTS devices in sub-
synchronous torsional interactions (SSTI), for example [25,26], and exemplified
in [16] for a WPP voltage control system. Thus, the validity of damping results
depends on an accurate representation of the control systems. So far most pub-
lications on small-signal stability of variable-speed WTs have dealt with generic
models with a varying degree of details, whereas this study is conducted on a
verified WT model with a detailed representation of all grid relevant components
and controls [27].
In this paper the impact of full-load converter-interfaced WTs on small-signal
stability, that is, participation in power system oscillations, is investigated. The
system is analysed for the WPP with and without a park-level voltage controller.
The analysis is based on a seven-generator network, which illustrates some as-
pects of the dynamic behaviour of the UK power system, namely inter-area
oscillations between major areas of the system.
The paper is organised as follows. In section 2 the basis for the analysis is
established with a brief description of modal analysis and power system oscilla-
tions. Section 3 presents the case network and the analysed WT concept, while
section 4 presents the case studies performed and the results from the analysis.
Finally, the discussion and conclusion are found in sections 5 and 6, respectively.
2 Method
Power system oscillations are inherent in interconnected power systems based
on synchronous generators [28]. Power system oscillations and the application of
eigenvalue analysis as means of analysis are well described in the literature, for
example [9, 29]. Another approach is to use signal processing of measured data
[30, 31]. When analysing very large systems this measurement-based approach
has the advantage that it is not dependent on the accuracy of a large dynamic
model.
2.1 Eigenvalue analysis
The eigenvalues provide important information on the dynamics of the system,
that is, the frequency and damping of any oscillations. If the ith eigenvalue is
given as λi = a± jb, the natural frequency, ωn, the damped frequency, ωd, and
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the damping ratio, ζ, are defined as
ωn =
√
a2 + b2
[
rad
sec
]
, ωd= b
[
rad
sec
]
, ζ =
−a
ωn
[−]
From classical control theory of continuous time systems, it is given that mode
λi is asymptotically stable only if a < 0.
Power system oscillations are often divided into inter-, intra- and local-area
modes depending on the global or local scope of the oscillation. Besides the
frequency of oscillation, the concepts of mode-shape, φ, and participation factor,
pji are used to correctly identify the source, nature and significance of a mode.
3 Study case
The analysis is performed in MatLab/Simulink where the case network is
modelled in SimPowerSystems [32] and where the linearization is performed
with the Simulink Control Design toolbox [33]. The linearisation is done
directly on the power system model defined and initialised in SimPowerSys-
tems. Exact linearisation is used for every function in the model that has
an analytical first derivative, whereas numerical perturbation is used for those
elements, such as look-up tables, that cannot be linearised analytically. The
analytical first derivative is preprogrammed for the individual Simulink func-
tions and the Jacobian is hence computed by evaluating these derivatives at the
found steady-state operating condition.
3.1 Case network
The study is based on the 18-node, seven-generator system depicted in Fig-
ure 1, which furthermore consists of six loads and an aggregated WPP with
the corresponding collector grid. The network model has been developed in
collaboration with National Grid as an extension of the three-generator system
presented in [11] to achieve a higher level of flexibility and numerical stability.
The system represents a large network that has been reduced to a small number
of nodes.
The synchronous generators are modelled as round rotor machines, since this
is the dominant generator type of the UK power system, using the standard RMS
model of SimPowerSystems. The generators are aggregated machines, each
representing several smaller and larger generation units; the total capacity for
each unit is given in Table 7, where transformer reactances and load distribu-
tions are also given. The network model is tuned for a light-load situation and
the distribution of load and generation imply a southbound power flow of ap-
proximately 1 900 MW. The parameters for the dynamic generator models and
the network parameters are given in Table 8 and 9, respectively. Parameters for
the synchronous machines with corresponding exciter and PSS models are se-
lected to represent the dominant unit type in each area and have been provided
by National Grid for this study. Furthermore each generator is equipped with
a standard IEEEG0 governor.
Note that the model does not accurately represent particular aspects of
the UK network, and hence should not be used to draw conclusions regarding
the performance of this network. The developed model does, however, assist
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in understanding of power oscillations between major areas of the UK power
system.
G1 G2
G3
G4
G5
G7
G6
L8
L4
L5
L6
L7
WT
Wind Power Plant
T1
T4
T5
T7
T6
T3
T2
L3
l18 l28
l38l48
l34
l47
l57
l56
l67
Figure 1: Single-line diagram of the analysed case network
3.2 Wind turbine technology
The WT concept for this study has an induction generator and is interfaced
through a full-load converter system as illustrated in Figure 2. The WT is
pitch controlled and has variable-speed operation to maximise the active power
output. The dynamic model represents a 3.6 MW Siemens Wind Power WT and
the dynamic FRT response of the model has been validated from field tests [27].
The WT is represented with a reduced order, positive sequence, RMS model
suitable for dynamic power system studies. In this study, an aggregated WT
model is used and the analysis thus only considers the main interaction between
the power system and the WPP.
ωr ωg
PLL
Reference 
power
β
Power
cntr.
Pref
LV
FRT
Plimit
θ
i*d, i
*
q
Con-
troller
VDC
vterm
~
Grid
converter
DC linkMachine
converter
Generator
High speed shaft
Gear box
Low speed shaft
Rotors Transformer Grid
Pwind
Reference 
voltage
Figure 2: Wind turbine concept used in the analysis, that is, full-load converter
interfaced WT
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A block diagram showing the overall connections is shown in Figure 3 and
below is a brief description given of the subsystems.
Aerodynamical
model
Mechanical
model
Electrical
model
Taero
Pitch ang. β
ωrotorWind
Telec
Network
interface
PWTG
QWTG
WTG trafo.
External
network
Wind turbine
controller
WPP
controller
VPCC, QPCC
Vsetp
Iq
Id
ωgen
I*d
I*q
Vterm
~
Psetp
Figure 3: Overall block diagram of the WT model
Aerodynamic model A variable wind speed aerodynamic model is used,
which includes power coefficient with pitch angle and tip-speed ratio. The pitch
system is represented by a first-order system.
Mechanical model The mechanical system is modelled as a third order, two-
mass model, which includes shaft stiffness and damping [34].
ω˙g =
1
Jg
(Ksθs +Ds(ωr − ωg)− Te) (1a)
ω˙r =
1
Jr
(Ta −Ksθs −Ds(ωr − ωg)) (1b)
θ˙ = ωr − ωg (1c)
In (1), ωr and ωg are rotor and generator speed, θs shaft twist angle, Jr and Jg
are rotor and generator inertia, Ta and Te are aerodynamic and electromagnetic
torque, Ks is shaft stiffness and Ds is the shaft damping coefficient.
Electrical model The WT converter system comprises machine and grid-side
converter, DC-link and a generic reduced-order control scheme. The converters
are represented as ideal converters and the generator as a zeroth-order system.
Hence, all generator flux dynamics have been eliminated to reflect the rapid
response of the converter system [35], which acts to decouple the fast generator
dynamics from the grid side.
Wind turbine controller The active and reactive power injection is con-
trolled by two first-order systems and is subject to various machine and con-
verter limits. A phase- locked loop (PLL) computes the angle of the terminal
voltage phasor, which is used to align the internal dq-reference frame. A FRT
function is, furthermore, included which monitors for system faults and shapes
the current injection into the grid upon detection, although this mode is not
activated in the operating points analysed here.
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Network interface The WT is interfaced to the network through a controlled
current source.
3.3 WPP collector grid
The collector grid is modelled as a T -equivalent with the entire capacitance
lumped as a shunt and with half the inductance and half the resistance as a
series impedance on each side. For PWPP = 180 MW the network parameters
are given in Table 10. The collector grid parameters are scaled according to the
size of the WPP such that the same voltage profile is achieved, that is
zscale =
SBbase
Sbase,WPP
R = zscaleR
B
XL = zscaleX
B
L BC =
BBC
zscale
where the superscript .B refers to the values in Table 10 with PWPP = 180 MW.
3.4 WPP voltage controller
The WPP voltage controller is an outer, corrective controller that controls the
voltage at the point of common connection (PCC) at the interface to the power
system. The WPP voltage controller distributes voltage set-points to the indi-
vidual WTs based on the conditions at the PCC, where the WT voltage con-
troller controls the voltage at the WT terminals according to its set-point.
The block diagram of the WPP voltage controller is shown in Figure 4 and
the relation to the WT system is shown in the block diagram in Figure 3.
The droop controller prevents chasing of adjacent units both controlling the
voltage by dividing the responsibility between the units. Furthermore, the droop
controller ensures that a predictable amount of reactive power is delivered for a
given deviation from the PCC reference voltage. The applied model of the WPP
voltage controller has been provided by Siemens wind power for this analysis,
although Siemens Wind Power does not necessarily apply exactly the same
control.
Kd PI
VrefξQPCC
VPCC,ref
-
+
-
LP
LP
VPCC
Figure 4: Block diagram of the WPP voltage droop controller. LP: low-pass
filter, PI: PI-controller
The operation of the WPP voltage controller is dependent on the strength
of the grid, and the controller must be carefully tuned for the conditions at the
PCC. For this analysis, a 4% droop, that is, Kd = 0.04, is used and the WPP
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voltage controller is tuned to deliver 90 % of its response within one second
in a well-damped manner [36]. The tuning of the WPP voltage controller is
performed for this study as presented in [37].
3.5 Characteristics of case network
A list of dominant eigenvalues is given in Table 1. Three lightly damped inter-
area modes are present in the system, λ1−3, for which the modal characteristics
are given in Table 2.
Table 1: Qualitative description of dominant eigenvalues
λ1 Inter-area mode between G1−2 and G3−7
λ2 Inter-area mode between G4,7 and G5−6
λ3 Inter-area mode between G4 and G7
Table 2: Characteristics for the three inter-area modes in the base case without
wind power
# λ ωd ζ
[-] [Hz] [-]
λ1 −0.275± j3.10 0.493 0.088
λ2 −0.658± j6.26 0.997 0.105
λ3 −0.643± j8.83 1.41 0.073
0.5
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Figure 5: Mode shapes for the generator speed states for the three inter-area
modes in the base case without wind power
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The participation factors are shown in Table 3 for the inter-area modes for
the generator rotor angle states. The mode shapes for the three inter-area
modes, λ1−3, are given in Figure 5, where the characteristic 180o displacement
between oscillating groups of generators is seen.
Table 3: Normalised rotor angle participation factors for the inter-area modes
λ1−3 for the system with no wind power connected
State variable |pj1| |pj2| |pj3|
δ (G1) 1.0 < 10
−2 < 10−4
δ (G2) 0.50 < 10
−2 < 10−4
δ (G3) 0.014 0.031 0.024
δ (G4) 0.14 1.0 0.17
δ (G5) 0.18 0.065 < 10
−2
δ (G6) 0.36 0.67 < 10
−2
δ (G7) 0.039 0.085 1.0
The modal analysis is a linear method and it should thus be complemented
with dynamic simulations on the non-linear system. In Figure 6 and 7 the
dynamic response is shown after a three-phase short-circuit at line l48. For now,
there is no wind power in the system. The fault is applied midway between the
busses, on a single circuit, and it is cleared after 140 ms. Figure 6 shows the
active and reactive power flow on the double circuit l48 during and after the
short-circuit. The short-circuit excites inter-area oscillation λ1 between G1−2
and G3−7, which is noted by the grouping of the generators in Figure 7 where
the generator rotor speeds are plotted.
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4 Selected cases
The aim of the study is to analyse the influence of increased wind power pen-
etration on power oscillations in the system, with emphasis on the previously
mentioned inter-area modes.
Two cases with a varying penetration of wind power are investigated and
compared to the base case with only synchronous generation.
1. Psetp of G2 is reduced as the penetration of wind power is increased while
the MVA rating is maintained
2. MVA rating of G2 is reduced as the penetration of wind power is increased
while the loading of G2 is maintained
In all cases and for all wind power penetration levels, active power production
is shifted between only G2 and the WPP and the power flow in the system is
thus unchanged.
In case 1 the introduction of wind power does not displace any conventional
units and only the active power set-point is reduced to accommodate the power
produced by the WPP. In case 2 the wind power displaces conventional units
and the MVA rating of G2 is reduced accordingly. In each case the size of the
WPP is varied linearly from 36 to 1 000 MW in 10 steps. Cases 1 and 2 are
treated in sections 4.1 and 4.2, respectively.
Variable-speed WTs have several modes of operation and all do not apply
the same control. Different dynamics are hence in play for different modes of
operation. First of all, the operation and active power output of any WT is
subject to local wind conditions. The optimisation of captured wind energy is
subject to the tip-speed ratio and is, for variable speed WTs, done by varying
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the rotational speed of the mechanical system according to the wind conditions.
Three wind speeds are investigated here:
• High wind. The WT operates at rated power output and rated rotor
speed. The pitch control limits the captured energy to the rated power of
the machine, i.e. Peo = 1 pu.
• Medium wind. TheWT is operated at partial power output, Peo ≃ 0.69 pu,
with the mechanical system rotating at rated speed.
• Low wind. The WT operates at partial power output, Peo ≃ 0.14 pu, and
the rotor speed is controlled to maximise the wind energy extraction.
Second, the WT can be commanded to only deliver partial power output.
This is useful for frequency reserve or if local grid conditions require curtailed
power production. Two cases are here selected where the power reference is set
to match the power output in medium and low wind.
Modern WPPs are often equipped with an outer voltage controller, for ex-
ample, as described in section 3.4, which coordinates the response from the
individual WTs. To investigate the influence that such controller may have, the
studies are repeated with WPP voltage controller for the high, medium and low
wind scenarios.
The operating conditions of G2 and the WPP for the investigated scenarios
are summarised in Table 4. The active power output of G2 is in each step ad-
justed to compensate for the active power production from the WPP according
to the two strategies given above as cases 1 and 2. The power flow in the system
is hereby kept unchanged. For case 2, the MVA rating of G2 is updated by
Sbase,new = Sbase,orig − PWPPPsetp , (2)
where Psetp is the pu active power set-point of G2 and is kept constant.
Table 4: Limits of MVA rating of G2 and active power output of the WPP for
the investigated WPP operating scenarios
G2 MVA rating WPP active power
min. max. min. max.
WPP operation [MVA] [MVA] [MW] [MW]
high wind 1 222 2 400 36.0 1 000
medium wind 1 588 2 400 24.8 690.1
low wind 2 235 2 400 5.0 140.1
medium Peo 1 588 2 400 24.8 690.1
low Peo 2 235 2 400 5.0 140.1
high wind, WPP VC 1 222 2 400 36.0 1 000
medium wind, WPP VC 1 588 2 400 24.8 690.1
low wind, WPP VC 2 235 2 400 5.0 140.1
An overview is given in Figure 8 of the system eigenvalues, which includes a
qualitative description of the eigenvalues. The overview is given for both cases
1 and 2 for a high wind scenario where the WPP penetration level is 1 000 MW.
The WPP is equipped with a park level voltage controller.
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4.1 Case 1
The eigenvalue trajectories for λ1−3 are plotted in Figure 9, 10, and 11, respec-
tively, as the WPP capacity is increased to 1 000 MW. A grid showing constant
damping ratios, ζ, and constant natural frequencies of oscillation, ωn, is super-
imposed onto the eigenvalue trajectories. From Figure 10 and 11 it is seen that
λ2−3 only experience limited movement as the WPP capacity increases. The
maximum relative deviation from the base case is below 10−2 % for ωd and
0.9 % for ζ.
A summary of the modal characteristics of λ1 with a WPP capacity of
1 000 MW is given in Table 5. When compared to the base case, the frequency
of oscillation increases slightly, ∼ 1 %, for all WPP operating scenarios. When
the WPP is operated at rated power output, Table 5 gives that the damping
ratio is reduced with < 0.9 % when compared to the base case. When the active
power output of the WPP is reduced, the damping increases slightly. It should
be noted that the maximum 5.5 % increase in damping ratio corresponds to an
increase from ζ0 = 0.0885 to ζ = 0.0933.
A comparison of selected, normalised participation factors for λ1 are plot-
ted in Figure 12 for all investigated operating scenarios for the iteration with
1 000 MW installed WPP capacity. The WPP mechanical participation in λ1 is,
irrespective of operating condition, found to be very small, . 10−5. The largest
WPP participation is found in either the WT voltage controller or the WPP
voltage controller. It is noted that the power output from the WPP does not
significantly affect the participation of generator G1−7 in the oscillation, since
uniform ratios of the participation factors appear for all operating scenarios.
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Table 5: Eigenvalues for inter-area mode λ1 for case 1 with 1 000 MW of wind
power and the relative modal difference compared to the no wind case
λ ωd−ωd0ωd0
ζ−ζ0
ζ0
[-] [%] [%]
high wind −0.277± j3.12 1.0 −0.16
medium wind −0.285± j3.13 1.1 2.6
low wind −0.293± j3.13 0.98 5.5
medium Peo −0.284± j3.13 0.97 2.4
low Peo −0.293± j3.13 0.94 5.4
high wind, WPP VC −0.276± j3.13 1.1 −0.80
medium wind, WPP VC −0.284± j3.13 1.2 1.9
low wind, WPP VC −0.291± j3.13 1.1 4.7
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Figure 9: Comparison of eigenvalue trajectories for inter-area mode, λ1, for
integration strategy case 1
4.2 Case 2
The trajectories for inter-area modes λ1−3 are given in Figure 13, 14, and 15,
respectively, as the WPP penetration is increased from 36 to 1 000 MW. It is
noted that the eigenvalues are moving leftwards in the complex plane as the
WPP penetration increases. The plot of the eigenvalue trajectories for λ1 in
Figure 13 reveals that three distinct paths exist and that the grouping of the
operating scenarios is based on the active power output level.
The modal characteristics for λ1 are summarised in Table 6 for the system
with a WPP capacity of 1 000 MW. Compared to the base case, cf. Table 2,
the damped frequency of oscillation, ωd, have increased between 1.5 and 4.7 %,
while the damping ratio, ζ, have changed between −1.0 and 5.1%. From Table 6
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Figure 10: Comparison of eigenvalue trajectories for inter-area mode, λ2, for
integration strategy case 1
it is seen that although the eigenvalues have a leftwards movement in Figure 13,
ζ decreases slightly in the two scenarios where the WPP is operating at rated
active power output.
Table 6: Eigenvalues for inter-area mode λ1 for case 2 with 1 000 MW of wind
power and the relative modal difference compared to the no wind case
λ ωd−ωd0ωd0
ζ−ζ0
ζ0
[-] [%] [%]
high wind −0.286± j3.24 4.7 −0.88
medium wind −0.290± j3.21 3.7 1.7
low wind −0.294± j3.14 1.5 5.1
medium Peo −0.289± j3.21 3.6 1.4
low Peo −0.293± j3.14 1.5 5.0
high wind, WPP VC −0.285± j3.25 4.8 −1.0
medium wind, WPP VC −0.289± j3.21 3.8 1.3
low wind, WPP VC −0.292± j3.14 1.6 4.4
In Figure 16, a comparison of selected, normalised participation factors for
λ1 are presented for the iteration with a 1 000 MW WPP capacity. Comparing
Figure 16 with Figure 12 it is clear that for case 2 the operating scenario has
an effect on the ratios of the participations factors of G1−7. A closer inspection
reveals that the magnitude of the participation factors reflect the size of G2,
which in this case is adjusted according to the WPP active power production.
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4.3 Impact of WT and WPP controls
To evaluate the impact of WT and WPP controls on the modal characteristics
of the inter-area mode, a sensitivity analysis is carried out where control pa-
rameters in turn are varied from their nominal value with ±40 %. Analysed
controllers are WT voltage control, WT active power control, park-level WPP
voltage control and WT pitch control. For all controllers the parameters af-
fecting both the speed and the gain are analysed within the given range. The
trajectories for inter-area mode λ1 are given in Figure 17, for a case 1 high wind
scenario with the WPP producing 1 000 MW. The arrows in Figure 17, indi-
cate increasing parameter values, that is, from −40 % to +40 % of the nominal
value, and the intersection of the trajectories corresponds to nominal parameter
values.
From Figure 17 it is seen that the speed of the local WT voltage controller
has the largest impact on the inter-area mode, λ1, followed by speed and gain of
the park-level voltage controller. The active power control and the pitch control
have only a limited impact on λ1. The maximum change in damping ratio, ζ,
when compared to the nominal system is −1.7 % and is found for the speed of
the WT voltage controller.
5 Discussion
To accommodate the production from additional generation units, assuming
that load and power transfer to neighbouring systems do not increase, the pro-
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mechanical shaft-, generator-, and rotor-angle states, as well as the maximum
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duction from the existing units should decrease accordingly to keep the power
balanced. This can happen in two ways: (i) all units stay connected but with
reduced active power output, or (ii) a proportion of the existing units are taken
out of service to ensure good utilisation of the units in service. Three lightly
damped inter-area modes are monitored as the penetration of wind power in-
creases, and both with and without WPP voltage controller, in high, medium
and low power output, the inter-area modes seem largely unaffected by the
increased capacity of the WPP and by the applied accommodation strategy.
Comparing the inter-area characteristics in Table 2, 5, and 6, it is noted that
the modal characteristics of the three inter-area modes are almost constant.
The degree of interaction of the WPP in the power system oscillations is
evaluated with the aid of participation factors. The participation in the system
oscillations of the WPP mechanical system are orders of magnitude smaller
than those computed for the synchronous machines. For this study where the
WPP, as designed for and intended, is operated within its operational limits it
can be concluded that a high level of decoupling exists. A number of different
operating scenarios, that is, high, medium and low wind conditions, as well as
power curtailment mode and with a WPP voltage controller in operation, was
investigated with the same result of decoupling.
A sensitivity study on selected WT and WPP control parameters was con-
ducted and the results show that the WT and WPP voltage controllers have the
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largest impact on the dominant inter-area mode, whereas only limited impact
was found from the active power and pitch controllers.
These findings support that there is a general decoupling between the grid
dynamics and the WPP mechanical system by the full-load converter when the
WPP is operated within its limits. In the case where one or more components
or controllers are forced to their limits, the degree of coupling or decoupling
is not easily assessed. Modal analysis is based on Taylor expansion, which
describes the system in terms of deviations from the steady state, and when
a limit is encountered this description is not valid, since deviations are only
feasible in one direction. Time-domain simulations, for example, with Fourier
series perturbation, may reveal some of these characteristics, but finding the
right initial conditions to activate the limits of interest may prove challenging.
In this study the active power production from the WPP is balanced by a re-
duction in production of an adjacent generator, thereby keeping the power flow
unchanged in the remaining system. This was chosen to be able to isolate the
impact of the WPP while not considering derived consequences of expanding
with wind power. In practise the net effect is, beside the generator technol-
ogy and control which was investigated here, also affected by the location of
the WPP as well as the generation being displaced, distance to load centres,
variability of power, voltage compensation strategy and requirements, and so
on [10].
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6 Conclusion
In this paper a modal analysis is presented, where the impact of full-load con-
verter interfaced WTs on power system oscillations is evaluated. The analysis
is repeated for various wind power penetration levels, different wind conditions,
and with the WPP in power curtailment mode. Furthermore, two different
strategies for accommodating the wind energy are investigated and the WPP
is represented with and without a park-level voltage controller. The impact of
selected WT and WPP control parameters was investigated through parameter
sensitivity analysis.
The study found that the inter-area modes were largely unaffected by the
increased capacity of the WPP, with the modal characteristics being almost
unchanged. From the sensitivity analysis, it was found that the local and the
park- level voltage controllers had the largest impact on the dominant inter-area
mode, while only a limited impact was found for the active power and the pitch
controllers.
The participation in the system oscillatory modes of the WPP’s mechan-
ical system was found to be orders of magnitudes smaller than those of the
synchronous generators’ mechanical system. The very low participation factors
imply that the WPP does not interact with these system modes.
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Figure 17: Sensitivity of inter-area mode λ1 to perturbations of ±40 % on
selected WT and WPP control parameters. Sensitivities are evaluated for case
1 with a 1 000 MW of wind power
A System parameters
Table 7: Generator ratings, transformer reactances, and load characteristics.
Transformer rating is same as generator rating and the reactance is given on
this base
Generators Transformers Loads
[MVA] [%] [MVA]
G1 3 000 T1 XL = 16 L3 755 + j220
G2 2 400 T2 XL = 16 L4 4 320 + j1 580
G3 1 000 T3 XL = 16 L5 3 200 + j954
G4 7 300 T4 XL = 16 L6 6 310 + j2 030
G5 2 900 T5 XL = 16 L7 2 910 + j960
G6 5 500 T6 XL = 16 L8 2 500 + j775
G7 2 800 T7 XL = 16
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Table 8: Machine parameters for all synchronous generators on machine base.
G1 G2 G3 G4 G5 G6 G7
H [s] 4.237 4.464 4.358 5.562 5.474 4.879 4.066
D [s] 0 0 0 0 0 0 0
Rs [pu] 0.002 0.001 0.010 0.001 0.002 0.001 0.002
Xl [pu] 0.167 0.187 0.167 0.169 0.167 0.180 0.183
Xd [pu] 2.360 2.116 2.001 2.470 2.235 2.158 2.510
Xq [pu] 2.261 2.043 1.937 2.301 2.113 2.069 2.447
X ′d [pu] 0.297 0.312 0.293 0.278 0.269 0.300 0.313
X ′q [pu] 0.297 0.312 0.293 0.278 0.609 0.300 0.313
X ′′d [pu] 0.209 0.250 0.219 0.203 0.198 0.227 0.226
X ′′q [pu] 0.209 0.248 0.227 0.248 0.209 0.237 0.226
T ′do [s] 0.692 1.008 0.933 0.721 1.002 1.004 0.691
T ′qo [s] 0.692 1.008 0.933 0.721 1.002 1.004 0.691
T ′′do [s] 0.031 0.023 0.036 0.019 0.032 0.065 0.026
T ′′qo [s] 0.031 0.064 0.040 0.020 0.047 0.071 0.026
Table 9: Network parameters
R XL BC
[Ω] [Ω] [µS]
l18 0 4.00 0
l28 0 32.00 0
l38 11.93 114.64 0
l48 6.47 64.37 1189.91
l34 0.40 4.91 1007.73
l47 0.09 1.28 902.17
l57 2.35 30.20 1512.05
l67 0.38 4.88 1502.76
l56 1.70 26.17 1475.95
Table 10: WPP collector network parameters for PWPP = 180 MW
Network Park trafo.
R XL BC XT
[Ω] [Ω] [µS] [%]
0.086 0.070 3219.7 12.2
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Abstract—It is expected that large wind power plants
(WPP) contribute to stable and reliable operation of the
electric power system. This includes participation with
delivery of system services such as voltage and frequency
support. With variable-speed WPPs this can be achieved
by adding auxiliary controllers that control the active and
reactive power output accordingly. While being designed
for a given system service, any feedback control affects
the closed-loop behavior of the overall system and thereby
its small-signal stability properties. Eigenvalue analysis
conveniently determines the stability properties from the
closed-loop system. A method based on induced torque
coefficients (ITC) is here presented for assessing the
closed-loop behavior from the open-loop system. Results
are presented using both modal analysis and ITC pre-
diction, which demonstrate that the dominant closed-loop
behavior can be predicted with the presented method. The
work is based on a nonlinear, dynamic model of the 3.6 MW
Siemens Wind Power wind turbine.
Index Terms—wind turbines, wind power plant, wind
farm controller, frequency control, voltage control, power
systems, small-signal stability, induced torque coefficient
(ITC)
I. INTRODUCTION
IN an interconnected power system the rotational speedof the synchronous generators is constantly adjusting
to imbalances between generation and demand. With
variable speed wind turbines (WT) this direct relation-
ship between its rotational speed and the overall power
balance does not exist. Most modern WTs connected
today are asynchronously connected to the grid, either
partially or fully through electronic power converters, and
will, as discussed in [1], not themselves cause system
oscillations. This point is elaborated in [2] where it is
presented that the participation of the full-load converter
type WT in power system oscillations is very low. A large
scale integration of wind power can, however, indirectly
change the modal characteristics of the system by 1) sig-
nificantly change the dispatch of the existing power units,
2) significantly alter the power flows in the system, and
3) interacting with the synchronous machines through the
transmission network to change the synchronizing and
damping torques induced on their shafts. Here, 1) and 2)
are the consequence of a changed power in-feed pattern
and as such not related to any specific power production
technology. A more elaborate discussion is carried out
in [3]. Case 3), on the other hand, does depend on the
power conversion technology and the utilized control, with
the latter point emphasizing the importance of accurate
representation of the control when such studies are
conducted.
Regarding wind power conversion units, several stud-
ies have investigated the impact on power system oscilla-
tions of wind power plants (WPP) based on primarily the
fixed-speed induction generator (FSIG) and the doubly-
fed induction generator (DFIG) [4]–[7]. In [8]–[11] it has
been proposed to actively damp selected system modes
using variable speed WPPs.
In recent years the role and impact of wind power on
power system operation is changing due to the number of
WTs erected and the number of WTs in each installation,
and large WPPs must comply with similar requirements
to those for other generation units. In continuation of
this, WPPs are often equipped with auxiliary controllers
for e.g. voltage or frequency control, i.e. controllers on
park level designed to coordinate the response of the
individual units in the park. While being designed for
a specific task, e.g. voltage or frequency control, it is
clear that any feedback control will affect the closed-
loop performance of the power system and thereby its
modal characteristics. In [7] the impact on power system
oscillations of the reactive power control mode of DFIG
WPPs is studied, and in [2] an overall WPP voltage
controller is included in the analysis. In this paper a
general framework is presented to analyze the impact
that WPP auxiliary controllers have on the small-signal
stability. The framework is based on a calculation of the
torques that are induced on the synchronous generators
due to the inclusion of the auxiliary controller [12], [13].
The advantage of this approach is that the sensitivity of a
planned control, in terms of small-signal stability, is eval-
uated on the open-loop system and that important design
parameters, i.e. acceptable gain or phase compensation,
is achieved prior to the actual design of the controller.
Here, two commonly used WPP auxiliary controllers, i.e.
frequency and voltage droop controllers, are considered,
which are implemented into a WPP model that has the
dynamic performance of a commercially available WT
[14].
Energy conversion from renewable energy sources
necessitate availability of the energy source at the pro-
duction site. From a power oscillation perspective this
means that the WPP is interacting with the synchronous
machines from different locations within the oscillation. To
include this characteristic in the study, different in-feed
locations, traversing the length between two groups of
oscillating machines, are investigated.
The paper is organized as follows. In section II the
basis for the analysis is established with an introduction of
power system oscillations, the concept of induced torque
coefficients (ITC) and its use in wind power applications.
Section III presents the study case, the analyzed WT
concept, the case studies performed, and the results from
the analysis. Finally, the discussion and conclusion are
found in sections IV and V, respectively.
II. BACKGROUND
Power system oscillations are inherent in intercon-
nected power systems based on synchronous generators
[15]. Power system oscillations and the application of
eigenvalue analysis as means of analysis are well de-
scribed in the literature, e.g. [16], [17].
A. Model Setup
The analysis is based on the non-linear set of system
equations, dynamic relations as well as network equa-
tions, which are linearized in an operating point to obtain
a linear system of differential and algebraic equations
(DAE). When the algebraic relations are eliminated and
the system described purely by ordinary differential equa-
tions (ODE), the system is in the classical state space
form
∆x˙ = A∆x+B∆u
∆y = C∆x+D∆u
(1)
where An×n is the system state matrix, Bn×r the input
matrix, Cm×n the output matrix, Dm×r the feed forward
matrix, ∆xn×1 the state vector, ∆ur×1 the input vector,
and ∆ym×1 the output vector.
B. Synchronizing and Damping Torques
The synchronizing and damping torques for a syn-
chronous machine are defined from the swing equation of
this machine, i.e. the relation between the rate of change
of speed and the torque imbalance on the shaft
∆δ˙ = ω0∆ω (2a)
∆ω˙ = 12H
(
∆Tm −∆Te
)
= 12H
(
∆Tm −Ks∆δ −Kd∆ω
) (2b)
where H is the inertia constant, ω0 the base rotational
speed, ∆Tm and ∆Te the mechanical and electromag-
netic torque, and Ks and Kd are known as the synchro-
nizing and the damping torque coefficient, respectively
[16]. The synchronizing and damping torques are hence
the component of electromagnetic torque, ∆Te, in phase
with rotor angle, ∆δ, and rotor speed, ∆ω, respectively.
Fig. 1 provides an overview of the machine interactions
in a multimachine system with N synchronous machines
and a full-load converter interfaced machine j. Although
greatly simplified, Fig. 1 shows how the rotational system
of the synchronous machines is directly coupled to the
network, since the injected currents are a function of
rotor angle and field flux, ∆δ and ∆ψfd. For the WPP,
however, the only connection between the network and
the rotational system is through the controller with the
generator side converter controlling the rotational speed
of the generator, ωg. As a result the terms synchronizing
and damping torques of the WPP rotational system has
little meaning in the conventional sense of (2b).
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Fig. 1. Machine interactions in a multimachine power system.
C. Induced Torque Coefficient
Eigenvalue analysis is commonly used to analyze
systems for small-signal stability and provide valuable
information about the inherent stability properties of the
system. A challenge with the method is to identify the root
cause of a an observed shift in the stability properties. In
[12], [18] induced torque coefficients (ITC) are introduced
as a means to analyze the damping impact from FACTS
stabilizers in multimachine systems. ITCs are introduced
based on the PVr transfer function, which is the transfer
function from reference voltage to active power output
computed with all shaft dynamics disabled [13], [19]. The
rationale behind ITC is that although a FACTS stabilizer,
or in this case a WPP, does not have a mass, which is
synchronously connected to the network, there is still a
path from the currents, idj , iqj , of machine j through the
network to the electromagnetic torque of machine i. From
machine j it is thus possible to induce an electromagnetic
torque on machine i and that torque may be decomposed
into torques in phase with ∆δi and ∆ωi.
For the ith machine the damping torque induced by the
jth stabilizing unit, Dij , is thus the component of torque
in phase with ∆ωi, where it is utilized that the per unit
air-gap power, ∆Pe, equals the per unit air-gap torque,
∆Te, [16]. The transfer function is then given as
Dij =
∆Te,ij
∆ωi
=
∆Pe,ij
∆ωi
(3a)
=
∆Pe,ij
∆uj︸ ︷︷ ︸
HPVr
∆uj
∆yj︸︷︷︸
jth PSS
∆yj
∆ωi
(3b)
where ∆uj is the input signal to the machine from the
stabilizer and ∆yj is the signal from which the oscillation
is observed. In (3b) the last expression relates the speed
deviation on machine i to the stabilizing input signal of
the jth stabilizing unit, i.e. PSS, FACTS device, etc. If
only the hth mode, λh, is excited, then the state vector is
described as ∆x = φheλht [16]. Any output ∆yj is then
given by Cjφh, where Cj is the row of the output matrix in
(1) that corresponds to ∆yj . Equation (3b) is then given
as
Dhij =
∆Pe,ij
∆uj
(λh)
∆uj
∆yj
(λh)
Cjφh
Ciφh
(4a)
= χhij
∆uj
∆yj
(λh). (4b)
where each transfer function is evaluated at s = λh,
where Ci is the row in the output matrix that corresponds
to ∆ωi, and where χhij is a complex number, which is
independent of the applied control and which represents
the impact of stabilizer j on the ITC of the ith syn-
chronous generator for the hht mode. From the ITC for
the hth mode, Dh, a first order approximation of the mode
shift of the hth mode is given as [12]
∆λh,ij = − pih
2Hi
Dhij (5a)
= − pih
2Hi
χhij
∆uj
∆yj
(λh) (5b)
where Hi is the inertia constant of the ith synchronous
generator and pih is the participation factor of the speed
state of the ith synchronous generator. Let
ξhij = −
pih
2Hi
χhij (6)
and denote ξhj =
∑
∀i ξ
h
ij . It can then be proved [20] that
ξhj is equivalent to the residue between output ∆yj and
input ∆uj , and examining the elements of ξhij thus reveals
the contribution of each synchronous generator to the
residue of the hth system mode.
Summing over all i in (5) then gives the predicted mode
shift when the controller ∆uj∆yj is inserted into the loop
∆λh,j =
∆uj
∆yj
(λh)
∑
∀i
ξhij . (7)
Using (7) it is possible to predict the mode shift of the
hth eigenvalue due to the presence of the jth controller,
∆uj
∆yj
. Similarly, summing over all j gives the total mode
shift due to the stabilizing action of the j stabilizing units.
The prediction of the hth closed-loop eigenvalue, λˆh,cl,
is then given from the open-loop eigenvalue, λh,ol = λh,
and the predicted mode shift calculated in (7)
λˆh,cl = λh,ol +∆λh,j (8)
D. A Wind Power Perspective
A trend in wind power is that more functionalities and
system services are expected delivered from the WPPs.
To achieve the expected functionalities the WPPs are
fitted with auxiliary controllers optimized for the service in
question, and as with any feedback control these auxiliary
controllers will affect the closed-loop performance of the
power system.
The framework outlined in section II-C offers the pos-
sibility of directly assessing the impact of a WPP control
on the small-signal stability of the power system. In a
WPP context the transfer function ∆uj∆yj could be frequency
control, voltage control, or any other auxiliary controller.
This is schematically illustrated in Fig. 2a where G(s)
is the open-loop system, i.e. the power system model
without the additional control, H(s) the proposed control,
and k the control gain. The concept of residue angle and
required phase compensation of H(s) to achieve pure
damping is illustrated in Fig. 2b.
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Fig. 2. Effect of controller tuning on modal damping.
III. FOUR GENERATOR SYSTEM
To present the methodology in section II-C a bench-
mark system is considered which includes the dynamics
of the generators, exciters, PSSs, governors, WPP, as
well as voltage dependency of the loads. The network
shown in Fig. 3 is based on the four machine system in
[21], which is a modified version of the two area system
originally defined in [15].
At bus 11 a WPP is connected through a park trans-
former, collector grid, and a WT transformer. The connec-
tion point at bus 11 is hereafter termed “point of common
connection” (PCC).
There is an active power flow of approximately 450 MW
flowing from area 1 to area 2. There is no voltage control
at the load busses, and the power flow across the inter-
connector thus depends on the load flow solution.
G3
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678
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Fig. 3. Single-line diagram of the four generator, two area case
network.
A. Wind Turbine Technology
The WT concept for this study is a variable-speed, pitch
controlled, full-load converter interfaced WT as illustrated
in Fig. 1. The WT is represented with a reduced order
model suitable for transient and dynamic power system
studies. The model represents a 3.6 MW Siemens Wind
Power WT [14] and includes:
• Aerodynamic model. A variable wind speed aerody-
namic model which includes power coefficient with
pitch angle and tip-speed ratio.
• Shaft model. Implements a two-mass model of rotor,
gearbox, and generator.
• Converter system. The WT converter system com-
prises machine and grid side converter, DC-link, and
a generic reduced order control scheme.
• DC link. Implements the link, including the DC capac-
itance, between the machine and the network side
converter.
• Fault ride through. Monitors for system faults and
shapes the current injection into the grid upon de-
tection.
In the study an aggregated WT model is used and the
WT is operated in voltage control mode, regulating for
1.04 p.u. at the WT terminal to support the voltage at
PCC.
B. WPP Auxiliary Controllers
The WPP is equipped with generic droop controllers for
PCC voltage and frequency control. The block diagrams
for the droop controllers are depicted in Fig. 4 where, d
is the droop characteristic, LP a low-pass filter, and PI a
proportional, integral controller. The dead band in Fig. 4b
is used for time domain simulation and can be omitted for
small-signal analysis.
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-
+
-
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LP
VPCC
(a) Park level voltage controller.
df PI
∆Pε∆fPCC
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+
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Fig. 4. Block diagrams of generic voltage and frequency controllers.
For the voltage control a droop factor of 4 % is used
whereas a droop factor of 0.6 puHz is used for the frequency
control.
C. Results
To evaluate the impact of WPP in-feed location, the
analysis is repeated where r is varied from 0.1 to 0.99,
cf. Fig. 3. Two different WPP penetration levels are
investigated with the WPP consisting of 1) 30 WTs and 2)
90 WTs, which, respectively, correspond to PWPP = 108
and PWPP = 324 MW. The active power production from
the WPP is balanced equally with the synchronous gener-
ators in area 1 to keep the active power flow unchanged.
1) Open-Loop System: For the open-loop analysis
the WPP is considered without the auxiliary controllers
described in section III-B. By evaluating the residue
properties of an output/input configuration it is possible to
assess the impact of a feedback controller between the
output and the input, cf. section II-D. In this part only the
feedback signal that represents the control objective is
considered, i.e. frequency and voltage for the frequency
and the voltage controller, respectively.
The impact on the inter-area mode, λ1, of a feedback
controller between PCC bus frequency and active power
output is shown in Fig. 5 for two WPP penetration levels.
The presented ξh parameter is calculated using (6). From
Fig. 5 it is seen that the impact of the feedback control
is dominated by the synchronous generators closest to
the WPP and that the impact approaches zero in a
neighborhood around r = 0.5. Whereas from the phase
characteristic it is seen that G1−2 and G3−4 are separated
by approximately 180◦, which means that G1−2 and G3−4
will have an opposite impact on λ1.
A frequency controller is designed to track the set
point frequency, i.e. typically 50 or 60 Hz, hence, if an
increasing frequency is registered a reduced active power
output is ordered, and the control therefore adds 180◦ to
the residue phase. Referring to ∠ξ1j in Fig. 5 this means
that the frequency control has a positive impact on the
stability of the inter-area mode except in a the transition
region around r = 0.5. However, in this region the impact
on λ1 of the control is approaching zero.
The impact of a feedback controller between PCC
voltage magnitude and WPP set point voltage is given in
Fig. 6 for the two investigated WPP penetration levels. It
is noted that the magnitude of ξhij is not grouped with the
two areas of the power system, as was the case for the
frequency control. The size of the WPP is, furthermore,
seen to have larger effect on the characteristic than what
was noted in Fig. 5.
For a voltage controller, designed to achieve a set point
PCC voltage, a high input yields a reduced output, i.e.
similar to the discussion on the frequency control, and
the controller adds 180◦ to the phase characteristic. How-
ever, the phase characteristic for the voltage controller is
somewhat more complicated than that of the frequency
controller and the net impact is not readily assessed
without the phase characteristic for the voltage controller.
2) Closed-Loop System: For the closed-loop anal-
ysis, the auxiliary controllers in Fig. 4 are implemented
into the WPP model and the eigenvalues are calculated.
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Fig. 5. Effect of feedback controller between bus frequency and active
power set point.
The predicted mode shift in the closed-loop system is cal-
culated from (7) where ∆uj∆yj is replaced with the transfer
functions of the auxiliary controls as given from Fig. 4.
In Fig. 7 the predicted shift of the inter-area mode, λˆcl,
due to the frequency or the voltage controller is compared
to the actual mode shift evaluated on the closed-loop
system. The predicted eigenvalues are calculated based
on the open-loop eigenvalues, λol, which are also plotted
in Fig. 7. The linear prediction, λˆcl, is seen to capture
the closed-loop dynamics with the auxiliary controllers in
service.
IV. DISCUSSION
The investigated controllers are not designed with
small-signal stability in mind but instead to support the
power system with other important services, i.e. voltage
and frequency support. It is, however, clear that there will
be a derived impact from these controllers on the small-
signal stability, which depending on the controller, WPP
location and size, etc. can be positive or negative, small
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or large. In this paper a framework is presented to assess
the impact on critical system modes of an auxiliary
controller. The advantage of the presented method is that
the sensitivity of critical modes to a proposed control is
determined directly from the open-loop system before the
control is implemented and tuned. Remedial actions or in-
depth clarifying studies can then be commenced earlier in
the process, should certain critical system modes show
signs of being deteriorated by a planned WPP control
functionality.
From the discussion in section III-C1 it is seen that
the impact on the closed-loop system can be qualitatively
determined from the ξh parameter without knowledge of
the exact structure of the controller and its parameters.
It is found that both in-feed location, WPP size, and
its auxiliary control affect the modal characteristics of the
inter-area mode. An increased frequency of oscillation is
found for all cases as the WPP is moved toward area
2. The damping characteristics are more dependent on
the applied auxiliary control. The frequency control has
the largest impact on the inter-area mode, with added
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damping that is especially notable when the WPP is
located toward either end of the transmission line, cf.
Fig. 7. Around the center of the oscillation only a very
limited impact is observed from the control, which is also
predicted from the induced torque calculations. Compar-
ing the two investigated WPP penetration levels in Fig. 7a
and 7b it is noted that better damping is obtained with
the larger WPP penetration of PWPP = 324 MW with a
maximum improvement of around 5 % compared to the
open-loop system. The impact of the voltage control is
less pronounced than that of the frequency control, and
the modal characteristic of the inter-area mode resem-
bles that of the open-loop system. These findings are
consistent with those in [2] where a similar voltage control
is analyzed.
V. CONCLUSION
Variable-speed wind power plants (WPP) are routinely
equipped with auxiliary controllers on park level that
coordinate the response of the individual wind turbines
to provide power system services such as voltage and
frequency support. To assess the impact of the auxiliary
controllers on the small-signal stability properties of the
system, a method is here presented to predict the closed-
loop behavior directly from the open-loop system. This is
achieved through induced torque coefficients (ITC), which
are the torques induced on the synchronous generators
due to the operation of the auxiliary controllers.
Two commonly applied auxiliary controllers, i.e. voltage
and frequency droop controllers, have been tested to
illustrate the use of ITC for small-signal stability as-
sessment. The frequency controller is shown to have a
positive effect on the damping of the inter-area mode
when the WPP is located toward either of the oscillating
areas. When the WPP is located around the center of
the oscillation the frequency controller has only a very
limited influence on the inter-area mode whose damping
approaches that of the open-loop system. The voltage
controller is not found to affect the damping to any
great extent. The closed-loop behavior predicted from the
ITCs is compared to the actual closed-loop eigenvalues,
and the results show that the prediction captures the
dominant properties of the analyzed inter-area mode.
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Abstract
This work analyzes aspects of the potential use of wind power plants
(WPPs) with full converter wind turbines (WTs) to contribute with damp-
ing torque to synchronous generators. The impact of the active and re-
active power modulation on the modal damping of an inter-area mode is
analyzed with residues to give the modal sensitivity to the power oscil-
lation damping control (POD). The residues are calculated for the WPP
in-feed traversing the length of the transmission line between the oscillat-
ing areas, to analyze its impact on the interaction between the WPP and
the oscillating areas. The generator speed difference across the inter-tie
is used as POD input to have a clear reference from which the impact
of active and reactive power modulation can be assessed. The study is
conducted with both a simple, constant PQ WT model and a non-linear,
dynamic model of the 3.6 MW Siemens Wind Power wind turbine. The
results show that the idealistic residue characteristics from the constant
PQ WT model are not applicable when an actual converter control is
considered. Here, a cross coupling is found, the extent of which depends
on both WPP size, type of power modulation, and WPP location.
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1 Introduction
With the rapid development in installed capacity of wind power and with the
increasing size of each installation, the role and impact of wind power on power
system operation is changing. In grid codes from some transmission system
operators this is already noted, given that large wind power plants (WPPs) are
termed power park modules and must comply with similar requirements to those
for other generation units.
Most modern WPPs connected today consist of wind turbines (WTs) that
are asynchronously connected to the grid, either partially or fully through elec-
tronic power converters, and will, as discussed in [1], not themselves cause sys-
tem oscillations. This point is elaborated in [2] where it is presented that the
participation of the full converter type WPP in power system oscillations is very
low. A large scale integration of wind power can, however, indirectly change the
modal characteristics of the system by 1) significantly change the dispatch of
the existing power units, 2) significantly alter the power flows in the system,
and 3) interacting with the synchronous machines through the transmission net-
work to change the synchronizing and damping torques induced on their shafts.
Here, 1) and 2) are the consequence of a changed power in-feed pattern and as
such not related to any specific power production technology. A more elaborate
discussion is carried out in [3]. Case 3), on the other hand, does depend on
the power conversion technology and the utilized control, with the latter point
emphasizing the importance of accurate representation of the control when such
studies are conducted.
Regarding wind power conversion units, several studies have investigated the
impact on power system oscillations of WPPs based on primarily the fixed-speed
induction generator (FSIG) and the doubly-fed induction generator (DFIG)
[3–6]. In [7], the impact on power system oscillations of the reactive power
control mode of DFIG WPPs is studied, whereas the effect of inertial response
of DFIG WPPs is presented in [8].
If, furthermore, the WPPs are to participate with power system damping, as
proposed by [9–14], analysis of mode controllability and choice of power mod-
ulation become important tasks. As demonstrated in [15, 16] the effectiveness
of a voltage-source-converter interfaced power station, in terms of damping per-
formance, is highly dependent on the type of power modulation, that is either
active or reactive power, as well as the location of the station.
Parallels may be drawn to the siting problem of FACTS devices for stability
purposes, which has received considerable attention, for example [17–19]. For
a WPP damping controller also active power modulation can be used in the
control, which adds another dimension to the siting problem. On the other hand,
siting may already be decided by, for instance, considerations on wind resources
and transmission system access, and the problem to solve is how to achieve
maximum damping contribution by combined control of active and reactive
power.
In this paper two case studies are presented where the impact of in-feed loca-
tion and power modulation is assessed. Firstly, in section 3 a simple two machine
case network is analyzed analytically where also the procedure for setting up the
system equations is presented. Secondly, in section 4 the study is repeated on
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a four machine benchmark system with auxiliary controllers included to which
a detailed WPP model is connected. Finally, the discussion and conclusion are
found in section 5 and 6, respectively.
2 Background
Power system oscillations are inherent in interconnected power systems based
on synchronous generators [20]. Power system oscillations and the application
of eigenvalue analysis as means of analysis are well described in the literature,
for example [21].
2.1 Synchronizing and Damping Torques
The rotational mechanical system of a synchronous machine is directly coupled
to the network, since the injected currents are a function of the rotor angle, ∆δ,
and the field flux, ∆ψfd. For the WT, however, the only connection between the
network and the rotational system is through the controller with the generator
side converter controlling the rotational speed of the generator, ωg. As a re-
sult the terms synchronizing and damping torques of the WT rotational system
have little meaning in the conventional sense. To analyze the indirect impact of
FACTS units, induced torque coefficients (ITC) are introduced in [22,23], which
are based on the PVr transfer function [24, 25]. The concept of ITC has been
shown to be equivalent to residues [26] and can be considered a linear decom-
position of the residue for an input/output pair on the synchronous machines.
The rationale behind ITC is that although a FACTS stabilizer, or in this case a
WT, does not a mass, which is synchronously connected to the network, there
is still a path from the current output, idj and iqj , of machine j through the
network to the electromagnetic torque of machine i. From machine j it is thus
possible to induce an electromagnetic torque on machine i in phase with ∆δi or
∆ωi, that is, a synchronizing or a damping torque component.
3 Two Generator System
The two machine network shown in Figure 1 was introduced in [15] to study the
impact of HVDC on system damping and later used in [16] to study power sys-
tem damping by power modulation of a voltage-source-converter power station.
The network represents a two area power system, which has been reduced into
a two machine equivalent. The system has here been extended with a constant
load at both ends of the inter-connector between the two areas.
The generators in Figure 1 are modeled with the classical model, that is, a
voltage source behind the transient reactance of the generator, while the trans-
mission lines are purely inductive. The parameters are shown in appendix B and
have been computed to resemble the four generator system studied in section 4.
At bus 3 a WPP is connected, which is modeled as a constant power input, P3
and Q3, superimposed with a stabilizing power injection, ∆P3 and ∆Q3. The
constant power model for the WPP implies that all dynamics except the stabi-
lizing input are neglected. The electrical location of bus 3 is determined by the
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parameter r. The equations that govern the system in Figure 1 are derived in
appendix A.
P23, Q23 P43, Q43
P3, Q3
E1 δ1
rX (1-r)XX´1 X
´
2
E2 δ2
PL1, QL1 PL2, QL2
P54, Q54P12, Q12
1 2 3 4 5
P1, Q1 P2, Q2
Figure 1: Single-line diagram of the two generator network.
To increase the damping of a critical mode, good observability and good
controllability are required in order to 1) detect the oscillation, and 2) affect
the mode damping. Generally, the stabilizing signal for a full converter WT
needs to be available in the network, as for example frequency, voltage, current,
or power, due to the previously mentioned asynchronous connection of a full
converter WT. For this study, however, the speed signals, ∆ω1 and ∆ω2, are used
in order to have a consistent POD input signal as the WPP is traversing between
the two areas. This is done to be able to assess the modal sensitivity without
the influence of the observability changing with the in-feed location. Simple
proportional power oscillation damping controllers (POD) are then constructed
as proposed in [16]
∆P3 = kp(∆ω1 −∆ω2) (1a)
∆Q3 = kq(∆ω1 −∆ω2) (1b)
The damping controllers in (1) are inserted into the system with the feedback
law, u = Ky, where K is either kp or kq according to (1). The closed-loop
system matrix is given by substitution into (11)
Acl = A−BKC. (2)
The feedback (2) with (1) modifies the Aωω subsystem of (11) and as presented
in section 2.1 Aωω describes the damping of the generators. For the system
in Figure 1, ∆ω1 is in phase with −∆ω2 for the swing mode and a positive
contribution to the damping torque is hence given when the diagonal elements
of Aωω are negative and the off-diagonal positive.
From (2) it is seen that changes in damping torque derive from B as both K
and C are constant matrices that do not depend on the location r. Expanding
(10b) of the open-loop system with Bˆ = A−122 B2 yields
∆ω˙1 : ηV1BˆV1 + ηθ1Bˆθ1 (3a)
∆ω˙2 : ηV2BˆV2 + ηθ2Bˆθ2 (3b)
where η’s are the non-zero elements of A12, where ∆ω˙i is the differential equation
that is affected by the control, and where the subscript of Bˆ corresponds to
the algebraic variable mapped through this element. In other terms, BˆV1 is
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a mapping from ∆P3 and ∆Q3 to ∆V1. From (3) the effect of the damping
controller (1) can be decomposed into a perturbation of the generator terminal
voltage magnitude, ∆Vi, and angle, ∆θi. The terminal conditions of G1 and
G2 are mapped through A12 to a perturbation of Aωω, which describes the
damping torques of G1 and G2. In other words, ηViBˆVi is the component of
induced damping torque on machine i that derive from a changes in terminal
voltage magnitude, while ηθiBˆθi is the component that derive from changes in
terminal voltage angle.
3.1 Results
As presented in section 2.1, damping torque is the torque component in phase
with generator speed. Examining the DAE for the system (5), (7), (8), and (1)
it is clear that the only source of damping present in the system is the damping
controller at the WPP. Hence, for ∆P3 = ∆Q3 = 0 the system is undamped
with a sustained oscillation and changing r will only affect the frequency of the
oscillation.
Three cases are investigated with the steady state active power output of
the WPP, P30, equal to 108, 216, and 324 MW, and in each case the production
of G1 is adjusted such that there is an active power of 433 MW flowing into
the area represented by G2, cf. Table 1. The load-flow has been solved with
a Newton-Raphson method where it is assumed that E1 = E2 = V30 = 1 pu,
δ20 = 0 degrees.
Table 1: Generator output in generator convention for the investigated power
outputs a bus 3. The column “No loads” corresponds to section 3.1.1 and the
column “Shunt loads” to section 3.1.2
No loads Shunt loads
P30 P10 P20 P10 P20
Case # [MW] [MW] [MW] [MW] [MW]
C1 108 325 −433 1 292 1 334
C2 216 217 −433 1 184 1 334
C3 324 109 −433 1 076 1 334
3.1.1 No Shunt Loads
Initially the loads are neglected, that is PL1 = PL2 = QL1 = QL2 = 0, and the
system simplifies to the one studied in [15,16].
Figure 2 shows the residues as a function of the location, r, for the WPP
equipped with either ∆P3 or ∆Q3 POD. The residues are calculated for the
open-loop system. The generator speed difference, ∆ω1−∆ω2, is used as input
to the PODs while the outputs are ∆P3 and ∆Q3 for, respectively, active and
reactive power modulation. If the eigenvalues are calculated for the closed-
loop system with the damping controllers in (1) inserted, the resulting damping
ratios, ζ, have the same characteristic curve as those of the residue magnitudes.
The residue for an eigenvalue for the transfer function between a certain
output and a certain input is the sensitivity of this eigenvalue to a scalar feed-
back control. The magnitude of the residue is thus a measure of the impact of
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the control gain on the eigenvalue, while the angle indicates the direction of the
eigenvalue movement. For the same input/output pair, a decreasing magnitude
of the residue means that the leverage on the eigenvalue damping is also de-
creasing. Thus, to retain a certain left shift of the eigenvalue a higher controller
gain is needed and, hence, a larger modulated damping power. The residue
magnitude is therefore an important parameter when assessing the efficiency of
a proposed damping control.
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Figure 2: Open-loop residues as a function of the location r for a damping
controller based on ∆P3 (upper) or ∆Q3 (lower) modulation. Arrow shows
increasing r. Results are for the two generator system without shunt loads.
The results for the ∆P3 POD are presented in Figure 2. The effectiveness
of this control will be better when the WPP is located close to the oscillating
machines, while the residue approaches zero at r = 0.50. The discontinuity in
the residue angles at r = 0.50 is caused by a polarity change of the oscillation at
the inertia scaled center point and shows that ∆P3 should be in phase with the
speed deviation of the “nearest” generator [15, 16]. For the damping controller
based on reactive power injection, the best performance is achieved when the
in-feed is located close to the electrical center point and when P30 is small.
Comparing with the ∆P3 POD it is noted that this controller is less effective.
The results presented in Figure 2 match well with those presented in [15,16]
for a similar system.
3.1.2 With Shunt Loads
Next, the system is extended with shunt loads adjacent to the inter-connector
to get a closer resemblance with the network considered in section 4. The active
power flow across the inter-connector is still 433 MW.
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The residues for the WPP equipped with either a ∆P3 or a ∆Q3 POD
are presented in Figure 3. For both controllers it is noted that the residue
magnitudes, and hence the level of damping, are affected by the active power
production at bus 3. The closed-loop damping ratios, ζ, show the same curvature
as the residue magnitude and equal zero when the residue is zero. For the ∆P3
POD it is, furthermore, found that the location of the center point where the
oscillation changes polarity, moves toward G2 with increasing P30. When the
loads are considered, a more complicated characteristic is obtained for the ∆Q3
POD. From Figure 3 it is clear that the feedback changes sign, that is, ∠Rhij
jumps 180◦, at a location r which depends on the active power production at
bus 3.
The choice of a constant PQ representation of the loads, clearly means that
any load induced response has been neglected. This element is further discussed
in section 4.2.1.
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Figure 3: Open-loop residues as a function of the location r for a damping
controller based on ∆P3 (upper) or ∆Q3 (lower) modulation. Arrow shows
increasing r. Results are for the two generator system with shunt loads.
As shown in (3), the WPP PODs can only affect system damping by altering
the terminal voltage, ∆Vi and ∆θi, of the synchronous generators and thereby
induce damping torques on these machines. A ∆P3 modulation would predom-
inantly affect ∆θi, whereas a ∆Q3 modulation has a large impact on both ∆Vi
and ∆θi. This result is noted in Figure 4 where the decomposition in (3) of
the contributions to the damping torques are shown for the ∆P3 and the ∆Q3
PODs. The ∆P3 POD effectively damps the system by adding positive damping
torque to only one generator, while an amount of negative damping torque is
added to the other. As bus 3 moves from G1 toward G2, the positive damp-
ing torque added to G1 decreases while the negative damping torque added to
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G2 increases. At the center of the oscillation these contributions counter each
other and the oscillation is undamped. When the sign of kp in Figure 2 and
3 is changed at the center point, the role of G1 and G2 as discussed above is
effectively reversed. For the ∆Q3 POD it is noted that the contribution from
modifying ∆Vi at some location, r, is completely countered by an opposing con-
tribution from ∆θi, thereby effectively changing the sign of the feedback. This
location is marked in Figure 4 with dash-dotted vertical lines.
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Figure 4: Contribution of ∆V and ∆θ to damping as a function of the location
r for a damping controller based on ∆P3 (upper) or ∆Q3 (lower) modulation.
The left hand side graphs show the induced damping torques on G1 and the
right hand side graphs the induced torques on G2. ηV BˆV : solid, ηθBˆθ: dashed.
4 Four Generator System
To extend the findings from section 3, a more complex system is considered next
where the dynamics of the generators, exciters, PSSs, governors, WPP, as well
as voltage dependency of the loads are included. The network shown in Figure 5
is based on the four machine system in [27], which is a modified version of the
two area system originally presented in [20]. At bus M a WPP is connected
through a park transformer, collector grid, and a scaled WT transformer.
The basic PODs in (1) are for the four generator system equipped with low-
pass and wash-out filters, phase compensation, and output limitations. The
designed PODs have the general structure
∆ystab
∆u
= K︸︷︷︸
Gain
1
sTlp + 1︸ ︷︷ ︸
Low pass
sTw
sTw + 1︸ ︷︷ ︸
Wash out
(
1 + τ1s
1 + τ2s
)2
︸ ︷︷ ︸
Phase compensation
(4)
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Figure 5: Single-line diagram of the four generator, two area case network.
where ∆u = ∆ω1−∆ω3, ∆ystab is the input to the WT controls, which is added
to either the active power or the voltage reference to achieve the desired active
and/or reactive power modulations. For all calculations Tlp = 0.03 and Tw = 2.
For practical applications, the obvious stabilizing signal for a non-synchronous
generator based POD may not be the speed of any generator, since the aim of
the POD is to damp certain modes while being insensitive to others [19]. An-
other practical challenge with remote signals is the potential latency in the
transmission from the measurement location to the location of the unit. In [28]
a method with adaptive phase compensation of the POD is proposed to account
for latency in the feedback signal. The speed difference is here used to be able
to isolate the modal sensitivities of the ∆P and the ∆Q power modulations
as the WPP traverses the length of the inter-tie, since the observability of this
input signal is independent of the WPP in-feed location. This will, further-
more, allow for comparison with the idealistic residue characteristics computed
in section 3 that did not consider the converter control. To have a reference
to a locally available signal, the residues for case 3 with P30 = 324 MW are
also computed with the frequency at the point of common connection (PCC) as
input to the PODs. The PCC frequency are here synthesized by the imperfect
time derivative of the voltage angle and is computed with ss 0.02+1 .
The base power balance is adjusted according to the power balance given in
appendix B and Table 1, which results in an active power flow of 433 MW across
bus 10 into the area with G3−4. There are, however, a few notable differences
to the system analyzed in section 3. In this system there is no voltage control
at bus M, the loads are represented as constant impedances, and the power flow
across the inter-connector thus depends on the load flow solution as the WPP
is moved from area 1 towards area 2.
4.1 Wind Turbine Model
The WPP connected at bus M in Figure 5 is represented by a single upscaled
WT model that is operated in voltage control mode. The WT concept for this
study is a variable-speed, pitch controlled, full converter interfaced WT.The WT
is represented with a reduced order model suitable for transient and dynamic
power system studies. The model represents a 3.6 MW Siemens Wind Power
WT [29]. The model includes a variable wind speed aerodynamic model, a two-
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mass model of rotor, gearbox, and generator, machine and grid side converter,
DC-link, and a generic reduced order control scheme.
4.2 Results
First, a modal analysis is performed to compare with the findings in section 3
after which time domain simulations are performed with the non-linear model.
4.2.1 Modal Analysis
The residues are calculated for the open-loop system, while the eigenvalues
correspond to the closed-loop system where the phase compensation in each
step is computed from the complement of the residue angle. The gain, K, is
selected such that the loop gain of (4) at the modal frequency of the inter-area
oscillation equals 25. The loop-gain has been selected from root locus analysis
and results in active and reactive power modulations of reasonable magnitudes.
The residue and the trajectory for the inter-area mode are in Figure 6 shown
for the ∆P POD as a function of the location r. The residues have a clear
resemblance to those in Figure 3 for the simpler system with the characteristic
V-shape in the magnitude and a 180◦ shift in residue angle at the oscillatory
center point. It is noticed that the characteristic for the residue magnitude
for the frequency input is similar to the speed difference input, although its
curvature is softer. The residue phase characteristic for the frequency input is
similar to the speed difference input in that it has a phase shift at the center point
of the oscillation. Where the phase characteristic for the speed difference input
has a 180◦ shift to have a signal that is in phase with the “nearest” generator,
this property is given with the frequency and after the phase jump the residue
angle returns to a value that is shifted only 8◦ with respect to the initial residue
angle.
For the ∆Q POD the dependence on the location, r, of the residue and the
inter-area mode are given in Figure 7. When compared to the system in sec-
tion 3.1.2, it is noticed that the damping characteristics are turned upside down,
with increased damping ratios as the size of the WPP increases. Furthermore,
as r approaches 1 a steep increase is observed in the damping of the inter-area
mode, with case 3 experiencing the steepest increase. Also for the ∆Q mod-
ulation, the dominant characteristics of the residues based on generator speed
difference are reflected in those based on PCC frequency.
The residues in Figure 7 have a more complicated behavior than those pre-
viously shown. With increasing size of the WPP, the magnitude of the residue
approaches the V-shape of the ∆P POD. For case 1 and 2, however, the curva-
ture is softer and there is a region around r ' 0.5 with larger residues than in
the case 3 system. A low WPP penetration at bus M entails a larger production
at G1 and hence that more active power is transferred across the entire length
of the inter-connector, which according to Figure 2 and previous studies [15,16]
yield better performance for a ∆Q POD. Also, depending on the size of the
WPP, the phase characteristic of the residues has a soft or a steep transition.
The same is, although to a lesser extent, found for the ∆P POD in Figure 6. The
residues for ∆P POD are not quite as pointy and, especially for case 1 where
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Figure 6: Open-loop residues and closed-loop eigenvalues and damping as a
function of the location r for a damping controller based on ∆P modulation.
Results are for the inter-area mode in the four generator system. Dashed curves
in residue plots are with PCC frequency as POD input and the magnitude is
scaled with 10−1.
∆Q modulation in Figure 2 showed to have the largest impact, a curvature is
noticed around the tip of the residue magnitude in Figure 6.
The shape of the residue plot appears by superposition of the ∆Q and ∆P
residues and is caused by a combination of converter control and induced net-
work response. The induced network response means that, for example, the
applied reactive power modulation will induce an active power modulation of
the nearby impedance load of P (t) = P0
(
V (t)
V0
)2
. An active power modulation
will, on the other hand, change the reactive power consumption of the WPP
collector grid, which will impact the WT terminal voltage and result in control
action from the WT voltage controller.
4.2.2 Time Domain Simulations
The linear models and modal analysis provide valuable information on the dy-
namics of the system. However, due to the linear nature of the analysis, limiters
and other highly non-linear phenomena are not accurately represented in the
analysis, which should be complemented by time domain simulations on the
non-linear model.
The simulations presented here are with the case 3 WPP penetration level
of 324 MW and the WPP is located at r = 0.1. The oscillations are excited by
a 0.2 second 5% step to the exciter reference voltage of G1 in area 1.
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Figure 7: Open-loop residues and closed-loop eigenvalues and damping as a
function of the location r for a damping controller based on ∆Q modulation.
Results are for the inter-area mode in for four generator system. Dashed curves
in residue plots are with PCC frequency as input and the magnitude is scaled
with 10−1.
For the system analyzed in section 4.2.1 the dynamic response of the inter-
area mode and the control action from the WPP PODs are shown in Figure 8.
The difference in the generator speed between area 1 and 2, that is between
G1 and G3, is plotted to show the impact of the applied POD control on the
inter-area oscillation. Investigated WPP POD configurations are
- P,Q ∈ {0, 0}: no WPP POD
- P,Q ∈ {1, 0}: ∆P WPP POD
- P,Q ∈ {0, 1}: ∆Q WPP POD
- P,Q ∈ {1, 1}: both ∆P and ∆Q WPP POD.
As seen from Figure 8, the PODs increase the damping. A comparison between
the analytical modal characteristics of the inter-area mode and those extracted
from the time domain responses is presented in Table 2. First it is noted that
there is a very good agreement between the linear and the non-linear model for
all investigated WPP POD configurations. Secondly, it is seen that a slightly
higher damping ratio is achieved with the ∆P POD when compared to the ∆Q
POD and that the highest damping ratio is found with the combined use of both
∆P and ∆Q PODs.
The damping contribution is more clearly noted if the PSSs at the syn-
chronous machines are disabled; here the system is small-signal unstable as
12
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Figure 8: Top: Generator speed difference between area 1 and 2, that is ∆ω1 −
∆ω3. Bottom: Output reference of the WPP POD where solid is the active
power reference and dashed is the voltage reference. Synchronous machine PSSs
are in service and the WPP PODs are driven by the generator speed difference
between G1 and G3.
Table 2: Modal characteristics for the inter-area mode as computed from both
eigenvalue analysis and as extracted from time domain simulations.
Modal analysis Time domain
ζ ωd ζ ωd
Configuration [-] [Hz] [-] [Hz]
P,Q ∈ {0, 0} 0.186 0.529 0.186 0.527
P,Q ∈ {1, 0} 0.205 0.524 0.210 0.537
P,Q ∈ {0, 1} 0.196 0.546 0.200 0.543
P,Q ∈ {1, 1} - - 0.223 0.539
illustrated in Figure 9 with increasing amplitude of the oscillation between the
areas. When either the WPP PODs are enabled, the system is stabilized with
oscillations of decreasing amplitude. The combined use of ∆P and ∆Q PODs
in the control is shown to have a positive impact on the damping, in terms
of improved performance when compared to the pure ∆P or ∆Q POD. The
simulation in Figure 9 is conducted with the local measurement of the PCC fre-
quency as input to the WPP PODs. For the frequency input, the time constant
for the low-pass filter in the PODs has been increased to Tlp = 0.07 to reduce
interaction with a higher frequency eigenvalue, and the POD gain is scaled with
the ratio of the residue magnitudes for the speed difference input and the fre-
quency input. The simulation was also done with the speed difference as input
and it was seen that similar improvements were achieved in the damping of the
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inter-area mode with a similar control effort.
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Figure 9: Top: Generator speed difference between area 1 and 2, that is ∆ω1 −
∆ω3. Bottom: Output reference of the WPP POD where solid is the active
power reference and dashed is the voltage reference. Synchronous machine PSSs
disabled and WPP POD is driven by a synthesized PCC frequency.
5 Discussion
This study investigates the possibility of utilizing WPPs for delivery of damping
torque to the synchronous generators in the power system, and the dependency
of the location of the WPP in the ability to affect the modal damping. The
rotational masses of a full converter WT are electrically decoupled from those
of the synchronous machines. Through the converter it is therefore only possible
to exercise indirect control of the damping through alteration of the terminal
voltage of the synchronous generators. The study found that for a POD based
on ∆P modulation, primarily the terminal voltage angles were affected, while
both the terminal voltage magnitudes and angles were affected by a ∆Q POD.
First a simple two generator system was analyzed after which the findings were
extended to a more detailed system, with a detailed representation of the gen-
erator control, and with a dynamic WPP model that represents the dynamic
behavior of a commercially available WT.
From the results it is clear that the WPP indeed does have damping capa-
bilities, but also that the findings on the simplified and idealistic two generator
system cannot not be directly transferred to more realistic systems. In [15,16] a
two area equivalent network is analyzed with similar results as those presented
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in section 3.1.1. When shunt loads were connected to each end of the inter-
connector, while keeping the power transfer constant, it was found that these
results were not generally valid. For a ∆Q POD it was here found that at some
location, r, the positive damping torque induced from perturbation of the termi-
nal voltage magnitude was completely countered by a negative damping torque,
which was induced by changes in the terminal voltage angle. Depending on
the active power output of the WPP, this change of phase occurred at different
locations. Such characteristic will pose some practical challenges with the ∆Q
POD if the WPP is located within that band where the change of residue phase
occurs.
For the four generator system, the results with the ∆P POD were similar to
those with the simple two generator system, although a small cross coupling to
the response of the ∆Q POD was observed. This was mostly noted for the lower
active power outputs of the WPP and resulted in a less steep change of phase of
the residue angle when compared to the idealistic responses shown for the two
generator system. With a POD based on ∆Q modulation, a much larger cross
coupling to active power was revealed, where a larger coupling was observed for
larger sizes of the WPP, cf. Figure 7. A consequence of the cross coupling was
that the necessary phase compensation showed a large dependency to both the
size of the WPP and the location, since the effective residues were a mixture
between those obtained with the pure ∆P or ∆Q PODs. The modular nature of
a WPP means that the power rating of the WPP as a unit is not fixed, since one
or more WTs can be disconnected while the remaining stay in operation. In [30],
the sensitivity of the residues to the internal state of a WPP is investigated for a
∆P and a ∆Q POD. The study finds that the ∆Q POD has a higher sensitivity
to the internal state of the WPP than the ∆P POD, which matches well with
the results presented here. A high sensitivity of the residues to the operating
condition or the internal state of the WPP complicates the controller design
and may necessitate that adaptive [31] or robust control is used [32], or simply
require that the controller is disabled under certain operating conditions.
The residue calculations were repeated using the synthesized frequency at the
PCC to have a locally obtained input signal to compare against. The results
showed that the dominant characteristics of both the residue magnitude and
phase were very similar for the two input signals, although a somewhat softer
curvature was found in the characteristic for the residue magnitude for the
frequency input. The large similarity indicates that the conclusions are not
limited to a POD using the generator speed difference as input.
Different configurations of ∆P and ∆Q PODs were designed for the fre-
quency input and tested with time domain simulations. Both in terms of con-
tribution to the damping of the inter-area oscillation and in terms of the WPP
control action, the performance of the frequency driven PODs were very similar
to the performance of the PODs that used the generator speed difference.
The efficiency of both ∆P and ∆Q PODs were found to be highly depen-
dent on the location of the WPP within the oscillation, cf. Figure 6 or 7 And
since wind power projects among other things are sited based on the wind re-
sources and transmission system access rather than on damping capabilities, the
damping contribution from some sites may be diminishing.
The significance of the shown damping contribution depends on the state
of the power system, which was clearly shown in Figure 9 where the damping
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contribution from the WPP stabilized the power system from an otherwise un-
stable state, whereas only a minor improvement was noted in the stable case
in Figure 8. While equipping WPPs with a POD can have a positive damping
contribution, it is clear that also the complexity of the power system control
increases, which is discussed in [33] regarding inertial response from WPPs. For
a particular case it would thus be relevant to evaluate whether the WPP can
give a significant contribution to the damping or whether the required damping
power is more easily provided for elsewhere.
6 Conclusion
In this paper, the ability to contribute with damping torque of wind power
plants (WPPs) based on full converter wind turbines (WTs) was investigated.
It has been demonstrated via modal and time domain analysis that full converter
based WPPs are capable of contributing with damping torque to increase the
small-signal stability of a power system. The damping contribution was achieved
using either active or reactive power modulation, or a combination of both.
It has been shown that the idealistic results found with a two generator
equivalent model, in general cannot be transferred to more complex systems
where the actual machine control and induced network responses are considered.
For a power oscillation damping controller (POD) based on reactive power, a
large cross coupling was found to the response of an active power POD. Where
the larger the active power output of the WPP, the larger the cross coupling. For
the investigated system, the damping capabilities of a reactive power POD was
dominated by the induced active power modulations with residue magnitudes
that approached zero around the center of the oscillation.
The effectiveness of the damping control has been shown to be very de-
pendent on the system conditions, location of the WPP, selection of active or
reactive power for the damping control, and the size of the WPP.
A Model Setup for Two Machine System
The dynamics of the system in Figure 1 are governed by the swing equations of
G1 and G2.
∆δ˙j = ω0∆ωj (5a)
∆ω˙j =
1
2Hj
(Pm,j − Pe,j −Kdj∆ωj) (5b)
for j = 1, 2, where ∆Pj = Pjm − Pje, where Hj is the inertia constant for the
jth machine, and where Kdj is the equivalent damping.
The active and reactive power received at bus R from sending bus S are
given as
P = γVSVR sin(θS − θR) (6a)
Q = γVSVR cos(θS − θR)− γV 2R (6b)
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where the voltage at bus S is defined as VS∠θS , and where γ is the admittance
between bus R and S. Let (6) be linearized around the steady state operating
point given by {VR0, VS0, θR0, θS0} to obtain
∆P = γ
(
VR0 sin(θS0 − θR0)∆VS
+ VS0 sin(θS0 − θS0)∆VR
+ VS0VR0 cos(θS0 − θR0)∆θS−
− VS0VR0 cos(θS0 − θR0)∆θR
)
(7a)
∆Q = γ
(
VR0 cos(θS0 − θR0)∆VS0
+
(
VS0 cos(θS0 − θR0)− 2VR0
)
∆VR
− VS0VR0 sin(θS0 − θR0)∆θS
+ VS0VR0 sin(θS0 − θR0)∆θR
)
(7b)
The power injection from machine j is given from (7) by replacing θS with δj , VS
with Ej , and by neglecting terms with ∆VS since Ej is constant by definition.
The power balance at bus 2, 3, and 4 dictates
∆P1 = ∆PL1 −∆P23 ∆Q1 = ∆QL1 −∆Q23 (8a)
∆P2 = ∆PL2 + ∆P43 ∆Q2 = ∆QL2 + ∆Q43 (8b)
∆P3 = −∆P23 −∆P43 ∆Q3 = −∆Q23 −∆Q43 (8c)
where ∆PL1 = ∆PL2 = ∆QL1 = ∆QL2 = 0 since the load is assumed con-
stant, and where ∆P3, ∆Q3 are modulated powers from the WPP that can be
controlled to increase system damping.
The system equations (5) and (7) are set up in the system of differential
and algebraic equations (DAE) in (9) with ∆x = [∆δ1 ∆δ2 ∆ω1 ∆ω2]
T , ∆v =
[∆V1 ∆V2 ∆V3 ∆θ1 ∆θ2 ∆θ3]
T , u = [∆P3 ∆Q3]
T , and y = ∆ω1 − ∆ω2. The
algebraic subsystem is prepared by substitution of (7) into (8) and collecting
terms for ∆x and ∆v.
The advantage of the DAE description is that the inherent structures in
the algebraic subsystem are preserved, hence residues and participations can be
computed also for the algebraic variables [34]. Let the DAE system be defined
as [
∆x˙
0
]
=
[
A11 A12
A21 A22
][
∆x
∆v
]
+
[
B1
B2
]
∆u
∆y =
[
C1 C2
] [ ∆x
∆v
]
+D1∆u
(9)
where xn×1 is the state vector, vo×1 the algebraic vector, ur×1 the input vector,
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ym×1 the output vector. The algebraic variables, v, are eliminated with
A = A11 −A12A−122 A21 (10a)
B = B1 −A12A−122 B2 (10b)
C = C1 − C2A−122 A21 (10c)
D = D1 − C2A−122 B2. (10d)
With (9) described purely by ordinary differential equations (ODE), the system
is in the classical state space form
∆x˙ = A∆x+B∆u
∆y = C∆x+D∆u
(11)
where An×n is the system state matrix, Bn×r the input matrix, Cm×n the
output matrix, and Dm×r the feed forward matrix.
B Parameters for Two Machine System
Sbase = 1800 MVA Ubase,LL = 230 kV ω0 = 2pif
S1 = Sbase X
′
1 = 0.72 pu H1 = 6.5 s
KD1 = 0 PL1 = 967 MW QL1 = −287 Mvar
S2 = Sbase X
′
2 = 0.72 pu H2 = 6.175 s
KD2 = 0 PL2 = 1767 MW QL2 = −437 Mvar
X = 1.97 pu kq = 25 kp = 25
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1Power Oscillation Damping Controller for Wind
Power Plant Utilizing Wind Turbine Inertia as
Energy Storage
Thyge Knüppel, Jørgen N. Nielsen, Kim H. Jensen, Andrew Dixon, Jacob Østergaard Senior Member, IEEE
Abstract—For a wind power plant (WPP) the upper limit
for active power output is bounded by the instantaneous wind
conditions and therefore a WPP must curtail its power output
when system services with active power are delivered. Here,
a power oscillation damping controller (POD) for WPPs is
presented that utilizes the stored kinetic energy in the wind
turbine (WT) mechanical system as energy storage from which
damping power can be exchanged. This eliminates the need for
curtailed active power production. Results are presented using
modal analysis and induced torque coefficients (ITC) to depict the
torques induced on the synchronous generators from the POD.
These are supplemented with nonlinear time domain simulations
with and without an auxiliary POD for the WPP. The work is
based on a nonlinear, dynamic model of the 3.6 MW Siemens
Wind Power wind turbine.
Index Terms—wind turbines, wind power plant, wind power
plant controller, power oscillation damping controller (POD),
power systems, small-signal stability, induced torques
I. INTRODUCTION
MOST modern wind turbines (WT) connected today areasynchronously connected to the grid, either partially
or fully through electronic power converters, and will, as
discussed in [1], not themselves cause system oscillations.
This point is elaborated in [2] where it is presented that the
participation of the full-load converter type WT in power
system oscillations is very low. A large scale integration
of wind power can, however, indirectly change the modal
characteristics of the system by 1) significantly altering the
power flow, cf. [3], and 2) interacting with the synchronous
machines through the transmission network to change the
synchronizing and damping torques induced on their shafts.
The latter point depends on the power conversion technology
and the utilized control; thereby emphasizing the importance
of accurate representation of the control for such studies.
Regarding wind power conversion units, several studies
have investigated the impact on power system oscillations
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of wind power plants (WPP) based on primarily the fixed-
speed induction generator (FSIG) and the doubly-fed induction
generator (DFIG) [4]–[7].
With expanding penetration of wind power it must be
expected that power plants based on synchronous generators
at some point start being displaced. This is to be expected
due to multiple reasons; it is first of all important to keep
the power balance in the system, and secondly, it may be
economically and energy inefficient to keep a large number of
partially loaded synchronous generators on-line. Synchronous
machines equipped with power system stabilizers (PSS) are
today the most cost-effective method of improving the small-
signal stability [8]. Besides synchronous generators equipped
with PSSs, also FACTS devices, e.g. SVCs or STATCOMs
[9]–[11], and HVDC stations [12], [13] are used to deliver the
required damping torque.
Variable-speed WTs interfaced to the grid with voltage
source converters offer decoupled control of active and reactive
power [14], and these control capabilities are used for active,
e.g. [15], [16], and reactive power control, e.g. [16], [17]. In
[18]–[21] it has been proposed to actively damp selected sys-
tem modes using variable speed WTs, and in [22], [23] robust
controller tuning is presented for a WPP power oscillation
damping controller (POD).
When damping is based on active power modulation the
WPP normally has to curtail its active power output, since the
amount of active power that can be delivered from a WPP
at any given time is subject to the wind conditions. Here,
an extension to the work on WPP power oscillation damping
capabilities is presented that eliminates this need for curtailed
production. To achieve this, a POD is proposed that utilizes
the kinetic energy in the WT mechanical system as a storage
from which damping power can be exchanged. The advantage
of this control is that the WPP can be set to deliver maximum
power output, while still being capable of contributing with
damping power. Control of the stored rotational energy of the
WT mechanical system has recently been proposed for inertial
response of converter interfaced WTs [24]–[27].
The POD is implemented into a WPP model that has the
dynamic performance of a commercially available WT [28],
and the performance of the WPP POD is illustrated with a
benchmark power system prone to power system oscillations.
The study is conducted under the assumption of constant wind
and the impact of the fluctuating wind is hence not considered.
The paper is organized as follows. In section II the concept
of utilizing the rotational mechanical system as energy storage
2for active damping power is presented with a lumped mass
swing system and the incorporation into a POD is explained.
Section III presents the study case, the analyzed WT concept,
the case studies performed, and the results from the analysis.
Finally, the discussion and conclusion are found in sections
IV and V, respectively.
II. BACKGROUND
A. Wind Turbine Inertia
For rotating machinery there is a coupling between the
energy stored in the rotational masses and the speed by which
they rotate. This kinetic energy is given from
E = 12Jω
2
m (1)
where J is the moment of inertia and ωm the rotational speed.
In the event that the rotational speed of a synchronous machine
drops, a corresponding amount of kinetic energy is released
and injected into the network. For a variable-speed WT ωm
is not determined by the system frequency but rather by the
control of the WT. To calculate the power, P , delivered due
to a change in speed consider the time derivative of (1)
dE
dt = P = Jωm
dωm
dt . (2)
Often the inertia of the rotating system is expressed in terms
of the inertia time constant, H , which indicates the time in
seconds that the rotating mass can supply rated power
H =
Jω2m
2S
. (3)
In (3), S is the rated apparent power of the generator. When
calculating the moment of inertia for a WT blade it can be
assumed that it has its mass middle point at about 13 of the
blade length, and the total moment of inertia for a three bladed
rotor is hence [24]
J = 3mb
(r
3
)2
= 19mrr
2 (4)
where mb is the mass of one blade, mr the mass of the whole
rotor, and r the radius of the rotor. From [24] the approximate
relation between rotor mass and diameter, dr, is given by
mr = 0.486d
2.6
r (5)
From (3), (4), and (5) an estimate of the WT inertia constant
can be determined from publicly available information.
B. Power Oscillation Damping Controller for Wind Power
Plant
Delivery of damping torque from active power modulation
is only associated with delivery of active power when the
power system is perturbed from its steady state; in steady state
no additional active power is delivered due to the damping
controller. Clearly, a simple way to achieve this is to operate
the WPP at curtailed power production and thereby have
a predetermined amount of active power available for the
controller. Compared to fossil power stations a specialty with
wind power is that the fuel is free and, naturally, the WPP
owner wants to deliver the maximum available power in order
to maximize his profit. The goal is hence to minimize any lost
production caused by the delivery of damping torque.
The oscillatory nature of the response furthermore means
that the net energy in the modulated active power will be low,
or even negative. In the proposed controller this is utilized
by making use of the rotational energy in the mechanical
system as storage, from where the damping power can be
exchanged. When positive active power is required energy
is drawn from the rotational system hence decreasing its
rotational speed, while the rotational speed of the mechanical
system is increased in the half cycle where negative damping
power is delivered.
To illustrate the impact on the rotational speed from the
POD, consider the lumped mass, per unit, swing equation
∆δ˙ = ω0∆ωm (6a)
∆ω˙m =
1
2H (Tm − Te − K̂d∆ωm) (6b)
= 12H (Tm −Ks∆δ −Kd∆ωm) (6c)
where Tm is the mechanical torque, Te the electrical torque, δ
the generator rotor angle, ω the generator speed, and K̂d the
inherent mechanical damping of the generator. For simplicity
assume that (6b) is initially in steady state, ∆ω˙m = 0, that
mechanical damping is neglected, and that the only perturba-
tion to the energy balance is the additional active power, Pd,
requested by the POD. In Fig. 1 the time domain solution of
(6b) is shown for four different inertia sizes for a 0.10 p.u.
active power damping contribution. In Fig. 1 a damping ratio
of ζ = 0.10 has been assumed for the oscillation.
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Fig. 1. Induced mechanical oscillations when Pd active power is exchanged
with the rotational system.
For a full-load converter interfaced WPP the behavior in
Fig. 1 may be achieved by controlling the active power
reference of the grid side converter. The overall power balance
and control may be explained from Fig. 2. When the grid side
converter increases its active power output, the machine side
converter likewise increases the power injected into the DC
link to maintain the DC voltage. The additional power injected
to the DC link is drawn from the generator thereby increasing
the electrical torque, which creates a negative torque on the
mechanical system that according to (6b) decelerates the rotor.
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Fig. 2. Schematic layout of a full-load converter interfaced WT.
The purpose of the POD loop is to shape the modulated
active power such that the control creates additional damping
to one or more system modes. The designed POD has the
general structure
∆Pstab
∆u
= K︸︷︷︸
Gain
1
sTlp + 1︸ ︷︷ ︸
Low pass
sTw
sTw + 1︸ ︷︷ ︸
Wash out
1 + c1s+ c2s
2 . . .
1 + d1s+ d2s2 . . .︸ ︷︷ ︸
Phase compensation
(7)
where ∆Pstab is the change in active power set point demanded
by the POD, ∆u is the POD input signal, and the phase
compensation block is designed to add damping to selected
modes as e.g. shown in section III-B.
Although the net energy in the damping power is low, the
damping controller imposes an oscillating power output on the
WT where the permissible magnitude of the associated power
gradients is subject to the capabilities of the WT mechanical
system. The maximum rate of change for the active power is a
function of both the frequency of oscillation and the amplitude
of the modulated active power. In Fig. 3 the maximum rate
of change is plotted as a function of the damping contribution
for a range of frequencies for a sinusoidal stabilizing signal.
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C. Power System Oscillations for Non-Synchronous Genera-
tion
Power system oscillations are inherent in interconnected
power systems based on synchronous generators [29]. The
rotational system of synchronous generators are directly cou-
pled to the network and in a multimachine system this
coupling does that all generators spin at synchronous speed
when in steady state. For a stable system, i.e. with positive
synchronizing and damping torques, whenever the generators
are perturbed from their equilibrium, forces act to restore the
steady state operating point with all generators running at
synchronous speed.
For the full-load converter interfaced WPP depicted in
Fig. 2, however, the only connection between the network
and the rotational system is through the controller with the
machine side converter controlling the rotational speed of
the generator, ωg . As a result the terms synchronizing and
damping torques of the WPP rotational system has little
meaning in the conventional sense of (6c). Instead, the concept
of induced torque coefficients can be used as explained in
section II-E.
D. Model Setup
The analysis is based on the non-linear set of system
equations, dynamic relations as well as network equations,
which are linearized in an operating point to obtain a linear
system of differential and algebraic equations (DAE) . When
the algebraic relations are eliminated and the system described
purely by ordinary differential equations (ODE), the system is
in the classical state space form
∆x˙ = A∆x+B∆u
∆y = C∆x+D∆u
(8)
where An×n is the system state matrix, Bn×r the input matrix,
Cm×n the output matrix, Dm×r the feed forward matrix,
∆xn×1 the state vector, ∆ur×1 the input vector, and ∆ym×1
the output vector.
E. Induced Torque Coefficient
Eigenvalue analysis is commonly used to analyze systems
for small-signal stability and provides valuable information
about the inherent stability properties of the system [8], [30]. A
challenge with the method is to identify the root cause of a an
observed shift in the stability properties. In [31], [32] induced
torque coefficients (ITC) are introduced as a mean to analyze
the damping impact from FACTS stabilizers in multimachine
systems. The ITC coefficients are introduced based on the
PVr transfer function, which is the transfer function from
reference voltage to active power output computed with all
shaft dynamics disabled [33], [34]. The rationale behind ITC
is that although a FACTS stabilizer, or in this case a WPP,
does not have a mass, which is synchronously connected to the
network, there is still a path from idj , iqj of machine j through
the network to the electromagnetic torque of machine i. From
machine j it is thus possible to induce an electromagnetic
torque on machine i and that torque may be decomposed into
torques in phase with ∆δi and ∆ωi.
For the ith machine the damping torque induced by the jth
stabilizing unit, Dij , is thus the component of torque in phase
with ωi, where it is utilized that the per unit air-gap power
4equals the per unit air-gap torque [30]. The transfer function
is then given as
Dij =
∆Teij
∆ωi
=
∆Peij
∆ωi
(9a)
=
∆Peij
∆Uj︸ ︷︷ ︸
HPVr
∆Uj
∆yj︸ ︷︷ ︸
jth PSS
∆yj
∆ωi
(9b)
where ∆U is the input signal to the machine from the POD
and ∆y is the signal from which the oscillation is observed. In
(9b) the last expression relates the speed deviation on machine
i to the stabilizing input signal of the jth stabilizing unit, i.e.
PSS, FACTS device, etc. If only the hth mode is excited, then
the state vector is described as ∆x = φheλ
ht [30]. Any output
∆yj is then given by Cyjφh, where Cyj is the row of the
output matrix in (8) that corresponds to yj . Equation (9b) is
then given as
Dhij =
∆Peij
∆Uj
(λh)
∆Uj
∆yj
(λh)
Cyjφh
Cωiφh
(10a)
= χhij
∆Uj
∆yj
(λh). (10b)
where χhij is a complex number, which is independent of the
applied control and which represents the impact of stabilizer
j on the ITC of the ith synchronous generator. From the ITC
for the hth mode, Dh, a first order approximation of the mode
shift of the h mode is given as [31]
∆λhij = −
pih
2Hi
Dhij (11a)
= − pih
2Hi
χhij
∆Uj
∆yj
(λh) (11b)
where Hi is the inertia constant of the ith synchronous
generator and pih is the participation factor of the speed state
of the ith synchronous generator. Let
ξhij = −
pih
2Hi
χhij (12)
and denote ξhj =
∑
∀i ξ
h
ij . It can then be proved [35] that ξhj is
equivalent to the residue between output ∆yj and input ∆Uj ,
and examining the elements of ξhij thus reveals the contribution
of each synchronous generator to the residue of the hth system
mode.
Summing over all i in (11) then gives the predicted mode
shift when the controller ∆Uj∆yj is inserted into the loop
∆λhj =
∆Uj
∆yj
(λh)
∑
∀i
ξhij . (13)
Using (13) it is possible to predict the mode shift of the hth
eigenvalue due to the presence of the jth controller, ∆Uj∆yj .
Similarly, summing over all j gives the total mode shift due to
the stabilizing action of the j stabilizing units. The prediction
of the hth closed-loop eigenvalue, λˆhcl, is then given from
the open-loop eigenvalue, λhol, and the predicted mode shift
calculated in (13)
λˆhcl = λ
h
ol +∆λ
h
j (14)
III. FOUR GENERATOR SYSTEM
To present the methodology in section II-B a benchmark
system is considered which includes the dynamics of the
generators, exciters, PSSs, governors, WPP, as well as voltage
dependency of the loads. The network shown in Fig. 4 is
based on the four machine system in [36], which is a modified
version of the two area system originally defined in [29].
Although very simplified compared to the complexity of actual
power systems, the system in Fig. 4 possesses fundamental
oscillatory properties, which makes it suitable for analysis of
the WPP POD control functionality.
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Fig. 4. Single-line diagram of the four generator, two area case network.
At bus 11 a WPP is connected, which consists of three
radial feeders connected through a common park transformer.
The connection point at bus 11 is hereafter termed “point
of common connection” (PCC). Each feeder consists of a
collector grid, a WT transformer, and an aggregated WT.
Collector grid parameters and the distribution of the WTs
within the park are given in TABLE III.
There is an active power flow of approximately 450 MW
flowing from area 1 to area 2. A summary of load and
generation is given in TABLE II.
A. Wind Turbine Technology
The WT concept for this study is a variable-speed, pitch
controlled, full-load converter interfaced WT as illustrated in
Fig. 2. The WT is represented with a reduced order model
suitable for transient and dynamic power system studies. The
model represents a 3.6 MW Siemens Wind Power WT [28]
and includes:
• Aerodynamic model. A variable wind speed aerodynamic
model which includes power coefficient with pitch angle
and tip-speed ratio.
• Shaft model. Implements a two-mass model of rotor,
gearbox, and generator.
• Converter system. The WT converter system comprises
machine and grid side converter, DC-link, and a generic
reduced order control scheme.
• DC link. Implements the link, including the DC ca-
pacitance, between the machine and the network side
converter.
• Fault ride through. Monitors for system faults and shapes
the current injection into the grid upon detection.
In the study, three aggregated WT models are used and
the WTs are operated in voltage control mode, regulating for
1.02 p.u. at the WT terminal to support the voltage at bus 11.
5B. Phase Compensation for Damping Controller
As shown in [37] the impact of a damping controller and the
required phase compensation is highly dependent on the in-
feed location. While the individual WTs in a WPP for stability
studies are often represented with a single, aggregated WT,
the effectiveness of a WPP damping controller depends on
the ability of each WT to deliver a positive contribution to the
damping. For the layout in Fig. 4 this corresponds to having
individual PODs versus having one POD on park level. The
magnitude and angle of the residues for the inter-area mode
are shown in Fig. 5 for the speed difference of synchronous
generator G1 and G3, ∆udω, and PCC bus frequency, ∆uf .
To evaluate the impact of WPP in-feed location, the residues
are computed for values of r between 0 to 1, cf. Fig. 4.
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Fig. 5. Residues from generator speed difference, ∆udω , and PCC bus
frequency, ∆uf , to WPP active power set-point.
The speed difference between synchronous generators in
each area is the reference signal for observing the inter-area
mode. In practice it is normally desirable to have a locally
available measurement with good observability of the mode.
The bus frequency is an example of such local signal [8].
From Fig. 5 it is noted that both signals are most effective
when the WPP is located close to either area, and both phase
characteristics experience a phase jump around the center point
of the oscillation.
A procedure for tuning FACTS stabilizers based on residues
is proposed in [31] where the phase compensation in the POD
loop is determined from the complement to the residue angle.
From Fig. 5 it is seen that similar phase characteristics are
obtained when one central POD is considered compared to
when each feeder has its own POD.
C. Modal Analysis
The induced torques on G1−4 from the POD as evaluated
from (10a) are shown in TABLE I for the WPP connected at
r = 0.1. A POD with either control input adds damping to the
inter-area mode and has limited effect on the local-area mode
in area 2. The POD with PCC frequency as input also adds
damping to the local-area mode in area 1 while the damping
is decreased with the ∆udω input.
The shift in the inter-area and the local-area modes due to
the POD is shown in Fig. 6 for increasing POD gains. The
linear prediction of the eigenvalue shift in (14) is compared to
the actual eigenvalues obtained with the closed loop system.
For the POD with PCC frequency input K ∈ [0.5; 3] while
for input ∆udω K ∈ [5; 30].
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Fig. 6. Comparison of predicted and actual shift in inter-area and local-area
modes as a function of POD gain.
D. Simulation Results
The time domain responses for a 1 second, 5 % step to the
exciter voltage reference of G3 are presented in section III-D1
and III-D2 for high and medium wind conditions, respectively.
Here, high wind conditions are defined as 12 m
s
with the WPP
supplying rated power output, while medium wind conditions
are defined as 10 m
s
with the WPP delivering around 0.69 p.u.
In medium wind conditions the reduction in WPP active power
is balanced by the generators in area 1 to keep the same level
of power flow between the areas.
Results are presented for the WPP having 1) no POD, 2) a
POD driven by the speed difference of generator G1 and G3,
∆udω , and 3) a POD using the PCC bus frequency, ∆uf , as
input. For these simulations the WPP is connected at r = 0.1,
cf. Fig. 4, and the POD gain for the ∆udω input is K = 20,
while the gain for the ∆uf input is K = 1.5.
1) High Wind Conditions: The impact of the voltage refer-
ence perturbation is identified from the generator rotor speeds
in Fig. 7. Initially the area 2 local-area mode is excited while
after around 3 seconds the inter-area mode starts to dominate.
After around 1 second there is a common dip in generator
speed. When no POD is installed at the WPP it is seen from
Fig. 8 that the WPP delivers a constant active power output
where each feeders delivers rated power.
Based on the findings in section III-B a central POD is em-
ployed for both of the shown configurations. Both controllers
deliver additional damping to the rotor speed oscillations plot-
ted in Fig. 7. The POD using frequency as input causes a faster
stabilization to nominal speed since it detects the common dip
in speed and injects active power as countermeasure. After 2-3
seconds the response of the two PODs have similar waveforms.
6TABLE I
INDUCED TORQUES ON G1−4 FROM WPP POD AT THE MODAL FREQUENCIES OF THE INTER-AREA MODE, D1 , LOCAL-AREA MODE FOR AREA 1, D2 ,
AND AREA 2, D3 . RESULTS ARE SHOWN FOR POD USING BOTH SPEED DIFFERENCE, ∆udω , AND PCC FREQUENCY AS INPUT, ∆uf .
∆udω input ∆uf input
D1 D2 D3 D1 D2 D3
G1 0.07∠ 177◦ 0.08∠ 165◦ 0.004∠−65◦ 0.05∠ 163◦ 0.04∠ 21◦ 10−4∠ 75◦
G2 0.07∠ 179◦ 0.10∠−10◦ 0.008∠ 35◦ 0.05∠ 165◦ 0.06∠−154◦ 3 · 10−4∠ 171◦
G3 0.03∠−12◦ 0.003∠ 147◦ 0.03∠−27◦ 0.02∠−26◦ 0.002∠ 4◦ 0.001∠ 110◦
G4 0.04∠−13◦ 0.004∠ 73◦ 0.04∠ 162◦ 0.03∠−26◦ 0.002∠ −71◦ 0.002∠−61◦
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Fig. 7. Generator speed and active power output following a 1 second, 5 %
step on the voltage reference of G3 in high wind conditions. Solid: no WPP
POD, dashed: ∆udω input, dotted: ∆uf input.
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Fig. 8. WPP active power output, rotor speed, and POD input and output
following a 1 second, 5 % step on the voltage reference of G3 in high wind
conditions. Solid: no WPP POD, dashed: ∆udω input, dotted: ∆uf input.
2) Medium Wind Conditions: The time domain simulations
for medium wind conditions are given in Fig. 9 for generator
speed and active power responses and Fig. 10 for WPP
quantities. The results are similar to those for high wind
conditions.
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Fig. 9. Generator speed and active power output following a 1 second, 5 %
step on the voltage reference of G3 in medium wind conditions. Solid: no
WPP POD, dashed: ∆udω input, dotted: ∆uf input.
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Fig. 10. WPP active power output, rotor speed, and POD input and output
following a 1 second, 5 % step on the voltage reference of G3 in medium
wind conditions. Solid: no WPP POD, dashed: ∆udω input, dotted: ∆uf
input.
IV. DISCUSSION
A trend in wind power is that more functionalities and
system services are expected delivered from the WPPs. For
system services with active power this posses the challenge
that the power output of a WPP is subject to the instanta-
neous wind conditions, i.e. the active power cannot readily
7be increased unless the WPP is curtailing its output. As with
other power production units based on non-storable energy
sources, the incentive of a WPP owner is to produce maximum
active power. The ability of converter interfaced power units
to provide small-signal damping has been shown by e.g. [13],
[37] and for WPP application by e.g. [18]. Here this work
is extended upon such that active damping power can be
delivered even though the WPP is operated for maximum
production. This is achieved by utilizing the energy in the WT
mechanical system as storage from which damping power is
exchanged.
When no POD is installed on the WPP, a constant active
power is delivered during the oscillation and the rotational
speed of the WT rotors remain constant, cf. Fig. 8 and 10.
Simulation results are presented for the POD in two different
wind scenarios, namely high and medium wind conditions. In
high wind conditions the WT is pitched to reduce the captured
energy, and when oscillations are induced on the rotor the
control of the pitch helps smooth the rotor oscillations. How-
ever, when the WPP is operated in medium wind conditions
the pitch angle is locked for maximum power extraction and
the smoothing capability of the pitch control is not available.
The consequence of this is noticed when the rotor speeds of
Fig. 8 and 10 are compared. In medium wind conditions for
the PCC frequency driven POD, the main rotor oscillation is
slower and has a superimposed oscillation with the inter-area
mode frequency.
As shown in Fig. 5 the effect of the POD is highly dependent
on the location of the WPP. For plant locations where an active
power POD proves ineffective it is in [37] proposed to use
a combination of active and reactive power to increase the
damping performance. The controller described in section II-B
could be extended with a parallel POD for reactive power
control.
Wind fluctuations are, as previously mentioned, not consid-
ered in the study and further analysis must reveal the impact
of fluctuating wind conditions on the damping performance.
Means of impact include 1) control interactions between the
POD and other WT controls, and 2) wind induced changes to
the operating condition.
V. CONCLUSION
A power oscillation damping control (POD) is proposed that
utilizes the kinetic energy in the wind turbine (WT) mechan-
ical system as a storage from which active damping power
is exchanged. The wind power plant (WPP) can thus deliver
active damping power while delivering maximum available
active power.
In full-load converter interfaced WTs the rotational speed
of the rotor is controlled by the machine side converter to
optimize the power extraction. Having control of the rotational
speed means that the release of kinetic energy can be con-
trolled, which is here used to provide active damping power.
Damping capabilities and the effect of the POD on the
remaining synchronous generators are analyzed with modal
analysis and induced torque coefficients (ITC). The POD
is implemented on a WT model, which has the dynamic
performance of a commercially available WT. The ability to
exchange damping power with the WT rotational system is
demonstrated with time domain simulations of both high and
medium wind speed conditions.
APPENDIX
TABLE II
SUMMARY OF LOAD AND GENERATION FOR THE CASE NETWORK IN
FIG. 4.
Generation Load (constant Z)
Sbase P P QL QC
[MVA] [MW] [MW] [Mvar] [Mvar]
G1 900 581 L1 967 100 −387
G2 900 581 L2 1767 100 −537
G3 900 683
G4 900 700
TABLE III
CHARACTERISTICS FOR WPP COLLECTOR NETWORK.
Feeder # WTs Pbase R L C
[MW] [Ω] [mH] [µF]
1 50 180 0.09 0.22 10.2
2 35 126 0.11 0.29 13.3
3 25 90 0.07 0.18 8.2
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Abstract
Wind power plants (WPP) are for power system stability studies often
represented with aggregated models where several wind turbines (WT) are
aggregated into a single up-scaled model. The advantage is a reduction
in the model complexity and the computational time, and for a number
of study types the accuracy of the results has been found acceptable. A
large WPP is, however, both modular and distributed over a large geo-
graphical area, and feasibility of aggregating the WTs, thus, have to be
reassessed when new applications are introduced for WPPs. Here, the
power oscillation damping capabilities are investigated for a WPP, which
includes the full layout of the collector grid and where the WTs are repre-
sented individually. With this approach, the influence of the WT control
in terms of impact on oscillatory modes is assessed for the WTs individ-
ually. The initial results encourage that park level control is possible.
Time domain simulations support that each WT contribute to a common
WPP response. Park level active and reactive power based power oscil-
lation damping controllers (POD) are designed and the positive damping
contribution is demonstrated. Keeping the POD designs unchanged, the
impact of WPP aggregation is investigated and it is shown that the level of
WPP aggregation only has limited impact on the resulting modal damp-
ing. The study is based on a nonlinear, dynamic model of the 3.6 MW
Siemens Wind Power WT.
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1 Introduction
It has recently been proposed to equip wind power plants (WPP) based on
variable speed wind turbines (WT) with a power oscillation damping controller
(POD) to actively damp power oscillations [1–7]. The controllability of the
WPPs does that PODs can be designed based on modulation of both active
power (∆P POD) and reactive power (∆Q POD) to achieve a positive damping
contribution [2,6]. Active power modulation is only feasible in practice provided
that the frequency of the modulation does not excite oscillations at mechanical
resonance frequencies of the WT, which for the drive train mode is studied by
Fan et al. [2]. This constraint is WT dependent and may limit the range of
frequencies where a particular WT can participate with oscillation damping.
For HVDC stations and FACTS devices the ability to contribute to the
damping of power oscillations has been demonstrated for, respectively, active
and reactive power modulation [8]. While the controllability of a WPP may be
compared to that of other converter interfaced units, there are some distinct
differences that must be considered when the power oscillation damping capa-
bilities of a WPP are assessed. A WPP consists of a number of individual WTs
that can be controlled to appear as a single unit when viewed from the point
of common connection (PCC), hence, a WPP is modular with units that can
be distributed over a large geographical area. In [9] the minimum geographical
footprint is estimated to 5−8 MW/km2 for modern WTs. While the previously
published studies have shown the conceptual capability of a WPP to actively
damp selected oscillatory modes, these studies consider a single aggregated WPP
model [1–6] or a simplified WPP layout with only few WTs represented [7], and
have, thus, not considered the distributed and modular nature of the WPP.
The performance of a WPP POD is dependent on that each WT modulates
its output such that it contributes to a common WPP response. Clearly, if in-
dependent PODs are employed for each WT this consideration can be ignored,
however, at the cost of having to tune each WT POD individually under due
consideration of potential control interactions between the WT PODs. If in-
stead a park level POD is considered, the modularity of a WPP means that the
configuration within the unit cannot be considered constant, since individual
WTs or even radials can be switched out of service while the rest remain in op-
eration. To ensure that a WPP POD indeed contributes with positive damping,
the POD should be insensitive to the internal state of the WPP.
In the presented study, the capabilities of full converter WTs to actively
damp power oscillations are assessed through a case study where a large generic
WPP is connected to a benchmark model [10] prone to power system oscilla-
tions. The WPP is represented with all its WTs as well as with the full layout
of the collector grid to include the distributed and modular characteristics of
the WPP. The residues for both active and reactive power modulation are com-
puted for the individual WTs and used for assessing the feasibility of a park
level POD using either active or reactive power modulation. The modal anal-
yses are complemented with time domain simulations on the nonlinear system.
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After designing and showing the impact on the modal damping of a ∆P and
a ∆Q POD on the full WPP representation, the WPP is aggregated into sim-
pler equivalents and the modal damping is reevaluated. These findings will,
furthermore, give indications of whether a WPP can be represented by an ag-
gregate WT model when used for studies on its damping capabilities and the
performance of a proposed POD.
The paper is organized as follows. A brief background on residues and their
interpretation are given in section 2. The study case is presented in section 3, the
residue analysis in section 4.1, and the time domain analysis in section 4.2. In
section 5, the impact of the WPP modelling complexity on the resulting modal
damping is evaluated. Finally, the discussion and the conclusion are given in
section 6 and 7, respectively.
2 Background
Power system oscillations are inherent to large power systems based on syn-
chronous generators [11]. The nature of power system oscillations and analysis
by means of eigenvalue analysis are well described in the literature, e.g. [8,12,13].
2.1 Induced Damping
With full converter WTs, the rotational mechanical system is, at least partially,
decoupled from the grid dynamics by the full load converter. The asynchronous
grid connection of variable speed WTs does that these units do not themselves
cause power system oscillations [14]. In [15] it is for a range of operating condi-
tions presented that the participation of a full converter WT in power oscillations
is very low. However, although a full converter WT does not have a mass which
is synchronously connected to the grid, there is still a path through the network
for the WT to affect the operation of the synchronous generators. Thus, the
WT can affect the characteristics of oscillatory modes by inducing an electro-
magnetic torque onto the synchronous machines in the system, and this torque
can be decomposed into a damping and a synchronizing torque component.
A framework for assessing the damping torques induced on synchronous
machines from non-synchronous units is proposed in [16, 17] and demonstrated
in [7, 18] for wind power applications.
The indirect interaction with the power oscillations means that the location
of the POD, the selection of input and output signals, and the operating condi-
tion for the power system have a large impact on the efficiency of the damping
control. This has been treated by Ruan et al. for a converter interfaced power
station [19] and by Wang for a FACTS stabilizer [20].
2.2 Transfer Function Residue for Controller Tuning
The concept of modal residue is often used for studies on POD siting and signal
selection, since it allows for evaluation of the effectiveness of the control [13]. The
residue, R, for the hth eigenvalue for the transfer function between a given input,
3
u, and a given output, y, is the sensitivity of this eigenvalue to a scalar feedback
control [8], and is computed as the product between the modal observability and
modal controllability. Hence, to give a positive contribution to the damping of
a critical mode, the phase shift between POD input and POD output should
be the complement to the residue angle for that input output pair. This is
schematically illustrated in Figure 1, where Hyu is the POD transfer function.
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Figure 1: Schematic illustration of residue as measure for eigenvalue sensitivity.
If a park level POD is considered, this means that the difference in residue
angle between the individual WTs should be small enough to be neglected. For
the POD to be robust against the internal state of the WPP, a low sensitivity is
required for the residue angle towards the internal configuration and operating
condition of the WPP.
3 Case Study
The study is based on a power system model that was originally developed by
Gibbard and Vowles [10] to provide a benchmark system for analyzing power
system oscillations. A single-line diagram of the network is depicted in Figure 2
from which the 5 system areas appear. In area 2 a 540 MWWPP is connected to
bus 212 as indicated in Figure 2, where the WPP is represented by 150 3.6 MW
WTs.
The study is conducted with PSS R©NETOMAC and its module for frequency
domain analysis, NEVA [21].
For this study all the generators are equipped with standard IEEE STAB1
PSSs, which have been tuned to obtain weakly damped oscillations between
the areas. The synchronous generators within the 14 power stations indicated
in Figure 2 are for this study represented as individual machines, totalling 62
synchronous generators.
The generator dispatch and the distribution of the load are adopted from
the “heavy load” scenario in [10], where the additional power in-feed to area
2 from the WPP is compensated by the synchronous generators in the same
area to maintain the inter-area power flow as described in this scenario. The
total demand in the system accounts to 22 300 MW while the total generation
is 23 030 MW.
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Figure 2: Single-line diagram of the studied power system [10]. The referenced
busses are given with green font, the power stations shown in time domain plots
with orange font, and the separations between the areas are shown with blue
lines.
3.1 Layout of Wind Power Plant
The WPP is connected to the 330 kV system in area 2 through an export line
defined as a 100 km long overhead line. The WPP consists of three substations
(in the following abbreviated by “sub”), each connected through identical park
transformers and with a number of feeders connected to the low voltage side
of the transformer. The parameters for the transmission line and the park
transformers are given in Table 1 and Table 2, respectively.
The WPP consists of 19 feeders with a varying number of connected WTs
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Table 1: Parameters for line between PCC and area 2.
Type: overhead line, 330 kV
r x c
[Ω/km] [Ω/km] [µF/km]
0.037 0.367 0.014
Table 2: Parameters for the park transformers.
Ur Uk S
[%] [%] [MVA]
0.30 12.5 200
and a varying distance from the first WT to the main PCC substation. For all
the feeders, the distance between the WTs is defined to 1 km. The distribution
of the WTs on the feeders and the distance to the first WT are presented in
Table 3, while the single-line diagram of the WPP is shown in Figure 3.
Table 3: Configuration of the WTs within the WPP in terms of number of WTs
per feeder, # WTs, and the distance from the PCC to the first WT, l1.
Feeder # WTs ll Feeder # WTs ll
[-] [km] [-] [km]
1 8 15 11 9 1
2 9 10 12 7 11
3 9 9 13 8 15
4 8 5 14 9 15
5 9 13 15 7 17
6 8 13 16 9 17
7 5 2 17 7 20
8 6 16 18 8 4
9 9 16 19 9 9
10 6 10
The collector grid is modelled as a 33 kV cable network to which the individ-
ual WTs are connected through a step-up WT transformer. The requirements
for current carrying capability at a particular point of a feeder depend on the
number of WTs connected downstream to this point. To reflect this character-
istic, three cable sizes are considered for all the feeders, the 120 mm2 cable is
used for the five last WTs on a feeder, 300 mm2 cables are used the next three
WTs, and 400 mm2 cables are used for the remaining part of the 33 kV grid.
The cable parameters are given in Table 4.
3.2 WPP Operating Scenarios
The WPP for the presented study consists of 150 WTs, which are spread over
a large geographical area. Four cases are considered and listed in Table 5 that
capture some of the characteristics of a WPP.
In all cases the dispatch of the synchronous generators is adjusted for nominal
power output of the WPP as described in section 3. Case 1 is considered the
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Figure 3: Single-line diagram of the WPP where also the WPP level ∆P and
∆Q PODs are shown.
Table 4: Parameters for collector grid cables.
Type: N2YSY cable, 33 kV
A r x c Imax
[mm2] [Ω/km] [Ω/km] [µF/km] [A]
120 0.153 0.129 0.190 380
300 0.060 0.133 0.250 590
400 0.047 0.110 0.280 1000
Table 5: List of studied scenarios with the WPP being in different internal
states.
Case 1 All WTs operating at nominal active power output
Case 2 All WTs operating at 0.6 pu active power output
Case 3 WPP is operating with only sub 1 and 2 in service with all WTs
producing nominal active power
Case 4 Different active power output for the subs, i.e. nominal power
output in sub 1, 0.8 pu power output in sub 2, and 0.7 pu power
output in sub 3
base case, i.e. the planned operating condition for the power system, while case
2-4 are deviations from the plan caused by non-uniform wind conditions and
equipment failure.
3.3 Wind Turbine Model
The WT concept for this study is a variable-speed, pitch controlled, full con-
verter interfaced WT. The WT is represented with a reduced order model suit-
able for transient and dynamic power system studies. The model represents a
7
3.6 MW Siemens Wind Power WT and the dynamic fault-ride-through (FRT)
response of the model has been validated from field tests [22]. The model in-
cludes a variable wind speed aerodynamic model, a two-mass model of rotor,
gearbox, and generator, machine and grid side converter, DC-link, and a generic
reduced order control scheme. The model is described further in [15].
3.4 Modal Characteristics
An overview of the modal characteristics in terms of the system eigenvalues
is provided in Figure 4. The section of the complex plane that is shown in
Figure 4 focuses on eigenvalues that describe rotor angle oscillations between the
synchronous generators in the system. The modal analysis shows that there is a
number of weakly damped inter- and intra-area oscillations in the system, and
that there exists a number of inter-machine oscillations between the synchronous
generators within each power station. The two inter-area and the two intra-area
eigenvalues with the lowest damping ratios are highlighted Figure 4 and these
are described further in Table 6.
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Figure 4: Complex plane with the system eigenvalues. The grid shows lines of
constant damping ratio and natural frequency.
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Table 6: Dominant system eigenvalues.
# f ζ Dominant
[Hz] [-] areas
λ1 0.54 0.037 All areas
λ2 0.41 0.067 All areas
λ3 1.23 0.044 Mainly area 3
λ4 1.38 0.052 Mainly area 1, 2
4 WPP Damping Contribution
4.1 Frequency Domain Analysis
The possibility of utilizing a common WPP POD to enhance the damping of
the system is analyzed with aid of residues at the individual WT terminals. As
discussed in section 2.2, the difference in residue angle between the individual
WTs is an important indicator to whether a WPP level POD is possible, while
the sensitivity to the internal WPP state of operation is assessed by comparing
the residues across the WPP operating scenarios that are defined in section 3.2.
For this part of the study, the WTs are represented as constant PQ sources
to which a controllable ∆P or ∆Q component can be added. The residues are
evaluated for the transfer function from the bus frequency, here represented by
the change in voltage angle, to the controllable component of active or reactive
power modulation. For the residue analysis only λ1 and λ4 are considered due
to the severeness of λ1 and the large participation of area 2 in λ4.
4.1.1 Active Power Modulation
The magnitude and angle for the active power modulation residues are for the
individual WTs in the WPP presented for λ1 and λ4 in Figure 5 and 6, re-
spectively. The feeders are indicated with vertical dashed lines and the feeder
number, while the three subs are shown with solid vertical lines.
From the residue magnitudes it is noted that the efficiency of the damp-
ing modulation decreases as the distance to the PCC increases. The residue
magnitude reduces gradually from the first to the last WT in a feeder and the
distance from the first WT to the PCC determines the offset for the first WT.
The shape of the curve is similar for the investigated cases, while the offset is
case dependent.
The residue angles in Figure 5 and 6 show the same dependency to the
location of the WT within the WPP as did the residue magnitude, although the
shape of the residue angle curves appear more even on the plots. The residue
angle varies for each case less than 0.5 degrees between the WTs. Between the
cases the maximum difference is less than 3 degrees.
4.1.2 Reactive Power Modulation
For reactive power modulation, the residue magnitudes and angles are given in
Figure 7 and 8 for λ1 and λ4, respectively.
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Figure 5: Residue magnitudes and angles for WT active power modulation for
λ1.
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Figure 6: Residue magnitudes and angles for WT active power modulation for
λ4.
The overall characteristics of the residues in Figure 7 and 8 are similar to
those described for active power modulation in section 4.1.1. However, a larger
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Figure 7: Residue magnitudes and angles for WT reactive power modulation
for λ1.
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Figure 8: Residue magnitudes and angles for WT reactive power modulation
for λ4.
sensitivity is here found to both the location of the WT within the WPP as well
as the operating condition of the WPP. This is especially notable in the inter-
11
area mode, λ1, in Figure 7 where differences in the residue angles between the
WTs of more than 6 degrees are found. For the investigated cases, a maximum
span of almost 14 degrees is observed.
4.2 Time Domain Analysis
The WTs are for the time domain simulations represented with the dynamic
model described in section 3.3. The case 1 scenario is used and the oscillations
are excited by a 50 ms three phase short circuit at bus 307 in area 3. The
short circuit is distant from the WPP and the disturbance does not activate a
fault-ride-through response of the WTs.
The WPP is equipped with either a ∆P or a ∆Q POD that from a local
measurement computes a stabilizing signal that is dispatched to the WTs. The
∆P POD operates directly on the active power reference to the WTs, while
the ∆Q POD regulates the WT voltage reference to create a reactive power
modulation. A transmission delay of 50 ms is considered between the WPP
controller and the WTs to account for processing time at both WPP and WT
level as well as the actual transmission time from the WPP to the WTs. The
PODs are driven by the PCC frequency, which is here synthesized by the time
derivative of the PCC voltage angle using ss 0.03+1 . For both the ∆P and the
∆Q POD loops, the transfer function is defined as
GPOD(s) = K
sTwo
s Two + 1
1
s Tlp + 1
Gpc(s) (1)
where K is the gain, Two is the wash-out filter time constant, Tlp the low-pass
filter time constant, and where Gpc(s) is the transfer function for the phase com-
pensation. For the ∆P and the ∆Q POD, the phase compensation is computed
from, respectively, Figure 5 and 7 as a compromise between the requirements
for phase compensation for the individual WTs. As seen from Figure 3, both
PODs use the local frequency measurement at the PCC as input and the ∆P
POD outputs a perturbation to the active power reference, ∆Pref, while the ∆Q
POD outputs a perturbation to the voltage reference, ∆Vref.
Time domain simulations are presented in Figure 9 for eight selected WTs.
The WTs are the first and the last WT in feeder 1, 11, and 17, which are
characterized by the distance of the first WT to the PCC, l1, and the number
of connected WTs, NWT.
1. short distance: l1 = 1 km, NWT = 9, WT80−88,
2. medium distance: l1 = 15 km, NWT = 8, WT1−8, and
3. long distance: l1 = 20 km, NWT = 7, WT127−133.
With the ∆P POD in operation, an almost identical response is given by the
individual WTs and also the shape of the active power oscillation measured at
the PCC is very close to the output of the WTs. For the reactive power modu-
lation the output from the WTs has more variation in terms of both magnitude
and phase. The magnitude differences are caused by the different terminal con-
ditions of the WTs, which means that an unequal amount of reactive power
12
is necessary to follow the received voltage reference. A closer comparison of
the phase of the reactive power modulations in Figure 9, reveals that the WTs
nearer to the PCC are leading those further away and that the maximum phase
difference is around 15 degrees. The combined WPP response at the PCC is
seen to lie in between the extremes, which shows the averaging effect over all the
WTs. It is noted that the measurement at the PCC still has a good resemblance
with the responses of the WTs.
The response in the second swing of WT80 to the ∆Q POD command in
Figure 9 is seen to be different from the other WTs. The explanation is that
WT80 here goes into PQ saturation and therefore cannot track the received
voltage reference. This element of a ∆Q POD is discussed in more detail in [23].
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Figure 9: Comparison of selected WT power outputs with the corresponding
WPP power output at the PCC.
The impact of the analyzed PODs in terms of additional damping is shown
in Figure 10, where the speed of a dominant generator in each area is shown
for 1) no WPP POD, 2) WPP ∆P POD, and 3) WPP ∆Q POD. It is noted
that both PODs increase the damping of the oscillations and that very similar
improvements are achieved in the damping performance with a similar control
effort.
5 Impact of WPP Model Complexity on Damp-
ing Contribution
For power system stability studies it is clearly relevant to evaluate the impact
of model simplifications to assess the necessary model complexity for a given
study. In section 4 the optimal POD phase shifts were evaluated for the WTs
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Figure 10: Speed of selected generators. Solid: no WPP POD, dashed: WPP
∆P POD, dotted: WPP ∆Q POD.
individually within the WPP. That study was based on a detailed representation
of the WPP that included all the WTs. Such model complexity is justified for
design studies and for very detailed analysis on the WPP itself, but for system
studies a degree of model simplification would be desirable.
5.1 Aggregation Method
The WPP is simplified in terms of aggregation of the WTs using the method
proposed by the National Renewable Energy Laboratory (NREL) in [24] and
validated with simulation cases of single and multiple WT representations of a
WPP in [25]. Four levels of complexity are here considered:
1. full model as described in section 3.1 where all WTs are represented indi-
vidually, i.e. NWT = 150,
2. feeder aggregate model where the WPP is simplified to one aggregate WT
per feeder, i.e. NWT = 19,
3. sub aggregate model where the WPP is simplified to one WT per park
transformer, i.e. NWT = 3, and
4. single aggregate model where the WPP is represented by a single upscaled
WT model, i.e. NWT = 1.
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5.2 Estimation of Controllability Factor
The ability of a WPP POD to affect a power system oscillation may be eva-
luated using the controllability factor computed for the POD output for the
eigenvalue that describe this particular oscillation. In [26] a“long distance trans-
fer function”, Hld(jω), is introduced and it is shown that relative variations of
the frequency response of Hld(jω) evaluated at the resonance frequencies con-
tain the same information as the relative variations of the controllability factors
computed from modal analysis. The long distance transfer function is defined
as
Hld(jω) =
∆P (jω)
∆U(jω)
(2)
where ∆P (jω) is the active power variations for a line with high mode ob-
servability and where ∆U(jω) is the controlled output of the unit where the
modulated bus shunt susceptance, ∆B(jω), was used in [26]. Here, ∆U(jω)
represents the output of the ∆P and the ∆Q POD, which are the control sig-
nals to the WTs for, respectively, active and reactive power modulation. For
the presented study, the long distance transfer function in (2) is evaluated di-
rectly on the nonlinear time domain model by measuring the frequency response
to an applied Fourier series perturbation on the POD output and it is used to
compare the WPP modelling approaches in terms of impact on the grid. The
Fourier perturbation is designed with
uin(t) = A
40∑
n=2
sin(n ·∆f · 2pi · t) (3)
where A = 0.001 is the signal amplitude and where ∆f = 0.05 Hz is the fre-
quency step.
The calculations are here based on the case 1 scenario from Table 5 where
all the WTs are connected and deliver rated power output, cf. Table 5.
5.3 Results for Aggregated WPP Representations
The long distance transfer function for a ∆Q POD and the active power transfer
at one inter-tie of bus 309 between area 1 and 3 is shown in Figure 11 while the
same transfer function for a ∆P POD is shown in Figure 12. The frequency
response is evaluated for all analyzed levels of aggregation and it is noted that
very similar responses are obtained for both reactive and for active power mod-
ulation. Minor deviations are seen for NWT = 1 when compared to the other
levels of aggregation.
The controllability factors for the dominant modes in Table 6 have been
estimated from the long distance transfer function between POD output and
the active power flow on one inter-tie of bus 309. The controllability factors
are compared in Figure 13 for the different levels of WPP aggregation and it
is noted that the estimates are very similar in both magnitude and phase. The
active power at bus 309 was used since all four dominant modes can be observed
at this location, although the observability of the intra-area modes, λ3,4, is
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Figure 11: Long distance transfer function for a ∆Q POD and the active power
measured at one inter-tie of bus 309.
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Figure 12: Long distance transfer function for a ∆P POD and the active power
measured at one inter-tie of bus 309.
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not as prominent as that of the inter-area modes, λ1,2. The controllability
factors were also estimated from the active power flow at an inter-tie at bus
217, 315, and 416. Different absolute magnitudes of Hld(jω1−4) were found
for the investigated busses, however, the same agreement between the different
WPP complexity levels was found for each bus. The differences in the absolute
magnitude when Hld(jω) are based on active power measurements at different
busses in the system, are to be understood since the gain of Hld(jω) describes
the magnitude of the relative change of active power at the frequency jω when
subject to a perturbation of the active or reactive power output of the WPP,
which would be different at different locations in the network.
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Figure 13: Controllability factors evaluated from the long distance transfer func-
tion to active power variation at one inter-tie of bus 309 for both a ∆P POD
(left side plots) and a ∆Q POD (right side plots).
The resulting contribution to the power oscillation damping is evaluated with
the same disturbance that was applied in section 4.2, i.e. a distant 50 ms three
phase short circuit at bus 307. The generator speed of a dominant generator
in each area is plotted in Figure 14 for each level of WPP aggregation for the
∆Q POD. It is seen that very comparable damping characteristics are found
independently of the modelling complexity of the WPP. The change in active
power flow between the five areas is shown in Figure 15 where it is seen that
the inter-area dynamics are retained when the WPP is simplified into larger
aggregated equivalents. A minor offset is noted in Figure 15 for NWT = 1 for
the power flow across bus 416, whereas the responses for bus 217, 309, and
315 are almost overlapping. Similar responses for both the generator speed and
active power flow are obtained with the ∆P POD, although these are not shown
here.
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Figure 14: Speed of selected generators. Solid: NWT = 150, dashed: NWT = 19,
dotted: NWT = 3, and dash-dotted: NWT = 1. The WPP is equipped with a
∆Q POD. Note that the curves for NWT = 150, NWT = 19, NWT = 3, and
NWT = 1 are almost overlapping.
6 Discussion
For the calculated residues for the wind turbines (WT), only minor angle dif-
ferences were noted, i.e. < 6 degrees, and the results thus indicate that a park
level power oscillation damping controller (POD) would be feasible. An active
power POD (∆P POD) was less sensitive to the location of the WT than a
reactive power POD (∆Q POD). This could be regarded to make the ∆P POD
the favorable option when compared to the ∆Q POD. It should, however, be
considered that the ∆P POD would also have the most extensive impact on
the WTs, since the active power modulation would impact the forces that act
on the mechanical structures to a much higher degree than the ∆Q POD with
its reactive power modulation. If the observed angular differences are converted
into a time uncertainty it would for a 0.50 Hz oscillation correspond to less than
33 ms, which should be compared to the time delay of 50 ms that was used in
the study to represent processing and transmission time.
For the investigated wind power plant (WPP) operating scenarios, only
smaller changes in residue angle were observed for a ∆P POD. For reactive
power modulation, changes in residue angles of up to 14 degrees were observed.
In the presented study only changing operating conditions within the WPP were
considered, while the same operating scenario was used for load and for the dis-
patch of the synchronous generators. This study does therefore not as such deal
with the robustness of a WPP POD towards different power system operating
18
0 2 4 6 8
−50
0
50
100
150
Time, t [s]C
ha
ng
e 
in
 b
us
 p
ow
er
, ∆
 
P 
[M
W
] Inter−tie at bus # 217
0 2 4 6 8
−300
−200
−100
0
100
Time, t [s]C
ha
ng
e 
in
 b
us
 p
ow
er
, ∆
 
P 
[M
W
] Inter−tie at bus # 315
0 2 4 6 8
−100
−50
0
50
100
Time, t [s]C
ha
ng
e 
in
 b
us
 p
ow
er
, ∆
 
P 
[M
W
] Inter−tie at bus # 416
0 2 4 6 8
−400
−200
0
200
Time, t [s]C
ha
ng
e 
in
 b
us
 p
ow
er
, ∆
 
P 
[M
W
] Inter−tie at bus # 309
 
 
NWT=150
NWT=19
NWT=3
NWT=1
Figure 15: Change in active power between areas measured at a single inter-tie
of the respective busses. The WPP is equipped with a ∆Q POD.
conditions. This is, however, a topic with some very important practical impli-
cations, since it is a requirement that a POD contributes with positive damping
torque over the entire range of critical operating conditions. Robust control and
optimization methods have in the literature been proposed to enhance robust-
ness towards changing operating conditions, control interactions, and time delay
uncertainties, e.g. [27–29].
The time domain simulations support the findings from the residue analysis
that a park level POD seems feasible. For both active and reactive power
modulation, the resulting power modulation at the PCC has close resemblance
with the output of the WTs. Although more variation was found for reactive
power modulation than for active power modulation, cf. Figure 9. For the
presented scenario, the ∆P and the ∆Q POD had similar impact on the damping
with a similar control effort. In this study the significance of the contribution
to the power oscillation damping has not been treated in detail, since such
conclusions are highly dependent on the state of the power system. The modal
controllability is, furthermore, as shown and discussed in [19], very dependent on
the in-feed location and whether active or reactive power is used for the damping
control. Different levels of contribution are therefore expected for different in-
feed locations and different choices of input signal; and other configurations
than the one used would show a different contribution to the modal damping.
A number of studies have dealt with this optimization task for damping studies
with FACTS devices as e.g. [30–32]. However, such optimization is considered
out of the scope of this study.
The ability to aggregate WPPs into simpler equivalents is very important
with respect to practical power system studies. To evaluate the controllabil-
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ity of the WPP on dominant power system oscillations and the impact of the
WPP modelling complexity on this, the long distance transfer function [26] was
computed for four different levels of modelling complexity. The WPP was aggre-
gated to simpler equivalents with NWT = 19, NWT = 3, and NWT = 1, which
were compared to the detailed WPP model with NWT = 150. The estimated
controllability factors showed no dependency to the level of aggregation of the
WTs and were very similar in both magnitude and phase as shown in Figure 13.
These results were, furthermore, verified with time domain simulations in Fig-
ure 14 and 15 where the same contribution to the modal damping was observed
for all analyzed levels of WPP aggregation. The results show that a WPP can
be represented in power oscillation damping studies using only a fraction of the
actual number of WTs in the WPP. The WPP could be aggregated to NWT = 3
without giving notably different results, while minor deviations were noted in
the response when only a single upscaled WT model was used.
7 Conclusion
The capabilities of large wind power plants (WPP) to contribute to the modal
damping was investigated with a 150 wind turbine (WT) WPP. A park level
power oscillation damping controller (POD) was considered, where the optimal
phase of an active power POD (∆P POD) and a reactive power POD (∆Q POD)
was computed for each WT within the WPP using residue analysis. Different
internal WPP configurations were considered to reflect that a WPP consists of a
large number of independent units that are not necessarily in the same operating
condition. The ∆P POD showed less phase variation between the individual
WTs and also between the investigated internal WPP configurations than did
the ∆Q POD. Both for active and reactive power modulation, the differences in
the residue angles were small enough to encourage the potential use of a WPP
level POD. Next, both a ∆P and a ∆Q POD were implemented and the ability
of the WPP to contribute to the modal damping was demonstrated.
To investigate the impact of WPP model simplifications on the previously
found contribution to the modal damping, the detailed WPP was aggregated
into equivalents containing 19, 3, and 1WTmodel(s). The controllability factors
were computed for the dominant eigenvalues for the different levels of aggrega-
tion and very similar results were found. The similarity in the responses were
verified with time domain simulations. The results show that the contribution
to the modal damping of a WPP POD can be studied with good accuracy while
only representing a fraction of the WTs in the WPP model.
Future work includes field tests on an actual WPP to verify the results,
large signal studies to assess the interaction between the WT FRT response and
the WPP ∆Q and ∆P PODs, to assess the impact from short term overload
capability of the converter, and the development of methods to coordinate the
WPP ∆Q POD response with static and dynamic equipment for reactive power
compensation in the WPP substation.
20
References
[1] Elkington K.: ‘Modelling and control of doubly fed induction generators
in power systems: Towards understanding the impact of large wind parks
on power system stability’. PhD Thesis, KTH, Electric Power Systems,
SE-100 44, Stockholm, Sweden, 2009, ISBN: 978-91-7415-264-7, Available
from: http://urn.kb.se/resolve?urn=urn:nbn:se:kth:diva-10206
[2] Fan L., Yin H., Miao Z.: ‘On Active/Reactive Power Modulation of DFIG-
Based Wind Generation for Interarea Oscillation Damping’, IEEE Trans.
Energy Conversion, 2011, 26, (2), pp. 513 – 521
[3] Gautam D., Vittal V., Ayyanar R., Harbour T.: ‘Supplementary control
for damping power oscillations due to increased penetration of doubly fed
induction generators in large power systems’. In: 2011 IEEE/PES Power
Systems Conference and Exposition (PSCE 2011). Department of Electrical
Engineering Arizona State University Tempe, AZ 85287, 2011, p. 1 – 6,
ISBN: 9781612847870
[4] Hughes F.M., Anaya-Lara O., Jenkins N., Strbac G.: ‘A power system
stabilizer for DFIG-based wind generation’, IEEE Trans. Power Syst., 2006,
21, (2), pp. 763–772
[5] Tsourakis G., Nomikos B.M., Vournas C.D.: ‘Contribution of Doubly Fed
Wind Generators to Oscillation Damping’, IEEE Trans. Energy Conver-
sion, 2009, 24, (3), pp. 783 –791
[6] Fernandez R.D., Mantz R.J., Battaiotto P.E.: ‘Contribution of wind farms
to the network stability’. In: Power Engineering Society General Meeting,
2006, IEEE, 2006
[7] Knu¨ppel T., Nielsen J.N., Jensen K.H., Dixon A., Østergaard J.: ‘Power
Oscillation Damping Controller for Wind Power Plant Utilizing Wind Tur-
bine Inertia as Energy Storage’. In: 2011 IEEE PES General Meeting,
Detroit, MI, USA, IEEE Power & Energy Society, 2011, pp. 1–8, ISBN:
978-1-4577-1001-8
[8] Rogers G.: ‘Power System Oscillations’ (Power Electronics and Power Sys-
tems, Kluwer Academic Publishers, 1st ed., 2000), ISBN-10: 0792377125
[9] Denholm P., Hand M., Jackson M., Ong S.: ‘Land-Use Requirements of
Modern Wind Power Plants in the United States’, U.S. Department of
Commerce, 5285 Port Royal Road Springfield, VA 22161, National Renew-
able Energy Laboratory, 2009, NREL/TP-6A2-45834
[10] Gibbard M., Vowles D.: ‘Simplified 14-generator model of the
SE Australian power system’, School of Electrical & Electronic
Engineering, The University of Adelaide, South Australia, 2008, 2,
Available from: http://www.eleceng.adelaide.edu.au/Groups/PCON/
PowerSystems/IEEE/BenchmarkData/index.html
[11] Klein M., Rogers G.J., Kundur P., ‘A fundamental study of inter-area
oscillations in power systems’, IEEE Trans. Power Syst., 1991, 6, (3), pp.
914–921
21
[12] Kundur P.S.: ‘Power System Stability and Control’ (The EPRI Power
System Engineering Series, McGraw-Hill, Inc., 1994), ISBN: 0-07-035958-
X
[13] Zhang X.P., Rehtanz C., Pal B.: ‘Modeling of Power Systems for Small
Signal Stability Analysis with FACTS’, in ‘Flexible AC Transmission
Systems: Modelling and Control’ (Power Systems, Springer Publishing
Company, Incorporated; 2006), pp. 319–346, Available from: http:
//dx.doi.org/10.1007/3-540-30607-2_12
[14] Vowles D.J., Samarasinghe C., Gibbard M.J., Ancell G.: ‘Effect of wind
generation on small-signal stability - A New Zealand Example’. In: Power
and Energy Society General Meeting - Conversion and Delivery of Electrical
Energy in the 21st Century, IEEE, 2008, pp. 1–8
[15] Knu¨ppel T., Nielsen J.N., Jensen K.H., Dixon A., Østergaard J.: ‘Small-
Signal Stability of Wind Power System With Full-Load Converter Inter-
faced Wind Turbines’, IET Renewable Power Generation, 2012, 6, (2), pp.
79–91
[16] Gibbard M.J., Vowles D.J., Pourbeik P.: ‘Interactions between, and ef-
fectiveness of, power system stabilizers and FACTS device stabilizers in
multimachine systems’, IEEE Trans. Power Syst., 2000, 15, (2), pp. 748–
755
[17] Pourbeik P., Gibbard M.J.: ‘Damping and synchronizing torques induced
on generators by FACTS stabilizers in multimachine power systems’, IEEE
Trans. Power Systems, 1996, 11, (4), pp. 1920–1925
[18] Knu¨ppel T., Nielsen J.N., Jensen K.H., Dixon A., Østergaard J.: ‘Induced
Torques on Synchronous Generators from Operation of Wind Power Plant
based on Full-Load Converter Interfaced Wind Turbines’. In: Aranda FA,
editor. Scientific Proceedings of the European Wind Energy Conference &
Exhibition. The European Wind Energy Association, 2011, pp. 68–71
[19] Ruan S.Y., Li G.J., Ooi B.T., Sun Y.Z.: ‘Power system damping from real
and reactive power modulations of voltage-source-converter station’, IET
Generation Transmission & Distribution, 2008, 2, (3), pp. 311–320
[20] Wang H.F.: ‘Selection of robust installing locations and feedback signals
of FACTS-based stabilizers in multi-machine power systems’, IEEE Trans.
Power Syst., 1999, 14, (2), pp. 569 –574
[21] Lei X., Lerch E., Povh, D., Ruhle, O.: ‘A large integrated power system
software package – NETOMAC’. In: Proc. Int. Conf. of Power System
Technology, Aug. 1998, vol.1, pp. 17 – 22
[22] Nielsen J.N., Akhmatov V., Thisted J., Grøndahl E., Egedal P., Frydensb-
jerg M.N., Jensen, K.H.: ‘Modelling and fault-ride-trough tests of Siemens
Wind Power 3.6 MW variable-speed wind turbines’, Wind Engineering,
2007, 31, (12), pp. 441–452
22
[23] Knu¨ppel T., Kumar S., Thuring P., Støttrup M., Friman J.: ‘Towards
a Reactive Power Oscillation Damping Controller for Wind Power Plant
Based on Full Converter Wind Turbines’. In: 2012 IEEE PES General
Meeting, San Diego, CA, USA, IEEE Power & Energy Society, 2012, pp.
1–8
[24] Muljadi E., Pasupulati S., Ellis A., Kosterov D.: ‘Method of equivalencing
for a large wind power plant with multiple turbine representation’. In:
IEEE Power Engineering Society General Meeting, 2008, pp. 1–9
[25] Brochu J., Larose C., Gagnon R.: ‘Validation of Single- and Multiple-
Machine Equivalents for Modeling Wind Power Plants’, IEEE Trans. En-
ergy Conversion, 2011, 26, (2), pp. 532–541
[26] Elenius S., Uhlen K., Lakervi E.: ‘Effects of controlled shunt and series
compensation on damping in the Nordel system’, IEEE Trans. Power Syst.,
2005, 20, (4), pp. 1946 – 1957
[27] Ramos R.A., Alberto L.F.C., Bretas N.G.: ‘A new methodology for the co-
ordinated design of robust decentralized power system damping controllers’,
IEEE Trans. Power Syst., 2004, 19, (1), pp. 444 – 454
[28] Messina A.R., Begovich O., Lo´pez J.H., Reyes E.N.: ‘Design of multiple
FACTS controllers for damping inter-area oscillations: a decentralised con-
trol approach’, International Journal of Electrical Power & Energy Systems,
2004, 26, (1), pp. 19 – 29
[29] Chaudhuri N.R., Ray S., Majumder R., Chaudhuri B.: ‘A New Approach
to Continuous Latency Compensation With Adaptive Phasor Power Oscil-
lation Damping Controller (POD)’, IEEE Trans. Power Syst., 2010, 25,
(2), pp. 939 –946
[30] Ray S., Chaudhuri B., Majumder R.: ‘Appropriate signal selection for
damping multi-modal oscillations using low order controllers’. In: Power
and Energy Society General Meeting - Conversion and Delivery of Electrical
Energy in the 21st Century, IEEE, 2008, pp. 1 –7
[31] Mithulananthan N., Canizares C.A., Reeve J., Rogers G.J.: ‘Compari-
son of PSS, SVC, and STATCOM controllers for damping power system
oscillations’, IEEE Trans. Power Syst., 2003, 18, (2), pp. 786 – 792
[32] Larsen E.V., Sanchez-Gasca J.J., Chow J.H.: ‘Concepts for design of
FACTS controllers to damp power swings’, IEEE Trans. Power Syst., 1995,
10, (2), pp. 948–956
23
A.6. “Towards a reactive power oscillation damping controller for wind power plant
based on full converter wind turbines” 239
A.6 Paper VI
Thyge Knu¨ppel, Sathees Kumar, Patrik Thuring, Michael Støttrup, and
Johan Friman. Towards a reactive power oscillation damping controller
for wind power plant based on full converter wind turbines. In 2012
IEEE PES General Meeting (accepted for panel presentation in the
session: “Advanced Power Controls in Wind Parks”), pages 1 – 8, San
Diego, CA, USA, July 2012. IEEE Power & Energy Society.
c©Copyright 2012 IEEE. Reprint of accepted version.
1Towards a Reactive Power Oscillation Damping
Controller for Wind Power Plant Based on Full
Converter Wind Turbines
Thyge Knüppel, Sathees Kumar, Patrik Thuring, Michael Støttrup, Johan Friman
Abstract—In this paper a power oscillation damping controller
(POD) based on modulation of reactive power (∆Q POD) is
analyzed where the modular and distributed characteristics of
the wind power plant (WPP) are considered. For a ∆Q POD it
is essential that the phase of the modulated output is tightly
controlled to achieve a positive damping contribution. It is
investigated how a park level voltage, reactive power, and power
factor control at different grid strengths interact with the ∆Q
POD in terms of a resulting phase shift. A WPP is modular
and distributed and a WPP ∆Q POD necessitate that each WT
contributes to a collective response. This ability is shown with
a 150 wind turbine (WT) WPP with all WTs represented, and
it is demonstrated that the WPP contributes to the inter-area
damping. The work is based on a nonlinear, dynamic model of
the 3.6 MW Siemens Wind Power WT.
Index Terms—wind turbines, wind power plant, wind power
plant controller, power oscillation damping controller (POD),
power systems, small-signal stability
I. INTRODUCTION
W ITH increased penetration of wind turbines (WT) andwind power plants (WPP) it is important to understand
how these units interact with and affect phenomena associated
with power system stability. Regarding power system oscil-
lations, several studies have investigated the impact of wind
power on power system oscillations [1]–[4].
The controllable active and reactive power output of a WPP
based on converter interfaced WTs means that by proper
control, the WPP output can be modulated to increase the
system damping to power oscillations. It has been suggested
in a number of recent publications to equip WTs with a power
oscillation damping controller (POD) for either active power
modulation (∆P POD) [5]–[9], reactive power modulation
(∆Q POD) [8], [10], [11], or a combination of both [12]. The
impact of reduced inertia is studied in [13] and it is found that
a control proportional to frequency deviation had a positive
damping contribution. In [8], the torsional drive train mode
is analyzed for a doubly fed induction generator (DFIG) for
both ∆P and ∆Q POD and it is found that the ∆P POD
can destabilize this mode, while this mode seemed immune
to the ∆Q POD. The presence of WT mechanical resonance
frequencies within the typical range for power system oscilla-
tions may limit the frequency range in which a particular WT
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can participate with ∆P modulation, since the feasibility of
a ∆P POD requires that it can be operated without exciting
oscillations at mechanical resonance frequencies.
In [14] the modular and distributed characteristics of a WPP
were included and the results indicate that a central WPP POD
is possible for both active and reactive power modulation.
It is well-known that power oscillation damping may be
increased from proper reactive power modulation of FACTS
devices [15] and this ability is in practice utilized by transmis-
sion system operators [16]. It is, however, also recognized that
FACTS devices are generally less robust against changes in the
operating condition than synchronous machine power system
stabilizers (PSS) [15]. Therefore, optimal siting for FACTS
units and optimal choice of control signals are tasks that have
been widely treated in the literature as e.g. [17]–[20]. Robust
control and optimization methods have also been proposed to
enhance the robustness towards changing operating conditions,
control interactions, time delay uncertainties, e.g. [21]–[23].
A comprehensive review of robust control applications for
power system studies is presented in [24]. In [25], [26] a
combination of a discontinuous bang-bang control and a low
gain continuous controller are proposed to avoid interactions
with other stabilizing controllers. For a WPP ∆Q POD many
of the considerations for FACTS devices would also apply,
although the siting may already be decided by other factors
such as wind resources and access to the transmission grid.
Although it has previously been shown that a WPP equipped
with a ∆Q POD can contribute positively to the damping of
power system oscillations, many aspects of a ∆Q POD still
remain to be understood. The published studies have dealt
with very simplified WPP models using an aggregate WT
model, which do not consider that the WTs within a feeder
do not necessarily have the same reactive capacity available
for reactive power modulation. Large WPPs are routinely
equipped with park level voltage, reactive power, or power
factor controllers that coordinate the response of the WTs
to regulate at a specific bus, and the interaction between
these park level controllers and the ∆Q POD remains to be
analyzed.
First in section II, factors influencing the resulting phase
shift of a ∆Q POD in a WPP are investigated. Secondly
in section III, a WPP including a ∆Q POD is simulated
where all the WTs are represented individually to assess the
capability of the WTs to execute the commanded reactive
power modulation. Finally, the discussion and the conclusion
are found in section IV and V, respectively.
2II. PHASE CONTROL OF ∆Q POD
The damping of a selected eigenvalue is improved by
modulation of the WPP reactive power output where the
modulated output power has a certain phase shift with respect
to the input signal that contains the oscillation. To have a
positive damping contribution it is, thus, necessary to tightly
control the phase of the oscillating reactive power. The ability
of the WPP to track this phase depends among other things
on 1) the interaction between the ∆Q POD and WPP level
voltage, reactive power, and power factor controls, 2) the speed
of WPP and WT responses, and 3) the strength of the grid. To
evaluate the need for phase compensation for a typical WPP,
the phase shift induced from the WT voltage control and from
the WPP voltage, reactive power, and power factor controls are
considered in section II-C and II-D, respectively.
A. Wind Power Plant Model
An aggregate WPP model is used for this part of the study,
since the scope is the interaction between the grid and the
WPP. A single-line diagram of the system is shown in Fig. 1
where an equivalent collector grid connects the upscaled WT
to the park transformer, and where the external grid is modeled
as a voltage source and an impedance with a given short-circuit
ratio (SCR).
WT
WT
trafo.
WPP 
control
Vref
VPCC, QPCC, PPCC
WPP
trafo.
External 
grid
e-Ts
Vref
^
Fig. 1. Single-line diagram of the single machine infinite bus system used
for the analysis in section II
The WPP is equipped with a park level controller for
voltage, reactive power, or power factor control, which at
the point of common connection (PCC) measures the voltage,
VPCC, the reactive power flow, QPCC, and the active power
flow, PPCC. In Fig. 1 the PCC is placed on the low voltage
side of the WPP transformer but could also have been placed
elsewhere, as e.g. the high voltage side of the transformer.
For this study a continuous time park level controller is used
and issues related to the speed of the controller have, thus,
not been considered. However, for a digital controller with a
certain sample rate, it is important to evaluate the frequencies
at which a meaningful control can be designed.
A transmission delay of 50 ms is considered between the
WPP controller and the WTs to account for processing time
at both WPP and WT level as well as the actual transmission
time from the WPP to the WTs.
B. Wind Turbine Model
The WPP is represented by a single upscaled WT model that
is operated in voltage control mode. The WT concept for this
study is a variable-speed, pitch controlled, full converter inter-
faced WT. The WT is represented with a reduced order model
suitable for transient and dynamic power system studies. The
model represents a 3.6 MW Siemens Wind Power WT [27].
The model includes a variable wind speed aerodynamic model,
a two-mass model of rotor, gearbox, and generator, machine
and grid side converter, DC-link, and a generic reduced order
control scheme.
C. Phase Shift by Grid Strength
The voltage control of the WT tracks the desired terminal
voltage reference by control of the reactive current output.
Intuitively, the strength of the grid at the PCC determines
the amount of required reactive current to track the voltage
reference, where a higher current is needed for the same
change in terminal voltage for the stronger grid. For ∆Q
POD operation, where the WT voltage controller receives an
oscillating reference, the inability of the voltage controller
to track the reference results in the terminal voltage that is
lagging the reference.
To illustrate this, consider the circuit diagram in Fig. 2,
which is a simplified representation of the setup in Fig. 1
with the ∆Q POD being the only WPP control in service.
For simplicity only the top level WT voltage control, C(s), is
shown.
V∞
PCC
Zn
jXgjXWF
Isrc
IWT
VWT
C(s)
ξ
Vref
+ I*dVqWT
-
Fig. 2. Simplified circuit of the WPP with only the reactive WT control
considered.
The ability of the voltage controller, C(s), to track the
voltage reference, Vref, is analyzed by means of the transfer
function between the voltage reference, Vref, and infinite bus
voltage, V∞, to the terminal voltage, VWT, which is shown in
(1). The transfer function is given by the network equations
and the block diagram in Fig. 2. If the q axis of the dq
coordinate system is aligned with VWT, the transfer function
may be derived as
VqWT = T1(s)Vref + T2(s)Vq∞ (1)
=
C(s)
1
XWF+Xg
+ Xn|Zn|2 + C(s)
Vref
+
1
(XWF +Xg)
(
C(s) + Xn|Zn|2
)
+ 1
Vq∞. (2)
Ideally T1(s) = 1 in (1) which would imply perfect tracking
of Vref for all frequencies, and from the derived expression
in (2) it is, thus, possible to investigate factors that influence
the tracking ability of the WT voltage control. For a common
WPP installation Xg ≫ XWF and from (2) it is clear that as
the SCR increases, i.e. Xg decreases, the ability to track the
reference reduces.
In Fig. 3 the expression in (2) is compared with a detailed
model of the system in Fig. 1 for a sweep of network SCRs.
3From the comparison it is seen that the simple representation
in (2) captures the dominant dynamics of the system, although
the results are seen to be more conservative than the detailed
model. For frequencies above 1 Hz the phase response for the
simple representation starts to deviate from the phase response
of the detailed model.
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Fig. 3. Dependency of phase shift induced by WT voltage controller to
the strength of the grid. Solid lines: detailed model, dashed lines: simplified
model.
D. Phase Shift by Park Level Voltage, Reactive Power, and
Power Factor Control
The objective of a WPP voltage, reactive power, and power
factor control is to coordinate the response of the individual
WTs to achieve a certain condition at a remote bus, i.e.
typically at the PCC, as schematically illustrated in Fig. 1.
For a ∆Q POD this adds an additional feedback path from
the modulated reactive power output at the WT, through the
collector grid, the WPP voltage, reactive power, or power
factor control, and an updated voltage reference signal. Ev-
idently, this feedback has the potential of changing the phase
of the modulated reactive power output if the bandwidth of the
controllers overlap. The speed of the WPP voltage control is
determined by the grid code requirements where the UK grid
code requires that 90 % of the pre-disturbed value is delivered
within 1 second [28]. Such response time is clearly within the
range of the low frequency power system oscillations.
As an example, the block diagram of a WPP voltage control
is shown in Fig. 4 where also two input candidates for the
∆Q POD reference signal are shown. For the WPP voltage
controller, input 1, VPOD1, corresponds to a tracking problem
whereas input 2, VPOD2, corresponds to a disturbance that
should be rejected. The general structure in Fig. 4 is also
used for the WPP reactive power control and the power factor
control where the error calculation, ξ, in each case have been
appropriately modified.
The transfer function between the ∆Q POD output and the
voltage reference received at the WT, Vref(s)VPOD(s) , is in Fig. 5
and 6 evaluated for, respectively, VPOD1 and VPOD2 as input.
Frequency responses are shown for both WPP voltage control,
reactive power control, and power factor control, and the
responses have been evaluated for a sweep of SCRs. The
dQ PI
VrefξQPCC
VPCC,ref
-
+
-
LP
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VPCC
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Fig. 4. Block diagram of WPP voltage droop controller with two possible
input connections for the ∆Q POD.
frequency responses are only shown for a single parameter
set for each controller, but it is clear that the tuning of the
controllers will impact the resulting frequency responses. In
both Fig. 5 and 6 the frequency responses for reactive power
and power factor control overlap and it is not possible to distin-
guish between the curves for these controllers. The frequency
response for the voltage control is fundamentally different
from that of the reactive power and power factor control. For
frequencies below 1 Hz, reactive power control and power
factor control show a response that varies for different SCRs,
whereas much less variation is noted using voltage control.
For higher frequencies, i.e. > 1 Hz, the transmission delay
dominates the phase response with an increasing phase lag.
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Fig. 5. Induced phase shift in WT voltage reference signal by WPP voltage
or reactive power control for an input at VPOD1. Solid: voltage control, dashed:
reactive power control, dash dotted: power factor control. Note that the curves
for reactive power and power factor control overlap.
For the tracking control in Fig. 5 it is seen that the phase
response for the voltage control has a variation of ±15o
around 0o. The reactive and the power factor control has for
SCRs ≥ 10 a constant and increasing phase lag for increasing
frequencies of oscillation. The large difference in magnitude
is due to the different units used internally in the controllers.
A similar response is found for all three WPP controllers
when the VPOD2 input is used, cf. Fig. 6. For low frequencies
the WPP control is sufficiently fast to cancel much of the ∆Q
POD response with a resulting large phase shift and a low
gain.
III. CASE STUDY WITH DETAILED WPP
Successful operation of the WPP ∆Q POD requires that the
WTs within the unit are capable of executing the commanded
reactive power modulation and that the WTs respond to give
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Fig. 6. Induced phase shift in WT voltage reference signal by WPP voltage
or reactive power control for an input at VPOD2. Solid: voltage control, dashed:
reactive power control, dash dotted: power factor control. Note that the curves
for reactive power and power factor control overlap.
a collective WPP response. The distributed nature of a WPP
means that the control of one WT interacts with the control
of the other WTs and it is important to evaluate how this
interaction affects the collective WPP response. Additionally,
the distributed nature means that the WTs might be in different
steady state operating points.
Clearly, an analysis as indicated above requires the use of
a detailed WPP model with the WTs represented individually.
The study is performed with PSS R©NETOMAC [29].
A. Network Model
This part of the study is based on the benchmark power
system developed by Gibbard and Vowles [30] to have a
system with a complex oscillatory pattern. The synchronous
generators within the 14 power stations are here represented
individually and all generators are equipped with standard
IEEE STAB1 PSSs that have been tuned for weakly damped
oscillations between the five areas. The single-line diagram is
given in Fig. 7.
In area 2 a 540 MW WPP is connected at bus 212 through
a 100 km transmission line. A short-circuit analysis showed a
SCR ≃ 10 at bus 212. The load and the generator dispatch are
given by the “heavy load” scenario in [30] with a total demand
of 22 300 MW and a combined generation of 23 030 MW. The
production from the WPP is compensated locally in area 2 to
maintain the power flow between the areas as described in this
scenario.
B. Wind Power Plant Model
The WPP consists of 150 3.6 MW WTs that are represented
individually and distributed over 19 feeders, three park trans-
formers, and where the PCC is defined as the high voltage side
of the park transformers. The interconnection to the network is
shown in Fig. 7 and the single-line diagram of the WPP layout
in Fig. 8. A more detailed description of the WPP model with
cable and transformer parameters are given in [14].
Each WT is represented by the model described in sec-
tion II-B and a WPP voltage controller as shown in Fig. 4 is
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connected to the unit, to which a ∆Q POD is interfaced at
input VPOD1. In Fig. 8, the block “WPP Q controller” includes
both WPP voltage control, WPP ∆Q POD, and a transmission
and processing delay as discussed in section II-A. The ∆Q
POD loop is defined as
GPOD(s) = K
sTwo
s Two + 1
1
s Tlp + 1
Gpc(s) (3)
where K is the gain, Two is the wash-out filter time constant,
Tlp the low-pass filter time constant, and where Gpc(s) is the
transfer function for the phase compensation. The ∆Q POD is
driven by the PCC frequency, which is here synthesized by the
5time derivative of the PCC voltage angle using ss 0.03+1 , and
the output is limited to ∆VPOD = 0.05 pu and the transmitted
voltage reference is here limited to Vref = 1.08 pu.
C. Simulation Results
A distant 50 ms three-phase short-circuit at bus 307 is used
to excite oscillations between the five system areas. A base
case is, furthermore, simulated where the ∆Q POD is disabled.
The transfer function for the phase compensation, Gpc(s), is
designed with classical residue analysis and is designed for
a PCC voltage of 0.99 pu, which corresponds to nominal
terminal voltage of the WTs, i.e. 1.00 pu.
1) WPP Characteristics: The modal characteristics of the
analyzed system in terms of the frequency, f , and the damping
ratio, ζ, of the dominant oscillations are shown in TABLE I
and plotted in Fig. 9. The frequencies and damping ratios in
TABLE I have been computed with Prony analysis of the speed
of G1 at the NPS5 power station in area 5. The oscillations
described by λ1−2 are global with all the areas participating,
whereas λ3 is contained mainly within area 3 and λ4 mainly
has participation from area 1 and 2. From TABLE I and Fig. 9
it is seen that the damping ratios for λ1,2,4 increase with the
∆Q POD in operation, whereas the damping ratio for λ3 is
unchanged.
TABLE I
MODAL CHARACTERISTICS OF THE DOMINANT OSCILLATIONS, λ1−4 ,
COMPUTED WITH PRONY ANALYSIS. THE INDEX OF f AND ζ REFERS TO
THE FOUR SELECTED EIGENVALUES.
no POD ∆Q POD
f1 [Hz] 0.524 0.527
ζ1 [-] 0.019 0.022
f2 [Hz] 0.346 0.347
ζ2 [-] 0.063 0.102
f3 [Hz] 1.056 1.065
ζ3 [-] 0.013 0.013
f4 [Hz] 1.561 1.571
ζ4 [-] 0.021 0.023
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Fig. 9. Complex plane with eigenvalues extracted by Prony analysis of the
speed response of G1 at the NPS5 power station.
The control action of the ∆Q POD is shown in Fig. 10
together with the synthesized frequency measurement and the
resulting voltage reference, which is finally transmitted to the
WTs. From the frequency measurement and from the speed
of a dominant generator in each area, shown in Fig. 11, an
increased mode damping is noted when the ∆Q POD is in
operation.
When no POD is in operation only minor oscillations are
noted in Vref, which stem from the response of the WPP
voltage controller to the voltage oscillations induced by the
applied disturbance.
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The reactive power transfer and the bus voltage at the
PCC are shown in Fig. 12 for the applied disturbance. It is
interesting to observe that the PCC voltage oscillates in almost
counter phase when comparing the case with and without the
∆Q POD in operation.
2) WT Characteristics: The terminal voltage and the reac-
tive power output are shown for eight WTs in Fig. 13 and 14,
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Fig. 12. Impact of ∆Q POD operation during a distant three-phase short-
circuit on the PCC voltage and reactive power transfer.
respectively. The WTs are the first and the last WT in three
selected feeders, which are characterized by the distance of
the first WT to the PCC, l1, and number of connected WTs,
NWT
1) short distance: l1 = 1 km, NWT = 9, WT80−88, and
2) medium distance: l1 = 15 km, NWT = 8, WT1−8,
3) long distance: l1 = 20 km, NWT = 7, WT127−133.
From the WT terminal voltages shown in Fig. 13, it is seen
that the responses of the individual WTs are very similar in
both magnitude and phase. In the presented simulation, the
interaction between the WTs within the WPP therefore does
not hinder the WTs in tracking the received voltage reference.
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Fig. 13. Selected WT terminal voltage magnitude during a distant three-phase
short-circuit with and without the ∆Q POD in operation.
The reactive power output of the selected WTs is shown
in Fig. 14 with and without the ∆Q POD in operation. The
different steady state starting points for the WTs are clearly
noted from Fig. 14 where WT80 is exporting reactive power,
WT8,133 are importing reactive power, and WT1,88,127 are
close to unity power factor. With the ∆Q POD in operation,
an increased reactive power modulation is noted at a lagging
phase compared to the pure voltage control response. This is
as demanded by the ∆Q POD.
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Fig. 14. Selected WT reactive power outputs during a distant three-phase
short-circuit with and without the ∆Q POD in operation. Dashed: no ∆Q
POD, solid: ∆Q POD.
IV. DISCUSSION
A continuous power oscillation damping controller (POD)
induces a damping torque by demanding a scaled and phase
shifted response with respect to a measured input signal with
good observability of the eigenvalue(s) to be damped. This
study has analyzed the potential use of a park level reactive
power POD (∆Q POD) for wind power plants (WPP) with
full converter wind turbines (WT).
On both WT and WPP level it is analyzed how existing
control structures respond to an oscillating voltage reference
to assess the frequency dependency of the resulting phase shift
of the oscillation through a WPP.
Today, WPPs are routinely fitted with park level voltage,
reactive power, or power factor controllers that coordinate the
responses of the WTs to give a combined WPP response. With
current requirements for voltage control, the bandwidth of a
typical WPP voltage control is within the frequency range of
interest for power system oscillations, which means that the
interaction between the controllers needs to be considered.
The ∆Q POD is analyzed where it is considered as either a
reference tracking problem or a disturbance rejection problem
as presented in Fig. 5 and 6, respectively. The analysis
showed that the reference tracking input had the most steady
characteristic in terms of both magnitude and phase and this
input was subsequently used when the ∆Q POD was analyzed
with time domain simulations.
The short-circuit ratio (SCR) at the point of common con-
nection (PCC) is important with respect to both the stiffness
of the voltage and the ability of the WT voltage controller
to track a given oscillating voltage reference. A low SCR
increases the voltage and reactive power oscillations that
the WPP can induce when subject to an oscillating voltage
reference and therefore increases the feedback gain through
the WPP voltage controller to the ∆Q POD output. For a
WPP voltage controller the impact of the SCR is found to
be small, whereas a larger impact is found for the analyzed
reactive power and power factor controller for frequencies
below 1 Hz. A high SCR on the other hand, implies that
the terminal voltage of the WT is difficult to change and,
7hence, that the WT voltage controller has difficulties tracking
the oscillating voltage reference, which results in a phase lag
with respect to the reference, cf. Fig. 3.
Based on frequency analysis, a WPP ∆Q POD was designed
for a 150 WT WPP with all WTs represented individually.
Generally, a ∆Q POD necessitate that sufficient margin is
available for the reactive power modulation if a two sided re-
sponse is requested. The simulations presented in section III-C
were performed under this condition, although it is clear that
the WTs in a WPP for various reasons may not always be in
an operating point where such condition is satisfied. However,
many measures do exist to keep the WT terminal voltage close
to nominal, e.g. operation of the park transformer tap-changer,
components for static or dynamic reactive power compen-
sation, etc. Therefore, the authors consider it a reasonable
assumption to perform the study at nominal WT terminal
voltage. It is, however, clear that it is necessary to include
the ∆Q POD in the operational planning and design of the
WPP.
The time domain simulations showed that the WTs were
capable of tightly following the received voltage reference to
produce a collective WPP response as shown in Fig. 13 and 14.
In the analyzed cases, the interaction between the WTs was
not found to have any adverse impact on the ability of the
WTs to respond to the commanded voltage reference. Prony
analysis of the speed of a dominant generator showed that
a positive damping contribution was achieved when adding
the ∆Q POD to the WPP control. Time traces of generator
speeds and results of the Prony analysis are shown in Fig. 12
and TABLE I, respectively.
V. CONCLUSION
A reactive power, power oscillation damping control (∆Q
POD) requires that tight phase control of the modulated reac-
tive power is possible. For a simple wind power plant (WPP)
system, the induced phase shift at both WPP and wind turbine
(WT) level was analyzed for frequencies of interest for power
system oscillations. It was found that the analyzed elements
all contribute to the resulting and not insignificant phase shift
through the WPP and that they should be considered when
phase compensation filters are designed for a ∆Q POD.
Next, such control was designed for a 150 WT, 540 MW
WPP where all WTs were represented individually and the
ability of the designed ∆Q POD to contribute to the damping
of weakly damped dominant eigenvalues was demonstrated.
Time domain simulations with the 150 WT WPP showed
that a tight coordination between the WTs was possible such
that the WTs contributed to a collective WPP response. The
ability to produce a collective WPP response is very important,
since a positive damping contribution necessitate a certain
phase characteristic of the modulated reactive power as found
from e.g. modal analysis. Prony analysis showed an increased
damping of the dominant power system oscillations with the
WPP ∆Q POD in operation.
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