The acyclic chromatic index of a (simple) graph G is the least number of colors needed to properly color its edges (no adjacent edges have the same color) such that none of its cycles is bichromatic. In this work, we show that 2∆ − 1 colors are sufficient to produce such a coloring. In contrast with most extant algorithmic work, where the algorithms deal with properness deterministically and use randomness only to deal with the bichromatic cycles, our randomized, Moser-like algorithm produces random colorings, in a structured way, until it reaches one that is proper and acyclic.
Introduction
Let G = (V, E) be a (simple) graph with l vertices and m edges. The chromatic index of G, often denoted by χ ′ (G), is the least number of colors needed to properly color its edges, i.e., to color them so that no adjacent edges get the same color. If ∆ is the maximum degree of G, it is known that its chromatic index is either ∆ or ∆ + 1 (Vizing [1] ).
The acyclic chromatic index of G, often denoted by χ ′ a (G), is the least number of colors needed to properly color the edges of G so that no cycle of even length is bichromatic, i.e. no even length cycle's edges are colored by only two colors. Notice that in any properly colored graph, no cycle of odd length can be bichromatic. It has been conjectured (J. Fiamčik [2] and Alon et al. [3] ) that the acyclic chromatic index of any graph with maximum degree ∆ is at most ∆ + 2.
There is an extensive literature on the acyclic chromatic index. The results include:
• For planar graphs χ ′ α (G) ≤ ∆ + 6 (Wang and Zhang [4] ).
• For every ǫ > 0 there is a g such that if the girth of G is at least g, then χ ′ α (G) = (1 + ǫ)∆ + O(1) (Cai et al. [5] ).
• For a random d-regular graph, χ ′ α (G) = d + 1 (Nesetȓil and Wormald [6] ).
• For d-degenerate graphs χ ′ α (G) ≤ ⌈(2 + ǫ)∆⌉, for ǫ = 16 (d/∆) (Achlioptas and Iliopoulos [7] ).
For general graphs, the known bounds are O(∆). Specifically, Esperet and Parreau [8] proved that χ ′ α (G) ≤ 4(∆ − 1). This bound was improved to ⌈3.74(∆ − 1)⌉ + 1 by Giotis et al. [9] . Also, an improvement of the 4(∆ − 1) bound was announced by Gutowski et al. [10] (the specific coefficient for ∆ is not given in the abstract of the announcement). These results give a randomized process that with high probability halts and produces an acyclic edge coloring. The process, whose main idea is based on the algorithmic proofs of the Lóvasz Local Lemma by Moser [11] and Moser and Tardos [12] , assigns at each step a randomly chosen color in a way that properness is not destroyed. This approach, unfortunately, necessitates a palette of more than 2(∆−1) colors to deterministically guarantee properness at each step, and then another O(∆) colors to probabilistically guarantee acyclicity.
In this work we get rid of the necessity to initially have a separate palette of 2(∆ − 1) colors that guarantee properness by a simple idea: ignore properness altogether when choosing a color. Properness is achieved probabilistically by repeating the choice of the color enough times. But then to attain acyclicity, we can recycle the colors necessary to achieve properness. The probabilistic analysis of the algorithm is made possible in this new framework of color choice not by computing the expected time until the algorithm halts, like is done in the technique that has become known as the "entropic method" (see Tao [13] ), but by rather directly computing the probability that the algorithm takes at least n steps to halt. This latter technique was introduced in Giotis et al. [14] . Although it gives stronger results, because it computes the distribution, rather than the expectation, of the running time, it is actually simpler. Moreover, it works for the framework where the color choice is made without deterministic care for properness.
Acyclic Edge Coloring
In subsection 2.1, we discuss the framework and some notation we will use, along with a result of Esperet and Parreau [8] concerning the number of colors needed to properly color a graph. Then, in Subsection 2.2, we provide our main algorithm, algorithm 2.2, that produces an acyclic edge coloring for G.
Preliminaries
Let G = (V, E) be a (simple) graph with l vertices and m edges (both l and m are considered as constants). The degree of a vertex u of G, denoted by deg(u), is the number of edges incident on u. The maximum degree of G is denoted by ∆ and we assume it is at least 1. A cycle of length k (k-cycle) is a set of k ≥ 3 vertices u 1 . . . , u k such that {u i .u i+1 }, {u k , u 1 } ∈ E, i = 1, . . . , k − 1.
A coloring of the edges of G (an edge-coloring of G), is produced by selecting one color for each edge by a palette of K > 0 colors {1, . . . , K}. In this paper, we will produce such colorings randomly, by selecting a color uniformly at random for each edge. Thus, for any edge e ∈ E and any color i ∈ {1, . . . , K}, it holds that:
Pr[e receives color i] = 1 K .
An edge-coloring of G is proper if no adjacent edges have the same color. It is k-acyclic if it is proper and there are no bichromatic k-cycles, k ≥ 3 and acyclic if it is proper and there are no bichromatic cycles of any length. Note that for a cycle to be bichromatic in a proper coloring, its length must be even. Thus, from now on, we will completely ignore cycles of odd length.
The acyclic chromatic index of G, denoted by χ ′ a (G), is the least number of colors needed to produce a proper and acyclic coloring of G. Here, we assume that we have exactly:
colors at our disposal, where ǫ > 0 is an arbitrarily small constant. Our aim is to show that these colors are enough in order to produce an acyclic edge-coloring for G. In other words, since for any ∆, there exists a constant ǫ > 0 such that
Furthermore, we show that, given a palette with 2∆ − 1 colors, an acyclic edge coloring of G can be produced efficiently, in randomized polynomial time.
In all that follows, we assume some arbitrary ordering of the edges and the cycles of G. Consider a 2k-cycle C of G, k ≥ 2. Given an edge e of C as a starting point, traverse the edges of C by selecting the least edge from the two adjacent to e and continue along this direction, consecutively traversing the edges of C until e is reached again. We call this traversal positive. Thus, given an edge e and a 2k-cycle C containing it, we define C(e) := {e = e C 1 , . . . , e C 2k } to be the set of edges of C, in the positive traversal starting from e.
Before proceeding to the algorithm we will use to produce an acyclic coloring for G, we begin by a result proven by Esperet and Parreau [8] :
Lemma 1 (Esperet and Parreau [8] ). At any step of any successive coloring of the edges of a graph, there are at most 2(∆ − 1) colors that should be avoided in order to produce a 4-acyclic coloring.
Proof Sketch. Notice that for each edge e, one has to avoid the colors of all edges adjacent to e, and moreover for each pair of homochromatic (of the same color) edges e 1 , e 2 adjacent to e at different endpoints (which contribute one to the count of colors to be avoided), one has also to avoid the color of the at most one edge e 3 that together with e, e 1 , e 2 define a cycle of length 4. Thus, easily, the total count of colors to be avoided does not exceed the number of adjacent edges of e, which is at most 2(∆ − 1).
A direct implication of Lemma 1 is that the K = ⌈(2 + ǫ)(∆ − 1)⌉ > 2(∆ − 1) colors suffice to produce a 4-acyclic coloring. We will show that this number is in fact sufficient in order to avoid all bichromatic cycles, of any length.
EdgeColor
Consider EdgeColor, algorithm 2.2 below. It contains two subroutines, namely Recolor(e,C) and Color(e), where the argument of the latter is a single edge e of the graph, and that of the former is an edge e and a cycle C containing it. Recall that given an edge e and a 2k-cycle C containing it, the set of the edges of C in the positive traversal starting from e is denoted by C(e) = {e = e C 1 , . . . , e C 2k }.
Algorithm 1 EdgeColor
Color(e) 3: end for 4: Let χ be the produced coloring. 5: while there is an edge contained in a bichromatic cycle of half-length at least 3, let e be the least such edge and C the least such cycle that contains e and do
6:
Recolor(e, C) 7: end while 8: return the current coloring χ
Recolor(e, C)
Color(e Recolor(e ′ , C ′ )
6: end while
Color(e)
1: Select a color for e uniformly at random (u.a.r.) from {1, . . . , K} 2: while e has an adjacent edge with the same color or is contained in a bichromatic 4-cycle do Recolor e by selecting a color u.a.r. from {1, . . . , K} 4: end while 5: Let χ be the current coloring.
At the beginning, EdgeColor produces a 4-acyclic edge coloring χ, by calling the procedure Color(e) for each edge of G consecutively (line 2). This procedure, repetitively selects a color u.a.r. from the K available ones, until the color of e is one that does not destroy properness or 4-acyclicity (line 2). Having produced a 4-acyclic coloring, EdgeColor proceeds to check if there is an edge contained in a bichromatic cycle of length at least 6 (line 5). If there is such an edge e, contained in a 2k-cycle C, procedure Recolor(e, C) is called (line 6), which assigns new colors to each edge e ′ of C, except from the last two in its positive traversal starting from e, by successively calling the Color(e ′ ) procedure for each such edge. Note that in this way, 4-acyclicity is preserved. Then, the algorithm checks if any of the recolored edges is contained in a bichromatic cycle (line 4) and recursively calls the Recolor procedure, if some of them do.
The reason that we opted not to recolor the last two edges of a bichromatic cycle will become evident in Subsection 3.2. For now, let us just mention the following: let e be an edge contained in a 2k-cycle C, k ≥ 3 and C(e) = {e
be the set of edges at odd distance and C 2 (e) := {e C i | i ≡ 0 mod 2} those at even distance from e. We call C j (e), j = 1, 2, equal parity sets. Now, whether C is bichromatic under a proper coloring, depends only on whether C j (e) is monochromatic (all its edges have the same color), for j = 1, 2. Intuitively, this means that e C 2k−1 and e C 2k can have any color and the question is whether every edge in C 1 (e) has the same color with e C 2k−1 and those in C 2 (e) the same color with e C 2k . We call each (re)coloring of an edge, made by lines 1 or 3, a step of EdgeColor. A call of the Recolor procedure from line 6 of the main algorithm is a root call of Recolor, while one made from within the execution of another Recolor procedure is called a recursive call. Finally, a phase of EdgeColor is the duration of the collection of steps executed during any Recolor(e, C) call, whether root or recursive.
Observe now that, by the while-loops of lines 5 (main algorithm) and 4 (Recolor procedure), and due to the fact that Color guarantees 4-acyclicity, if and when the algorithm terminates, it produces an acyclic edge coloring of G. Towards showing that it does terminate, we prove the following progression lemma, which shows that at every time a Recolor(e, C) procedure terminates, some progress has indeed been made, which is then preserved in subsequent phases.
Lemma 2. Consider an arbitrary Recolor(e, C) call made by EdgeColor and let E be the set of edges that are not contained in a bichromatic cycle at the beginning of that call. Then, if and when that call terminates, no edge in E ∪ {e} is contained in a bichromatic cycle.
Proof. Suppose that Recolor(e, C) terminates and there there is an edge e ′ ∈ E ∪{e} contained in a bichromatic cycle. If e ′ = e, then by line 4, Recolor(e, C) couldn't have terminated. Thus, e ′ ∈ E. Since e ′ was not contained in a bichromatic cycle at the beginning of Recolor(e, C), it must be the case that at some point during this call, some cycle that contains e ′ became bichromatic due to some call of the Recolor procedure. Consider the last time this happened. Then, there is some Recolor(e ′′ , C ′′ ) call and a cycle C * , with e ′ ∈ C * , such that the recoloring of some edges of C ′′ resulted in C * becoming bichromatic and to remain as such until the end of the Recolor(e, C) call. This means that there is at least one edge e * contained in both C * and C ′′ that was recolored during the Recolor(e ′′ , C ′′ ) procedure. By line 4 of Recolor(e ′′ , C ′′ ), this procedure could not have terminated, and thus neither could Recolor(e, C). Contradiction.
By Lemma 2, we get: Consider now the steps of EdgeColor. We distinguish between acyclicity and properness steps. The acyclicity steps correspond to the last recoloring of each edge of a cycle by the Color procedure. Note that exectly one such step is made at each call of the Color procedure. The properness steps are all the repeated recolorings (if any) of an edge by the Color procedure, apart from the last. Note that the properness steps guarantee that the produced coloring is proper and 4-acyclic, while the acyclicity steps deal with cycles of length 6 or more.
For any n ∈ N, let T n be the probability that EdgeColor lasts for at least n steps. By union bound, we get that:
where S n is the probability that EdgeColor makes at least n properness steps and R n the probability it makes at least n acyclicity steps.
Given an arbitrary sequence a n , we will say that a n is inverse exponential (or exponentially small or decreases exponentially fast ) in n, if there is a constant c ∈ (0, 1) such that a n ≤ c n , for all n ∈ N. Our aim is to show that T n is inverse exponential in n. This will imply that, since T n < 1, EdgeColor terminates, thus producing an acyclic edge coloring of G and, furthermore, that it does so in (randomized) polynomial time.
First, as a direct consequence of Lemma 1, and since, by the construction of EdgeColor, the properness steps are independent, we obtain that:
hence S n (and S n/2 ) are exponentially small in n.
In light of (1) and (2), it suffices to prove that R n decreases exponentially fast in n. Recall the definiton of phases. Each phase corresponds to a call of a Recolor procedure. Since for each Recolor(e, C) call, there are at most m − 2 (a constant) acyclicity steps, corresponding to the recolorings of the at most m edges of C (except the last two in the positive traversal starting from e), to prove that R n is inverse exponential to n, it suffices to show the same for P n , the probability that EdgeColor lasts for at least n phases.
Analysis of the Algorithm
In this section we will proceed as follows: in Subsection 3.1, we use a graph structure to depict the phases of EdgeColor. Then, in Subsection 3.2, we present a second algorithm, that we use to express a bound for the probability P n of EdgeColor lasting for at least n phases by a recurrence relation, which we subsequently solve in Subsection 3.3.
Feasible Forests
We will depict the phases of an execution of EdgeColor with a rooted forest, that is an acyclic graph whose connected components (trees) all have a designated vertex as their root. We label the vertices of such forests with pairs (e, C), where e is an edge and C a 2k-cycle containing e, for some k ≥ 3. If a vertex u of F is labeled by (e, C), we will sometimes say that e is the edge-label and C the cycle-label of u. The number of nodes of a forest is denoted by |F |.
Recall that if e is an edge and C a 2k-cycle containing e, then C(e) = {e = e C 1 , . . . , e C 2k } is the set of edges of C in the positive traversal starting from e. ii. If (e, C) is the label of a vertex u that is not a leaf, where C has half-length k ≥ 3, and e ′ is the edge-label of a child v of u, then e ′ ∈ {e C 1 , . . . , e C 2k−2 }. Given a feasible forest with n nodes, we order its trees and the siblings of each node according to their edge-labels. By traversing F in a depth-first fashion, respecting the ordering of trees and siblings, we obtain the label sequence L(F ) = (e 1 , C 1 ), . . . , (e n , C n ) of F .
Given an execution of EdgeColor with at least n phases, we construct a feasible forest with n nodes by creating one node u labeled by (e, C) for each phase, corresponding to a call (root or recursive) of Recolor(e, C). We structure these nodes according to the order their labels appear in the recursive stack implementing EdgeColor: the children of a node u labeled by (e, C) correspond to the recursive calls of Recolor made by line 5 of Recolor(e, C), with the leftmost child corresponding to the first such call and so on.
Definition 2. Given an execution of EdgeColor that lasts for at least n phases, the feasible forest with n nodes constructed as above is the n-witness forest of this execution. Also, given a feasible forest F with n nodes, let W F be the event that F is the n-witness forest of an execution of EdgeColor that lasted for at least n phases.
Now, since any execution of EdgeColor that lasts for at least n phases has an n-witness forest and by union bound:
Thus, to bound P n , it suffices to bound |F |=n Pr[W F ]. Observe that to compute the probability of W F , i.e. the event that F was the n-witness forest of an execution of EdgeColor that lasted for at least n phases, we would have to deal with the various dependencies that EdgeColor introduces during its execution. For example, if a Recolor(e, C) call corresponds to a leaf of F , then it must hold that the edges of C are not contained in a bichromatic cycle after Recolor(e, C) has terminated. To deal with this problem, we introduce, in the next subsection, a second, validation algorithm.
Validation Algorithm
We proceed now with presenting the validation algorithm ColorVal, algorithm 3.2 below. Recall yet again that for a 2k-cycle C containing an edge e, we denote the set of its edges in the positive traversal starting at e as C(e) = {e = e C 1 , . . . , e C 2k }. Also, recall the equal parity sets C 1 (e) and C 2 (e), containing the edges at odd and even distance from e respectively.
Algorithm 2 ColorVal
Input: L (F ) = (e 1 , C 1 ) , . . . , (e n , C n ) : C i (e i ) = {e i = e return failure and exit 7: end if 8: end for 9: return success ColorVal, on input a label sequence L(F ), checks if each successive cycle C i of its input has monochromatic equal parity sets. Note that such a cycle can be either bichromatic, if the colors of C 1 i (e i ) and C 2 i (e i ) are different, or monochromatic, in case these colors are the same. In both cases, ColorVal proceeds to recolor the edges of C i , except the first two in the positive traversal starting from e i . ColorVal terminates either if it finds a cycle that has not monochromatic equal parity sets or if it goes through the whole sequence L(F ). In the former case, it reports failure, whereas in the later, success.
We call each iteration of the for-loop of lines 2-8 a phase of ColorVal. Note that, in contrast with EdgeColor, ColorVal does not guarantee that the produced coloring in any phase is proper or acyclic. Thus, the success or failure of ColorVal has nothing to do with the produced coloring being acyclic or not.
For a feasible forest F with n nodes, let V F be the event that ColorVal reports success on input L(F ). First, we compute the probability of V F for a given F . Lemma 3. Let F be a feasible forest with n nodes, whose label sequence is L (F ) = (e 1 , C 1 ) , . . . , (e n , C n ) and assume that C i has half-length k i ≥ 3, i = 1, . . . , n. Then:
Proof. Consider a phase i of ColorVal. During this phase, ColorVal checks the equal parity sets of C i . At each previous phase j, j = 1, . . . , i − 1, the only information we gained was that the edges in C 1 j (e j ) had the same color with e Cj 2kj −1 and that those in C 2 j (e j ) had the same color with e Cj 2kj . Since this information was subsequently destroyed by the recoloring of e Cj 1 , . . . , e Cj 2kj −2 , we have that the probability that C i has monochromatic equal parity sets, given that ColorVal did not fail at phases j = 1, . . . , i−1, is equal to the probability that C i has monochromatic equal parity sets.
For that last probability, since whatever the colors of e Ci 2ki−1 and e Ci 2ki are, we need the other 2k i − 2 edges of C to have the same colors with them, it holds that it is equal to: 1
Taking all this together and letting F i j be the probability ColorVal did not fail at phase j, j = 1, . . . i − 1, we get:
We now bound the probability of the event that EdgeColor's witness forest is F , with that of ColorVal succeeding on input that same forest F .
Lemma 4. For any feasible forest F with
Proof. Let F be the n-witness forest of an execution of EdgeColor and consider its i-th phase, i = 1, . . . , n. Suppose that during that phase, EdgeColor called Recolor(e, C), where C is a 2k-cycle. Then, the procedure Recolor(e, C) called Color(e C j ), j = 1, . . . , 2k − 2. Consider the last color that Color(e C j ) assigned on e C j , j = 1, . . . , 2k − 2. It is easy to see that if ColorVal assigns these colors at each phase, then it will succeed on input L(F ).
Thus, we get that for each feasible forest F , W F implies V F , which gives us
We now define:P
By (3) and Lemmas 3, 4, we get:
Our aim is thus to show thatP n is inverse exponential in n. To do that, we boundP n by an expression entailing a recurrence relation.
Recurrence
To obtain the sought after recurrence, we begin by defining an additional kind of labeled rooted forests, based on the feasible forests of Definition 1.
Definition 3.
A Generalized Full (GF) feasible forest F is defined to be a feasible forest such that:
1. for every edge e of G, there is a tree of F whose root has e as its edge-label, 2. for every internal node u of F labeled by (e, C) and for every edge e ′ of C(e), but the last two, there is a child v of u with e ′ as its edge-label and 3. the cycle-labels of all leaves are the empty cycle.
We refer to the tree of item 1 as the tree of F corresponding to e. Formally, due to item 3, a GF feasible forest is not a feasible forest (of Definition 1), as in the latter the cycle-labels should be cycles of even length ≥ 6, whereas the cycle-labels of the leaves of a GF feasible forest have length 0; we ask the reader to excuse this abuse of notation.
Notice that given a feasible forest F with n nodes, we can add leaves with suitable labels so that we get a GF feasible forest F with n internal nodes. It is immediate that the above correspondence between F and F is a one-to-one correspondence. Also, easily, given a feasible forest F with n nodes, the GF feasible forest F obtained as above is comprised of m trees, n internal nodes and furthermore, each node v labeled by (e, C), has 2k − 2 children, where k ≥ 3 is the half-length of C. Now, if L(F) = (e 1 , C 1 ), . . . , (e n , C n ) (ignoring the labels of the leaves), we associate weight (1/K) 2ki−2 with the i-th node of F, where k i ≥ 3 is the degree of that node, i = 1, . . . , n and weight 1 with its leaves. Now, let:
By Lemma 3, we have that P r[V F ] = F . The reason we choose this notation is that from now on the proof is purely combinatorial and has nothing to do with probabilistic arguments.
Let |F| denote the number of internal nodes of F. From the one-to-one correspondence between feasible forests and GF feasible forests, we get the following: Proposition 1. It holds that:
Below we will give a recurrence for |F|=n F . To that end, for any tree T of a GF feasible forest F corresponding to an edge e of G, define T to be the product of (1/K) 2ki−2 , where 2k i − 2 is the out-degree of the i-th internal node (in pre-order) of T . For such a tree T , let also |T | denote the number of its internal nodes. Finally, let T be the set of m-ary sequences (T 1 , . . . , T m ) of trees that form a GF feasible forest with n nodes, where T j corresponds to the j-th edge of G (in their arbitrary ordering), for j = 1 . . . , m. Now, obviously:
Indeed, each GF feasible forest F with n internal nodes, is comprised of m trees T 1 , . . . , T m , where the j-th such corresponds to the j-th edge of G and whose sum of internal nodes adds up to n. Now, letting T j be the set of trees that correspond to the j-th edge of G, j = 1, . . . , m, notice that:
Indeed, it suffices to observe that for a given sequence of integers n 1 , . . . , n m that add up to n, any m trees T j ∈ T j with n j internal nodes, j = 1, . . . , m can be taken together to form a GF feasible forest with n internal nodes. Thus, we can factor out the internal summands of the rhs of (7) from the lhs of that same equation.
We will now obtain a recurrence for each factor of the rhs of (7). Let:
Proposition 2. Let e be an edge of G and T e the set of trees with n internal nodes corresponding to e (of any GF feasible forest). Then:
where Q n is defined as follows:
and Q 0 = 1.
Proof. Indeed, if T is only a root, it has no internal nodes, so the outcome is 1 (the empty product). Now, if its root e is an internal node, then to obtain T we need to sum over all 2k-cycles, k ≥ 3, containing e. For each such cycle, we have 2k − 2 trees hanging from e (recall Definition 3). For the factor q 2k−2 , we already have that if the out-degree of the root is 2k − 2, then the weight (1/K) 2k−2 is assigned to it. Thus, it remains to find the number of possible cycle-labels C, with half-length k ≥ 3 that the root can have, separately for each k.
Suppose e = {u, v}. We can select an edge{v, v ′ } in at most ∆ − 1 ways. Then, we can again select an edge {v ′ , v ′′ } in at most ∆ − 1 ways. Continuing this way, we select 2k − 2 consecutive edges in at most (∆ − 1) 2k−2 ways. Now, if {w, z} is the last such selected edge, there is only one choice of an edge that closes the cycle, namely {z, u}.
We will now asymptotically analyze the coefficients of the OGF Q(z) of Q n . First, suppose we have only 2(∆ − 1) available colors. Easily, q becomes:
Multiply both sides of (10) by z n and sum for n = 1, . . . , ∞ to get
with Q(0) = 1. Setting W (z) = Q(z) − 1 we get
with W (0) = 0. For notational convenience, set W = W (z). Then from (13) 
Now, set:
φ(x) = (q(x + 1))
to get from (14):
Then, by letting R := 2 be the radius of convergence of the series representing φ at 0, we get that the (necessarily unique) solution in the interval (0, R) of the characteristic equation:
is τ = −2 + √ 5. Finally, by letting:
,
we get ρ = 1. Now, it can be shown that, by increasing the number of available colors (and thus decreasing q), ρ increases. Thus, using ⌈(2 + ǫ)(∆ − 1)⌉ colors, we get ρ > 1 and, by [15, Proposition IV.5] (it is trivial to check that the hypotheses in that Proposition are satisfied), we get [z n ]Q ⊲⊳ (1/ρ) n , i.e. lim sup ([z n ]Q) 1/n = 1/ρ (see [15, IV.3.2] ). By the above, and since there are O(n m ) sequences n 1 , . . . , n m of integers that add up to n, we get by Proposition 1 and equations (6),(7) that:
Thus, by equations (1), (2) and (18), we get that: Theorem 1. Assuming l, m and ∆ (resp. the number of vertices, the number of edges and the maximum degree of the graph G) are constant, and given the availability of at least 2(∆ − 1) + 1 colors, there exists a constant c ∈ (0, 1), depending on m and ∆, such that the probability that EdgeColor executes at least n steps is ≤ c n .
