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Abstract
Williams and Beer (2010) proposed a nonnegative mutual information decom-
position, based on the construction of information gain lattices, which allows sep-
arating the information that a set of variables contains about another into com-
ponents interpretable as the unique information of one variable, or redundant and
synergy components. In this work we extend the framework of Williams and Beer
(2010) focusing on the lattices that underpin the decomposition. We generalize
the type of constructible lattices and examine the relations between the terms in
different lattices, for example relating bivariate and trivariate decompositions. We
point out that, in information gain lattices, redundancy components are invariant
across decompositions, but unique and synergy components are decomposition-
dependent. Exploiting the connection between different lattices we propose a
procedure to construct, in the general multivariate case, information decomposi-
tions from measures of synergy or unique information. We introduce an alterna-
tive type of mutual information decompositions based on information loss lattices,
with the role and invariance properties of redundancy and synergy components ex-
changed with respect to gain lattices. We study the correspondence between infor-
mation gain and information loss lattices and we define dual decompositions that
allow overcoming the intrinsic asymmetry between invariant and decomposition-
dependent components, which hinders the consistent joint characterization of syn-
ergy and redundancy.
Keywords: Information theory, information decomposition, synergy, redun-
dancy
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1 Introduction
The aim to determine the mechanisms producing dependencies in a multivariate
system, and to characterize these dependencies, has motivated several proposals to
breakdown the contributions to the mutual information between sets of variables
(Timme et al., 2014). This problem is interesting from a theoretical perspective in
information theory, but it is also crucial from an empirical point of view in many
fields of systems and computational biology (e. g. Anastassiou, 2007; Lu¨dtke
et al., 2008; Watkinson et al., 2009; Oizumi et al., 2014; Faes et al., 2016). For
example, in neuroscience breaking down the contributions to mutual information
between sets of variables is fundamental to make any kind of progress in under-
standing neural population coding of sensory information. This breakdown is in
fact necessary to identify the unique contributions of individual classes of neurons,
and of interactions among them, to the sensory information carried by neural pop-
ulations (Averbeck et al., 2006; Panzeri et al., 2015), is necessary to understand
how information in populations of neurons contributes to behavioural decisions
(Haefner et al., 2013; Panzeri et al., 2017), and to understand how information is
transmitted and further processed across areas (Wibral et al., 2014).
Consider the mutual information I(S;R) between two possibly multivariate
sets of variables S andR, here thought, for the sake of example, as a set of sensory
stimuli, S, and neural responses R, but generally any sets of variables. An aspect
that has been widely studied is how dependencies within each set contribute to
the information. For example, the mutual information breakdown of Panzeri et al.
(1999); Pola et al. (2003) quantifies the global contribution to the information
of conditional dependencies between the variables in R, and has been applied
to study how interactions among neurons shape population coding of sensory in-
formation. Subsequent decompositions, based on a maximum entropy approach,
have proposed to subdivide this contribution separating the influence of dependen-
cies of different orders (Amari, 2001; Ince et al., 2010). However, these types of
decompositions do not ensure that all terms in the decomposition are nonnegative
and hence should be better interpreted as a comparison of the mutual information
across different alternative system’s configurations (Latham and Nirenberg, 2005;
Chicharro, 2014). Two concepts tightly related to this type of decompositions are
those of redundancy and synergy (e. g. Schneidman et al., 2003a). Redundancy
refers to the existence of common information about S that could be retrieved from
different variables contained in R used separately. Conversely, synergy refers to
the existence of information that can only be retrieved when jointly using the vari-
ables in R. Traditionally, synergy and redundancy had been quantified together,
with the measure called interaction information (McGill, 1954) or co-information
(Bell, 2003). A positive value of this measure is considered as a signature of re-
dundancy being present in the system, while a negative value is associated with
synergy, so that redundancy and synergy have traditionally been considered as
mutually exclusive.
The seminal work of Williams and Beer (2010) introduced a new approach to
decompose the mutual information into a set of nonnegative contributions. Let
us consider first the bivariate case. Without loss of generality, from now on we
assume S to be a univariate variable, if not stated otherwise. For the bivariate case
Williams and Beer (2010) argued that the mutual information can be decomposed
into four terms:
I(S; 12) = I(S; 1.2) + I(S; 1\2) + I(S; 2\1) + I(S; 12\1, 2). (1)
The term I(S; 1.2) refers to a redundancy component between variables 1 and 2.
The terms I(S; 1\2) and I(S; 2\1) quantify a component of the information that
is unique of 1 and of 2, respectively, that is, some information that can be ob-
tained from one of the variables alone but that cannot be obtained from the other
alone. The term I(S; 12\1, 2) refers to the synergy between the two variables,
the information that is unique for the joint source 12 with respect to the variables
alone. Note that in this decomposition a redundancy and a synergy component
can exist simultaneously. In fact, Williams and Beer (2010) showed that the mea-
sure of co-information is equivalent to the difference between the redundancy and
the synergy terms of Eq. 1. Generally, Williams and Beer (2010) defined this
type of decomposition for any multivariate set of variables {R}. The key ingre-
dients for this general formulation were the definition of a general measure of
redundancy and the association of each decomposition comprising n variables to
a lattice structure, constructed with different combinations of groups of variables
ordered by defining an ordering relation. We will review this general formulation
linking decompositions and lattices in great detail below.
Different parts of the framework introduced by Williams and Beer (2010) have
generated different levels of consensus. The conceptual framework of nonnegative
decompositions of mutual information, with distinguishable redundancy and syn-
ergy contributions and with lattices underpinning the decompositions, has been
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widely accepted. Conversely, it has been argued that the specific measure Imin
originally used to determine the terms of the decomposition does not properly
quantify redundancy (e. g. Harder et al., 2013; Griffith and Koch, 2013). Accord-
ingly, much of the subsequent efforts have focused in finding the right measures
to define the components of the decomposition. From these alternative proposals,
some take as the basic component to derive the terms in the decomposition an-
other measure of redundancy (Harder et al., 2013; Ince, 2016), but also a measure
of synergy (Griffith and Koch, 2013), or of unique information (Bertschinger et al.,
2014). In contrast to Imin, these measures fulfill the identity axiom (Harder et al.,
2013), introduced to prevent that for S composed by two independent variables, a
redundancy component is obtained for R being a copy of S. Indeed, apart from
proposing other specific measures, subsequent studies have proposed a set of ax-
ioms which state desirable properties of these measures (Griffith and Koch, 2013;
Harder et al., 2013; Rauh et al., 2014; Griffith et al., 2014). However, there is
no full consensus on which are the axioms that should be imposed. Furthermore,
it has been shown that some of these axioms are incompatible with each other
(Rauh et al., 2014). In particular, Rauh et al. (2014) provided a counterexample
illustrating that nonnegativity is not ensured for the components of the decompo-
sition in the multivariate case if assuming the identity axiom. Some contributions
have also studied the relation between the measures that contain different number
of variables (Bertschinger et al., 2012; Rauh et al., 2014). For some specific type
of variables, multivariate Gaussians with a univariate S, the equivalence between
some of the proposed measure has been proven (Barrett, 2015).
To our knowledge, perhaps because of these difficulties in founding a proper
measure to construct the decompositions, less attention has been paid to study the
properties of the lattices associated with the decompositions. We here focus on
examining these properties and the basic constituents that are used to construct the
decompositions from the lattices. We generalize the type of lattices introduced by
Williams and Beer (2010) and we examine the relation between the information-
theoretic quantities associated with different lattices (Section 2.1). Since one of
the challenges when using other proposed measures to construct the decompo-
sitions has been the extension to the multivariate case (e. g. Griffith and Koch,
2013; Bertschinger et al., 2014), we consider how to identify the terms in the de-
composition when using as a basic component a measure of synergy or unique
information (Section 2.2). Motivated by this analysis, we introduce a new type
of lattices, namely information loss lattices in contrast to the information gain
lattices described in Williams and Beer (2010). We show that these loss lattices
are more naturally related to synergy measures, as opposed to gain lattices more
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naturally related to redundancy measures (Section 3). Finally, we identify the ex-
istence of dual information gain and loss lattices, which share the basic terms of
the decompositions and have desirable consistency properties that allow properly
characterizing redundancy and synergy simultaneously (Section 4). Other open
questions related to the selection of the measures and the axioms are out of the
scope of this work.
We now continue with the revision of the decompositions of Williams and
Beer (2010) as a first step for the extensions we propose in this work. For the bi-
variate decomposition of Eq. 1, the terms in the decomposition of I(S; 12) can be
readily related to the marginal and conditional mutual informations consistently.
In particular, given the usual information-theoretic relations (Cover and Thomas,
2006)
I(S; 12) = I(S; 1) + I(S; 2|1) (2a)
= I(S; 2) + I(S; 1|2) (2b)
we see that
I(S; 1) = I(S; 1.2) + I(S; 1\2) (3)
and
I(S; 2|1) = I(S; 2\1) + I(S; 12\1, 2), (4)
and analogously for I(S; 2) and I(S; 1|2). That is, each variable can contain some
information that is redundant to the other and some part that is unique. Condition-
ing one variable on the other removes the redundant component of the information
but adds the synergistic component, resulting in the conditional information being
the sum of the unique and synergistic terms.
We now review the construction of the lattices and their relation to the de-
compositions. A lattice is composed by a set of collections. This set is defined
as
A(R) = {α ∈ P(R)\{∅} : ∀Ai,Aj ∈ α,Ai * Aj}, (5)
where P(R)\{∅} is the set of all nonempty subsets of the set of nonempty sources
that can be formed from {R}, where a sourceA is a subset of the variables {R}.
That is, each collection α is itself a set of sources, and each source A is a set of
variables. The domain of the collections included in the lattice is established by
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A 
C 
D 
B 
1.2.3 
2.3 1.3 1.2 
3 2 1 
123 
1 2 
1.2 
12 
123 
1 23 
1.23 
1.2.3 
1.2 1.3 2.3 
1.23 2.13 3.12 
12.13.23 3 2 1 
12.13 12.23 13.23 
12 13 23 
123 
Figure 1: Information gain decompositions of different orders and for different
subsets of collections of sources. A), B) Lattices constructed from the complete
domain of collections as defined by Eq. 5 for n = 2 and n = 3, respectively.
Red edges in B) identify the embedded lattice formed by collections that do not
contain univariate sources. C) Alternative decomposition based only on sources 1
and 23. D) Alternative decomposition that does not contain bivariate sources.
the constraint that a collection cannot contain sources that are a superset of another
source in the collection. This restriction is justified in detail in Williams and Beer
(2010), based on the idea that the redundancy between a source and any superset of
it is equal to the information of that source. Given the set of collectionsA(R), the
lattice is constructed defining an ordering relation between the collections, which
becomes meaningful for the decomposition because redundancy monotonically
increases in agreement with the ordering relation (see Theorem 2 in Williams and
Beer, 2010). In particular:
∀ α, β ∈ A(R), (α  β ⇔ ∀B ∈ β, ∃A ∈ α,A ⊆ B), (6)
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that is, for two collections α and β, α  β if for each source in β there is a source
in α that is a subset of that source. The lattices constructed for the case of n = 2
and n = 3 using this ordering relation are shown in Figure 1A,B. In this work
we use a different notation than in Williams and Beer (2010), which allows us
to shorten a bit the expressions. For example, instead of writing {1}{23} for the
collection composed by the source containing variable 1 and the source containing
variables 2 and 3, we write 1.23, that is, we save the curly brackets that indicate for
each source the set of variables and we use instead a dot to separate the sources.
Each collection in the lattice is associated with a measure of the redundancy
between the sources composing the collection. Williams and Beer (2010) defined
a measure of redundancy, called Imin, that is well defined for any collection. In
this work we do not need to consider the specific definition of Imin. What is
relevant for us is that, when ascending the lattice, Imin monotonically increases,
being a cumulative measure of information and reaching the total amount of in-
formation at the top of the lattice. Based on this accumulation of information, we
will from now on refer to the type of lattices introduced by Williams and Beer
(2010) as information gain lattices. Furthermore, we will generically refer to the
terms quantifying the information accumulated in each collection as cumulative
terms and denote the cumulative term of a collection α by I(S, α). The reason for
this change of terminology will become evident when we introduce the informa-
tion loss lattices, since redundancy is not specific of the information gain lattices,
and thus it is more appropriate to disentangle it nominally from the cumulative
terms, even if in the formulation of Williams and Beer (2010) they are inherently
associated.
The mutual information decomposition was constructed in Williams and Beer
(2010) by implicitly defining partial information measures associated with each
node, such that the cumulative terms are obtained from the sum of partial infor-
mation measures:
I(S, α) =
∑
β∈↓α
∆C(S; β). (7)
In particular, ↓ α refers to the set of collections lower than or equal to α, given
the ordering relation (see Appendix A for details). Again, here we will adopt a
different terminology and we will refer to ∆C(S; β) as the incremental term of
the collection β in lattice C, instead of as the partial information measure. This
is because, as we will see, it is convenient to consider incremental terms as incre-
ments that can equally be of information gain or information loss. As proved in
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(Williams and Beer, 2010, Theorem 3), Eq. 7 can be inverted to:
∆C(S;α) = I(S;α)−
|α−|∑
k=1
(−1)k−1
∑
B ⊆ α−
|B| = k
∑
β∈ ⋂
γ∈B
↓γ
∆C(S; β) (8a)
= I(S, α)−
|α−|∑
k=1
(−1)k−1
∑
B ⊆ α−
|B| = k
I(S;
∧
B), (8b)
where α− is the cover set of α and
∧B is the infimum of the set B (see Appendix
A for details).
2 Extended information gain decompositions from
redundancy, uniqueness or synergy measures
In this section we still focus on the information gain decompositions introduced
by Williams and Beer (2010). In Section 2.1 we motivate the extension of their
approach to comprise a more general set of lattices, built based on subsets of the
domain of collections determined in Eq. 5. We examine the validity of each lattice
construction depending on the properties and relations of the variables involved
and we study the relation between the terms of different lattices. In Section 2.2
we address how to calculate the terms of multivariate decompositions associated
with information gain lattices when the basic measure that is defined a priori is
a measure of synergy or unique information, instead of a measure of redundancy
(which directly identifies the cumulative terms of the lattice). Our analysis in-
dicates some inconsistencies in the simultaneous characterization of synergy and
redundancy in multivariate systems and leads to the introduction of information
loss lattices in Section 3 and ultimately to the characterization of dual information
gain and information loss lattices in Section 4.
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2.1 Relations between information gain decompositions with
different subsets of sources collections
Williams and Beer (2010) studied how to decompose the mutual information in
decompositions composed by all the collections of sources inA(R). Figure 1A-B
show the corresponding lattices for n = 2 and n = 3, respectively. However, the
number of collections in these decompositions rapidly increases when the number
of variables increases (e.g. 7579 collections for n = 5), which may render the
decompositions difficult to handle in practice. Here we generalize their approach
in a straightforward way, considering decompositions composed by any subset
C ⊆ A(R) which elements still form a lattice (see Appendix C for a discus-
sion of more general decompositions based on subsets that do not form a lattice).
For example, Figure 1C shows the decomposition formed by the collections that
combine the sources 1 and 23. In Figure 1B the red edges indicate the decom-
position based on collections combining the sources 12, 13, 23, without further
decomposing the contribution of single variables separately. Oppositely, Figure
1D shows the decomposition based on the sources 1, 2, and 3, which does not
include bivariate sources resulting from merging these univariate sources. A cer-
tain decomposition can be embedded within a bigger one, as indicated in Figure
1B, but generally considering more collections alters the structure of the lattice,
by modifying the cover relations between the nodes. For example, the decompo-
sition of Figure 1D is not embedded in Figure 1B. Similarly, the cover relations
in the bivariate decomposition of A({1, 2}) in Figure 1A change in the trivariate
decomposition of A({1, 2, 3}) in Figure 1B since nodes 12.13 and 12.23 appear
between 12 and 1 and 2, respectively. The same occurs between 1.2 and 1 and 2,
with nodes 1.23 and 2.13, respectively. Furthermore, the down set of 12, in com-
parison to the bivariate lattice, comprises others nodes because of the presence of
12.13.23.
When studying multivariate systems, the nature and relation between the vari-
ables may provide some a priori information in favor of a certain decomposition.
For example, in the case of Figure 1C, variables 2 and 3 can correspond to two
signals recorded from the same subsystem, while 1 is a signal from a different sub-
system. This may render a bivariate decomposition more adequate, even if having
three variables. For example, this is a common scenario when recording brain
signals from different brain areas and the analysis of interactions can be carried
out at different spatial scales (Panzeri et al., 2015). Similarly, in the case of Figure
1D, one may prefer to simplify the analysis without explicitly considering all syn-
ergistic contributions of bivariate sources. Another possibility is that, even if it is
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known that a system is composed by a certain number of variables, only a subset
is available for the analysis, and it is thus important to understand how the influ-
ence of the missing variables is reflected in each term of the decomposition (e.g.
how the terms in the full decomposition for n = 3 that contain 1 and 2 are merged
in the fewer terms of the full decomposition of n = 2). Again this is a common
scenario when studying neural population coding of sensory stimuli, since usually
only simultaneous recordings from a subset of the neural population, or from one
of the brain regions involved, is available. In any case, in order to better choose
the most useful decomposition given a certain set of concrete variables, and to un-
derstand how the different decompositions are related, we need to consider how
the terms from one decomposition are mapped to another.
The connection between the terms in two different decompositions is qual-
itatively different for the cumulative terms, I(S, α), and the incremental terms
∆C(S;α). A cumulative term I(S, α) quantifies the information about S that is
redundant within a certain collection of sources α. This information is well de-
fined without considering which is the set C of collections that has been selected,
that is, it depends only on S and α. Accordingly, the cumulative terms of infor-
mation gain I(S, α) are invariant across decompositions. Oppositely, as we here
explicitly indicate in our notation, the incremental terms ∆C(S;α) are in general
decomposition-dependent. This can be seen from Eq. 8: the cumulative terms
used to calculate ∆C(S;α) depend on the specific structure of the lattice, in par-
ticular on which is the increment sublattice ♦α in that lattice (See Appendix A
for details). This is summarized indicating that:
I(S;α) = IC(S;α) = IC′(S;α),∀C, C ′, (9)
while for the incremental terms only a sufficient condition for equality across
decompositions can be formulated:
♦Cα = ♦C′α⇒ ∆C(S;α) = ∆C′(S;α), (10)
which is a direct consequence of Eq. 9 given the dependence of the incremental
terms on the cumulative terms (Eq. 8).
Each cumulative term that is present in two decompositions provides an equa-
tion that relates the incremental terms in those decompositions, since in each lat-
tice cumulative terms result from the accumulation of increments according to Eq.
7. In particular, for two decompositions C and C ′ with a common collection α
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I(S;α) =
∑
β∈↓Cα
∆C(S; β) =
∑
β∈↓C′α
∆C′(S; β). (11)
In general, these type of relations impose some constraints that involve several in-
cremental terms from each decomposition. In the cases in which a decomposition
is composed by a set of collections C ′ which is a subset of another set C, then com-
bining these constraints allows decomposing each of the incremental terms of the
subsumed set C ′ as a sum of incremental terms of the bigger set C. For example,
when connecting the incremental terms of the decompositions of Figure 1A,C, we
get only the constraint ∆A(S; 1) + ∆A(S; 1.2) = ∆B(S; 1) + ∆B(S; 1.23), given
the only common node I(S; 1). Conversely, the set A({1, 2}) of the decompo-
sition of Figure 1A is a subset of A({1, 2, 3}) in Figure 1B, and the constraints
allow detailing each incremental term of the decomposition with A({1, 2}) as the
sum of several terms of the decomposition with A({1, 2, 3}), as shown in Figure
2.
As a last general point regarding the possibility to choose different decompo-
sitions when a set of variables is available, we indicate that, when deterministic
relationships exist between the variables, the definition of the domain of collec-
tions (Eq. 5) and the ordering relation (Eq. 6) can impose some limitations on the
decompositions that are possible. In particular, Eq. 5 excludes any collection in
which a source is a superset of any other. Consider for example the case of three
variables 1, 2, 3 such that 12 completely determine 3. Accordingly, in the decom-
position of Figure 1B several collections are altered, since the source 12 could be
replaced by 123. This leads to the presence of invalid collections in the set, such
as 123.13 instead of 12.13, since 13 is a subset of 123. Similarly, given the deter-
ministic relation, one could reduce 123 to 12, duplicating this last collection and
affecting the ordering relation of the top element with 13 and 23. In general, this
means that a certain lattice cannot be taken as valid a priori. Conversely, it should
be verified, for each specific set of variables, if the collections that compose it are
valid once the properties of the variables are taken into account.
The exclusion of certain lattices in the presence of deterministic relations can
be seen as a limitation of the decomposition framework, but on the other hand
this verification turns out to be important to avoid problematic cases. In par-
ticular, it allows avoiding the counterexample provided in Rauh et al. (2014) to
show that it is not always possible when n > 2, independently of how the terms
of the decomposition are defined, to obtain a nonnegative decomposition. This
counterexample is based on three variables such that any pair deterministically
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A B 
1 2 
1.2 
12 
1.2.3 
1.2 1.3 2.3 
1.23 2.13 3.12 
12.13.23 3 2 1 
12.13 12.23 13.23 
12 13 23 
123 
Figure 2: Mapping of the incremental terms of the bivariate lattice for 1, 2 to the
full trivariate lattice for 1, 2, 3. A) The bivariate lattice with each incremental term
marked with a different color. B) The trivariate lattice with the incremental terms
in which each of the incremental terms of the bivariate lattice is subdecomposed
indicated with the same color.
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determines the third. Without using any specific definition of the measures asso-
ciated with the nodes the authors proved that at least a certain incremental term of
the lattice of Figure 1B is negative in this case. However, given the deterministic
relations between the variables, all the collections comprising a bivariate source
need to be excluded from the set, since these bivariate sources are equivalent to
the source 123 and thus any other source in the collection is a subset of this one.
Similarly, 123 can be reduced to any collection containing a single source com-
posed by a pair of the variables, which duplicates these collections and affects the
ordering relations. In Appendix B we show in more detail that when reconsider-
ing the counterexample of Rauh et al. (2014) for decompositions that comply the
constraints of Eqs. 5 and 6 the existence of a negative term does not hold any-
more. Therefore, our extended approach, which generally considers alternative
decompositions compatible with a set of variables, can overcome the limitations
of adopting the unique lattice A(R) for each set of variables R with n = |R|.
However, note that the possibility to deal with cases like the one raised in Rauh
et al. (2014) by adapting the lattice does not preclude from the potential existence
of negative incremental terms. As we reviewed above, the definition of the proper
measure for the decompositions is an open question, and finding a measure that
ensures generally the nonnegativity of the incremental terms, or identifying the
properties of the variables or the decompositions that ensures this nonnegativity,
is out of the scope of this work. Only in Appendix C we review the requirements
to obtain nonnegative incremental terms. For this purpose we reexamine from a
more general perspective several of the Theorems of Williams and Beer (2010),
identifying the key ingredients of the proofs that are sustained by lattice proper-
ties, general properties captured in the axioms that have been proposed (Harder
et al., 2013), or by properties specific of their measure Imin.
2.2 The determination of information gain cumulative terms
from synergy or unique information measures by combin-
ing information gain decompositions of different orders
Above we have examined possible alternative decompositions of mutual informa-
tion gain and the relations among them from a generic perspective, based only on
the structure of the decompositions and the general properties of the cumulative
and incremental terms. Now we discuss more specifically how the expressions
corresponding to each term can be found given a specific measure that is defined
as the basis to construct the decomposition. If a measure of accumulated mutual
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information gain I(S, α) is defined, it is straightforward to calculate all the terms
in the decomposition. This is the case of the seminal work of Williams and Beer
(2010), where the cumulative terms were defined as the redundancy measures
Imin. Once the cumulative terms have been calculated, the incremental terms can
be calculated using Eq. 8.
However, the calculation of all terms is not so straightforward if the measure
defined as the basis to construct the decomposition does not define the cumulative
terms. In fact, in the different proposals that exist so far, the basic component
chosen to calculate the other terms has alternatively been a redundancy measure
(Williams and Beer, 2010; Harder et al., 2013; Ince, 2016), a synergy measure
(Griffith and Koch, 2013), or a unique information measure (Bertschinger et al.,
2014). In the bivariate case, these alternatives do not lead to any qualitative dif-
ference in the procedure to identify the other measures, because, given Eqs. 1
and 3, we can relate the four terms of the bivariate decomposition with I(S; 1),
I(S; 2), and I(S; 12), so that defining one of the four terms is enough to iden-
tify the other three. However, this direct procedure cannot similarly be applied
for n > 2. This can be understood, already for n = 3, considering the number
of cumulative terms which are directly calculable as mutual information terms.
Only the terms related to the collections formed by a single source, 1, 2, 3, 12,
13, 23, and 123, are defined a priori. This means that only seven equations anal-
ogous to Eqs. 1 and 3 are available to calculate the K = 18 cumulative terms.
If the measure taken as basis of the decomposition is defined generally for each
node (as Imin in Williams and Beer (2010)) this is not a problem, and these seven
equations are directly fulfilled as special cases of Eq. 7. But if the measure taken
as the basis is a measure of synergy or uniqueness, then it does not define di-
rectly the cumulative terms, but only certain incremental terms. This difference
is clear already for n = 2. The redundancy I(S; 1.2) is a cumulative term in the
decomposition, in particular it corresponds to the bottom element of the lattice.
Conversely, the unique information terms I(S; 1\2) and I(S; 2\1), as well as the
synergy I(S; 12\1, 2) correspond to incremental terms. That is, the particularity
of the redundancy measure Imin is that it provides a definition for all the cumula-
tive terms of the mutual information gain decomposition, while the measures of
unique information or synergy, for n > 2, do not provide a definition applicable
to all the incremental terms of the lattice. Indeed, previous approaches based on
synergy or unique information measures have not provided a general procedure to
determine the expression of all the elements in multivariate decompositions.
We will now indicate how to calculate all the cumulative terms of the mutual
information gain decomposition for n = 3 using as a basis a definition of synergy
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or unique information. As we will show below, this procedure can lead to some
inconsistencies, but it serves to motivate the introduction of the alternative decom-
positions of the mutual information loss instead of the mutual information gain.
The key ingredient here is the invariance of the cumulative terms across decompo-
sitions, as indicated in Eq. 9. Based on this invariance we can resort to the bivariate
decompositions in order to calculate many of the cumulative terms of the trivariate
decomposition of Figure 1B. Indeed, from the 18 minus 7 terms that do not corre-
spond directly to the mutual information of a single source, all except the ones of
the collections 12.13.23 and 1.2.3 appear also in a bivariate decomposition. For
example, 1.2 is part of the decomposition in Figure 1A, and 1.23 is part of the one
in Figure 1C. Analogous bivariate decompositions exist for 1.3, 2.3, 2.13, 3.12,
12.13, 12.23, and 13.23. For each of these bivariate decompositions, if a defini-
tion of bivariate synergy is defined, it can be used to determine the corresponding
bivariate redundancy, which, being a cumulative term, is invariant and can be used
equally in the trivariate decomposition. Accordingly, it is the connection between
different decompositions what allows us to calculate most of the terms. This same
procedure of using the bivariate decompositions could be used if instead of a defi-
nition of synergy we used a definition of unique information. Finally, to calculate
1.2.3 and 12.13.23 we can use the smaller trivariate decompositions of Figure 1D
and the one composed by the red edges of Figure 1B, respectively. In these two
smaller trivariate decompositions, after using the bivariate ones to calculate the
corresponding cumulative terms, the situation becomes the same as for the bivari-
ate case: all cumulative terms are already calculated except one, which means that
it suffices to define a single measure, either a synergy or unique information, in
order to be able to retrieve the complete set of cumulative and incremental terms.
This procedure is attractive because, nicely using only the connection between
different lattices and the invariance of the cumulative terms, it apparently provides
a way to construct multivariate decompositions, simply by recurrently using de-
compositions of a lower order to calculate the cumulative terms. However, this
approach leads to some inconsistencies. In particular, consider that a measure of
synergy is provided, which should allow identifying the top incremental term of
any decomposition. For example, a measure of synergy should determine the in-
cremental term ∆(S; 123\12.13.23) of Figure 1B and ∆(S; 123\1.2.3) of Figure
1D. However, since in a decomposition of the mutual information gain these syn-
ergy components correspond to incremental terms, as discussed above, they are
decomposition-specific. Consider then the alternative decompositions presented
in Figure 3A-B, and Figure 3C-D, respectively. In Figure 3A-B, if the same defi-
nition of ∆(S; 123\1.2.3) is used based on the synergy measure, this results in a
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A C 
D 
B 
1.2.3 
2.3 1.3 1.2 
3 2 1 
123 123 
1 23 
1.23 
123 
1 23 
1.2.3 
1.2.3 
1 2 3 
123 
Figure 3: Examples of information gain lattices that result in inconsistencies when
trying to derive redundancy terms from a synergy definition, as explained in Sec-
tion 2.2.
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different form for I(S; 1.2.3) in the two lattices, because the increment sublattices
♦A123 6= ♦B123. This contradicts the invariance of the cumulative terms across
lattices. Figure 3C-D presents another contradiction resulting from directly using
the synergy definition: since collections 123, 1 and 23 are common to both decom-
positions, the same expression would be obtained for the redundancy I(S; 1.23)
and I(S; 1.2.3) depending on the lattice used. For both examples the problem is
that a definition of synergy is expected to depend only on S and on the sources
among which synergy is quantified, but cannot be context-dependent, in opposi-
tion to the incremental terms, which are always context-dependent in the sense
that they are decomposition-specific.
3 Decompositions of mutual information loss
A further problem raised by the comparisons in Figure 3 is the following: if con-
versely to having a definition of synergy, a measure defining the cumulative terms
is used as in the original proposal of Williams and Beer (2010), the incremental
terms are calculated using Eq. 8, and when the increment sublattices of the top in-
cremental term are different, different quantifications associated with synergy are
obtained. That is, for example, ∆A(S; 123\1.2.3) 6= ∆B(S; 123\1.2.3) in Figure
3. Accordingly, it is not straightforward to interpret the top incremental term as
the one quantifying the synergistic component of the mutual information, since
different possible decompositions result in different terms. This issue does not
arise for the bivariate decomposition because a single decomposition involving a
synergistic component is possible.
To overcome these problems, we now consider an alternative type of decom-
positions: decompositions of mutual information loss instead of decompositions
of mutual information gain. In this type of decompositions, synergy measures can
be associated with cumulative terms instead of incremental terms, and thus they
are not decomposition-specific. In the lattices associated with the decompositions
of mutual information gain, the ordering relation is defined such that upper nodes
correspond to collections which cumulative terms have more information about
S than each of the cumulative terms in their down set. Oppositely, in the lattice
associated with a decomposition of mutual information loss, an upper node cor-
responds to a higher loss of the total information contained in the whole set of
variables about S. The domain of the collections valid for the information loss
decomposition can be defined analogously to the case of information gain:
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A 
C 
D 
B 
1.2.3 
2.3 1.3 1.2 
3 2 1 
Ø 
1 2 
1.2 
Ø 
Ø 
1 23 
1.23 
12.13.23 
12.13 12.23 13.23 
3.12 2.13 1.23 
1.2.3 23 13 12 
1.2 1.3 2.3 
1 2 3 
Ø 
Figure 4: Information loss decompositions of different orders and for different
subsets of collections of sources. The lattices are analogous to the information
gain lattices of Figure 1. Note that now the lattice embedded in B) which is
indicated with the red edges corresponds to the one shown in D).
17
A∗(R) = {α ∈ P(R)\{R} : ∀Ai,Aj ∈ α,Ai * Aj}. (12)
Note that this domain is equivalent to the one of the information gain decompo-
sitions (Eq. 5), except that the collection corresponding to the source containing
all variables {R} is excluded instead of the empty collection. This because, in the
same way that no information gain can be accumulated with no variables, no loss
can be accumulated with all variables. Furthermore, A∗(R) excludes collections
that contain sources that are supersets of other sources of the collection, equally
to A(R). An ordering relation is also introduced analogously to Eq. 6:
∀ α, β ∈ A∗(R), (α  β ⇔ ∀B ∈ β, ∃A ∈ α,B ⊆ A). (13)
This ordering relation differs from the one of lattices associated with information
gain decompositions in that now upper collections should contain subset sources
and not the opposite. Figure 4 shows several information loss decompositions
analogous to the gain decompositions of Figure 1. For the lattices of Figure
4A,C,D, the only difference with respect to Figure 1 is the top node, where the
collection containing all variables is replaced by the empty set. Indeed, the empty
set results in the highest information loss. For the full trivariate decomposition of
Figure 4B there are many more changes in the structure of the lattice with respect
to Figure 1B. In particular, now the smaller embedded lattice indicated with the
red edges corresponds to the one of Figure 4D, while the lattice of Figure 1D is not
embedded in Figure 1B. An intuitive way to interpret the mutual information loss
decomposition is in terms of the marginal probability distributions from which
information can be obtained for each collection of sources. Each source in a col-
lection indicates a certain probability distribution that is available. For example,
the collection 12.13, composed by the sources 12 and 13, is associated with the
preservation of the information contained in the marginal distributions p(S, 1, 2)
and p(S, 1, 3). Note that all distributions are joint distributions of the sources and
S. In this view, the extra information contained in p(S;R) that cannot be obtained
from the marginals preserved, corresponds the accumulated information loss. Ac-
cordingly, the information loss decompositions can be connected to hierarchical
decompositions of the mutual information (Olbrich et al., 2015; Perrone and Ay,
2016). Furthermore, information loss associated with the preservation of only
certain marginal distributions can be formulated in terms of maximum entropy
(Bertschinger et al., 2014), which renders loss lattices suitable to extend previous
work studying neural population coding with the maximum entropy framework
(Ince et al., 2010).
18
We will use the notation L(S;α) to refer to the cumulative terms of the infor-
mation loss decomposition, in comparison to the cumulative terms of information
gain I(S;α). For the incremental terms, since they also correspond to a differ-
ence of information (in this case lost information) we will use the same notation.
This will be further justified below when examining the dual relationship between
certain information gain and loss lattices. However, when we want to explicitly in-
dicate the type of lattice to which an incremental term belongs, we will explicitly
distinguish ∆I and ∆L. Importantly, the role of synergy measures and redun-
dancy measures is exchanged in the information loss lattice with respect to the
information gain lattice. In particular, in the information loss lattices the bottom
element of the lattice corresponds to the synergistic term that in the information
gain lattices is located at the top element. This represents a qualitative difference
because now it is the synergy measure which is associated with cumulative terms,
and redundancy is quantified by an incremental term. For example, in Figure
4B, L(S; 12.13.23) quantifies the information loss of considering only the sources
12.13.23 instead of the joint source 123, which is a synergistic component. On the
other hand, the incremental term ∆(S; ∅\1, 2, 3) quantifies the information loss of
either removing the source 1 or, removing 2, or removing 3. Since the informa-
tion loss quantified is associated with removing any of these sources, it means that
the loss corresponds to information which was redundant to these three sources.
This reasoning applies also to identify the uniqueness nature of other incremental
terms of the information loss lattice. For example, ∆(S; 12.13\23) can readily be
interpreted as the unique information contained in 23 that is lost when having only
sources 12.13.
The definition of the information loss lattices simplifies the construction of
mutual information decompositions from a synergy measure. If such a measure
can generically be used to define the cumulative terms of the loss lattice analo-
gously to how a redundancy measure, for example Imin, defines the cumulative
terms of the gain lattice, then the equations relating cumulative and incremental
terms can be applied to identify all the remaining terms. Since, like in the in-
formation gain lattice, the top cumulative term is equal to the total information
(L(S; ∅) = I(S; {R})), the lattice is a decomposition of the mutual information
for a certain set of variables {R}. In particular, the relations between cumulative
and incremental terms are totally equivalent to the ones of the information gain
lattices:
L(S, α) =
∑
β∈↓α
∆CL(S; β), (14)
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and
∆CL(S;α) = L(S;α)−
|α−|∑
k=1
(−1)k−1
∑
B ⊆ α−
|B| = k
∑
β∈ ⋂
γ∈B
↓γ
∆CL(S; β) (15a)
= L(S, α)−
|α−|∑
k=1
(−1)k−1
∑
B ⊆ α−
|B| = k
L(S;
∧
B). (15b)
The introduction of information loss lattices solves the problem of the ambiguity
of the synergy terms derived from information gain lattices, which was caused
by the identification of synergistic contributions with incremental terms, which
are decomposition-specific by construction. In the information loss decomposi-
tion the synergy contributions are identified with cumulative terms, and thus are
not decomposition-specific. Note however, that there is still a difference between
the degree of invariance of the cumulative terms in the information gain decom-
positions and in the information loss decompositions. The loss is per se relative
to a maximum amount of information that can be achieved. This means that the
cumulative terms of the information loss decomposition are only invariant across
decompositions that have in common the set of variables from which the collec-
tions are constructed. This asymmetry between the absolute and relative nature of
information gain and information loss is reflected in the following relations, which
indicate how a single node α partitions between gain and loss the total information
in each of the two types of lattices:
I(S;α) =
∑
β∈↓α
∆I(S; β) (16a)
I(S; {R})− I(S;α) =
∑
β∈(↓α)C
∆I(S; β) (16b)
L(S;α′) =
∑
β∈↓α′
∆L(S; β) (16c)
I(S; {R})− L(S;α′) =
∑
β∈(↓α′)C
∆L(S; β), (16d)
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A 
C D 
B 123 
1 23 
1.23 
123 
1 23 
1.2.3 
Ø 
1 23 
1.23 
1 
23 
1.23 
2 3 
Ø 
Figure 5: The correspondence between information gain and information loss lat-
tices. A, C) Examples of information gain lattices, and their paired information
loss lattices (B, D, respectively). The shaded areas comprise the collections cor-
responding to incremental terms that contribute to I(S; 1) in each lattice.
where (↓ α)C = C\ ↓ α is the complementary set to the down set of α given
the particular set of collections C used to build a lattice. These equations indicate
that in the information gain lattice all nodes (collections) out of the down set of α
correspond to the information not gained by α, or equivalently, to the information
loss by using α instead of the whole set of variables. Analogously, in the informa-
tion loss lattice, all nodes out of the down set of α′ contain the information not lost
by α′, i.e., the information gained by using α′. Accordingly, in both types of lat-
tices we can say that each collection α partitions the lattice into an accumulation
of gained and lost information.
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4 Dual decompositions of information gain and in-
formation loss
Comparing the information gain lattices and the information loss lattices we see
that the former seem adequate to quantify unambiguously redundancy and the
latter to quantify unambiguously synergy. In the same way that in relation to
Figure 3 we discussed that the top incremental terms of different lattices can have
different values and do not correspond to a unique quantification of synergistic
contributions, equivalently for the information loss lattices the top incremental
elements generally differ across lattices, and cannot be associated with a unique
quantification of redundancy contributions. Therefore, trying to retrieve the terms
of information loss lattices from a definition of a redundancy measure, using a
procedure analogous to the one discussed in Section 2.2, would lead to the same
kind of inconsistencies. We would like to understand in more detail, given Eqs.
16, how the two types of lattices are connected, i.e., which relations exist between
the cumulative or incremental terms of each other, and how to quantify synergy
and redundancy together.
To address these questions we start indicating that, while in some cases it
seems possible to establish a connection between the components of a pair com-
posed by an information gain and an information loss lattice, in other cases the
lack of a match is immediately evident. Consider the examples of Figure 5. In
Figure 5A,C we reconsider the information gain lattices of Figure 3C,D, which
we examined in Section 2.2 to illustrate that we arrive to an inconsistency when
trying to extract the bottom cumulative term from the directly calculable mutual
informations of 1 and 23 and a definition of synergy. Figure 3B,D show informa-
tion loss lattices candidates to be associated with these gain lattices, respectively,
based on the correspondence of the bottom and top collections. While the two
information gain lattices only differ from each other in the bottom collection, the
information loss lattices are substantially more different, with a different number
of nodes. This occurs because, as we discussed above, the concept of a redun-
dancy 1.2.3 is associated with a loss that is common to removing any of the three
variables, considered as the only source of information, and thus a separation of 2
and 3 from the source 23 is required to quantify this redundancy.
The fact that the information gain lattice of Figure 5C and the information
loss lattice of Figure 5D have a different number of nodes already indicates that a
complete match between their components is not possible. For example, consider
the decomposition of I(S; 1) in the information gain lattice, as indicated by the
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nodes comprised in the shaded area in Figure 5C. I(S; 1) is decomposed into
two incremental terms. To understand which nodes are associated with I(S; 1)
in the information loss lattice we argue, based on Eq. 16d, that since the node 1
is related to the accumulated loss L(S; 1) = I(S; 123) − I(S; 1), and L(S; ∅) =
I(S; 123), this means that the sum of all the incremental terms which are not in
the down set of 1 must correspond to I(S; 1). These nodes are indicated by the
shaded area in Figure 5D. Clearly, there is no match between the incremental
terms of the information gain lattice and of the information loss lattice, since in
the former I(S; 1) is decomposed into two incremental terms and in the latter is
decomposed into four incremental terms. Conversely, for the lattices of Figure
5A,B, the number of incremental terms is the same, which does not preclude from
a match.
As another example to gain some intuition about the degree to which gain and
loss lattices can be connected, we now reexamine the other two lattices of Figure
3. The blue shaded area of Figure 6A indicates the down set of 1, containing all
the incremental terms accumulated in I(S; 1). The complementary set (↓ 1)C ,
indicated by the pink shaded area in Figure 6A, by construction accumulates the
remaining information (Eq. 16b), which in this case is I(S; 23|1). These two com-
plementary sets of the information gain lattice are mapped to two dual sets in the
information loss lattice, as shown in Figure 6B. In Figure 6C we analogously in-
dicate the sets formed by partitioning the gain lattice given the collection 1, and in
Figure 6D the corresponding sets in the information loss lattice. In comparison to
the example of Figure 5C,D, for which we already indicated that there is no cor-
respondence between the gain and loss lattices, here in none of the two examples
this correspondence is precluded by the difference in the total number of nodes
of the gain and loss lattices. However, in Figure 6C,D, the number of nodes is
not preserved in the mapping of the partition sets corresponding to collection 1
from the gain to the loss lattice, which means that the incremental terms cannot
be mapped one-to-one from one lattice to the other.
So far we have examined the correspondence of partitions for collections α
containing a single source, and hence associated with a directly calculable mutual
information, e.g. I(S; 1). We have seen that in these cases establishing the corre-
spondence of a partition between lattices is straightforward because the dual sets
are identified based on the α-partitions of the two lattices, in agreement with Eqs.
16. Accordingly, for these cases in which α = A is a single source, we can extend
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1.2.3 
2.3 1.3 1.2 
3 1 2 
Ø 
1.2.3 
2.3 1.3 1.2 
3 2 1 
123 A 
D B 
C 
1.2.3 
1 2 3 
123 
1.2.3 
1 2 3 
Ø 
Figure 6: Correspondence between information gain and information loss lattices.
A, C) Examples of information gain lattices, and their paired information loss lat-
tices (B, D, respectively). The blue shaded areas comprise the collections corre-
sponding to incremental terms that contribute to I(S; 1) in each lattice. The pink
shaded areas comprise the collections corresponding to incremental terms that
contribute to the complementary information I(S; 23|1) in each lattice. In A), B),
the dashed red lines encircle the incremental terms contributing to I(S; 1.2).
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Eqs. 16b,d to:
L(S;A) = I(S; {R})− I(S;A) =
∑
β∈(↓A)C
∆I(S; β) (17a)
I(S;A′) = I(S; {R})− L(S;A′) =
∑
β∈(↓A′)C
∆L(S; β). (17b)
However, this direct mapping between the two types of lattices does not hold
for collections composed by more than one source. For example, consider the
mapping of the cumulative term I(S; 1.2), composed by the incremental terms in-
dicated by the dashed red ellipse in Figure 6A. Now in the information loss lattice
we cannot take the collection 1.2 to find the corresponding partition, because the
role of the collection 1.2 in the gain and in the loss lattice is different. 1.2 indi-
cates the redundant information gain with sources 1, 2, and the loss of ignoring
other sources apart from 1, 2, respectively. To identify the appropriate partition
in the information loss lattice we argue that the redundant information between 1
and 2 cannot be contained in the accumulated loss of preserving only 1 or only 2.
Accordingly, I(S; 1.2) corresponds to the sum of the incremental terms outside
the union of the down sets of 1 and 2 in the loss lattice. In general:
I(S;α) =
∑
β∈( ⋃
B∈α
↓B)C
∆L(S; β), (18a)
L(S;α′) =
∑
β∈( ⋃
B∈α′
↓B)C
∆I(S; β), (18b)
where the same argument led to relate L(S;α′) to gain incremental terms. These
equations reduce to Eqs. 17 for collections with a single source. It is clear that
to connect the cumulative term of a collection α in a type of lattice with a sum
of incremental terms in a paired lattice of the other type, the sources composing
α must be present as collections in this other lattice. This constrains the lattices
that can be paired. However, there is no constraint in the number of incremental
terms that are summed to obtain a cumulative term. Therefore, as we actually
have illustrated with the examples of Figure 5C,D and 6C,D, for a certain α, the
number of incremental terms in the sum of Eq. 18a can differ from the number of
terms in the sum of Eq. 7. Similarly, the number of incremental terms can differ
25
between the sums of Eq. 18b and Eq. 14. Plugging Eqs. 18a,b in Eqs. 8b and
15b, respectively, we obtain equations relating the incremental terms of the two
lattices:
∆I(S;α) =
∑
β∈( ⋃
B∈α
↓B)C
∆L(S; β)−
|α−|∑
k=1
(−1)k−1
∑
B ⊆ α−
|B| = k
∑
β∈( ⋃
B∈∧B↓B)C
∆L(S; β)
(19a)
∆L(S;α′) =
∑
β∈( ⋃
B∈α′
↓B)C
∆I(S; β)−
|α′−|∑
k=1
(−1)k−1
∑
B ⊆ α′−
|B| = k
∑
β∈( ⋃
B∈∧B↓B)C
∆I(S; β).
(19b)
If the lattices paired are dual, the right hand side of Eq. 19a has to simplify
to a single incremental term ∆L(S; β), and similarly the right hand side of Eq.
19b has to simplify to a single incremental term ∆I(S; β). We define duality
between information gain and loss lattices imposing this one-to-one mapping of
the incremental terms:
Lattice duality: An information gain lattice associated with a set C and an infor-
mation loss lattice associated with a set C ′, built according to the ordering relations
of Eqs. 6, 13, and fulfilling the constraints of Eqs. 7, 8, 14, 15, are dual if and only
if
∀α ∈ C ∃β ∈ C ′ : ∆I(S;α) = ∆L(S; β), (20a)
∀α ∈ C ∃β ∈ C ′ : I(S;α) =
∑
γ∈↓α
∆I(S; γ) =
∑
γ∈↑β
∆L(S; γ), (20b)
∀α′ ∈ C ′ ∃β′ ∈ C : ∆L(S;α′) = ∆I(S; β′), (20c)
∀α′ ∈ C ′ ∃β′ ∈ C : L(S;α′) =
∑
γ∈↓α′
∆L(S; γ) =
∑
γ∈↑β′
∆I(S; γ). (20d)
This definition does not provide a procedure to construct the dual information
loss lattice from an information gain lattice, or viceversa. However, we have found
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Term Measure
∆(S; i.j.k) = I(S; i.j.k)
min
i.j.k
I(S; ijk)−min
i.j
I(S; j|i)
−min
i.k
I(S; i|k)−min
j.k
I(S; k|j)
∆(S; i.j\k)
min
i.k
I(S; ijk) + min
j.k
I(S; ijk)
−min
i.j.k
I(S; ijk)− I(S; k)
∆(S; i\j, k) min
i.j.k
I(S; ijk)−min
j.k
I(S; ijk)
∆(S; ijk\i, j, k) = L(S; i.j.k) I(S; ijk)−min
i.j.k
I(S; ijk)
I(S; i.j) I(S; j)−min
i.j
I(S; j|i)
L(S; i.j) I(S; ijk)−min
i.j
I(S; ijk)
L(S; i) I(S; jk|i)
Table 1: Components of the mutual information dual decompositions of Figure 7
based on the synergy measure defined in Bertschinger et al. (2014).
and we here conjecture that a necessary condition for two lattices to be dual is that
they contain the same collections except {R} at the top of the gain lattice being
replaced by ∅ at the loss lattice. In particular, the lattices constructed from the full
domain of collections, A{R} for the gain and A∗{R} for the loss, are dual. In
Figure 7 we show an example of dual lattices, the pair already discussed in Figure
6A,B. We detail all the cumulative and incremental terms in these lattices. While
the cumulative terms are specific to each lattice, the incremental terms, in agree-
ment with Eqs. 20a,c, are common to both. In more detail, the incremental terms
are mapped from one lattice to the other by an up/down and right/left reversal
of the lattice. From these two reversals, the right/left is purely circumstantial, a
consequence of our choice to locate the collections common to both lattices in the
same location (for example, to have the collections ordered 1, 2, 3 in both lattices
instead of 3, 2, 1 for one of them). Oppositely, the up/down reversal is inherent to
the duality between the lattices and reflects the relation between the summation in
down sets or up sets in the summands of Eqs. 20b,d.
To provide a concrete example of information gain and information loss dual
decompositions we here adopted and extended to the multivariate case the bivari-
ate synergy measure defined in Bertschinger et al. (2014). Table 1 lists all the
resulting expressions when this measure is used to determine all the terms in both
decompositions. The measure associated with terms L(S; i.j) corresponds to the
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I(S;3) I(S;2) I(S;1) 
I(S;123) 
Δ(S;3\1,2) Δ(S;2\1,3) Δ(S;1\2,3) 
Δ(S;123\1,2,3) 
Δ(S;2.3\1) Δ(S;1.3\2) Δ(S;1.2\3) 
I(S;2.3) I(S;1.3) I(S;1.2) 
I(S;1.2.3) 
Δ(S;1.2.3) 
L(S;2.3) L(S;1.3) L(S;1.2) 
Δ(S;1\2,3) Δ(S;2\1,3) Δ(S;3\1,2) 
L(S;1.2.3) 
Δ(S;123\1,2,3) 
I(S;123) 
Δ(S;1.2.3) 
I(S;12|3) I(S;13|2) I(S;23|1) 
Δ(S;1.2\3) Δ(S;1.3\2) Δ(S;2.3\1) 
Figure 7: Dual trivariate decompositions for the sets of collections that do not
contain bivariate sources. A) Information gain lattice. B) Information loss lat-
tice. In each node together with the collection the corresponding cumulative and
incremental terms are indicated. Note that the incremental terms are common to
both lattices and can be mapped by reversing the lattice up/down and right/left. In
the information loss lattice the cumulative terms of collections containing single
sources, L(S; i), i = 1, 2, 3, are directly expressed as the corresponding condi-
tional information.
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original bivariate measure of synergy of Bertschinger et al. (2014). This measure
is extended in a straightforward way to the multivariate case, and in particular for
the trivariate case corresponds to the term L(S; i.j.k). The bivariate redundancy
measure also already used in Bertschinger et al. (2014) corresponds to I(S; i.j).
The rest of incremental terms can be obtained from the information loss lattice
using Eq. 15. Note that we could have proceeded in a similar way starting from a
definition of the cumulative terms in the gain lattice, such as Imin, and then deter-
mining the terms of the loss lattice. Here we use this concrete decomposition only
as an example and it is out of the scope of this work to characterize the properties
of the resulting terms. Alternatively, we focus on discussing the properties related
with the duality of the decompositions.
Most importantly, the dual lattices provide a self-consistent quantification of
synergy and redundancy. Eqs. 20a,c, together with the fact that the bottom incre-
mental terms of lattices are also cumulative terms, ensure that, combining differ-
ent dual lattices of different order n and composed by different subsets, as studied
in Section 2, all incremental terms correspond to a bottom cumulative term of a
certain lattice. For example, for the lattices of Figure 7, the bottom cumulative
term in the information gain lattice, the redundancy I(S; i.j.k), is equal to the top
incremental term of the loss lattice, ∆(S; i.j.k). Similarly, the bottom cumulative
term of the loss lattice, the synergy L(S; i.j.k), is equal to the top incremental
term of the gain lattice ∆(S; ijk\i, j, k).
For dual lattices, the iterative procedure of Section 2.2 can be applied to re-
cover the components of the information gain lattice from a definition of synergy
and the components calculated in this way are equal to the ones obtained from
the mapping of incremental terms from one lattice to the other. In more detail,
let us refer to the bottom and top terms by ⊥ and >, respectively, and distin-
guish between generic terms such as I(S;α) and a specific measure assigned to
it, I¯(S;α). One can define the synergistic top incremental term of the gain lat-
tice using the measure assigned to the bottom cumulative term of the loss lattice,
imposing ∆I(S;>) ≡ L¯(S;⊥) and self-consistency ensures that the measures
obtained fulfill I¯(S;⊥) = ∆L¯(S;>). Similarly, self-consistency assures that, if
one takes as a definition of redundancy for the cumulative terms of the gain lat-
tice the measure assigned to the incremental terms of the loss lattice based on a
definition of synergy, consistent incremental terms are obtained in the gain lattice.
That is, I(S;⊥) ≡ ∆L¯(S;>) results in ∆I¯(S;>) = L¯(S;⊥). It can be checked
that these self-consistency properties do not hold in general, for example for the
lattices of Figure 6C,D. The properties of dual lattices guarantee that, within the
class of dual lattices connected by the decomposition-invariance of cumulative
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terms, inconsistencies of the type discussed in Section 2.2 do not occur, and all
the terms in the decompositions are not decomposition-dependent.
5 Discussion
In this work we extended the framework of Williams and Beer (2010) focusing on
the lattices that underpin the mutual information decompositions. We started gen-
eralizing the type of information gain lattices introduced by Williams and Beer
(2010). By considering more generally which information gain lattices can be
constructed (Section 2.1), we reexamined the constraints that Williams and Beer
(2010) identified for the lattice’s components (Eq. 5) and ordering relation (Eq.
6). These constraints were motivated by the link of each node in the lattice with a
measure of accumulated information. We argued that it is necessary to check the
validity of each specific lattice given each specific set of variables. We indicated
that this checking can overcome the problems found by Rauh et al. (2014) with the
original lattices described in Williams and Beer (2010). In particular, we showed
that the existence of nonnegative components in the presence of deterministic re-
lations between the variables is directly a consequence of the non-compliance of
the validity constraints.
For our generalized set of information gain lattices, we examined the relations
between the terms in different lattices (Section 2.1). We pointed out that the two
types of information-theoretic quantities associated with the lattices have different
invariance properties: The cumulative terms of the information gain lattices are
invariant across decompositions, while the incremental terms are decomposition-
dependent and are only connected across lattices through the relations resulting
from the invariance of the cumulative terms. This produces a qualitative dif-
ference in the properties of the redundancy components of the decompositions,
which are associated with cumulative terms in the information gain lattices, and
the unique or synergy components, which correspond to incremental terms. This
difference has practical consequences when trying to construct a mutual informa-
tion decomposition from a measure of redundancy or a measure of synergy or
unique information, respectively. In the former case, as described in Williams
and Beer (2010), the terms of the decomposition can be derived straightforwardly
given that the redundancy measure identifies the cumulative terms. In the latter,
for the multivariate case, it is not straightforward to construct the decomposition
because the synergy or uniqueness measures only allow identifying specific in-
cremental terms. Exploiting the connection between different lattices that results
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from the invariance of the cumulative terms, we proposed a procedure to gen-
erally construct information gain decompositions from a measure of synergy or
unique information (Section 2.2). This procedure allows applying to the multi-
variate case measures of synergy (Griffith and Koch, 2013) or unique information
(Bertschinger et al., 2014) for which associated decompositions had only been
constructed for the bivariate case. However, the application of this procedure led
us to recognize inconsistencies in the determination of decompositions compo-
nents across lattices. We argued that these inconsistencies are a consequence of
the intrinsic decomposition-dependence of synergy and unique information com-
ponents, inherited from their correspondence to incremental terms in the informa-
tion gain lattice.
We then introduced an alternative decomposition of the mutual information
based on information loss lattices (Section 3). The role of redundancy and syn-
ergy components is exchanged in the loss lattices with respect to the gain lattices,
now being the synergy components the ones associated with the cumulative terms.
We defined the information loss lattices analogously to the gain lattices, determin-
ing validity constraints for the components and introducing an ordering relation to
construct the lattices. Cumulative and incremental terms are related in the same
way as in the gain lattices, establishing the connection between the lattice and the
mutual information decomposition. This type of lattices allows readily determin-
ing the information decomposition from a definition of synergy. Furthermore, the
information loss lattices can be useful in relation to other alternative information
decompositions (Schneidman et al., 2003b; Olbrich et al., 2015; Perrone and Ay,
2016). However, analogous inconsistencies to the ones found for the information
gain lattices affect now the redundancy components, which now correspond to
incremental terms. Therefore, we studied in general the correspondence between
information gain and information loss lattices, in order to determine how to jointly
quantify synergy and redundancy. The final contribution of this work was the def-
inition of dual gain and loss lattices (Section 4). Within a dual pair, the gain and
loss lattices share the incremental terms, which can be mapped one-to-one from
the nodes of one lattice to the other. Duality ensures self-consistency, so that the
redundancy components obtained from a synergy definition are the same as the
synergy components obtained from the corresponding redundancy definition.
As in the original work of Williams and Beer (2010) that we aimed to extend,
we have here considered generic variables, without making any assumption about
their nature and relations. A case which however deserves special attention is that
of variables associated with time-series, so that information decompositions allow
studying the dynamic dependencies in the system (Chicharro and Ledberg, 2012a;
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Faes et al., 2015). Practical examples include the study of multiple-site recordings
of the time course of neural activity at different brain locations, with the aim of
understanding how information is processed across neural systems (Valdes-Sosa
et al., 2011). In such cases of time-series variables, a widely-used type of mutual
information decomposition aims to separate the contribution to the information of
different causal interactions between the subsystems (e. g. Solo, 2008; Chicharro,
2011). Considering synergistic effects is also important when trying to charac-
terize the causal relations (Stramaglia et al., 2014). In fact, when causality is
analyzed by quantifying statistical predictability using conditional mutual infor-
mation, a link between these other decompositions and the one of Williams and
Beer (2010) can be readily established (Williams and Beer, 2011; Lizier et al.,
2013).
The proposal of Williams and Beer (2010) has proven to be a fruitful concep-
tual framework and connections to other approaches to study information in mul-
tivariate systems have been explored (Wibral et al., 2015; Banerjee and Griffith,
2015; James and Crutchfield, 2016). However, despite subsequent attempts (e. g.
Harder et al., 2013; Bertschinger et al., 2014; Griffith and Koch, 2013; Ince, 2016),
it is still an open question how to decompose in multivariate systems the mutual
information into nonnegative contributions that can be interpreted as synergy, re-
dundancy, or unique components. This issue constitutes the main challenge that
limits so far the practical applicability of the framework. Other challenges for this
type of decompositions are to be able to further relate the terms in the decom-
position with a functional description of the parts composing the system (Panzeri
et al., 2017) and, in the case of dynamic systems, to adapt the decompositions
to incorporate an interventional instead of only statistical predictability approach
to causality (Chicharro and Panzeri, 2014; Panzeri et al., 2017). This situation
is, in practice, relevant for example to dissect information transmission in neural
circuits during behavior, which can be done combining the analysis of time-series
recordings of neural activity using information decompositions with space-time
resolved interventional approaches based on brain perturbation techniques such
as optogenetics (O’Connor et al., 2013; Otchy et al., 2015; Panzeri et al., 2017).
This interventional approach can be incorporated to the framework by adopting in-
terventional information-theoretic measures suited to quantify causal effects (Ay
and Polani, 2008; Lizier and Prokopenko, 2010; Chicharro and Ledberg, 2012b).
The work that we have presented here does not address yet these challenges. How-
ever, overall, this work provides a wider perspective to the ground constituents of
the mutual information decompositions introduced by Williams and Beer (2010),
introduces new types of lattices, and helps to clarify the relation between synergy
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and redundancy measures with the lattices components. The consolidation of this
theoretical framework is expected to foster future applications.
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A Lattice theory definitions
We here review some concepts of lattice theory and of the construction of in-
formation decompositions based on collections lattices. For further review and
references to specialized textbooks see Williams and Beer (2010).
Definition 1: A pair 〈X,≤〉 is a partially ordered set or poset if ≤ is a binary
relation on X that is reflexive, transitive and antisymmetric.
Definition 2: Let 〈X,≤〉 be a poset, and let Y ⊆ X . An element x ∈ X is a
lower bound for Y if ∀y ∈ Y, y ≥ x. An upper bound for Y is defined dually.
Definition 3: An element x ∈ X is the greatest lower bound or infimum for Y ,
denoted inf Y , if x is a lower bound of Y and ∀y ∈ Y and ∀z ∈ X; y ≥ z implies
x ≥ z. The least upper bound or supremum for Y , denoted sup Y , is defined
dually.
Definition 4: A poset 〈X,≤〉 is a lattice if, and only if, ∀x, y ∈ X both inf {x, y}
and sup {x, y} exist in X . For Y ⊆ X , we use ∧Y and ∨Y to denote the infi-
mum and supremum of all elements in Y , respectively.
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Definition 5: For a, b ∈ X , we say that a is covered by b if a < b and a ≤ c <
b⇒ a = c. The set of elements that are covered by b is denoted by b−.
Definition 6: For any x ∈ X , the down-set of x is the set ↓ x = {y ∈ X : y ≤
x}. The up-set ↑ x of x is defined analogously.
Apart from these definitions from lattice theory we here introduce, as a con-
cept more specific of the information decompositions, the concept of increment
sublattice:
Definition 7: For a lattice built with the collections set C, for any α ∈ C, the
increment sublattice is ♦α = {∧B : B ⊆ α−, |B| = k, k = 1, ..., |α−|} .
B Validity checking to overcome the nonnegativity
counterexample of Rauh et al. (2014)
We here examine in more detail the nonnegativity counterexample studied in Rauh
et al. (2014) that we mentioned in Section 2.1. In this example two variables Y1Y2
are independently uniformly distributed binary variables, and a third is generated
as Y3 = Y1 XOR Y2. Furthermore, S = (Y1, Y2, Y3). The variables have de-
terministic relations, such that any pair {Yi, Yj}, i 6= j determines the third. We
start by reviewing their arguments. The identity axiom proposed by Harder et al.
(2013) imposes that I(YiYj;Yi.Yj) = I(Yi;Yj) = 0 bit, i 6= j. Given the deter-
ministic relation between the variables this implies that I(S;Yi.Yj) = 0 bit, i 6= j.
By monotonicity ascending the lattice of Figure 1B, also I(S;Y1.Y2.Y3) = 0
bit. Accordingly, also the incremental terms of the corresponding nodes van-
ish. In the next level of the gain lattice, I(S;Yi.YjYk) = I(Y1Y2Y3;Yi.YjYk) and
hence applying again the identity axiom, I(S;Yi.YjYk) = I(Yi;YjYk) = 1 bit.
This also leads to ∆I(S;Yi.YjYk\Yj, Yk) = 1 bit. Furthermore, by monotonicity,
I(S;Y1Y2.Y1Y3.Y2Y3) ≤ I(S;Y1Y2Y3) = 2 bit. This leads to the incremental term
∆I(S;Y1Y2.Y1Y3.Y2Y3\Y1, Y2, Y3) ≤ 2 − 3 bit = −1bit. Since this derivation is
based on the axioms and not on the specific properties of the measures used, this
proves that, for the lattice of Figure 1B and for this specific set of variables, there
is no measure that can be used to define the terms in the decomposition so that
nonnegativity is respected.
We completely agree with the derivation of Rauh et al. (2014). What we argue
is that in this case the non-compliance of nonnegativity is a direct consequence of
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how the deterministic relations between the variables render some of the collec-
tions that form part of the lattice of Figure 1B invalid according to the constraints
that define the domain of collections (Eq. 5), and render some ordering relations
invalid according to the ordering rule of Eq. 6. Therefore, adopting the general-
ized framework that we have proposed, this counterexample can be reinterpreted
by saying that the full lattice is not valid for these variables, but that still other
lattices are possible. In particular, for the lattice of Figure 1B, one can use the de-
terministic relations between the variables to substitute each bivariate source YiYj
by Y1Y2Y3, and then check which collections are invalid. After removing these
invalid collections and rebuilding the edges between the remaining collections
according to the ordering relation, the lattice of Figure 1D is obtained.
However, it can be checked, following a derivation analogous to the one of
Rauh et al. (2014), that also for the lattice of Figure 1D nonnegativity is not ac-
complished, in particular by I(S;Y1Y2Y3\Y1, Y2, Y3). This is because, still by the
deterministic relations, the top collection could be reduced to any collection YiYj .
In contrast to the lattice of Figure 1B, in Figure 1D this reduction would not led
to a duplication of a collection, since no bivariate sources are present in other
nodes, but it still invalidates the ordering relations in the lattice. In particular, if
Y1Y2Y3 is replaced by YiYj , the edge between YiYj and Yk has to be removed. The
remaining structure is not a lattice anymore, given the Definition 4 in Appendix
A. In Appendix C we briefly discuss more general information decompositions
for structures that are not lattices, but here we still restrict ourselves to lattices.
Within the set of lattices, it is now clear that in this case the deterministic relations
render invalid any lattice containing the three variables, and thus only lattices anal-
ogous to the one of Figure 1A can be built. For these lattices with two variables,
I(S;Yi.Yj) = 0 bit, I(S;Yi) = 1 bit, and I(S;YiYj) = 2 bit lead to all incremen-
tal terms being nonnegative. Instead of a counterexample of the nonnegativity
of the incremental terms, we can interpret this case as an example in which the
relations between the variables invalidate certain lattices. The possibility to gener-
ally construct multivariate nonnegative decompositions, even after these validity
checking, remains an open question.
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C The requirements for the nonnegativity of the de-
composition incremental terms
We here review the proofs of Theorems 3 − 5 of Williams and Beer (2010) from
a general perspective, identifying their key ingredients. The aim is to recognize
which constraints exist to further generalize the type of structures that can be
used to build mutual information decompositions while preserving the same re-
lation between the structures and the information-theoretic terms. Furthermore,
we want to identify the properties required to ensure nonnegativity for the incre-
mental terms, and assess the degree to which these properties can be shared by
other measures or are mainly specific of the form of the measure Imin proposed
in Williams and Beer (2010). This is important because the proposal of Williams
and Beer (2010) is the only one in which nonnegativity of the decomposition com-
ponents has been proven for the multivariate case. This appendix does not aim to
be fully autonomous and assumes the previous reading of the proofs in (Williams
and Beer, 2010).
We start discussing Theorem 3 of Williams and Beer (2010). The theorem
states the expression for the incremental terms of the information gain lattices that
we indicated in Eq. 8. The expression of Eq. 8a results directly from the implicit
definition of the incremental terms in Eq. 7 and does not require that the structure
formed by the collections given the ordering relation is a lattice. Conversely, Eq.
8b requires that, at least for the elements in ♦α, the structure forms a lattice,
namely the increment sublattice. Although Williams and Beer (2010) formulated
this theorem specifically for Imin, it does not depend on the properties of the
measure and relies only on the lattice properties and the connection between the
lattice and the information decomposition given by Eq. 7. This is why we can use
the expressions of Eq. 8 without any specification about the form of the mutual
information measures used to build the decomposition.
We now consider Theorem 4 of Williams and Beer (2010). For the proof of
this theorem not only lattice properties but also the properties of Imin were used.
We are interested in separating which of these properties correspond to the ax-
ioms generically required for any measure of redundancy (e. g. Griffith et al.,
2014), and which are specific of the form of Imin. First, the proof uses Theorem
3 and Lemma 2 of Williams and Beer (2010), which do not depend on the spe-
cific properties of Imin, nor in any generic axiom for redundancy measures. Note
however that the proof uses Eq. 8b and not only Eq. 8a to express the incremental
terms as a function of cumulative terms, and thus, for a certain α, only holds if
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the structure is compatible with a lattice for ♦α. Second, the proof relies on a
very specific property of the form of Imin: For a given collection, this measure is
defined based on a minimum operation acting on a set of values, each value as-
sociated with one of the sources contained in the collection. In more detail, each
value corresponds to the Specific Information for the corresponding source, and
thus it is nonnegative and monotonicity holds between sources with more vari-
ables. This means that, when considering each summand in Imin for S = s, a
cumulative term I(S = s;α) is a function of the cumulative terms associated with
the collections formed by each of the sources in α alone. This is relevant because
it allows relating the measures in each node of the lattice beyond the generic re-
lations characteristic of the decomposition. In more detail, in the proof it allows
substituting a minimum operation acting on the sources contained in the infimum
of a set of collections by two minimum operations, acting on the collections in
that set and on the sources in each of these collections, respectively.
Finally, Theorem 5, which proofs the nonnegativity of the incremental terms,
relies on Theorem 4, the nonnegativity of cumulative terms I(S;α), and mono-
tonicity of the Specific Information. Overall, we see that the specific closed form
expression of the incremental terms stated in Theorem 4 is fundamental to prove
the nonnegativity of the incremental terms. The key property of Imin to prove The-
orem 4 does not follow from the generic axioms proposed for redundancy mea-
sures, and is not shared by other measures that have been proposed (e. g. Harder
et al., 2013; Griffith and Koch, 2013; Bertschinger et al., 2014). This renders the
proof of Theorem 4 and 5 specific to Imin, in contrast to the proof of Theorem 3.
Accordingly, our reexamination of the proofs of Williams and Beer (2010) helps
to point out that any attempt to prove the nonnegativity of the mutual information
decomposition based on an alternative measure cannot in general follow the same
procedure.
D Another example of dual decompositions
As a second example of a pair of dual decompositions we show in Figure 8, also
for the case of three variables, the decompositions for the sets of collections that
do not contain univariate sources.
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12.13.23 
13.23 12.23 12.13 
23 13 12 
123 
12.13.23 
A B Ø 
23 13 12 
13.23 12.23 12.13 
I(S;23) I(S;13) I(S;12) 
I(S;123) 
Δ(S;23\12,13) Δ(S;13\12,23) Δ(S;12\13,23) 
Δ(S;123\12,13,23) 
Δ(S;13.23\12) Δ(S;12.23\13) Δ(S;12.13\23) 
I(S;13.23) I(S;12.23) I(S;12.13) 
I(S;12.13.23) 
Δ(S;12.13.23) 
L(S;13.23) L(S;12.23) L(S;12.13) 
Δ(S;12\13,23) Δ(S;13\12,23) Δ(S;23\12,13) 
L(S;12.13.23) 
Δ(S;123\12,13,23) 
I(S;123) 
Δ(S;12.13.23) 
I(S;1|23) I(S;2|13) I(S;3|12) 
Δ(S;12.13\23) Δ(S;12.23\13) Δ(S;13.23\12) 
Figure 8: Analogous to Figure 7 but for the trivariate decomposition based only
on collections that do not contain univariate sources.
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