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Abstract
In this paper, we present a delay composition rule that
bounds the worst-case end-to-end delay of a job as a func-
tion of per-stage execution times of higher priority jobs
along its path, in a multistage distributed system where the
routes of jobs form a directed acyclic graph. The delay
composition rule makes no assumption on scheduling pol-
icy (except that jobs are assigned the same priority on all
stages), and makes no assumption on periodicity. Applying
the rule to a particular job only requires knowledge of exe-
cution times of higher priority jobs along the path followed
by the job, which is in contrast with traditional schedula-
bility analysis techniques that require global knowledge of
all jobs and routes in the distributed system, which may be
difficult or expensive to obtain. Inspired by the resulting
simple delay expression of our composition rule, a transfor-
mation of the system to an equivalent single stage system
becomes apparent. The wealth of schedulability analysis
techniques derived for uniprocessors can then be applied to
decide schedulability of tasks in a DAG. We compare our
analysis technique with traditional techniques using simu-
lations.
1. Introduction
Several real-time and embedded systems today are being
implemented as distributed systems, and understanding the
end-to-end temporal behavior of such systems is a funda-
mental concern of real-time computing. While a plethora of
schedulability analysis techniques addressed multiproces-
sors, there is a distinct lack of theoretical tools to conduct
such analysis on distributed systems.
In this paper, we are concerned with distributed systems
that process several classes of real-time tasks, whose execu-
tion paths form a Directed Acyclic Graph (DAG). Each task
traverses through multiple stages of execution and must exit
the system within specified end-to-end latency bounds. Pre-
emptive fixed priority scheduling is assumed at each node
of the DAG. We derive a delay composition rule that allows
the worst-case delay of a task invocation to be expressed in
terms of the execution times of higher priority task invoca-
tions. According to this rule, the delay of a task in the sys-
tem has two components; (i) a job-additive component that
is proportional to the amount of ‘cross’ traffic, that is, traf-
fic due to tasks that merge with the task under consideration
at different stages of its execution, and (ii) a stage-additive
component that is proportional to the number of stages (but
not the number of task invocations). The main advantage
of the delay composition rule is that it provides a bound on
the worst case end-to-end delay of a task using only infor-
mation of execution times of higher priority tasks along its
route. In contrast, traditional schedulability analysis, such
as holistic analysis [13], require global knowledge of task
routes and execution times, in order to predict the worst case
end-to-end delay. With the growing size of distributed and
embedded systems, such global knowledge could be diffi-
cult or expensive to obtain.
The key factor that allows the delay composition rule to
provide end-to-end delay bounds based on purely local in-
formation, is its distinction of cross traffic from pipelined
traffic. In the presence of pipelined traffic, the overlap in
the execution of successive stages allows for a much tighter
bound on the end-to-end delay. However, with cross traffic,
in the absence of global task arrival knowledge, the delay
composition rule assumes that the cross traffic could arrive
in a manner so as to cause maximum delay on lower prior-
ity task invocations. This assumption does cause the delay
composition rule to be pessimistic in its end-to-end delay
estimate, but such an estimate might be acceptable for large
distributed systems, where traditional schedulability analy-
sis is not feasible.
Our composition rule does not make assumptions on
the scheduling policy other than that it assigns the same
priority to a task invocation at all stages. No assump-
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tion on periodicity of the task set is made. No as-
sumption is made on whether different invocations of the
same task have the same priority. Hence, this rule ap-
plies to static-priority scheduling (such as rate-monotonic),
dynamic-priority scheduling (such as EDF) and aperiodic
task scheduling alike. The simple expression of end-to-end
delay computed by the aforementioned composition rule
leads to a reduction of the multi-stage distributed system to
an equivalent single-stage system. Using this transforma-
tion, it becomes possible to use a wealth of existing schedu-
lability analysis techniques on the new single-processor task
set to analyze the original distributed system.
Prior work in analyzing the schedulability of real-time
tasks in multistage systems can be broadly classified into
two classes. The first class consists of offline schedulabil-
ity tests that divide the end-to-end deadline into individ-
ual stage deadlines and analyze each stage independently
[4, 9, 10, 16]. Such tests require global knowledge of the
distributed system and tend to ignore the overlap in the exe-
cution of successive stages for pipelined traffic. This causes
such techniques to become more pessimistic for large sys-
tems. Although holistic analysis [13] and aperiodic pipeline
schedulability analysis [6] do not divide the end-to-end
deadline into individual stage deadlines, they nevertheless
do not account for the overlap in the execution of tasks in
different stages. Further, holistic analysis requires global
knowledge of the distributed system and has exponential
running time complexity. The second class of tests are ex-
act tests that use response time analysis to precisely deter-
mine whether a task set is schedulable [11, 14, 5]. However,
these tests also have exponential or pseudo-polynomial run-
ning time complexity, which makes them less scalable to
systems with a large number of stages and a large number
of concurrent tasks.
With the growing complexity and scale of distributed
systems, it can be argued that a designer will no longer seek
complex optimal schedulability conditions that maximize
the utilization of available resources. For practical reasons,
designers of real-time systems will be more interested in
simple sufficient conditions that are less error-prone, more
scalable, and can be easily understood and applied by the
common engineer. The schedulability conditions we derive
in this paper fall into this category.
The remainder of this paper is organized as follows. Sec-
tion 2 briefly describes the system model, states the main
result, and outlines some intuitions into the delay compo-
sition theorem. In Section 3, this theorem is proved. Sec-
tion 4 constructs a transformation of the DAG into a single
stage system. Using this transformation, in Section 5, we
illustrate how to use single stage schedulability analyses to
analyze DAGs. In Section 6, we show results of simulation
experiments comparing our analysis technique with previ-
ous approaches. Related work is reviewed in Section 7. We
conclude in Section 8 with directions for future work.
2. System Model and Problem Statement
Consider a multi-stage distributed data processing sys-
tem. Periodic or aperiodic tasks arrive at this system and re-
quire execution on a set of resources (such as processors1),
each performing one stage of task execution. Specifically,
we consider a multi-stage distributed data processing sys-
tem, whose topology can be expressed as a Directed Acyclic
Graph (DAG). An edge in the DAG between stage i and
stage j, indicates that a task that completes execution on
stage i, could move on to execute at stage j. For the sake of
deriving a general delay composition theorem, we consider
individual task invocations in isolation, not to make any im-
plicit periodicity assumptions. We call these invocations,
jobs. We assume that the priority of each job is the same
across all the stages at which it executes. In a given sys-
tem, many different jobs may have the same priority (e.g.,
invocations of the same task in fixed-priority scheduling).
However, there is typically a tie-breaking rule among such
jobs (e.g., FIFO). Taking the tie-breaker into account, we
can assume without loss of generality that each individual
job has its own priority. This assumption will simplify the
notations used in the derivations.
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Figure 1. Example directed acyclic graph with
job›ow paths, and a feasible number assign›
ment for stages
A job can enter the system at any stage, request process-
ing on a sequence of stages (a path in the DAG), and leave
the system at any stage. Figure 1 shows an example of a
directed acyclic distributed processing system along with a
few sample job-flow paths. Let the total number of stages be
N
′ . We number these stages from 1 to N ′ , in the order vis-
ited by the jobs. In other words, if there exists an edge in the
DAG between stages i and j, then i < j. Such a numbering
always exists as there are no cycles in the topology. How-
ever, this numbering may not be unique, and we choose any
1While we equate a resource to a processor, the same discussion ap-
plies to other resources such as network links and disks as long as they are
scheduled in priority order. A distributed system can thus contain hetero-
geneous resources that include processing, communication and disk I/O
stages.
one number assignment that satisfies the above mentioned
condition. Let Pathi denote the set of stages comprising
the path chosen by job Ji in the system. Let Ai,j be the
arrival time of job Ji at stage j, where 1 ≤ j ≤ N
′ . The
arrival time of the job to the entire system, called Ai, is the
same as its arrival to its first stage, Ai = Ai,t, where t is
the smallest numbered stage in Pathi. Let Di be the end-
to-end (relative) deadline of Ji. It denotes the maximum
allowable latency for Ji to complete its computation in the
system. Hence, Ji must exit the system by time Ai + Di.
The computation time of Ji at stage j, referred to as the
stage execution time, is denoted by Ci,j , for 1 ≤ j ≤ N
′ .
If a job Ji does not execute at stage j, that is j /∈ Pathi,
then Ci,j is zero. Let Si,j , called the stage start time, be
the time at which Ji starts executing on a stage j, and let
Fi,j , called the stage finish time, be the time at which Ji
completes executing on stage j.
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Figure 2. A sub›DAG chosen from the larger
DAG, assuming J1 follows path 3; stages are
re›numbered
The main contribution of this paper lies in deriving a de-
lay composition theorem to bound the delay experienced
by any job as a function of the execution times of higher-
priority jobs that have a common execution stage with this
job. Let the job whose delay is to be estimated be J1, with-
out loss of generality. As we are interested in the delay
of J1, we need to only consider those stages that may po-
tentially influence the delay of J1. We consider a stage i,
only if stage i is reachable in the DAG from the first stage
at which J1 executes, and the last stage at which J1 exe-
cutes is reachable from stage i. We remove all stages that
do not satisfy this condition, and renumber the stages from
1 through N (N ≤ N ′). By the above definition, stage 1
is the first stage at which J1 executes, and stage N is the
last stage at which J1 executes. As before, it is ensured
that if there exists an edge between stage i and stage j, then
i < j. Note that considering only a subset of the stages
constructs a sub-graph of the original DAG, and is therefore
still a DAG. The job-flow path of each job Ji is accordingly
truncated, to only consider the sub-path belonging to the
chosen sub-DAG. Figure 2 shows such a sub-DAG, assum-
ing J1 follows path 3 of the DAG shown in Figure 1. Let S
denote the set of all higher-priority jobs that have execution
intervals in the system between J1’s arrival and finish time,
and have some common execution stage with J1 (S includes
J1). Jobs that do not have a common execution stage with
J1 do not affect the delay of J1. Let Ci,max, for any job
Ji, denote its largest stage execution time, on stages where
both Ji and J1 execute.
We define a split-merge between the paths of jobs Ji and
J1, as a scenario where the path of Ji splits from the path
of J1, and intersects (merges with) the path of J1 at a later
stage. In more concrete terms, if there exists consecutive
stages j1, j2, . . . , jk(k ≥ 2) in the path of J1, and of these
stages only j1 and jk belong to the path of Ji, and there
is at least one other stage j ′ (j1 < j′ < jk) on which Ji
executes, then a split-merge is said to exist between Ji and
J1. Figure 2 shows a split-merge between paths 2 and 3.
The total number of split-merges between the paths of Ji
and J1 is denoted by SMi,1.
The delay composition theorem for J1 is stated as fol-
lows:
DAG Delay Composition Theorem. Assuming a preemp-
tive scheduling policy with the same priorities across all
stages for each job, the end-to-end delay of a job J1 in an
N -stage DAG can be composed from the execution param-
eters of jobs that preempt or delay it (denoted by set S) as
follows:
Delay(J1) ≤
∑
i∈S
2Ci,max(1+SMi,1)+
∑
j∈Path1
j≤N−1
max
i∈S
(Ci,j)
(1)
Observe that, from the perspective of deriving the delay
composition theorem, we are not concerned (for the mo-
ment) with how to determine set S. We are merely con-
cerned with proving the fundamental property of delay
composition over any such set. From the perspective of
schedulability analysis, however, it is useful to estimate
a worst case S to compute worst-case delay. Trivially,
in the worst case, S would include all jobs Ji whose ac-
tive intervals [Ai, Ai + Di] overlap that of J1 (i.e., over-
lap [A1, A1 + D1]). This is true because a job Ji whose
deadline precedes the arrival of J1 or whose arrival is after
the deadline of J1 has no execution time intervals between
J1’s arrival time and deadline (in a schedulable system), and
hence cannot be part of S. The use of the delay composition
theorem for schedulability analysis is further elaborated in
Section 4.
Finally, it is interesting to note that preemption can re-
duce execution overlap among stages. For example, con-
sider the case of a two-job system, where both jobs execute
on all stages, shown in Figure 3. In Figure 3(i), the higher-
priority job Ji arrives together with J1 and is given the
(first-stage) CPU. When Ji moves on to the second stage,
J1 can execute in parallel on the first. However, as shown
in Figure 3(ii), if Ji arrives after J1 and preempts it, when
Ji moves on to the next stage, only the unfinished part of
J1 on the stage where it was preempted can overlap with
Ji’s execution on the next stage. In other words, execution
overlap is reduced and J1 takes longer to finish than it did
in the previous case. Hence, in deriving the delay composi-
tion theorem, we shall assume that whenever the path of Ji
intersects the path of J1, Ji preempts J1 (rather than arriv-
ing together with or prior to J1) in such a manner so as to
cause maximum delay. With the intuitions explained above,
we now prove the delay composition theorem for directed
acyclic graphs.
Ji J1
Ji J1
J1Ji
Stage 1
Stage 2
Stage 3
(i) Ji arrived before J1 (ii) J1 arrived before Ji
J1 Ji
Ji J1
J1Ji
Stage 1
Stage 2
Stage 3
Ji preempts J1 Unfinished part of J1
Figure 3. Figure showing the possible cases
of two jobs in the system.
3. Delay Composition for Directed Acyclic Sys-
tems
Before we proceed to prove the delay composition theo-
rem, we first prove a simple helper lemma.
Lemma 1. The number of times a higher priority job Ji
preempts J1 is at most one more than the number of split-
merges between the paths of Ji and J1 (SMi,1).
Proof. The proof is by a simple induction on the number of
split-merges between the paths of Ji and J1. The basis step
is when there are no split-merges, SMi,1 = 0. In this case,
Ji can preempt J1 at most once, as after Ji preempts J1, it
will always execute ahead of J1 on every future stage, as
the priorities are the same on all stages. Once the paths of
Ji and J1 split, the path of Ji never intersects the path of
J1, and Ji will cause no further preemptions.
Assume that the lemma is true for all SMi,1 ≤ k − 1,
for some k ≥ 1. To prove the result for SMi,1 = k. Let
stage j be the last stage where both Ji and J1 execute. As
SMi,1 ≥ 1, there exists a stage j ′ < j, where the paths of
Ji and J1 split. Further, let stage j ′ be the last such split
in the paths of Ji and J1. Figure 4 illustrates this scenario.
Up to and including stage j ′, the number of split-merges is
k− 1, and hence from induction assumption, the number of
times Ji preempts J1 up to stage j′ is at most k. Starting
from stage j′ + 1, there are no split-merges in the paths of
j’
k-1 split-merges
Ji preempts J1 at most k times
J ’s flow pathi
J ’s flow path1
No split-merges
Ji preempts J1 at most once
j
Figure 4. Figure illustrating proof of Lemma 1.
Ji and J1 (the last split occurs at stage j ′). From the basis
step, the number of preemptions beyond stage j ′ + 1 is at
most one. Therefore, when SMi,1 = k, Ji preempts J1 at
most k + 1 times.
The delay composition theorem can be proved by induc-
tion on task priority. We first prove the theorem for a two-
job scenario (Lemma 2). We then prove the induction step,
where we assume that the delay composition theorem is true
for k − 1 jobs, k ≥ 3, add a kth job with highest priority
(with arbitrary job-flow path), and prove that the delay com-
position theorem still holds.
Lemma 2. When J1 and J2 are the only two jobs in the
system, and J2 has a higher priority than J1, the delay ex-
perienced by J1 is at most
Q =
2∑
i=1
2Ci,max(1 + SMi,1) +
∑
j∈Path1,
j≤N−1
max
i=1,2
(Ci,j) (2)
Proof. As the delay that J2 inflicts on J1 is more when J2
preempts J1, rather than when J2 simply executes ahead
of J1, we assume that J2 preempts J1 every time the paths
of the two jobs meet (the case where J2 does not always
preempt J1 can be easily shown to cause a lower delay for
J1).
From Lemma 1, J2 preempts J1 at most SM2,1 +
1 times. Let the stages at which J2 preeempts J1 be
j1, j2, . . . , jSM2,1+1. Each such preemption occurs after a
split-merge in the paths of J2 and J1. Let stage j′k be a stage
between jk and jk+1 in the path of job J1 (jk+1 > j′k ≥ jk),
such that j′k is the last stage before stage jk+1 where J1
waits for J2, for 1 ≤ k < SM2,1 + 1. For k = SM2,1 + 1,
j′k is the last stage where J1 waits for J2 before complet-
ing its execution in the system. For notational simplic-
ity, define stage jSM2,1+2 to be stage N . In other words,
J1 does not wait for J2 between stages j′k and jk+1, for
1 ≤ k ≤ SM2,1 + 1. Figure 5 illustrates the delay experi-
enced by J1. Until stage j1, job J1 does not wait for job J2.
The delay of J1 up to the time J1 is preempted on stage j1
is at most C1,1 + . . .+C1,j1 (in the worst case, J2 preempts
J1
J2 J1
J1
Stage 1
Stage j’
Stage j = N
J1
J2J1
C     + ... + C1,j’ 1,j
J2J1Stage j J1
J2 J1
C   +C    +...+C
1,1 1,2 1,j
C   +...+C
2,j 2,j’
1
1
1 1
1
1
2
J2 J1
J1
J1
C     + ... + C1,j’ 1,j
J2 J1
J2 J1
C   +...+C
2,j 2,j’2 2
2 3
Stage j’
Stage j2
2
3
Figure 5. Figure showing the delay for job J1,
illustrating Lemma 2.
J1 when J1 has almost completed execution on stage j1).
Starting from the time J1 is preempted on stage jk and until
J1 starts execution on stage j ′k, for all k, the delay is given
by ∑
t∈Path1
jk≤t≤j
′
k
C2,t
Stage j′k is the last stage where J1 waits for J2 before a
split-merge occurs and J2 preempts J1. Starting from J1’s
execution on stage j ′k and up to the time J1 is preempted on
stage jk+1 (or completes execution in the system), the delay
is given by ∑
t∈Path1
j′k≤t≤jk+1
C1,t
Notice that, in the above expressions for the delay of J1,
there is at most one execution time of a job on every stage
1 through N (in the path of J1), except for stages jk and
j′k, 1 ≤ k ≤ SM2,1 + 1, which contain two execution
times, one from each job. To compute a delay bound, let us
replace one per-stage computation time at each of the stages
up to N−1 (that belong to Path1) by maxi=1,2 Ci,t for that
stage. The delay of J1 can therefore be written as,
Q ≤
SM2,1+1∑
k=1
(C2,jk + C2,j′k ) + (
∑
t∈Path1
t≤N−1
max
i=1,2
Ci,t) + C1,N
≤ 2C2,max(1 + SM2,1) + C1,max +
∑
t∈Path1
t≤N−1
max
i=1,2
Ci,t (3)
Inequality 3 follows from the fact that stages jk and j′k
(for every k) contribute an execution time of job J2, each of
which is less than C2,max, and there are 2(SM2,1 +1) such
terms. Stage N contributes an execution time of C1,N ≤
C1,max. This proves the lemma.
We shall now prove the general form of the delay com-
position theorem for DAGs by induction on job priority.
DAG Delay Composition Theorem. Assuming a preemp-
tive scheduling policy with the same priorities across all
stages for each job, the end-to-end delay of a job J1 of low-
est priority in a distributed DAG with n− 1 higher priority
jobs is at most
Delay(J1) ≤
n∑
i=1
2Ci,max(1 + SMi,1) +
∑
t∈Path1
t≤N−1
n
max
i=1
(Ci,t)
Proof. Without loss of generality, we assume that a job Ji
has a higher priority than a job Jk, if i > k, i, k ≤ n. That
is, Jn has the highest priority, and J1 has the least priority.
The basis step is the case when there are only two jobs in
the system, J1 and J2. The delay composition theorem for
two jobs is precisely Lemma 2.
Assume that the result is true for n = k − 1 jobs, k ≥ 3.
That is,
Delayk−1(J1) ≤
k−1∑
i=1
2Ci,max(1+SMi,1)+
∑
t∈Path1
t≤N−1
max
i≤k−1
Ci,t
(4)
We need to show the result when a kth job Jk, with high-
est priority and arbitrary flow path, is added. Let Lk be a
system with k jobs, with arbitrary arrival times for each of
the jobs. Let Lk−1 be the system without job Jk, and with
the same arrival times and flow paths for all the other jobs
as in system Lk.
The number of split-merges in the paths of Jk and J1
is SMk,1. By breaking the path of J1 after each split in
the paths of Jk and J1, the path of J1 can be split into
SMk,1 + 1 parts. In each of these parts, Jk can preempt
J1 at most once. A key observation here is that job Jk in
these parts, can be thought of as SMk,1 + 1 independent
jobs Jk1 , Jk2 , . . . , JkSMk,1+1 . Each Jki executes in the i
th
part (1 ≤ i ≤ SMk,1 + 1), and does not meet J1 at any
of the other parts. We shall show that for every Jki , the
job-additive component of J1’s delay due to Jki is at most
2Ck,max. The delay composition theorem when job Jk is
added will follow naturally.
We now consider three cases. The first case considers
that Jki arrived before (or together with) J1 to the first com-
mon stage where Jki completed execution before J1, and
such a first common stage is stage 1 (this can happen only
for i = 1). The second case generalizes the first case, so
that the first common stage where Jki completed execution
before J1 can be any stage j > 1. The case where Jki
preempts J1, is considered as the third case.
Case 1: Jki does not preempt J1, and stage 1 is the first
common stage between Jki and J1.
If Jki executed after J1 on some stage and never pre-
empts J1, it does not cause any delay to J1. Therefore, it
is safe to assume that Jki arrived before or together with
J1 to stage 1, and to every subsequent common stage. No-
tice that, if there exists an idle time between the execution
of Jki and J1 on some stage j, the delay of J1 on stage j
is independent of the execution time of Jki (and other jobs
that execute before the idle time) on stage j. Therefore, be-
yond the last stage j, where there is no idle time between
the execution of Jki and J1 (or J1 waits for Jk to complete
execution), Jki will not influence the delay of J1 (jobs that
Jki preempts on a stage, will also execute before the idle pe-
riod on that stage). After Jki completes execution on stage
j, the delay of J1 in system Lk is identical to its delay in
the system Lk−1, with only k − 1 tasks and starting from
stage j. Therefore, the delay of J1 can be expressed as the
delay up to the time Jki completes execution on stage j (Jk
arrives before J1 to the system), added to the worst case de-
lay of J1 in system Lk−1 starting from stage j (as shown in
Equation 5). This is shown in Figure 6.
Delayk(J1) = F1,N −A1,1
= (F1,N − Fki,j) + (Fki,j −A1,1) (5)
As Jki arrived before J1 to the system, the duration be-
tween the arrival of J1 to the system (A1,1) and the com-
pletion of Jki ’s execution on stage j (Fk,j ), is at most
the time Jki takes to complete execution up to stage j
(Fki,j − Aki,1) as shown in Inequality 6 (although, this in-
duces pessimism, the pessimism is due to the lack of knowl-
edge as to how much earlier Jki arrives compared to J1; fu-
ture work can attempt to quantify this difference in arrival
times more accurately, to obtain a better bound). Jki is the
highest priority job in the system, and does not wait to ex-
ecute on any of the stages. The time for Jki to complete
execution up to stage j is (
∑
t∈Path1,t<j
Cki,t) + Cki,j .
In addition to this, from induction assumption, the de-
lay of J1 from stages j through N is
∑k−1
i=1 2Ci,max(1 +
SMi,1) +
∑
t∈Path1,j≤t≤N−1
maxi≤k−1(Ci,t) (Inequal-
ity 7). It should be noted that the delay composition the-
orem accounts for the delay of J1 due to any worst case
arrival pattern of higher priority jobs, and therefore applies
to the arrival pattern of jobs at stage j in system Lk. More-
over, we are only concerned with the worst case delay of
J1, and we are not concerned at the moment about whether
jobs meet their designated deadlines. In computing such a
worst case delay, some higher priority jobs may be delayed
even beyond their deadlines so as to inflict a worst case de-
lay to J1. Such a worst case arrival pattern may cause the
system to be unschedulable, but the delay composition the-
orem does not concern itself with schedulability. Isolating
the delay composition theorem from the notion of deadlines
and schedulability, enables us to obtain an upper bound on
the delay experienced by a job, purely in terms of computa-
tion times of higher priority jobs.
Thus,
Delay(J1) ≤ (F1,N − Fki,j) + (Fki ,j −A1,1)
≤ (F1,N−Fki,j)+(Fki,j−Aki,1), as Aki,1 ≤ A1,1(6)
≤ (
∑
t∈Pathki ,t<j
Cki,t) + Cki,j +
k−1∑
i=1
2Ci,max(1 + SMi,1)
+
∑
t∈Path1
j≤t≤N−1
max
i≤k−1
(Ci,t) (7)
≤ Cki,j +
k−1∑
i=1
2Ci,max(1+SMi,1) +
∑
t∈Path1
t≤N−1
max
i≤k
(Ci,t)(8)
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Figure 6. Figure showing the delay of J1 for
the case when Jk arrived before J1 to the rst
common stage, which is stage 1.
Therefore, Jki delays J1 by at most one maximum stage
execution time (this is the job-additive component), where
the maximum is over all stages where both Jki and J1 exe-
cute (j ∈ Pathki ∩ Path1), apart from contributing to the
maximum job execution times on stages 1 through j which
belong to Pathki (the stage-additive component).
Case 2: Jki arrived before or together with J1 to the first
common stage j > 1 where Jki completes execution before
J1.
JkStage j
Jk arrives J1 arrives
Starting from stage j, 
system same as case 1
J1Stage 1
Stage t
J1Stage j-1
Up to stage j, Jk does 
not affect delay of J1
J1 i
i
i
Figure 7. Figure showing the case when Jki
arrived before J1 to the rst common stage j
where Jki completed execution before J1.
Up to stage j, the delay of J1 is independent of job Jki ,
as Jki does not execute on these stages or executes after
J1. Starting from stage j, the system is identical to case 1,
wherein the system can be thought of as one with N − j +1
stages. Stage j is now the first stage in the system, and
is also the first common stage where Jki and J1 execute,
and Jki arrived before or together with J1 (shown in Fig 7).
Therefore from case 1, Jki delays J1 by at most one max-
imum stage execution time (the job-additive component),
where the maximum is over all stages where both Jki and
J1 execute. Apart from the job-additive component, Jki
contributes to the maximum job execution times on each
stage (the stage-additive component) starting from stage j.
Case 3: Jki preempts J1.
As Jki is a part of Jk which does not have any split-
merges with the path of J1, Jki preempts J1 at most once.
Until the time Jki preempts J1, the delay of J1 is indepen-
dent of Jki . Let stage j be the first stage where Jki com-
pletes execution before J1, and let Jki preempt J1 at stage
j. Beyond stage j, Jki arrives at each common stage before
J1. Therefore, the system beyond stage j can be thought of
as one having N − j stages, and Jki arriving before J1. We
can then apply the result from case 2. Thus, the delay of J1
can be thought of as two components - the delay up to stage
j, and the delay of J1 beyond stage j.
The fact that Jki preempted some job at stage j (it is
possible that Jki preempted some job, which in turn had
preempted J1), implies that there was a job executing when
Jki arrived at stage j. Further, there is no idle time between
the executions of Jki and J1. Let Jl1 , Jl2 , . . ., Jls , be the
jobs that execute between Jki and J1 on stage j (Figure
8). Jl1 is delayed by Jki up to stage j by at most Cki,j .
Similarly, irrespective of previous stages, each of Jl2 , Jl3 ,
. . ., Jls , and J1 are delayed by an amount Cki,j due to Jki
up to stage j.
Jk J1Stage j
Jk J_l1 J1Stage j+1
Jk  preempts J1
J_l1
J1 is delayed by at most
C(k ,j) due to Jk up to stage j
From stage j+1, system similar
to case 2; Jk contributes at most
one stage execution time to the
job-additive component of J1’s delay
Stage j-1 J1
Stage N J1
i
iJk
i
ii
i
i
Figure 8. Figure showing the case when Jki
arrived after J1 and preempts J1 at stage j.
Beyond stage j, as mentioned earlier the system is iden-
tical to case 2 (as Jki arrived before J1 to every subsequent
common stage). From the result of case 2, the additional de-
lay that Jki causes J1 is one maximum stage execution time
of Jki (the job-additive component), apart from Jki’s con-
tribution to the stage-additive component maxi(Ci,t), for
j +1 ≤ t ≤ N − 1 (from Inequality 7). Figure 8 shows this
scenario. We showed that the delay due to Jki up to stage
j is at most Ck,j . Therefore, the total job-additive delay
to J1 due to Jki is at most the sum of two maximum stage
execution times of Jki , that is 2Cki,max.
From the above three cases, each Jki adds to the delay
of J1 at most two maximum stage execution times of Jk.
There are 1 + SMk,1 such jobs. Therefore, the total job-
additive delay that Jk causes J1 is at most 2Ck,max(1 +
SMk,1). Each Jki is part of the stage-additive component
of J1’s delay. This delay is simply the sum of one maximum
execution time over all jobs on each stage. The maximum
of the execution times of all Jki on each stage, is simply
the execution time of job Jk on that stage. This is the con-
tribution of Jk to the stage-additive component of J1’s de-
lay, as in the expression of the delay composition theorem.
This proves the induction step. Using this together with
Lemma 2, the delay composition theorem is proved.
4. Schedulability and DAG Reduction
In this section, we elucidate a systematic reduction
of the schedulability problem in an acyclic distributed
system to an equivalent single stage problem using the
delay composition theorem. Since delay predicted by the
delay composition theorem grows with set S, let us first
define the worst-case (i.e., largest) set S, denoted Swc, of
higher priority jobs that delay or preempt J1. In this paper,
we suggest a very simple (and somewhat conservative)
definition of set Swc. We expect that future work can
improve upon this definition using more in-depth analysis.
In the absence of further information, set Swc is defined as
follows.
Definition: The worst-case set Swc of higher priority
jobs that delay or preempt job J1 (hence, include exe-
cution intervals between the arrival and finish time of
J1) includes all jobs Ji which have at least one common
execution stage with J1, and whose intervals [Ai, Ai + Di]
overlap the interval where J1 was present in the system,
[A1, A1 + delay(J1)].
Observe that the above is a conservative definition. It
simply excludes the impossible. A job that does not have a
common execution stage with J1 can never delay J1. Fur-
ther, in a schedulable system, a job Ji that does not satisfy
the above condition either completes prior to the the arrival
of J1 or arrives after its completion. Hence, it cannot possi-
bly have execution intervals that delay or preempt J1.
delay(J1) ≤
∑
i∈Swc
2Ci,max(1+SMi,1)+
∑
j∈Path1
j≤N−1
max
i∈Swc
Ci,j (9)
The reduction to a single stage system is then conducted by
(i) replacing each job Ji in Swc by an equivalent single stage
job of execution time equal to 2Ci,max(1 + SMi,1), and
(ii) adding a lowest-priority job, J∗e of execution time equal
to
∑
j∈Path1,j≤N−1
maxi(Ci,j) (which is the last term in
Inequality (9)), and deadline same as that of J1. By the
delay composition theorem, the total delay incurred by J1
in the acyclic distributed system is no larger than the delay
of J∗e on the uniprocessor, since the latter adds up to the
delay bound expressed on the right hand of Inequality (9).
For the case of periodic tasks, the delay bound can be
significantly improved based on the observation that not all
invocations of a higher priority task Ti can preempt an in-
vocation of T1, 1 + SMi,1 times. Let us suppose that dur-
ing the execution of an invocation of T1, at most x invoca-
tions of Ti preempt T1. If one such invocation preempts T1
1 + SMi,1 times, it implies that T1 has progressed past the
last split-merge between the paths of Ti and T1, and there-
fore, future invocations of Ti can preempt T1 at most once.
Extending this argument, at most one invocation of Ti can
preempt T1 at each split-merge between the paths of Ti and
T1. Therefore, the maximum number of preemptions that
x invocations of Ti can cause T1 is x + SMi,1, rather than
x(1 + SMi,1). Notice that the factor SMi,1 now appears
only once for each task, rather than once for each invoca-
tion of every task.
The reduction to a single stage system for periodic tasks
can then be conducted by (i) replacing each periodic task
Ti by an equivalent single stage task of execution time
equal to 2Ci,max, and (ii) adding a lowest priority task with
computation time equal to
∑
j∈Path1,j≤N−1
maxi(Ci,j) +∑
i 2Ci,maxSMi,1.
For example, let us illustrate this transformation in the
case of rate-monotonic scheduling of periodic tasks with
periods equal to deadlines. Consider a set of periodic tasks,
where each task Ti has a period Pi. As shown in Figure 9,
there can be at most one invocation of each higher-priority
task Ti in Swc that arrives before an invocation of T1. The
number of invocations of each task Ti that arrive after the
invocation of T1 and delay it, is no larger than d delay1Pi e. Fol-
lowing the reduction outlined above, then aggregating jobs
of the same period into single periodic tasks, the following
periodic task set is reached:
• Task T ∗e (of lowest priority), with a computation
time C∗e =
∑
i Ci,max +
∑
i 2Ci,maxSMi,1 +∑
j∈Path1,j≤N−1
maxi(Ci,j). The task further has
the same period and deadline as T1 in the original set.
• Tasks T ∗i , each has the same period and deadline as
one Ti in the original set, and has an execution time
equal to C∗i = 2Ci,max.
Hence, if task T ∗e is schedulable on a uniprocessor, so is
T1 on the original acyclic distributed system. The trans-
formation is complete. In Section 5, we present DAG
schedulability expressions for deadline monotonic schedul-
ing based on the above task set reduction.
Arrivals of
task Ti
Arrival of
task T1
Not a member of S_{wc}
as its interval does not
overlap with that of T1
One invocation of Ti
that arrives prior to T1 is
part of S_{wc}
Delay(T1)/Pi invocations of 
Ti that arrive after T1 are
part of S_{wc}
time
Figure 9. Invocations in Swc.
5. Utility of Derived Result
The reduction described in the previous section enables
large complex acyclic distributed systems to be easily ana-
lyzed using any single stage schedulability analyses tech-
nique. In this respect, our solution is indeed a ‘meta-
schedulability test’. The only assumptions made by the re-
duction on the scheduling model are fixed priority preemp-
tive scheduling, and tasks do not block for resources on any
of the stages (i.e., independent tasks). In the rest of this sec-
tion, we concern ourselves with schedulability analysis for
periodic tasks. We assume that task Ti has a higher priority
than task Tk, if i < k.
As examples, we show how the Liu and Layland bound
[8] and the necessary and sufficient test based on response
time analysis [2] can be applied to analyze periodic tasks in
an acyclic distributed system. Other uniprocessor schedula-
bility tests can be applied in a similar manner.
The Liu and Layland bound [8], applied to periodic tasks
in an acyclic distributed system is:
C∗e (i)
Di
+
i−1∑
k=1
C∗k
Dk
≤ i(2
1
i − 1)
for each i, 1 ≤ i ≤ n, where C∗e (i) =
∑i
k=1 Ck,max +∑i−1
k=1 2Ck,maxSMk,i +
∑
j∈Path1,j≤N−1
maxk≤i(Ck,j);
C∗k = 2Ck,max. Ci,max is the largest execution time of Ti
on any stage, Di is the end-to-end deadline, and n is the
number of periodic tasks in the system.
The necessary and sufficient test for schedulability of pe-
riodic tasks under deadline monotonic scheduling proposed
in [2], used together with our meta-schedulability test, will
have the following recursive formula for the worst case re-
sponse time Ri of task Ti:
R
(0)
i = C
∗
e (i)
R
(k)
i = C
∗
e (i) +
∑
j<i
⌈R(k−1)i
Pj
⌉
C∗j
The worst case response time for task Ti is given by the
value of R(k)i , such that R
(k)
i = R
(k−1)
i . For the task set
to be schedulable, for each task Ti, the worst case response
time needs to be at most Di.
6. Simulation Results
In this section, we present results from simulation stud-
ies conducted using a custom-built simulator that models a
distributed system with directed acyclic flows. Each task
requires processing at a fixed set of nodes in the distributed
system. In order to maintain real-time guarantees within
the system, an admission controller is used. For periodic
tasks, the admission controller is based on a single stage
schedulability test for deadline monotonic scheduling, such
as the Liu and Layland bound [8] or response time analysis
[2], together with our reduction of the multistage distributed
system to a single stage, as shown in Section 5. Each pe-
riodic task that arrives at the system is tentatively added to
the set of all tasks in the system. The admission controller
then tests whether the new task set is schedulable. The new
task is admitted if the task set is schedulable, and dropped
if not.
Although the analysis technique derived in this paper is
valid for any fixed priority scheduling algorithm, we only
present results for deadline monotonic scheduling due to
its widespread use. In the rest of this section, we use the
term utilization to refer to the average per-stage utilization.
Each point in the figures below represent average utilization
values obtained from 100 executions of the simulator, with
each execution running for 80000 task invocations. The de-
fault number of nodes in the distributed system is assumed
to be 8. Each task on arrival requests processing on a se-
quence of nodes, with each node in the distributed system
having a probability of RP (for Route Probability) of being
selected as part of the route. The task’s route is simply the
sequence of nodes in increasing order of their node identi-
fier. The default value of RP is chosen as 0.8. Note that
all task routes are directed and acyclic. Deadlines (equal to
the periods, unless explicitly specified) of tasks are chosen
as 10xa simulation seconds, where x is uniformly varying
between 0 and DR (for deadline ratio), and a = 500 ∗ N ,
where N is the number of stages in the task’s route. Such
a choice of deadlines enables the ratio of the longest task
deadline to the shortest task deadline to be as large as 10DR.
If DR is chosen close to zero, tasks would have similar
deadlines. If DR is higher (for example DR = 3), dead-
lines of tasks would differ more widely. The default value
for DR is 3, and we refer to DR as the deadline ratio pa-
rameter. The execution time for each task on each stage
was chosen based on the task resolution parameter, which
is a measure of the ratio of the total computation time of
a task over all stages to its deadline. The stage execution
time of a task is calculated based on a uniform distribution
with mean equal to DT
N
, where D is the deadline of the task
and T is the task resolution. The stage execution times of
tasks were allowed to vary up to 10% on either side of the
mean. Task preemptions are assumed to be instantaneous,
that is, the task switching time is zero. We used a task res-
olution of 1 : 100. The default single stage schedulability
test used is the response-time analysis technique presented
in [2]. The 95% confidence interval for all the utilization
values presented in this section is within 0.02 of the mean
value, which is not plotted for the sake of legibility.
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Figure 10. Comparison of meta›schedulability
test with the traditional test based on aperi›
odic schedulability analysis
For aperiodic tasks, we used our meta-schedulability test
together with the uniprocessor bound derived in [1], and
compared it with the bound presented in [6] (performing
one test for each task), which is based on the same aperiodic
task bound. For both these tests, while keeping other simu-
lation parameters constant, we varied the number of stages
(nodes in the DAG) and measured the utilization. Figure
10 presents this comparison. We observe that the meta-
schedulability test performs better than the pipeline bound
presented in [6], especially for larger systems. For the rest
of this section, we shall concern ourselves with only peri-
odic tasks.
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Figure 11. Comparison of meta›schedulability
test with traditional tests and holistic analysis
We first compare our meta-schedulability test with holis-
tic analysis [13], and two implementations of traditional
pipeline schedulability tests, which divide the end-to-end
deadline into equal individual single stage deadlines. The
first implementation, which we call ‘traditional’, tests for
each stage if the sum of the ratios of computation times to
per-stage deadlines over all tasks is less than the Liu and
Layland bound for periodic tasks.
This implementation has two sources of pessimism.
When the end-to-end deadlines of tasks are comparable to
their periods of invocation, it does not consider the overlap
in the executions of different stages. Further, it assumes that
subtasks on each stage are invoked with a period equal to the
per-stage deadline, thereby increasing the perceived load on
each stage. To decouple the effects of these two sources of
pessimism, our second implementation, which we call ’tra-
ditional using RTA’, uses response time analysis based on
deadline monotonic scheduling to analyze the schedulabil-
ity of each stage. If using response time analysis, the re-
sponse times on every stage for all tasks are found to be less
than their respective per-stage deadlines, then the task set
is declared to be schedulable. Since response time analy-
sis can handle deadlines different from the period, the only
source of pessimism for this test is not considering the over-
lap in the executions of different stages. In holistic analysis
the response time on one stage is considered as the jitter for
the next change. It does not divide the end-to-end deadline
into single stage deadlines. Nevertheless, by considering
the previous stage response time as the jitter, it allows a job
to be delayed by a higher priority job on every stage of the
pipeline and does not account for the overlap in the execu-
tion of different stages of the pipeline, when the end-to-end
deadlines are comparable to the task periods. We study the
performance of our meta-schedulability test, using both the
Liu and Layland bound and response time analysis for the
single stage.
We conducted experiments to measure the average per-
stage utilization for different number of nodes in the di-
rected acyclic graph, when using admission controllers
based on each of these five tests. Figure 11 plots this com-
parison. The values referred to as ‘simulation’ are the low-
est utilization values at which deadline misses were ob-
served in the absence of any admission controller (for the
same task parameters). Note that the utilization values pre-
sented for the admission controllers are average values, and
therefore it is possible for such an average value to be higher
than the lowest utilization value at which deadline misses
were observed.
We note that holistic analysis performs the best in
terms of average utilization. The reason for the meta-
schedulability test to perform worse than holistic analysis
is its pessimistic assumption that whenever the routes of
two tasks merge, the higher priority task inflicts a worst
case delay on the lower priority task. Future work can
try to decrease this pessimism. Nevertheless, as the sys-
tem size increases, the rate at which utilization decreases
is least for our meta-schedulability test. Beyond 10 stages,
the performance of our meta-schedulability test using RTA
is comparable to holistic analysis and the traditional test
using RTA. The reader should bear in mind that the meta-
schedulability test when applied to a particular task, only
assumes knowledge of tasks in the route of the task under
consideration. In contrast, both the holistic analysis tech-
nique and the traditional test using response time analysis
require global knowledge of all tasks and nodes in the sys-
tem to predict the schedulability of a particular task. To the
best of our knowledge, there is no existing analysis tech-
nique to predict the schedulability of a task based on local
route information only. The meta-schedulability test is the
first analysis technique to work purely based on local route
information. Further, the execution complexities of holistic
analysis and the traditional test using RTA are higher than
that of our meta-schedulability test.
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Figure 12. Comparison of meta›schedulability
test with traditional tests and holistic analysis
for different route probabilities
We conducted a similar comparison of the five admission
controllers as in the previous experiment, but for different
values of the Route Probability (RP) parameter, which is the
probability with which each node in the system is chosen as
part of the route of each task. The RP parameter was varied
from 0.2 to 1.0 in steps of 0.2. Note that the RP parameter
of 1.0 denotes a perfectly pipelined system, where each task
executes sequentially on all the nodes in the distributed sys-
tem. Here again, we observe that our meta-schedulability
test does not perform as well as holistic analysis and the
traditional test using response time analysis, due to its pes-
simistic assumption that when the routes of tasks merge, the
higher priority task inflicts a worst case delay on each lower
priority task.
The above results have all been obtained by setting the
end-to-end deadlines equal to the periods of tasks. Fig-
ure 13 plots a comparison of the meta-schedulability test us-
ing response time analysis with holistic analysis for differ-
ent ratios of the end-to-end deadlines to the periods. When
the ratio of the end-to-end deadline to period is higher, the
laxity available to jobs is larger, and hence, the utilizations
of both techniques are high. When end-to-end deadlines
are lesser than task periods (for example, ratio of 0.5), the
utilization achieved by the meta-schedulability test is com-
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 5 2.857 2 1.33 1 0.5
Av
er
ag
e 
Pe
r S
ta
ge
 U
tili
za
tio
n
Ratio of End-to-End Deadline to Period
Meta-schedulability test using RTA
Holistic Analysis
Figure 13. Comparison of meta›schedulability
test with holistic analysis for different ratios
of end›to›end deadline to task periods
parable to that of holistic analysis. Holistic analysis tends
to be pessimistic when the deadlines are short, as it assumes
that a lower priority task would be delayed by a higher pri-
ority task invocation at every stage in the system.
7. Related Work
The seminal work of Liu and Layland [8], was the
first study of feasible regions in real-time systems. Un-
der certain specific restrictions, they presented utilization
bounds for uniprocessor systems. These utilization bounds
were extended to multiprocessor systems in [3]. Resource
constraints were considered and a single-stage utilization
bound which was less pessimistic that the Liu and Layland
bound was presented. While these utilization bounds were
sufficient conditions for schedulability, exact tests such as
[2, 7] were also proposed.
Several scheduling algorithms have been proposed for
statically scheduling precedence constrained tasks in dis-
tributed systems [11, 14, 5]. Given a set of periodic tasks,
such algorithms attempt to construct a schedule of length
equal to the least common multiple of the task periods. The
schedule will accurately specify the time intervals during
which each task invocation will be executed. Needless to
say, such algorithms have a huge time complexity and are
clearly unsuitable for complex, large scale distributed sys-
tems, where simplicity is of essence.
Analyzing the Worst Case Execution Times (WCET) of
tasks in processor and memory pipeline architectures is a
well studied problem in the area of real-time operating sys-
tems ([15, 12] and references thereof). Such algorithms ex-
ecute in time that is exponential in the number of tasks in
the system. Further, the approach would be difficult to im-
plement in a distributed setting and is more error-prone.
A few offline schedulability tests have also been pro-
posed for pipelined distributed systems. These techniques
divide the end-to-end deadline into individual per-stage
deadlines, and tend to ignore the overlap that exists between
the execution of different pipeline stages. A distributed
pipeline framework was presented in [4]. Offset-based re-
sponse time analysis techniques for EDF were proposed in
[9, 10] which divide the end-to-end deadline into individual
stage deadlines. Recently, [16] designed and implemented a
middleware layer based on deferrable servers for aperiodic
tasks with hard end-to-end deadlines in distributed real-time
applications. Techniques to divide the end-to-end deadline
into sub-deadlines for individual stages were presented.
Holistic schedulability analysis for distributed hard real-
time systems was first proposed in [13]. Here, the worst
case delay at a stage is taken as the jitter for the next stage.
While this technique does not divide the end-to-end delay
into sub-deadlines for individual stages, it nevertheless does
not account for the overlap in the execution of different
pipeline stages.
A schedulability test based on aperiodic scheduling the-
ory was derived in [6], for fixed priority scheduling. Al-
though this solution handles arbitrary-topology resource
systems and resource blocking, it does not consider the
overlap in the execution of multiple stages in the sys-
tem. Our simulation results have shown that the meta-
schedulability test outperforms this test in terms of average
per-stage utilization.
8. Conclusions and Future Work
This paper presents a delay composition rule for dis-
tributed systems, where the routes of tasks form a directed
acyclic graph. The rule demonstrates that the execution
times of higher priority jobs compose sub-additively, rather
than the implicit additive delay composition rule for unipro-
cessor systems. The rule works purely based on information
available along the route followed by the task under con-
sideration, and does not require global knowledge of other
parts of the distributed system, unlike traditional analysis
techniques such as holistic analysis. This composition rule
leads to the reduction of the system to a single stage system.
Based on this reduction, we define a meta-schedulability
test, a test that uses another single stage schedulability test
to analyze the schedulability of real-time tasks in distributed
systems. We envision the main application of this test in
large distributed systems, where it is infeasible to apply tra-
ditional schedulability analysis.
This work opens the door for schedulability theory re-
search in distributed systems in multiple directions. There
is no evidence that the proposed composition rule is opti-
mal. More efficient composition rules, if identified, can
help reduce the pessimism further. Extending the delay
composition theorem and the meta-schedulability test to
non-preemptive scheduling and resource blocking can help
widen the applicability of the result. The delay composition
rule could aid the study of obtaining optimal rate control,
routing and scheduling policies in distributed systems and
large networks. The current work addresses only directed
acyclic systems and does not account for loops. Account-
ing for loops can enable the result to be applied to semi-
conductor chip manufacturing plants, where chips revisit
the same service center multiple times before exiting the
system.
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