The dominant zero of the Energy Probability Distribution Zeros method (EPD) applied to the study of phase transitions can be determined by a double-step scaled Newton-Raphson method we present here. The technique allows the increasing on the accuracy of EPD and is of very easy and fast implementation.
with z = e δβδE . The Fisher zeros have a direct correspondence to the EPD zeros and can be determined by the (complex) roots of P (z) = n h βo (E n )z n . In the thermodynamic limit (infinite system) the dominant zero at the critical temperature will be z c = 1. For finite systems, however, the dominant root (dominant zero) is the one with the smallest imaginary part. So, the EPD method consists, after determining the polynomial P (z) at an initial guess critical temperature (β (0) c ), in computing the roots of P (z) and searching for the dominant zero z c among the zeros of this set. After that, a new approximated critical temperature can be estimated by
since the relation Re(z c ) = e −(βc−β (0) c )δE is expected. This procedure can be repeated with successive new estimative critical temperatures β (n) c until some convergence criteria (e.g.|β
c | lower than some given precision). The major computational effort in this process involves the determination of the energy distributions g(E) or h β0 (E) [9] [10] [11] . After that, however, some effort is still necessary to compute the zeros of P (z) and searching for the dominant zero. This procedure can be accelerated by selecting only the highest coefficients of P (z) by neglecting those lower than certain cut-off limit, h cut , i.e., if
where h max is the highest h β0 (E n ). Usually, h cut = 0.01 generate good results. However, the increase in the accuracy (lower h cut values) increases also the number of terms on P (z), with consequent increasing on the number of zeros. This has a great impact on the execution time of the zero search procedures, jeopardizing, in practice, the obtaining of more accurate results. The same effect is expected for models with flat histograms, even for higher h cut values.
The aim of this contribution is to present an alternative method to find only the dominant zero of P (z). As we shall show, the method increases the speed of the dominant zero search procedure, and allows the use of the entire polynomial P (z) with no cut-off, increasing also the accuracy of the results.
The Newton-Raphson method [12] is appropriated for estimative based on one single initial point. It can be obtained, in the context of EPD, approximating the derivative of P (z) at z 0 , computed in the vicinity of a root z c of the Newton-Raphson formula. The fixed points of the transformation f P : z → z − P (z) P (z) are the roots of P (z) and this transformation can be iterated and, starting from an initial guess point z (0) , converges to one of the N roots of P (z). The key point is, thus, the choice of the initial guess z (0) that generates, at the ending of the process, the dominant zero of P (z). This is not so trivial, in general, starting from any arbitrary initial guess, it is more likely to the process to converge to some of the other roots than to the dominant zero.
The successive application of the following transformation
shows up to converge to an appropriated initial point for the Newton-Raphson procedure in order to obtain the dominant zero of P (z). Here, Re(ζ) is the real part of the complex number ζ, as Im(ζ) is its imaginary part. It should be notice that f
P (z) preserves the real part of the function argument (z) and acts only in its imaginary part. So, all the complex numbers in the sequence generated by the iteration z (n+1) = f (1) P (z (n) ) starting from an initial guess z (0) = 1 + iδ have their real parts equal to 1. The fixed point of f
and, as z = Re(z) + iIm(z), we obtain that Re(z)Im P (z) P (z) − Im(z)Re P (z) P (z) = 0 at the fixed point of f
P (z). The following procedure can thus be applied in order to obtain the dominant zero of the polynomial P (z): (i) starting from an initial point z 0 = 1 + iδ we successively apply the transformation f (1) P (z) until reach a given precision |Re(z)Im P (z) P (z) − Im(z)Re P (z) P (z) | ≤ 1 , obtaining the initial point z (0) for the Newton-Raphson procedure; (ii) we then use the initial point z (0) to iterate the application of f P (z) up to the desired precision |P (z)| ≤ 2 . From now on we will refer to this procedure as the scaled Newton-Raphson method (SNR). To exemplify the application of the method, we apply it to the 2D Ising model [13] . The exact probability distribution of the two-dimensional Ising model on a square finite lattice is determined using the Beale procedure [14] obtained from the Kaufman's generalization [15] of the Onsager's solution [13] .
For the partition function for an 8 × 8 square lattice at an initial temperature T = 2.4 we start from the point z 0 = 1+δi with δ = 0.1. After 11 iterations the convergence of f (1) P (z) is achieved with precision 1 = 10 −2 , generating the initial point z (0) = 1+0.4396791976i. We verified that any value of 0.05 ≤ δ ≤ 0.5 results in the same initial point. Then, applying the Newton-Raphson method, after 5 iterations the procedure converges with precision 2 = 10 −6 to z = 0.9428476996 + 0.4082250676i, the estimated dominant zero. It differs from the exact dominant zero computed with the solve built-in function of the algebraic processor Maple R only at the 9th significant figure. The mean ratio between the execution time for the solve built-in procedure (followed by the search of the dominant zero) and the execution time for the present procedure, computed in the same environment (hardware+software), is, in this case, 0.0103. Then we apply Eq.(2) to compute the estimated critical temperature obtaining T c ≈ 2.318145563. It is worth to mention that this first approximated result was obtained by employing all terms of the partition function (without any cut-off) and, for this reason, it is only 0.4 × 10 −7 % greater than the final exact value. If we employ a cut-off h cut = 0.01, the first estimative for the critical temperature will result in T c = 2.318536818 (0.017% greater than the exact result) and, after convergence, T c = 2.318125068 (8 × 10 −4 % lower), still very accurate results.
Results are presented on Table I and Fig. 1 . We computed the critical temperatures for a set of L×L square lattices with L = 12, 16, 20, 24, 28 and 32. Differences between the results computed with a cut-off h cut = 0.01 and without cut-off (h cut = 0) are only in the 4th significant figure. The gain on accuracy is exemplified on Fig. 1 . The left panel of Fig. 1 brings the linear fit for the log-log plot of the imaginary part of the dominant zero (for h cut = 0). The fit to the finite size scaling theory expected behavior, Im(z c (L)) ∼ Im(z c ) + bL −1/ν [1] gives 1/ν = 1.00 (8) for the estimative to the critical exponent, close to the the exact value ν = 1, with a Pearson correlation coefficient r = 0.99 (9) . The right panel of Fig. 1 shows the 2nd order polynomial fit of the critical temperature T c as a function of L −1 . The Pearson correlation coefficient, in this case, is r = 0.99999 (9) , and the critical temperature in the thermodynamic limit (L → ∞) is estimated as T c = 2.2689 (8) , very close to the exact Onsager result, T c = 2.26919 [13] . This fit is compatible with the finite size scaling theory since, for large L c , we have T c (L) ∼ T c + bL −1 . We compare also the execution time to obtain the dominant zero on the SNR procedure with the employment of the solve ( a ) or fsolve ( b ) Maple R algebraic processor built-in procedures. Their ratios are shown in the third column of Table I. In summary, we introduced the scaled Newton-Raphson method to locate the dominant zero within the EPD method context. This procedure reduces the execution time, allowing the application of EPD with higher accuracy. Besides, the SNR method can be easily implemented in compiled computer languages, allowing the implementation in one single computer code of both the energy probability distribution evaluation and the EPD method.
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