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THE BOGOLYUBOV–KRYLOV AVERAGING
WENWEN JIAN, SERGEI KUKSIN, AND YUAN WU
Abstract. We present the modified approach to the classical Bogolyubov-Krylov averag-
ing, developed recently for the purpose of PDEs. It allows to treat Lipschitz perturbations
of linear systems with pure imaginary spectrum and may be generalized to treat PDEs with
small nonlinearities.
1. Introduction
The classical Bogolyubov-Krylov averaging method is a method for approximated analysis of
nonlinear oscillating process. Among a number of its equivalent or closely related formulations,
we choose the following. In the space RN , let us consider the differential equation of the form
∂v
∂t
+Av = ǫP (v), v(0) = v0, 0 < ǫ ≤ 1,(1.1)
where A is a linear operator with pure imaginary eigenvalues without Jordan cells, and P (v)
is a nonlinearity. The task is to study the behavior of solutions for (1.1) on time-interval of
order ǫ−1. Let us firstly pass to the slow time τ = ǫt and rewrite the equation as
∂v
∂τ
+ ǫ−1Av = P (v), v(0) = v0,(1.2)
where now τ is a time-variable of order one. Secondly, in equation (1.2), let us pass to the
interaction representation variables 1
a(τ) = eǫ
−1τAv(τ),(1.3)
and rewrite the equation as
∂a
∂τ
= eǫ
−1τAP (e−ǫ
−1τAa), a(0) = v0.(1.4)
The Bogolyubov-Krylov averaging theorem is the following result:
Theorem 1.1. Assume that the vector-field P is locally Lipschitz continuous. Then
1) the limit
〈〈P 〉〉(a) = lim
T→±∞
1
|T |
∫ T
0
eǫ
−1sAP (e−ǫ
−1sAa)ds(1.5)
exists for all a ∈ Rn.
2) There exists θ = θ(|v0|) > 0, such that for |τ | ≤ θ, a solution aǫ(τ) of equation (1.4) is
o(1)-close, as ǫ→ 0, to a solution of the equation
∂a
∂τ
= 〈〈P 〉〉(a), a(0) = v0.
1under this name the change of variable (2.3) is known in physics.
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We stress that the only restriction imposed on the spectrum of the operator A is that it
is pure imaginary. Theorem 1.1 and related results were proved by Bogolyubov-Krylov in a
number of works in 1930’s. The research was summarized in the book [4], also see in [2]. In
our work we present a proof of Theorem 1.1, based on a variation of the Bogolyubov-Krylov
argument, developed recently for the purposes of partial differential equations in [7, 8]. It
allows to prove the averaging theorem above under minimal restrictions on the smoothness of
the nonlinearity P – only its Lipschitz continuity is required – and it generalizes to a class
of perturbative problems in PDEs. Theorem 1.1 is proved in Sections 3-4. In Section 5, we
discuss its applications to the case when (1.2) is a Hamiltonian system. We remind that the
Bogolyubov-Krylov averaging method was the first rigorously justified averaging theory. Before
the work of Bogolyubov-Krylov the method of averaging existed as a heuristic theory, after
that other rigorous averaging theories were created, see in [2]. In particular, now the method of
averaging applies to equations with added stochasticity. The approach of our work, enriched
with the ideas of the seminal work [9], suits well to the situation when the stochasticity is
added to the problem in the form a stochastic force; both in the ODE and PDE settings. See
the second half of the paper [8] and references in that work.
Our paper is based on the lecture notes for a course that SK was teaching at a CIMPA
School on Dynamical Systems in Kathmandu (October 25 – November 5, 2018), which was
attended by WJ and YW.
Notation. Abbreviation l.h.s. (r.h.s.) stands for “left hand side” (“right hand side”). By
R+ (by Z+) we denote the set of non-negative real numbers (non-negative integers), denote
by BR the open ball BR = {v| : |v| < R}, R > 0, and by B¯R – its closure.
Acknowledgements. SK was supported by the grant 18-11-00032 of Russian Science Foun-
dation. WJ and YW were supported by the National Natural Science Foundation of China
(No. 11790272 and No. 11421061).
2. preliminaries
Consider again equation (1.2), and assume that the linear operator A has N eigenvalues,
counted with their geometrical multiplicities. Assume also that these eigenvalues are pure
imaginary. Then they go in pairs ±iλj , where 0 6= λj ∈ R (see [5]). So N is an even number,
N = 2n. The imposed restrictions on A are equivalent to the following conditions (see [5]):
KerA = {0} and in R2n exists a basis {e+1 , e−1 , e+2 , e−2 , ..., e+n , e−n } such that in the corresponding
coordinates {x1, y1, x2, y2, ..., xn, yn}, the matrix of the linear operator A has the form

0 −λ1
λ1 0
0 . . . 0
0
0 −λ2
λ2 0
. . . 0
...
...
. . .
...
0 0 . . .
0 −λn
λn 0

.(2.1)
3Thus, the original unperturbed linear system (1.1)|ǫ=0 reads:
x˙1 − λ1y1 = 0,
y˙1 + λ1x1 = 0,
· · ·
x˙n − λnyn = 0,
y˙n + λnxn = 0.
(2.2)
Note that this linear system can be written in the Hamiltonian form
x˙ = −∂h
∂y
, y˙ =
∂h
∂x
,
where h = − 12
∑n
j=1 λj(x
2
j + y
2
j ).
2.1. Complex structures in R2n and real analysis in Cn. Systems (2.2) and (1.2)
in complex notation. The systems (2.2) and (1.2) can be written more compactly if we
introduce in the space R2n a complex structure and write A and the perturbation P in its
terms. Corresponding construction is performed in this section and is used below to prove
Theorem 1.1; the complex language allows to shorten the proof significantly.
Vectors in the space R2n are caracterised by the coordinates (x1, y1, x2, y2, ..., xn, yn). Let
us introduce in R2n a complex structure by denoting
z1 = x1 + iy1,
z2 = x2 + iy2,
. . .
zn = xn + iyn.
(2.3)
Then the real space R2n becomes a space of complex sequences z = (z1, z2, ..., zn) with zj ∈ C.
That is, we have achieved that
R
2n ≃ Cn.
In the complex notation, the Euclidean scalar product 〈·, ·〉 in R2n ≃ Cn reads
〈z, z′〉 = ℜ(
∑
j
zj z¯
′
j) =: ℜ(z · z¯′).(2.4)
For the real numbers λ1, λ2, ..., λn as in (2.2) let us consider the linear operator
diag{iλj} : Cn → Cn, (z1, z2, ..., zn) 7→ (iλ1z1, iλ2z2, ..., iλnzn).
In the real coordinates (x1, y1, x2, y2, ..., xn, yn) it reads
(x1, y1, x2, y2, ..., xn, yn) 7→ (−λ1y1, λ1x1,−λ2y2, λ2x2, ...,−λnyn, λnxn).
That is, in the complex coordinates the operator A with the matrix (2.1) is the operator
diag{iλj}, so the system of linear equations (1.1)|ǫ=0 =(2.2) reduces to the diagonal complex
system
v˙j + iλjvj = 0, 1 ≤ j ≤ n.
In the complex notation the perturbed system (1.1) reads
v˙j + iλjvj = ǫPj(v), v(0) = v0, v = (v1, v2, ..., vn) ∈ Cn.(2.5)
Below we assume that the vector-field P is locally Lipschitz, i.e. its restrictions to bounded
balls BR, R > 0, are Lipschitz-continuous. The case of polynomial vector-field P will be for
us of special interest, and we start with its brief discussion.
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Definition 2.1. A complex function F : Cn → C is a polynomial if it can be written as
F (z) =
∑
0≤|α|,|β|≤M
Cαβz
αz¯β,
where α = (α1, α2, ...αn), β = (β1, β2, ...βn) ∈ Zn+ are multi-indices with the norm |α| =
|α1|+ |α2|+ · · ·+ |αn|, Cαβ are some complex numbers, and
zα =
n∏
j=1
z
αj
j , z¯
β =
n∏
j=1
z¯
βj
j .
Definition 2.2. A vector-field P (z) is polynomial if every its component Pj is a polynomial
function.
We recall that for a function f(z) (real or complex) of a complex variable z = x + iy, the
derivatives ∂f/∂z and ∂f/∂z¯ are defined as ∂f∂z =
1
2 (
∂f
∂x − i∂f∂y ) and ∂f∂z¯ = 12 (∂f∂x + i∂f∂y ). The
lemma below follows by elementary calculation:
Lemma 2.3. Let z ∈ C and consider a complex polynomial F (z) =
M∑
m,n=1
Cmnz
mz¯n. Then
∂F
∂z =
M∑
m,n=1
mCmnz
m−1z¯n, and ∂F∂z¯ =
M∑
m,n=1
nCmnz
mz¯n−1. If F : Cn → R is a real-valued
C1-smooth function, then ∂F∂zj =
∂F
∂z¯j
, for any 1 ≤ j ≤ n.
Example 2.4. For n = 1, consider the system of equations
(2.6) x˙− ωy = 2ǫx(x2 − y2), y˙ + ωx = 4ǫyx2.
Now λ = ω and in the complex coordinate v = x+ iy the system reads
(2.7) v˙ + iλv = ǫ(v2v¯ + v3).
Let us come back to the general case of locally Lipschitz vector-fields P .
Definition 2.5. Let X : R+ → R+ be a non-decreasing continuous function and f : Cn → Cn
be a continuous vector-field. We say that f ∈ LipX(Cn,Cn), if for any R ≥ 0, |f |BR ≤ X(R)
and Lipf |BR ≤ X(R).
Example 2.6. Let P : Cn → Cn be a C1-smooth vector-field. For v ∈ Cn we denote by
dP (v) the differential of P at v (this is a linear over real numbers map from Cn to Cn).
Denote X˜(R;P ) = max
{
supBR ‖dP (v)‖, supBR |P (v)|
}
. Then X˜ defines a continuous function
of R ≥ 0, and P ∈ Lip
X˜
(Cn,Cn). Indeed, the continuity of X is obvious, while the second
property follows from the mean-value theorem which implies that
|P (u2)− P (u1)| ≤ X˜(R;P )|u2 − u1| if u1, u2 ∈ BR.
Lemma 2.7. Let P ∈ Lip
X
(Cn,Cn) and v0 ∈ B¯R. Denote θ = RX(2R) . Then a solution v(t) of
(2.5) exists for |t| ≤ ǫ−1θ and stays in the ball B¯2R.
Proof. Since P is a locally Lipschitz vector-field, then a solution v(t) of equation (2.5) exists
till the blow-up time. Taking the scalar product of equation (2.5) with v(t) (see (2.4)), we get
1
2
d
dt
|v(t)|2 = −i〈diag(λj)v, v〉 + ǫ〈P (v), v〉 = ǫ〈P (v), v〉.
5Denote T = inf
{
t ∈ [0, ǫ−1θ] : |v(t)| ≥ 2R}, where T equals ǫ−1θ if the set under the inf-sign
is empty. Then for 0 < t ≤ T we have
1
2
d
dt
|v(t)|2 ≤ ǫ|v||P (v)| ≤ ǫX(2R)|v|.
Thus, ddt |v(t)| ≤ ǫX(2R) and |v(t)| ≤ R+ ǫX(2R)t < 2R for all 0 < t < ǫ−1θ. So T = ǫ−1θ and
the result follows. 
2.2. Slow time and interaction representation. Denote τ = ǫt. Then ∂v∂t = ǫ
∂v
∂τ , so
equations (2.5) reduce to
∂vj
∂τ
+ iǫ−1λjvj = Pj(v), 1 ≤ j ≤ n.(2.8)
Let us substitute in (2.8)
vj(τ) = e
−iǫ−1λjτaj(τ), 1 ≤ j ≤ n.(2.9)
Then (2.8) becomes
a˙j = e
iǫ−1λjτPj(v), 1 ≤ j ≤ n.(2.10)
Denote a(τ) = (a1(τ), a2(τ), ..., an(τ)) ∈ Cn. For a real vector w = (w1, w2, ..., wn) ∈ Rn let
Φw be the rotation operator
Φw : C
n → Cn, Φw = diag{eiw1 , eiw2 , ..., eiwn}.
It is easy to see that
(Φw)
−1 = Φ−w, Φw1 ◦ Φw2 = Φw1+w2 , Φ0 = id,
and that each Φw is a unitary transformation.
Denote by Λ the vector (λ1, λ2, ..., λn) ∈ Rn. Then (2.9) can be written as v(τ) = Φ−τǫ−1Λa(τ),
or a(τ) = Φτǫ−1Λv(τ). Thus, the system (2.10) reads as
∂a
∂τ
= Φτǫ−1Λ ◦ P (Φ−τǫ−1Λa(τ)), |τ | ≤ θ,(2.11)
with the initial condition
a(0) = v0, |v0| =: R.(2.12)
Note that
|aj(τ)| = |vj(τ)|, ∀τ, 1 ≤ j ≤ n.(2.13)
3. Averaging of vector-fields
We recall that a diffeomorphism G : R2n → R2n transforms a vector-field W on R2n to
the vector-field (G∗W )(v) = dG(u)(W (u)), u = G
−1(v), see in [1]. Accordingly, a linear
isomorphism ΦΛt, t ∈ R, transforms the vector-field P to
((ΦΛt)∗P )(v) = ΦΛt ◦ P (Φ−Λtv).
Our goal in this section is to study the averaging in t of the vector-field above.
For a continuous vector-field P on Cn and a vector Λ ∈ (R \ {0})n, we denote
〈〈P 〉〉(a) = lim
T→±∞
1
|T |
∫ T
0
ΦΛt ◦ P (Φ−Λta)dt,(3.1)
if the limit exists (for T < 0 we understand
∫ T
0 . . . dt as the integral
∫ 0
T . . . dt). Denote
yt(a) = ΦΛt ◦ P (Φ−Λta),(3.2)
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and for T 6= 0 set
〈〈P 〉〉T (a) = 1|T |
∫ T
0
yt(a)dt.(3.3)
Then
〈〈P 〉〉(a) = lim
T→±∞
〈〈P 〉〉T (a).
The vector-field 〈〈P 〉〉 is called the averaging of a field P in the direction of a vector Λ, and
〈〈P 〉〉T (a) is called the partial averaging. The latter always exists. Our goal in this section is
to prove that the former also exists, if the mapping P is locally Lipschitz. To indicate the
dependence of the two introduced objects on Λ, sometimes we will write them as 〈〈·〉〉Λ and
〈〈·〉〉TΛ . We recall that being written in the special basis the matrix of operator A takes the
form (2.1), and that after introducing in R2n the complex structure (2.3) the matrix becomes
diag{iλj}. Since ΦΛt = exp(diag{iλj}t), then the definition of 〈〈P 〉〉 agrees with that in (1.5).
Lemma 3.1. If P ∈ LipX(Cn,Cn), then 〈〈P 〉〉T ∈ LipX(Cn,Cn) for any T 6= 0.
Proof. If a ∈ B¯R, then Φ−Λta ∈ B¯R. Since P ∈ LipX(Cn,Cn), one obtains |P (Φ−Λta)| ≤ X(R),
for each t, and then
|yt(a)| ≤ X(R), ∀t.(3.4)
Similarly, for any a1, a2 ∈ B¯R, we have
|yt(a2)− yt(a1)| = |P (Φ−Λta2)− P (Φ−Λta1)|(3.5)
≤ X(R)|Φ−Λta2 − Φ−Λta1|
≤ X(R)|a2 − a1|, ∀t.
From (3.4) and (3.5), one obtains
|〈〈P 〉〉T (a)| ≤ sup
|t|≤|T |
|yt(a)| ≤ X(R),
and
|〈〈P 〉〉T (a2)− 〈〈P 〉〉T (a1)| ≤ sup
|t|≤|T |
|yt(a2)− yt(a1)| ≤ X(R)|a2 − a1|.
Thus, 〈〈P 〉〉T ∈ LipX(Cn,Cn) for T 6= 0. 
Lemma 3.2 (The main lemma of averaging). For any Λ ∈ (R \ {0})n and P ∈ Lip
X
(Cn,Cn),
the limit of (3.1) exists for any a ∈ Cn, and 〈〈P 〉〉 ∈ LipX(Cn,Cn). If a ∈ B¯R, then the rate
of convergence in (3.1) depends only on R,Λ and P .
Before proving the general case of Lemma 3.2, we firstly consider the case when P is a
polynomial vector-field. Then,
Pj(v) =
∑
0≤|α|,|β|≤N
Cαβj v
αv¯β , 1 ≤ j ≤ n,(3.6)
and one has
ytj(v) = e
iλjt
∑
0≤|α|,|β|≤N
Cαβj
∏
i
(e−iλitvi)
αi
∏
i
(eiλitv¯i)
βi
=
∑
0≤|α|,|β|≤N
Cαβj e
it(λj−Λ·α+Λ·β)vαv¯β .
7It follows that
〈〈P 〉〉Tj (v) =
∑
0≤|α|,|β|≤N
Cαβj
(
1
|T |
∫ T
0
eit(λj−Λ·α+Λ·β)dt
)
vαv¯β .
Definition 3.3. A pair (α, β) is called (Λ, j)-resonant if λj −Λ · α+Λ · β = 0. The resonant
part of the polynomial vector-field (3.6) is another polynomial vector-field P res(v) such that
P resj (v) =
∑
pair (α,β) is (Λ,j)-resonant,
0≤|α|,|β|≤N
Cαβj v
αv¯β for 1 ≤ j ≤ n.
Example 3.4. For equation (2.7) in Example 2.4, we have P (v) = v2v¯+ v3 =: P1(v) +P2(v).
The monomial P1 is resonant since ω − ω · 2 + ω = 0. So now P res(v) = P1(v).
Note that
1
|T |
∫ T
0
e−it(λj−Λ·α+Λ·β)dt
=
{
1, if (α, β) is (Λ, j)-resonant,
1
−iT (λj−Λ·α+Λ·β)
(e−iT (λj−Λ·α+Λ·β) − 1), otherwise.
So,
lim
T→±∞
1
|T |
∫ T
0
e−it(λj−Λ·α+Λ·β)dt =
{
1, if (α, β) is (Λ, j)-resonant,
0, otherwise.
(3.7)
Thus, we have
〈〈P 〉〉Tj (v) −−−−−→
T→±∞
P resj (v).(3.8)
Therefore, in the polynomial case the limit in (3.1) exists.
Lemma 3.5. If P (v) ∈ LipX(Cn,Cn) is a polynomial vector-field of the form (3.6), then the
limit 〈〈P 〉〉 in (3.1) exists for all a ∈ Cn, equals to the resonant part P res of P and satisfies
〈〈P 〉〉 ∈ Lip
X
(Cn,Cn). Moreover, if a ∈ B¯R, then the rate of convergence (3.1) depends only
on R,Λ and P .
Proof. The existence of the limit 〈〈P 〉〉 already is proved, and its Lischitz continuity easily
follows Lemma 3.1. The second assertion holds since the rate of convergence in (3.7) and (3.8)
depends only on the indicated quantities. We omit the details. 
Now we begin to prove Lemma 3.2.
Proof. To show that the limit exists we have to verify that 1|T |
∫ T
0
eiλjt◦Pj(Φ−Λta)dt converges
to a limit as T → ±∞. It suffices to show that for any ξ > 0, there exists T ′ = T ′(ξ, R,Λ, P ) >
0, such that
(3.9) |〈〈P 〉〉T1j (a)− 〈〈P 〉〉T2j (a)| ≤ ξ, if |T1|, |T2| ≥ T ′.
For any j consider the restriction of Pj to the closed ball B¯R. By the Stone-Weierstrass
theorem, there exist N and a polynomial PNj (a) of degree N , depending only on R and P ,
such that
|Pj(a)− PNj (a)| ≤
ξ
4
, ∀a ∈ B¯R.
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We have got a polynomial vector field PN , for which the assertions of Lemma 3.2 already are
proved.
Since Φ−Λta ∈ B¯R for any t, then
|ytj(a;Pj)− ytj(a;PNj )| ≤
ξ
4
, ∀t, ∀a ∈ B¯R.
So,
(3.10) |〈〈P 〉〉Tj (a)− 〈〈PN 〉〉Tj (a)| ≤
ξ
4
, ∀T 6= 0.
By Lemma 3.5, there exists T ′ = T ′N > 0 such that
(3.11) |〈〈PN 〉〉T˜j (a)− 〈〈PN 〉〉j(a)| ≤
ξ
4
, ∀|T˜ | ≥ T ′.
From (3.10) and (3.11),
|〈〈P 〉〉T1j (a)− 〈〈PN 〉〉j(a)| ≤
ξ
2
, ∀|T1| ≥ T ′.
The same is true for T2. Therefore (3.9) follows, and the convergence (3.1) is established. The
inclusion 〈〈P 〉〉 ∈ LipX is a consequence of Lemma 3.1, while the last assertion of the lemma
directly follows from the proof. The lemma is proved. 
Example 3.6. Let λj > 0 for all j and Pj be an anti-holomorphic polynomial Pj(v) =∑
|β|≤N C
β
j v¯
β . Then no pair (0, β) is (Λ, j)-resonant and 〈〈P 〉〉 = 0.
3.1. Properties of the operator 〈〈·〉〉.
Proposition 3.7. Let P and Q be locally Lipschitz vector-fields on Cn. Then
1) (linearity): 〈〈aP + bQ〉〉 = a〈〈P 〉〉+ b〈〈Q〉〉 for any a, b ∈ R.
2) If P = diag(a1, . . . , an), aj ∈ C, then 〈〈P 〉〉 = P .
3) The mapping v 7→ 〈〈P 〉〉(v) commutes with all operators ΦΛθ, θ ∈ R.
4) The mapping (Cn × (R \ {0})n) ∋ (v,Λ) 7→ 〈〈P 〉〉Λ(v) is measurable. So for every v
the averaging 〈〈P 〉〉Λ(v) is a measurable function of Λ.
Proof. Properties 1) and 2) are obvious. Let us prove 3), assuming for definiteness that T > 0.
We have:
〈〈P 〉〉(ΦΛθa) = lim
T→+∞
1
T
∫ T
0
ΦΛt ◦ P (Φ−ΛtΦΛθa)dt
= ΦΛθ lim
T→+∞
1
T
∫ T
0
ΦΛ(t−θ) ◦ P (Φ−Λ(t−θ)a)dt
= ΦΛθ lim
T→+∞
1
T
∫ T−θ
−θ
ΦΛt′ ◦ P (Φ−Λt′a)dt′
= ΦΛθ lim
T→+∞
1
T
(∫ T
0
+
∫ 0
−θ
−
∫ T
T−θ
)
ΦΛt′ ◦ P (Φ−Λt′a)dt′
= ΦΛθ〈〈P 〉〉(a).
To prove 4), we note that for T > 0 the mappings (a,Λ) → 〈〈P 〉〉TΛ(a) are continuous, so
measurable. By Lemma 3.2, the mapping in question is a point-wise limit, as T →∞, of the
measurable mappings above; so it also is measurable (see [10], Theorem 1.14). 
94. Averaging for solutions of equation (2.11)
In this section we get our main result, describing the behaviour, as ǫ → 0, of solutions
of equation (2.11) on time-intervals |τ | ≤ const, where const does not depend on ǫ. In view
of (2.11), this also describes the behaviour of the amplitudes |vj(τ)| of solutions (2.8), and
accordingly, the behaviour of the amplitudes of solutions for (2.5) on long time-intervals |t| ≤
const ǫ−1.
Let in eq. (2.8) P ∈ LipX(Cn,Cn) for some function X as in Definition 2.5, and let v(τ)
be its solution such that v(0) = v0. Denote |v0| = R. Then by Lemma 2.7, v(τ) ∈ B¯2R
for |τ | ≤ θ = R
X(2R) . For |τ | ≤ θ the curve aǫ(τ) = Φτǫ−1Λv(τ) satisfies (2.11), (2.12) and
|aǫj(τ)| = |vj(τ)| for each j. So for |τ | ≤ θ we have:
(4.1)
{ |aǫ(τ)| ≤ 2R,
|∂aǫ∂τ | ≤ |P (Φ−τǫ−1Λa(τ))| ≤ X(2R).
Consider the collection of curves aǫ (the solutions of equation (2.11)),
aǫ ∈ C([−θ, θ],Cn), ǫ ∈ (0, 1].
By (4.1) and the Arzela-Ascoli theorem, the family {aǫ, 0 < ǫ ≤ 1} is precompact in C([−θ, θ],Cn).
So there exists a sequence ǫj → 0, such that
(4.2) aǫj → a0 in C([−θ, θ],Cn), as ǫj → 0,
for some curve a0 ∈ C([−θ, θ],Cn). By (4.1),
|aǫ(τ1)− aǫ(τ2)| ≤ X(2R)|τ1 − τ2|.
Passing in this relation to the limit as ǫj → 0, we obtain
(4.3) |a0(τ1)− a0(τ2)| ≤ X(2R)|τ1 − τ2|, ∀τ1, τ2 ∈ [−θ, θ].
Now we address the following problem: does the limit a0 depend on {ǫj}? If it does not,
then how to describe it?
A solution aǫ(τ) of (2.11) satisfies the relation
(4.4) aǫ(τ) = v0 +
∫ τ
0
Φsǫ−1Λ ◦ P (Φ−sǫ−1Λaǫ(s))ds, ∀|τ | ≤ θ,
and the estimates (4.1). From Lemma 3.2,
(4.5)
1
|T |
∫ T
0
Φtǫ−1Λ ◦ P (Φ−tǫ−1Λaǫ(t))dt = 〈〈P 〉〉(a) + o(1), as T → ±∞,
where o(1) does not depend on v0 if v0 ∈ B¯R.
Consider the following effective equation
(4.6) a(τ) = v0 +
∫ τ
0
〈〈P 〉〉(a(s))ds,
that is
∂
∂τ
a(τ) = 〈〈P 〉〉(a(τ)), a(0) = v0.
Since 〈〈P 〉〉 is locally Lipschitz, then a solution for (4.6) is unique and exists at least for small
|τ |.
Lemma 4.1. The curve a0(τ) is a solution of (4.6) for |τ | ≤ θ.
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To prove the lemma we first perform some additional constructions.
Assume for definiteness that τ ≥ 0, i.e. 0 ≤ τ ≤ θ, and consider an intermediate scale
L =
√
ǫ; then ǫ ≪ L ≪ 1. Denote N = [ θL ]. Let bj = jL, 0 ≤ j ≤ N , bN+1 = θ and
△j = [bj−1, bj ], 1 ≤ j ≤ N + 1. Then |△1| = · · · = |△N | = L, 0 ≤ |△N+1| < L.
Let the curves ytǫ(a), t ∈ R, be defined as in (3.2) with a = aǫ.
Lemma 4.2. For any 0 ≤ |τ | ≤ θ, denote I(τ) = ∫ τ0 G(aǫ(s), sǫ−1)ds, where G(aǫ(s), sǫ−1) =
ysǫ
−1
(aǫ(s))−〈〈P 〉〉(aǫ(s)). Then uniformly in τ ∈ [0, θ] we have |I(τ)| ≤ κ(ǫ), where κ(ǫ)→ 0
as ǫ→ 0, does not depend on v0 if |v0| ≤ R.
Proof. Denote
Ij(τ) =
∫
△j
G(aǫ(s), sǫ−1)ds, 1 ≤ j ≤ N + 1.
Then |I| ≤∑N+1j=1 |Ij |. The term IN+1 is trivially small. Now consider Ij with 1 ≤ j ≤ N . We
have
|Ij | ≤
∣∣∣∣∣
∫ bj
bj−1
(G(aǫ(s), sǫ−1)−G(aǫ(bj−1), sǫ−1))ds
∣∣∣∣∣+
∣∣∣∣∣
∫ bj
bj−1
G(aǫ(bj−1), sǫ
−1)ds
∣∣∣∣∣ =: I1j + I2j .
Consider the term I1j . Since |s− bj−1| ≤ L, then by (4.1), we have
|aǫ(s)− aǫ(bj−1)| ≤ LX(2R).
As for any t, yt and 〈〈P 〉〉 both belong to Lipχ, then
I1j ≤ 2LX(2R) · LX(2R) = 2L2(X(2R))2.
Now consider the term I2j . We have
I2j =
∣∣∣∣∣
∫ bj
bj−1
ysǫ
−1
(aǫ(bj−1))ds−
∫ bj
bj−1
〈〈P 〉〉(aǫ(bj−1))ds
∣∣∣∣∣
=
∣∣∣∣∣
∫ bj−1+L
bj−1
ΦΛǫ−1τ ◦ P (Φ−Λǫ−1τaǫ(bj−1))dτ − L〈〈P 〉〉(aǫ(bj−1))
∣∣∣∣∣
=
∣∣∣∣∣
∫ L
0
ΦΛǫ−1bj−1ΦΛǫ−1τ˜ ◦ P (Φ−Λǫ−1τ˜Φ−Λǫ−1bj−1aǫ(bj−1))dτ˜ − L〈〈P 〉〉(aǫ(bj−1))
∣∣∣∣∣
=
∣∣∣∣∣ΦΛǫ−1bj−1
∫ L
0
ΦΛǫ−1 τ˜ ◦ P (Φ−Λǫ−1τ˜z)dτ˜ − L〈〈P 〉〉(aǫ(bj−1))
∣∣∣∣∣ ,
where z := Φ−Λǫ−1bj−1a
ǫ(bj−1) ∈ B¯2R. Making in the last inequality the substitution ǫ−1τ˜ = t
and noting that dτ˜ = ǫdt = L2 dt, we obtain:
I2j =
∣∣∣∣∣ΦΛǫ−1bj−1 LL−1
∫ L−1
0
ΦΛt ◦ P (Φ−Λtz)dt− L〈〈P 〉〉(aǫ(bj−1))
∣∣∣∣∣
=
∣∣∣LΦΛǫ−1bj−1 〈〈P 〉〉L−1(z)− L〈〈P 〉〉(aǫ(bj−1))∣∣∣ .
From (4.5), 〈〈P 〉〉L−1 (z) = 〈〈P 〉〉(z) + o(1) as ǫ→ 0. Since by item 3) of Proposition 3.7
〈〈P 〉〉(z) = 〈〈P 〉〉(Φ−Λǫ−1bj−1aǫ(bj−1)) = Φ−Λǫ−1bj−1 〈〈P 〉〉(aǫ(bj−1)),
and as by Lemma 3.2 the o(1) above does not depend on z ∈ B¯2R, then
I2j = |L〈〈P 〉〉(aǫ(bj−1)) + L · o(1)− L〈〈P 〉〉(aǫ(bj−1))| = L · o(1).
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So
|Ij | ≤ L · o(1) + 2L2(X(2R))2 = L · o(1),
and therefore,
|I| ≤
N∑
j=1
|Ij | ≤ NL · o(1) ≤ θ · o(1) =: κ(ǫ).
The lemma is proved. 
Proof of Lemma 4.1. Consider
A(τ) := a0(τ) − v0 −
∫ τ
0
〈〈P 〉〉(a0(s))ds
= a0(τ) − aǫj(τ)(4.7)
+ aǫj (τ)− v0 −
∫ τ
0
y(aǫj (τ), sǫ−1j )ds(4.8)
+
∫ τ
0
y(aǫj (τ), sǫ−1j )ds−
∫ τ
0
〈〈P 〉〉(aǫj (s))ds(4.9)
+
∫ τ
0
〈〈P 〉〉(aǫj (s))ds−
∫ τ
0
〈〈P 〉〉(a0(s))ds.(4.10)
The term (4.7)→ 0 as ǫj → 0 in view of (4.2), the term (4.8)=0 by (4.4), the term (4.9)≤ κ(ǫ)
by Lemma 4.2 and (4.10)≤ τX(2R)|aǫj − a0| → 0 as ǫj → 0 by (4.2). Passing to the limit
as ǫj → 0, we see that A(τ) ≡ 0. Therefore, a0(τ) is a solution of (4.6) for 0 ≤ |τ | ≤ θ.
Lemma 4.1 is proved. 
Since a solution of eq. (4.4) is unique, then the convergence (4.2) holds as ǫ→ 0, not only
as ǫj → 0. Thus we have proved
Theorem 4.3. Let aǫ(τ), |τ | ≤ θ, be a solution of (4.4). Then
aǫ(τ)→ a0(τ), uniformly for |τ | ≤ θ,
where a0(τ) is a solution of (4.6).
Theorem 4.3 proves the second assertion of Theorem 1.1, whose first assertion was already
established in Lemma 3.2.
Since |vǫj(τ)| ≡ |aǫj(τ)|, then Theorem 4.3 implies:
Corollary 4.4. The solution vǫ(t) of (2.5) satisfies
sup
|t|≤ǫ−1θ
∣∣|vǫj(t)| − |a0j(ǫt)|∣∣→ 0 as ǫ→ 0, ∀j.
Example 4.5. By Examples 2.4 and 3.4, the effective equation for the system (2.6), written
in the complex variable v and the slow time τ , is
∂
∂τ
v = v2v¯.
In the real variables and the fast time the equation reads
x˙ = ǫx(x2 + y2), y˙ = ǫy(x2 + y2).
For x0 = 1, y0 = 0 its solution is x(t) = (1− 2ǫt)−1/2, y(t) = 0. So for |t| ≤ 14ǫ−1 the solution
of (2.6) with initial data (1, 0) satisfies∣∣x2(t) + y2(t)∣∣1/2 = (1 − 2ǫt)−1/2 + o(1) as ǫ→ 0.
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5. Hamiltonian equations
Let us provide the space R2n ∼ Cn with the usual symplectic structure, given by the form
ω2 =
∑
dxj ∧ dyj . Then a real-valued Hamiltonian
H = h2(z, z¯) + ǫh(z, z¯), h2 = −1
2
∑
λj |zj |2, h ∈ C1(Cn),
gives rise to the Hamiltonian system
z˙j = −iλjzj + 2iǫ ∂h
∂z¯j
, 1 ≤ j ≤ n,
which we rewrite as
∂z
∂τ
+ iǫ−1diag(λj)z = 2i
∂h
∂z¯
:= P (z).(5.1)
Assume that P is locally Lipschitz. It means that
h ∈ C1,1loc = {u(z) ∈ C1(Cn) : uz, uz¯ are locally Lipschitz functions}.
Then (5.1) is a special case of equation (2.11).
Lemma 5.1. Let yt(a) be defined as in (3.2). Then
ytj(a) = 2i
∂
∂a¯j
h(Φ−Λta).
Proof. Denote Φ−Λta = v, i.e., vj = e
−iλjtaj . Then
2i
∂h(v(a))
∂a¯j
= 2i
∂h(v(a))
∂v¯j
· ∂v¯j
∂a¯j
= 2i
∂h(v(a))
∂v¯j
eiλjt
= 2ieiλjt
∂h(Φ−Λta)
∂v¯j
= eiλjtPj(Φ−Λta) = y
t
j(a),
since 2i ∂h∂v¯j = Pj(v). 
From Lemma 5.1,
(5.2) 〈〈P 〉〉Tj (a) =
2i
|T |
∫ T
0
∂
∂a¯j
h(Φ−Λta)dt = 2i
∂
∂a¯j
〈h〉T (a),
where we denoted 〈h〉T (a) = 1|T |
∫ T
0 h(Φ−Λta)dt.
For the same reason as in Section 3 (see there Lemma 3.2), since h is a locally Lipschitz
function, then the limit
(5.3) lim
T→±∞
〈h〉T (a) =: 〈h〉(a)
exists and is locally Lipschitz (this limit is the averaging of the function h in the direction Λ).
Repeating the proof of Proposition 3.7.3) we get that 〈h〉(a) is invariant with respect to the
rotations ΦΛθ:
〈h〉(ΦΛθa) = 〈h〉(a) ∀θ, ∀a.(5.4)
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We claim that 〈h〉 is a C1-function and
(5.5) 2i
∂
∂a¯j
〈h〉(a) = 〈〈P 〉〉j(a),
for every j. Indeed, by the second assertion of Lemma 2.3 and (5.2)
〈〈P¯ 〉〉Tj (a) = −2i
∂
∂aj
〈h〉T (a).
From here and (5.2) we conclude that 〈h〉T is a C1 function, and for each j the derivative
(∂/∂xj)〈h〉T is a complex linear combination of 〈〈P 〉〉Tj and 〈〈P¯ 〉〉Tj . So by Lemma 3.1, for
any bounded domain B in Cn functions (∂/∂xj)〈h〉T are uniformly in T > 0 bounded and
Lipschitz on B. Same is true for (∂/∂yj)〈h〉T , for all j. Now the uniform in B convergence of
〈〈P 〉〉Tj to 〈〈P 〉〉j implies the uniform convergence of (∂/∂xj)〈h〉T and (∂/∂yj)〈h〉T to limits,
for all j. In view of the uniform in B convergence of 〈hT 〉 to 〈h〉 we get that 〈h〉 is C1-smooth
and satisfies (5.5).
We have proved
Theorem 5.2. If equation (2.5) has the hamiltonian form (5.1), where the real Hamiltonian
h belongs to the space C1,1
loc
, then the effective equation (4.6) also is hamiltonian: the vector
field 〈〈P 〉〉 has the hamiltonian form (5.5), where the Hamiltonian 〈h〉 ∈ C1,1
loc
is defined in
(5.3).
Example 5.3. If h is a real polynomial,
(5.6) h(a) =
∑
α,β∈Zn+
mαβa
αa¯β , mαβ = mαβ ,
then 〈h〉(a) =∑Λ·α=Λ·βmαβaαa¯β .
Let us take any h ∈ C1,1loc and assume that the vector Λ is non-resonant, that is Λ · s = 0
for some s ∈ Zn implies that s = 0. Let us introduce in Cn the action-angle coordinates
(I, ϕ) with I ∈ Rn+, ϕ ∈ Tn, where for a vector z = (z1, . . . , zn) with zj = rjeiϕj we have
I = (I1, . . . , In), Ij =
1
2r
2
j , and ϕ = (ϕ1, . . . , ϕn). Then ω2 = dI ∧ dϕ, and
ΦΛt(I, ϕ) = (I, ϕ+ Λt).
Since now the curve t 7→ ϕ+Λt is dense in Tn for each ϕ, then (5.4) implies that 〈h〉 does not
depend on the angles ϕ.2 That is, the Hamiltonian 〈h〉 is integrable, and the effective equation
reads
I˙ = 0, ϕ˙ = ∇I〈h〉(I).
So its solutions a(τ) are such that |aj(τ)|2 =const, and Theorem 4.3 implies
Corollary 5.4. If the frequency vector Λ is non-resonant and h ∈ C1,1loc , then a solution z(t)
of equation (5.1) satisfies
sup
|t|≤ǫ−1θ
∣∣|zj(t)|2 − |zj0|2∣∣ = o(1) as ǫ→ 0,
for a suitable θ which depends on |z0|.
2For example, if h is the polynomial (5.6), then 〈h〉(a) =
∑
mααa
α
a¯
α
.
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If h ∈ C1,1loc , then 2i∂z¯h ∈ LipX(Cn,Cn) for a function X as in Definition 2.5. For m ∈ N we
write
2i∂z¯h(z) = O(z
m),
if ǫ−m2i∂z¯h(ǫz) ∈ LipX(Cn,Cn) for all 0 < ǫ ≤ 1, for a suitable function X, independent from
ǫ. For example, if h is a polynomial (5.6) such that the coefficients mαβ are nonzero only for
|α|+ |β| ≥M , then 2i∂z¯h = O(zM−1). Consider the equation
(5.7) z˙ + i diag(λj)z = 2i∂z¯h,
where 2i∂z¯h ∈ O(zm). To study its small solutions we substitute z = ǫw and get for w(t)
equation (5.1) with ǫ := ǫm−1. We see that if the frequency vector Λ is non-resonant and z(t)
is a solution of (5.7) with small initial data z(0) = ǫw0, then
∣∣|zj(t)|2 − ǫ2|w0j |2∣∣ = o(ǫ2) for
|t| ≤ ǫ1−mθ, where θ = θ(|w0|). In [6] a more delicate argument is used to show that if the
frequency vector Λ satisfies certain diophantine condition and the Hamiltonian h is analytic,
then the stability interval is much bigger – it is exponentially long in terms of ǫ−a for some
positive a. Our result is significantly weaker, but it only requires that the vector Λ is non-
resonant and the Hamiltonian vector-field 2i∂z¯h is Lipschitz–continuous. We note that the
result of [6] generalises to PDEs, e.g. see [3], as well as Theorem 1.1 (and Corollary 5.4), see
[7, 8].
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