Introduction
Generalized Nevanlinna functions were introduced in [11] in the scalar case and generally in [12] . They appear as a natural generalization of classical scalar Nevanlinna functions, that are functions which map the complex upper half plane C + holomorphically into C + ∪ R. The generalized Nevanlinna class N κ (H) contains exactly those operator-valued functions (see [11] and [9] ) that admit a minimal operator representation
in some Pontryagin space K with negative index κ. Here A is a self-adjoint linear relation in K. For κ = 0 these functions are well studied: Their domain of holomorphy contains the open upper and lower half planes. Near the real line they grow like the resolvent of a self-adjoint linear operator in a Hilbert space. In the indefinite case, that is, for generalized Nevanlinna functions it turned out that there are some extraordinary spectral points, which are the generalized poles which are not of positive type. These points and especially their degree of non-positivity are defined in terms of the operator representation, namely they are those eigenvalues of the representing relation A in (1.1) for which the eigenspace is not a positive subspace. Hence the question arises how to characterize these points analytically. For a scalar function q ∈ N κ (C), in 1986 this problem was solved completely in [13] . The degree of non-positivity is characterized by the existence and the signs of certain limits and non-tangential derivatives of q. In 1988 [2] there were used pole cancellation functions (for the definition see Section 3) in the matrix case. A generalized pole that is not of positive type is characterized by the existence of a pole cancellation function that is not of positive type. However the degree of non-positivity was not described. In 1991 the degree of non-positivity was described for meromorphic functions (see [1] ). In these papers instead of the poles there are treated generalized zeros, but this is essentially the same, since a generalized zero of Q is a generalized pole of the "inverse function" Q(z) := −Q(z) −1 . Pole-cancellation functions in the meromorphic case were introduced in 1971 in [8] . For generalized (that may be non-isolated) poles these functions are discussed in detail in [5] . Under strict conditions there were obtained also some results concerning the degree of non-positivity.
In this paper we deal with operator-valued generalized Nevanlinna functions. It is the aim to give a characterization of those generalized poles that are not of positive type including their degrees of non-positivity in terms of systems of pole cancellation functions in this general setting. One part of our approach does not differ much from that in e.g. [5] . The idea how the existence of a pole cancellation function implies the existence of a generalized pole is essentially contained already in [2] and, more explicitly, for scalar functions in [6] . However, for a given generalized pole we construct a pole cancellation function in a different way. In fact, we use the idea of factorization (cf. [14] and [15] ), that is, the generalized pole can be "split off" by some rational factors, such that the remaining function behaves locally like a Nevanlinna function of the class N 0 (H). So in fact the "non-positive" structure of Q at the generalized pole is contained in these factors. The main piece of work is to keep track of the splitting off in the operator representations of the involved functions in order to have control over the behaviour of the remaining N 0 -function.
In Section 2 some results about generalized Nevanlinna functions and generalized poles are listed. The definition of a pole cancellation function is given in Section 3. We describe how these functions imply the existence of a generalized pole. With a given pole cancellation function there is associated an eigenvector of the representing relation A, and in case of order > 1 even a Jordan chain with corresponding length is constructed. The notion of the degree of non-positivity of a pole cancellation function is introduced according to this result, that is, it counts the negative index of the corresponding chain. Finally in Theorem 3.7 the main result is formulated, that is, a generalized pole and its degree of non-positivity can be characterized by the existence of a maximal system of pole cancellation functions. For the proof we need more detailed properties of operator representations which are given in Section 4. They are used in Section 5 where, conversely, for a generalized pole that is not of positive type we construct a pole cancellation function. Finally in Section 5.3 the above results are linked together in order to prove Theorem 3.7.
Preliminaries
In this section we recall some definitions and basic results on generalized Nevanlinna functions. Let H, ( · , · ) be a Hilbert space. An operator function Q with values in L(H) belongs to the generalized Nevanlinna class N κ (H), if it is meromorphic in C \ R, symmetric with respect to the real axis (that is, Q(z) * = Q(z) for z ∈ D, the domain of holomorphy of the function Q), and if the so-called Nevanlinna kernel
has κ negative squares. This means that for arbitrary N ∈ N, z 1 , . . . , z N ∈ D ∩ C + and ξ 1 , . . . , ξ N ∈ H the Hermitian matrix
has at most κ negative eigenvalues, and κ is minimal with this property.
It is well-known (see e.g. [11] and [9] ) that an operator function belongs to the class N κ (H) if and only if it admits a minimal representation of the form
with some Pontryagin space K, [ · , · ] with negative index κ. Here Γ ∈ L(H, K), the linear relation A in K is self-adjoint with non-empty resolvent set, z 0 ∈ (A) ∩ C + , and Q 0 ∈L(H) with
The representation (2.1) is called minimal if
A point α ∈ C ∪ {∞} is called a generalized pole of Q ∈ N κ (H) if α is an eigenvalue of the relation A in the minimal representation (2.1). Note that α is an (ordinary) pole of the function Q, if and only if α is an isolated eigenvalue of A. The generalized pole α is called of positive type if the eigenspace of A at α is positive. In the sequel we will mainly deal with those generalized poles that are not of positive type, that is, there exists at least one eigenvector that is negative or neutral.
Remark 2.1
In the literature these points have also been called of negative type (e.g. [2] ) or of nonpositive type (e.g. [6] and [4] ). We avoid these notations since in case of dim H > 1 the corresponding eigenspace need not be non-positive, in fact there could also exist positive eigenvectors.
According to a theorem of Pontryagin for a self-adjoint linear relation A with (A) = ∅ in a Pontryagin space with negative index κ there always exists a κ-dimensional non-positive invariant subspace L A (cf. [10] ). The dimension of the algebraic eigenspace of A| LA at α is called the degree of non-positivity of the generalized pole α. In other words, the degree of non-positivity of α is the dimension of a maximal non-positive invariant subspace of the algebraic eigenspace of the representing relation A at the eigenvalue α. Although the invariant subspace L A is not unique, its dimension does not depend on the particular choice. If α is an (ordinary) pole of Q then in general its polar multiplicity (in the sense of [8] ) does not coincide with the degree of non-positivity. This is the reason for us not to use the notation multiplicity, that is used e.g. in ( [13] ).
Recall that if Q ∈ N κ (H), then also Q(z) := −Q(z) −1 belongs to the class N κ (H). The generalized poles of Q are called the generalized zeros of Q and the type and degree of non positivity are defined accordingly.
Pole cancellation functions and formulation of the main result
For a generalized Nevanlinna function Q in this section we define pole cancellation functions and show how these functions provide information about the structure of the algebraic eigenspace of the representing relation A of Q. Let C + be the open upper half plane, and let U α be a neighbourhood of α ∈ C. By z− → α we denote the usual limit z → α if α ∈ C + , and the non-tangential limit in C + if α ∈ R.
The holomorphically continued function p(z) = (Q(z) − H(z)) η(z) is called the pole function of Q at α, and the vector p(α) =: η 0 = 0 is called the corresponding pole vector. Definition 3.2 The order, ord( η ), of a pole cancellation function η is defined as the maximal number l 0 ∈ N ∪ {∞} such that for 0 ≤ j < l 0 it holds
Note that if Q has an isolated pole at α, then P1 and P2 mean that the functions η and Q η can be continued holomorphically into α, and α is a zero of η, but not of Q η. The condition P3 is no further restriction. In this case the order of the pole cancellation function coincides with the ordinary order of the zero α of η.
The main result of this section is that to such a pole cancellation function there corresponds a Jordan chain of the representing relation A at the eigenvalue α. (i) The point α is a generalized pole of Q. for w ∈ (A), f ∈ H form a total set in K. Hence consider
Since property P2 holds and k < ord( η ), the limit for z− → α exists for every w ∈ (A) \ {α} and f ∈ H. Obviously
Here the limit exists because of P3 and hence the elements x j := lim
Next we show that the point α is an eigenvalue of the representing relation A with eigenvector x 0 . For every w ∈ (A) it holds
Let us now assume that x 0 = 0. Then for every w ∈ (A) and f ∈ H it holds
This is η 0 = 0 which contradicts η being a pole cancellation function and hence x 0 = 0. Thus α is a generalized pole of Q. Furthermore, for k > 0 the resolvent equation implies
which proves that the elements x 0 , . . . , x l−1 form a Jordan chain of A at α. The statements (i) and (iii) follow directly from (ii). In order to show (iv) one observes
Using this relation it follows from the linear independence of the pole vectors η 1,0 and η 2,0 that also the eigenvectors x 1,0 and x 2,0 are linearly independent. This implies also the linear independence of the elements of the Jordan chains.
In order to include into considerations also linearly independent eigenvectors one has to deal with systems of pole cancellation functions. Let Let
the Gram matrix of the first d elements of the corresponding Jordan chain, more precisely
If g 00 ≤ 0 then the generalized pole α is not of positive type. In this case the maximal number ϑ( η ), such that the matrix G ϑ( η) is negative semi-definite is called the degree of non-positivity of the pole cancellation function
Since non-positive elements in a Pontryagin space do not necessarily span a non-positive subspace, the definition of the degree of non-positivity of such a system is a bit more involved. Let Y = { η 1 , . . . , η m } be a system of pole cancellation functions of Q ∈ N κ (H) at the point α. The main result of this paper is that also the converse holds, it is formulated below. A system of pole cancellation functions of Q is said to have maximal degree of non-positivity if there does not exist a system whose degree of non-positivity is larger. 
Auxiliary results on operator representations of generalized Navenlinna functions
Within this section we will assume that Q ∈N κ (H) admits in K an even simpler operator representation (cf. [11] ) exists as a bounded linear operator. The representation (4.1) again can be assumed to be minimal, that is 
Non-minimal operator representations
Recall that the definitions of a generalized pole and a generalized zero refer to minimal operator representations. In this paragraph these definitions are carried over also to operator representations that are not minimal. Here property (4.3) plays a crucial role. 
Lemma 4.2 Let Q be given with the (not necessarily minimal ) operator representation
and f ∈ H. In particular we have 
holds, and by construction this representation is minimal.
In the following lemma we characterize generalized poles and zeros in terms of a non-minimal operator representation.
Lemma 4.4 Let Q ∈ N κ (H) be given with an operator representation as in Lemma 4.2. (i) The point α ∈ C is a generalized pole of Q if and only if there exists an element x α ∈ M such that it holds:
( 
ii) The point β ∈ C is a generalized zero of Q if and only if there exist an element x β ∈ M and a vector ξ ∈ H \ 0 such that it holds:
Thus for every f ∈H and z ∈ (A) we find
which is a contradiction to the minimality of representation (4.4). Conversely, from relations (4.5) it follows 
Splitting off one factor
In what follows we study the operator representation of the generalized Nevanlinna function that results from "splitting off " some rational factor. This result, which will be our main tool, is basically contained in [14] , but here we work it out in more detail.
Let the function Q ∈ N κ (H) be given with the (not necessarily minimal) operator representation (4.2)
and let α ∈ C be a generalized pole of Q that is not of positive type, more precisely, let the element 
(ii) Assume that the function Q has the operator representation (4.2)
and the element x α is as above. Then the function Q M admits the operator representation
Here the inner product in the Pontryagin space K M is given by the Gram matrix
We have
with the projection
and the vector
and the operator 
, f ∈ H and x α denotes the linear span of the element
M , that is,
for every z ∈ (A M ) and f ∈ H. Since we have ϕ = 0, relation (4.8) implies µ = λ = 0. We introduce the projection P :=
Γ ψ, for which the intertwining relation P Γ 0 = Γ 0 P holds. Then (4.8) can be written as
The above relation holds for every f ∈ H thus also for P f , that is,
and hence also 
Since we have P (A − z)
Γ ψ for some m ∈ M 0 relations (4.10) and (4.3) imply
As a consequence (4.3) it holds P + m = 0, thus relation (4.11) yields
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Summing up relations (4.12) and (4.13) finally gives (A − z) −1 Γ 0 f, I − P + x = 0 for every f ∈ H and z ∈ (A) \ {γ, γ}, which implies
Conversely, we show that for any m ∈ M [⊥] and t ∈ C the element y := txα+m 0 with 0 ∈ C 2 belongs to
is A-invariant we find
with some m 1 ∈ M [⊥] . Since ker P + = x α and M [⊥] ⊆ ker(I − P + ) relation (4.14) further equals
is direct, which finishes the proof of the first part of Lemma 4.8. For the second part one uses that M M is closed and hence
What is left now is to show that the function Q M again belongs to the class N κ (H). For this purpose, according to Lemma 4.2, we may assume that the operator representation (4.2) of Q is minimal. Then the space
2 is a Pontryagin space with negative index κ + 1. Since in this case M
[⊥]
M is spanned by the element xα 0 it follows that the Pontryagin space and relation (4.15) can be written as
Inserting the vector ξ M in the first component of (4.17), observing
Hence we can write
This gives 
Factorization
Applying Theorem 4.6 κ α times, where κ α is the degree of non-positivity of α, we obtain a factorization of the form
Here B(z) is a rational function that carries the information about the structure of the generalized pole α and Q κα ∈ N κ (H) is such that if α is a generalized pole, then it is of positive type. In this section we discuss the operator representation of the reduced function Q κα . Let Q ∈ N κ (H) be given as in Theorem 4.6 (ii) and assume that α ∈ C is its only generalized pole that is not of positive type. Set Q 0 := Q and build a finite sequence of functions in the following way. If for the function Q n the point α is still a generalized pole that is not of positive type, then the function Q n+1 is defined by applying Theorem 4.6 once:
where B n (z) :
ψ n and γ n ∈ C + \ {γ 0 , . . . , γ n−1 } that is neither a pole nor a zero of Q. Some useful properties of the corresponding operator representations
are collected in the following two lemmata. Lemma 4.11 Let Q ∈ N κ (H) and Q n be given as before, and let κ α be the degree of non-positivity of the generalized pole α. and
Put the element x α =: 
P r o o f. By definition and Theorem 4.6 we have
x n + m n−2 holds, where 
where ξ 0 either is a root vector of Q at α or ξ 0 = 0.
Construction of pole cancellation functions and the proof of the main result

A pole cancellation function
In this section we construct pole cancellation functions that correspond to the "non-positive" part of the algebraic eigenspace of the representing relation A of a given generalized Nevanlinna function Q. First we make the following observation in order to simplify the constructions. Let Q ∈N κ (H) be decomposed as Q(z) = Q α (z) + H α (z), where Q α ∈ Nκ(H) for someκ ∈ N 0 , and H α is holomorphic at α ∈ C. Then the function η(z) is a pole cancellation function of Q at α if and only if it is a pole cancellation function of Q α at α with the same order and degree of non-positivity. In fact, a function Q ∈ N κ (H) for which α is a generalized pole that is not of positive type always admits such a decomposition. Here Q α can be chosen such that α is its only generalized pole that is not of positive type, and furthermore such that Q α is holomorphic at ∞ and Q(∞) is boundedly invertible (cf. e.g. [3] ). That is, it admits a realization of the form (4.1).
We are now able to construct a pole cancellation function explicitly. 
is a pole cancellation function of Q at α with ord( η ) ≥ κ 0 .
Remark 5.2
The number κ 0 ≤ κ α is the length of the "non-positive part" of a Jordan chain of the representing relation A. P r o o f. In the beginning of Section 4 we noted that without loss of generality we may assume that α is the only generalized pole that is not of positive type and has hence degree of non-positivity κ. Then the points γ 0 , . . . , γ κ−1 and the vectors η 0 , . . . , η κ−1 , ψ 0 , . . . , ψ κ−1 are chosen according to Lemma 4.11 but with one additional property: Let the element x n for n > 0 be such that (A 0 − α)x n − x n−1 ∈ x n−2 , . . . , x 0 as long as such a choice is possible. The length of this "generalized Jordan chain" we denote by κ 0 , and as abbreviation we set N := κ 0 − 1.
First we check that the function η, which is holomorphic in some U α ∩C + , meets condition P2 of the definition of a pole cancellation function. From
one sees that even Q(z) η(z) can be continued holomorphically to α. With Lemma 4.12 we find p(α) = η 0 = 0. In the following we use the notation B(
Note that the then function Q can be written as
For simplicity we introduce the class N 0,loc(α) (H) as the set of all L(H)-valued functions that locally at α behave like an N 0 -function, that is Q ∈ N 0,loc(α) (H) can be decomposed as Q(z) = Q α (z) + Q H (z), where Q α ∈ N 0 (H) and Q H is holomorphic at α and satisfies Q H (z) = Q H (z) * . Since Q κ ∈ N κ (H) has poles at www.mn-journal.com the (distinct) non-real points γ 0 , . . . , γ κα−1 we note that if α is a generalized pole of Q κ ∈ N κ (H), then it is of positive type. Hence it obviously holds Q κ ∈ N 0,loc(α) (H) and it follows
where H ∈ N 0,loc(α) (H) with the additional property that α is not a generalized pole of H, and P is an orthogonal projection whose range consists of the rootvectors of Q κ . Note that thus lim zc →α (z −α)H(z) = 0. With this notation we have
If α ∈ R then by assumption Q κ has no generalized zero and hence P = 0, but if α ∈ R then with Lemma 4.11 and using the assumption that α is not a generalized zero of Q it follows for every root vector ξ of Q κ
Hence in both cases lim zc →α η(z) = 0, that is P1 holds. If α ∈ R we are done, otherwise it remains to check P3. To this end one observes that it holds
.
is given by the relation
and for some function q by ∆ z,w we denote the first difference
Note that for h ∈ N 0,loc(α) (C) there exists lim
for every j ∈ N and hence it is not hard to see that η meets condition P2 and moreover ord( η ) ≥ N + 1 = κ 0 .
Remark 5.3
If however α is a generalized zero, then the function η given in Theorem 5.1 need not be a pole cancellation function of Q at α.
A system of pole cancellation functions
In order to construct a system of pole cancellation functions we have to choose the elements x 0 , . . . , x κ−1 more carefully. Note that in the proof of Theorem 5.1 these elements do not necessarily form Jordan chains. But in Lemma 5.4 we will show that such a choice is possible. Hence we can change the order of the Jordan chains, starting with another eigenvector. Applying then Theorem 5.1 gives a system of pole cancellation functions with order ≥ κ. In order to calculate its degree of non-positivity we use the correspondence between the elements x 0 , . . . , x κα−1 and the Jordan chains that result from applying Theorem 3.3 to the pole cancellation functions we constructed.
Let α ∈ R be a generalized pole of Q ∈ N κ (H) with degree of non-positivity κ α . Recall from Section 4.3 that the elements x 0 , . . . , x κα−1 are chosen such that 
Moreover we now assume that every element x i is chosen such that (5.4) holds, whenever such a choice is possible. Then we rename, without changing the order, the elements x 0 , . . . , x κα−1 as
Here the elements x i,0 for i = 1, . . . , m are exactly those for which (5.4) does not hold. We use the following notation
which is the order in (5.5). Note that by construction
In what follows we show that the choice of these elements can be done such that they form a system of (orthogonal) Jordan chains. 
By construction the elements (5.6) are pairwise orthogonal and non-positive. These properties obviously remain if we substitute
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Iterating this leads to the case L = N K , that is, y = x K+1,0 and
Denote by (I, J) the maximal index such that µ I,J = 0. Hence without loss of generality we have
Hence it holds J < N I . Put
with some a ∈ R. Obviously these two elements are non-postive and for (i, j) = (I, J + 1) it holds:
It is easy to see that a can be chosen such that also [ x I,J+1 , y ] = 0. Furthermore we have
Repeating these constructions we end up with an element that is an eigenvector of A. So given the elements (5.5) we obtain a system of Jordan chains with the desired properties.
Now the question arises whether applying Theorem 3.3 to the pole cancellation function constructed in Theorem 5.1 again leads to the Jordan chain we started with. In fact, it turns out that we do not recover exactly the original chain. 
For its proof we need the following technical lemma. Lemma 5.6 Let Q ∈ N κ (H) and assume that the generalized pole α is not a generalized zero of Q. Then under the assumptions of Proposition 5.5 and with the notation from Theorem 5.1 it holds:
Here the coefficients satisfy the recursion λ k,i = λ k+1,i+1 for k = 0, . . . , N − 1 and i = 0, . . . , k.
where
With the abbreviations
we have P 
Here and in the following we set the sum over an empty index set equal to 0. Expanding the expression in (5.7) and inserting the expressions for the vectors η m in (5.8) we find
In what follows we show λ k,i − λ k+1,i+1 = 0 for k ≤ N − 2 and k − i ≥ 2. The other cases follow similarily. Set
Using relation (5.9) for those vectors appearing in the expression for λ i+d+1,i+1 and rearranging the indices of summation we find 
