For GMM-UBM based text-independent speaker recognition, the performance decreases significantly when the utterance is getting too short, and that is mostly due to the lack of distinguishable information from a single kind of feature. Fusion of different features followed by a dimensionality reduction process has been proved useful to provide a satisfying solution. However, some fusion methods based on the traditional Linear Discriminant Analysis (LDA) may cause the singular matrix problem. Therefore, a Fishervoice based feature fusion method incorporating with the Principal Component Analysis (PCA) and the LDA is proposed, where several features, such as MFCC, PLAR and LPCC, which are commonly used, are concatenated, and then projected into a lower-dimensional subspace. Compared with the baseline GMM-UBM systems using any single feature and using the LDA based fusion method, the proposed one can effectively reduce the equal error rate and give the best performance for text-independent speaker recognition for utterances as short as about 2 seconds.
INTRODUCTION
Over the last decades, numerous methods have been proposed and investigated for the use in biometric recognition. Like those most popular fields like fingerprint recognition and face recognition, speaker recognition [1] , aiming to automatically recognize the speaker identities through the voice of persons, has made its debut in several commercial applications. It can be used in a wide range of applications including access control, forensic evidence providing, and user authentication. Current speaker recognition technologies provide a satisfying performance when data is sufficient. However, in some situations, only a short utterance such as one or two words is available to recognize the speaker, and in other situations short utterances can provide a better user experience. In all such cases, the current technologies are unsatisfactory. In this paper, we focus on developing a method for short utterance speaker recognition (SUSR) where the test utterance contains only about 2 seconds' valid speech.
GMM-UBM [2] and GMM-SVM [3] are two popular speaker recognition methods. In systems based on such structures, [4] illustrates the performance change with different valid test utterance lengths on the NIST SRE 2005 database, where it can be seen that the Equal Error Rate (EER) [5] increases sharply from 6.34% to 23.89% when the test utterance is shortened from 20 seconds to 2 seconds. Furthermore, if the length is less than 2 seconds, the EER rises to as high as 35.00%.
In order to improve the performance of short utterance speaker recognition (SUSR) systems, some approaches have been proposed. The factor analysis subspace estimation and the i-vector method introduced in [6, 7] decrease the number of redundant model parameters to develop more accurate speaker models. Some methods try to improve the performance by selecting segments with higher discriminability on speaker characteristics [8] . The weighted bilateral scoring method is used to improve the performance of speaker recognition in the scoring domain [9] . Obviously, most of these foresaid approaches can obtain benefits by utilizing models or data containing higher information for speaker recognition and all of them achieve performance improvement with utterance length of 5~10 seconds. However when the speech is becoming much shorter, there are still challenges.
In the signal domain, it is not exactly known which information should be extracted from the signal during feature extraction. Attempt to obtain one part of speech information usually results in the loss of another. Nowadays, Mel Frequency Cepstral Coefficients (MFCC) [10] is still the dominant feature, and other features, such as PLAR [11] and LPCC [12] , are also useful though not so good as expected. It is observed that the same speaker recognition system with different kinds of features will perform quite differently. Actually, each kind of speech feature represents a sort of partial speaker characteristics, when the test utterance is long enough, one single kind of feature can provide relatively enough speaker information to perform speaker recognition in some sense. But for short utterance, the information will not be enough, leading to sharp performance degradation.
It has been proven that the combination of different features is useful to improve the recognition performance in many research fields [13] . The simplest way of feature combination is to concatenate all the feature vectors into a bigger one for each frame. As is well known these different features are not orthogonal, so practically redundant information should be removed. There are two aspects: one is to de-correlate the concatenated feature vectors into individual ones from multiple feature streams; the other one is to eliminate the coefficients with redundant and unimportant information. The Linear Discriminant Analysis (LDA) [14, 15] is a powerful method for this purpose, and the projection functions of LDA are obtained by maximizing the between-class covariance and simultaneously minimizing the within-class covariance. But in some situations there are often singular matrix problems. In this paper, a Fishervoice based method is presented to solve this problem. This approach is a speaker subspace learning method with a framework of two functional components, the Principal Component Analysis (PCA) [16] and the LDA. As is known, PCA and LDA are two popular linear subspace learning techniques, and PCA can effectively solve the singular matrix problem. This paper is organized as follows. In Section II, the framework of the proposed Fishervoice based method for SUSR is introduced in details. In Section III, experiments are described with results and analysis presented. Conclusions and future work are given in Section IV.
THE FISHERVOICE BASED SUSR FRAMEWORK
The framework of the proposed Fishervoice based SUSR method is shown in Fig. 1 . There are two key parts: one is the Fishervoice based dimensionality reduction used to combine different kinds of features, which is analogous to the Fisherface method [16] used for face recognition; and the other one is the traditional GMM-UBM based speaker recognition. Procedure of the dimensionality reduction in the proposed Fishervoice based method
The Fishervoice based method tries to represent a speaker's information as a linear combination of a set of basic speech information units, which are trained in a supervised manner from a training set using LDA. Fisher's original LDA is proposed for the two-class classification problem. And it can be extended to the multiple class case [17] . In this multi-class LDA, the feature can be projected from the original D-dimensional space to a (C-1) -dimensional subspace, where C is the number of the classes, with the criterion that the within-class scatter of the projected feature is minimized while the between-class scatter of the projected data is maximized.
Assume that the training set contains C speakers and for speaker c the feature set is D c with c ranging from 1 to C.
The LDA projects the data from a D-dimensional space to a (C-1)-dimensional subspace via a linear transformation For the original data set X, the within-class scatter matrix is    
where m is the total mean vector of the training set. 
When the LDA is performed, there always comes a problem that the within-class scatter matrix S W is singular with its rank at most n-C. In order to solve this problem, the PCA is performed before the LDA, for the purpose of ensuring the no singularity problem. PCA can successfully ensure the global de-correlation of features, and reduce the feature dimension.
After both the PCA and the LDA being performed, the projection matrix W can be obtained. The columns of the projection matrix W in T Y = W X consist of the generalized eigenvector w i corresponding to the N largest eigenvalues of {S B , S W }. According to the number of the N largest eigenvalues (less than C-1) that are selected, the dimensionality reduction level which is defined by the projection matrix W will be different，so the dimensionality of Y will be defined as N. 
The GMM-UBM based speaker recognition

Fig.3. The block diagram of GMM-UBM based Speaker Recognition systems
After several feature vectors are fused and then reduced into one new lower-dimensional feature vector, it can be used as any other feature into a traditional GMM-UBM speaker recognition system [18] .
EXPERIMENTAL RESULTS AND ANALYSIS
Database and Experimental Conditions
The experiments were performed on a short utterance database specifically created for SUSR, named SUD12 [19] . The SUD12 database consists of 163 Chinese sentences each uttered by 60 Chinese speakers (30 males and 30 females). Speech data was recorded in clean environments using a microphone at 8 kHz sampling rate with 8-bit precision. For each speaker, the speech data of 163 sentences were grouped into two parts. In the first part, there were 100 long sentences covering all Chinese vowels, balanced in term of phoneme so that all phoneme classes related models could be well trained [19] . The second part consisted of 63 short sentences, with length of 2 Chinese syllables or less than 2 seconds, averagely, at a normal reading speed, which was used for short utterance speaker recognition evaluation. The distribution of lengths of utterances in the testing part is listed in Table I . The speaker recognition system was based on the conventional GMM-UBM with the UBM consisting of 1,024 mixtures. The training data for UBM and the adaptation data for phoneme GMM models were taken from the 863 CSL Corpus [20] .
In this paper, three kinds of features were and they are:
Coefficients (MFCC) with 30 Mel filter banks.
 PLAR -20-dimensional Perceptual Log Area Ratio (PLAR) [19] . The PLAR feature, which has been proved to be more robust to the noise and other environments [19] , is derived from the Perceptual Linear Prediction feature (PLP) [20] .  LPCC -12-dimensional Linear Predictive Cepstrum Coefficients (LPCC) [20] . All the three features were extracted in 20-ms window every10-ms.
The feature fusion was performed in two steps: for each frame the three feature vectors were concatenated to form a (20+20+12) = 52-dimensional feature vector. The system using the unprocessed concatenated features was also taken as the baseline. In the following step, each concatenated feature vector was de-correlated using the particular dimensionality reduction method, i.e. the proposed Fishervoice based method, to form a lower-dimensional feature vector.
Results and Analysis
EER was used to evaluate the performance of speaker recognition. For comparison purpose, the performances of the GMM-UBM systems based on individual MFCC, PLAR, LPCC were also observed.
In order to evaluate the performance as a function of the number of dimensions of the feature vectors generated using the Fishervoice-based method, a group of comparison experiments were done, with results shown in Fig. 4 . It can be seen that when the original concatenated 52-dimensional features were transformed into 32-dimensional features, this method could achieve the best performance.
All the comparison results are shown in Table II . When the test utterances are extremely short, compared with MFCC, PLAR and LPCC, the Fishervoice based method could achieve a relative EER reduction of 27.56%, 16.41% and 18.05%, respectively. It can be seen from the experimental results that directly concatenating the features is not a good solution for the fusion purpose. The Fishervoice based method achieved an improvement over the traditional LDA method with aid of PCA. These results show that the Fishervoice based method can utilize the information from all these traditional features by concatenating them together and the projecting it into a lower-dimensional subspace with recognition performance well improved. It is believed that the effectiveness of the Fishervoice based method comes from its discriminant analysis.
CONCLUSION AND FUTURE WORK
In this paper, we propose a feature fusion method for the purpose of utilizing multiple speech features and eliminating the redundant information. The experimental results show that the proposed Fishervoice based method can achieve a better result compared with the traditional features in short test utterance situations. This is expected because the Fishervoice based method aims to maximize the class discriminability in a low-dimensional subspace. Further research can be done in the future. First, the feature domain method can be combined with methods from other domains to achieve a better performance for SUSR. Second, in order to solve the singular matrix problem of LDA, the use of Generalized Singular Value Decomposition [21] , which has different favorable computation properties from PCA, can be explored.
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