Context and sequence variables allow matching to explore term-trees both in depth and in breadth. It makes context sequence matching a suitable computational mechanism for a rule-based language to query and transform XML, or to specify and verify web sites. Such a language would have advantages of both path-based and pattern-based languages. We develop a context sequence matching algorithm and its extension for regular expression matching, and prove their soundness, termination and completeness properties.
Introduction
Context variables allow matching to descend in a term represented as a tree to arbitrary depth. Sequence variables give terms a flexible arity and allow matching to move to arbitrary breadth. The ability to explore these two orthogonal directions makes context sequence matching a useful mechanism for querying data available as a large term, like XML documents [26] .
Context variables may be instantiated with a context-a term with a hole. Sequence variables may be instantiated with a finite (maybe empty) sequence of terms. Sequence variables are normally used with flexible arity function symbols. Besides context and sequence variables we have function and individual variables. Function variables may be instantiated with a function symbol or with a function variable. Individual variables may be bound with a single term. Like context and sequence variables, functional and individual variables can be used to traverse terms in depth and breadth, respectively, but only in one level. 1 Supported by the Austrian Science Foundation (FWF) under the SFB projects 1302 and 1322. 2 Email: kutsia@risc.uni-linz.ac.at This is a preliminary version. The final version will be published in Electronic Notes in Theoretical Computer Science URL: www.elsevier.nl/locate/entcs transformation languages see [11] .) Moreover, with context sequence matching we can achieve improved control on rewriting that can be useful for rewritingbased web site specification and verification techniques [1] . Another application area for context sequence matching is mathematical knowledge management. For instance, it can retrieve algorithms or problems from the schema library [5] of the Theorema system [6] .
We made a prototype implementation of the context sequence matching algorithm in the rule-based programming system ρLog [21] .
The paper is organized as follows: In Section 2 we introduce preliminary notions and fix the terminology. In Section 3 we design the context sequence matching algorithm and prove its properties. In Section 4 we introduce rules for regular expression matching for context and sequence variables. In Section 5 we discuss usefulness of context sequence matching for languages to query and transform XML and to verify web sites. Section 6 concludes.
Preliminaries
We assume fixed pairwise disjoint sets of symbols: individual variables V Ind , sequence variables V Seq , function variables V Fun , context variables V Con , and function symbols F. The sets V Ind , V Seq , V Fun , and V Con are countable. The set F is finite or countable. All the symbols in F except a distinguished constant • (called a hole) have flexible arity. We will use x, y, z for individual variables, x, y, z for sequence variables, F, G, H for function variables, C, D, E for context variables, and a, b, c, f, g, h for function symbols. We may use these meta-variables with indices as well.
Terms are constructed using the following grammar:
In C(t) the term t can not be a sequence variable. We will write a for the term a() where a ∈ F. The meta-variables s, t, r, maybe with indices, will be used for terms. A ground term is a term without variables. A context is a term with a single occurrence of the hole constant •. To emphasize that a term t is a context we will write t [•] . A context t[•] may be applied to a term s that is not a sequence variable, written t[s], and the result is the term consisting of t with • replaced by s. We will use C and D, with or without indices, for contexts.
A substitution is a mapping from individual variables to those terms which are not sequence variables and contain no holes, from sequence variables to finite, possibly empty sequences of terms without holes, from function variables to function variables and symbols, and from context variables to contexts, such that all but finitely many individual and function variables are mapped to themselves, all but finitely many sequence variables are mapped to themselves considered as singleton sequences, and all but finitely many context variables are mapped to themselves applied to the hole. For example, the
Note that we identify a singleton sequence with its sole member. We will use lower case Greek letters σ, ϑ, ϕ, and ε for substitutions, where ε will denote the empty substitution. As usual, indices may be used with the meta-variables.
Substitutions are extended to terms as follows:
A substitution σ is more general than ϑ, denoted σ ≤· ϑ, if there exists a ϕ such that σϕ = ϑ. A substitution σ is more general than ϑ on a set of variables V, denoted σ ≤· V ϑ, if there exists a ϕ such that vσϕ = vϑ for all v ∈ V. A context sequence matching problem is a finite multiset of term pairs (matching equations), written {s 1 ≪ t 1 , . . . , s n ≪ t n }, where the s's and the t's contain no holes, the s's are not sequence variables, and the t's are ground. We will also call the s's the query and the t's the data. Substitutions are extended to matching equations and matching problems in the usual way. A substitution σ is called a matcher of the matching problem {s 1 ≪ t 1 , . . . , s n ≪ t n } if s i σ = t i for all 1 ≤ i ≤ n. We will use Γ and ∆ to denote matching problems. A complete set of matchers of a matching problem Γ is a set of substitutions S such that (i) each element of S is a matcher of Γ, and (ii) for each matcher ϑ of Γ there exist a substitution σ ∈ S such that σ ≤· ϑ. The set S is a minimal complete set of matchers of Γ if it is a complete set and two distinct elements of S are incomparable with respect to ≤·. For solvable problems this set is finite, i.e. context sequence matching is finitary. 
Matching Algorithm
We now present inference rules for deriving solutions for matching problems. A system is either the symbol ⊥ (representing failure) or a pair Γ; σ, where Γ is a matching problem and σ is a substitution. The inference system I consists of the transformation rules on systems listed below. We assume that the indices n and m are non-negative unless otherwise stated.
where ϑ = {F → f }.
where ϑ = {x → }.
where ϑ = {x → t, x }.
. . , t m )} for some 1 ≤ j ≤ m, and m > 0.
We may use the rule name abbreviations as subscripts, e.g., Γ 1 ; σ 1 =⇒ T Γ 2 ; σ 2 for the Trivial rule. SVD, W, CVD, and D are non-deterministic rules. A derivation is a sequence Γ 1 ; σ 1 =⇒ Γ 2 ; σ 2 =⇒ · · · of system transformations. Definition 3.1 A context sequence matching algorithm M is any program that takes a system Γ; ε as an input and uses the rules in I to generate a complete tree of derivations, called the matching tree for Γ, in the following way:
(i) The root of the tree is labeled with Γ; ε.
(ii) Each branch of the tree is a derivation. The nodes in the tree are systems.
(iii) If several transformation rules, or different instances of the same transformation rule are applicable to a node in the tree, they are applied concurrently. No rules are applicable to the leaves.
The leaves of a matching tree are labeled either with the systems of the form ∅; σ or with ⊥. The branches that end with ∅; σ are successful branches, and those that end with ⊥ are failed branches. We denote by Sol M (Γ) the solution set of Γ generated by M, i.e., the set of all σ's such that ∅; σ is a leaf of the matching tree for Γ. Proof. With each matching problem ∆ we associate a complexity measure as a triple of non-negative integers n 1 , n 2 , n 3 , where n 1 is the number of distinct variables in ∆, n 2 is the number of symbols in the ground sides of matching equations in ∆, and n 3 is the number of subterms in ∆ of the form Proof
that Γ n ; σ n =⇒ Γ n+1 ; σ n+1 and σ n+1 ≤· ϑ. We have σ n ≤· ϑ. Therefore, there exists ϕ such that σ n ϕ = ϑ and ϕ is a matcher of Γ n . Without loss of generality, we pick an arbitrary matching equation s ≪ t from Γ n and represent Γ n as {s ≪ t} ∪ Γ ′ n . Depending on the form of s ≪ t, we have three cases: Case 1. The terms s and t are the same. We extend the derivation with the step Γ n ; σ n =⇒ T Γ ′ n ; σ n . Therefore, σ n+1 = σ n ≤· ϑ. Case 2. The term s is an individual variable x. Then xϕ = t. Therefore, for ψ = {x → t} we have ψϕ = ϕ and, hence, σ n ψϕ = ϑ. We extend the derivation with the step Γ n ; σ n =⇒ IVE Γ
If C = • then we take ψ = {C → •} and extend the derivation with the step Γ n ; σ n =⇒ CVD Γ ′ n ; σ n+1 , where σ n+1 = σ n ψ. If C = • then C should have a form f (t 1 , . . . , t j−1 , D, t j+1 , . . . , t m ), where D is a context and f (t 1 , . . . , t m ) = t. Then we take ψ = {C → f (t 1 , . . . , t j−1 , C(•), t j+1 , . . . , t m )} and extend the derivation with the step Γ n ; σ n =⇒ W Γ ′ n ; σ n+1 , where σ n+1 = σ n ψ. In both cases σ n+1 = σ n ψ ≤· σ n ϕ = ϑ. 2 Theorem 3.5 (Minimality) Let Γ be a matching problem. Then Sol M (Γ) is a minimal set of matchers of Γ.
Proof. For any matching problem ∆ the set S(∆) = {ϕ | ∆; ε =⇒ Φ; ϕ for some Φ} is minimal. Moreover, every substitution ϑ in S(∆) preserves minimality: If {σ 1 , . . . , σ n } is a minimal set of substitutions then so is the set {ϑσ 1 , . . . , ϑσ n }.
It implies that Sol M (Γ) is minimal. 2
These results are summarized in the main theorem. Moreover, note that M never computes the same matcher twice.
If we are not interested in bindings for certain variables, we can replace them with the anonymous variables: " " for any individual or function variable, and " " for any sequence or context variable. It is straightforward to adapt the rules in I to anonymous variables: If an anonymous variable occurs in the rule IVE, FVE, SVD, W, CVD, or D then the substitution ϑ in the same rule is the empty substitution ε. It is interesting to note that a context sequence matching equation s ≪ t whose all variables are anonymous variables can be considered as a problem of computing simulations of s in t that can be efficiently solved by the algorithm described in [14] .
Regular Expressions
Regular expressions provide a powerful mechanism for restricting data values in XML. Many languages have support for them. In [15] regular expression pattern matching is proposed as a core feature of programming languages for manipulating XML. The classical approach uses finite automata for regular expression matching. In this section we show that regular expressions can be easily incorporated into the rule-based framework of context sequence matching.
Regular expressions on terms are defined by the following grammar:
where t is a term without holes, is the empty sequence, "," is concatenation, "|" is choice, and " * " is repetition (Kleene star). The operators are rightassociative; "*" has the highest precedence, followed by "," and "|".
Substitutions are extended to regular expressions on terms in the usual way: σ = , R 1 , R 2 σ = R 1 σ, R 2 σ , (R 1 |R 2 )σ = R 1 σ|R 2 σ, and R * σ = (Rσ) * . Regular expressions on functions are defined as follows:
Note that by this definition the hole • is a regular expression on functions, because it is a (constant) function symbol. We introduce a new operation ⋄ as a special way of applying substitutions on context variables: For any C and σ, C ⋄ σ = path(Cσ), where path(C) is the sequence of symbols from the head of the context C to the hole in C. For instance, path(f (a, f (g(a), H(b, D(h(c), •) , b), c))) = f, f, H, D and path(•) = . We can extend ⋄ to regular expressions on functions:
We write L(E) for a regular language described by the regular expression E. The only element of L( ) and L(•) is the empty sequence .
Membership atoms are atoms of the form Ts in R or Fs in Q, where Ts is a finite, possibly empty, sequence of terms and Fs is a finite, possibly empty, sequence of function symbols, function variables, and context variables. Membership-pairs are pairs (p, f) where p is a membership atom and f is a flag  that is a boolean expression (with the possible values 0 or 1) . The intuition behind the membership-pair (x in R, f) (resp. (C in Q, f)) is that if f = 0 then x (resp. C) is allowed to be replaced with (resp. with •) if R (resp. Q) permits. If f = 1 then the replacement is impossible, even if the corresponding regular expression permits. It will be needed later to guarantee that the context sequence regular matching algorithm terminates. Substitutions are extended to membership-pairs as follows: (Ts in R, f)σ = (Tsσ in Rσ, fσ), and (Fs in Q, g)σ = (Fs ⋄ σ in Q ⋄ σ, g ⋄ σ).
A context sequence regular matching problem is a multiset of matching equations and membership-pairs of the form:
where all x's and all C's are distinct and do not occur in R's and Q's. We will assume that all x's and C's occur in the matching equations. A substitution σ is called a regular matcher for such a problem if
We define the inference system I R to solve context sequence regular matching problems. It operates on systems Γ; σ where Γ is a regular matching problem and σ is a substitution. The system I R includes all the rules from the system I, but SVD, W, CVD, and D need an extra condition on applicability: For the variables x and C in those rules there should be no membership-pair (x in R, f) and (C in Q, g) in the matching problem. There are additional rules in I R for the variables constrained by membership-pairs listed below. The meta-functions NonEmpty and ⊕ used in these rules are defined as follows: NonEmpty() = 0 and NonEmpty(r 1 , . . . , r n ) = 1 if r i / ∈ V Seq ∪ V Con for some 1 ≤ i ≤ n; 0 ⊕ 0 = 1 ⊕ 1 = 0 and 1 ⊕ 0 = 0 ⊕ 1 = 1.
ESRET: Empty Sequence in a Regular Expression for Terms
TRET: Term in a Regular Expression for Terms
where ϑ = {x → s} and s / ∈ V Seq .
SVRET
where ϑ = {x → y} if f = 0. If f = 1 then ϑ = {x → y, y , y → y, y } where y is a fresh variable.
ChRET: Choice in a Regular Expression for Terms
for i = 1, 2, where y i is a fresh variable and ϑ = {x → y i }.
CRET: Concatenation in a Regular Expression for Terms
where y 1 and y 2 are fresh variables, ϑ = {x → y 1 , y 2 }, and f 1 and f 2 are computed as follows: If f = 0 then f 1 = f 2 = 0 else f 1 = 0 and f 2 = NonEmpty(y 1 ) ⊕ 1.
RRET1: Repetition in a Regular
RRET2: Repetition in a Regular Expression for Terms 2
where y is a fresh variable and ϑ = {x → y, x }.
HREF: Hole in a Regular Expression for Functions
where
FREF: Function in a Regular Expression for Functions
where M ∈ (F \ {•}) ∪ V Fun , and ϑ = {C → M (x, •, y)} with fresh variables x and y.
CVREF: Context Variable in a Regular Expression for Functions
, y)} where F, x, and y are fresh variables. 
ChREF: Choice in a Regular Expression for Functions
{C(s) ≪ t, (C in Q 1 |Q 2 , g)} ∪ Γ ′ ; σ =⇒ {C(s)ϑ ≪ t, (D i in Q i , g)} ∪ Γ ′ ϑ;
CREF: Concatenation in a Regular Expression for Functions
where D 1 and D 2 are fresh variables and ϑ = {C → D 1 (D 2 (•))}, and g 1 and g 2 are computed as follows: If g = 0 then g 1 = g 2 = 0 else g 1 = 0 and g 2 = NonEmpty(D 1 ) ⊕ 1.
RREF1: Repetition in a Regular Expression for Functions
RREF2: Repetition in a Regular Expression for Functions 2
where D is a fresh variable and ϑ = {C → D(C(•))}.
A context sequence regular matching algorithm M R is defined in the similar way as the algorithm M (Definition 3.1) with the only difference that the rules of I R are used instead of the rules of I. From the beginning, each flag in the input problem is set either to 0 or 1. Note that the rules in I R work either on a selected matching equation, or on a selected pair of a matching equation and a membership-pair. No rule selects a membership-pair alone. We denote by Sol M R (Γ) the solution set of Γ generated by M R . Proof. (Sketch) Inspecting the rules in I R one can conclude that for a derivation Γ; ε =⇒ + ∅; σ every regular matcher of ∅ is also a regular matcher of Γσ. It implies that σ is a regular matcher of Γ.
2
Proof. The tricky part of the proof is related with membership-pairs containing the star "*". A derivation that contains an application of the RRET2 rule on a system with a selected matching equation and membership-pair s 0 ≪ t 0 , (x in R * 0 , f) either fails or eventually produces a system that contains a matching equation s 1 ≪ t 1 and a membership-pair (x in R * 1 , 0) where R 1 is an instance of R 0 and x is the first argument of s 1 : {s 0 ≪ t 0 , (x in R * 0 , f)} ∪ Γ; σ =⇒ RRET2 {s 0 ϑ ≪ t 0 , (y in R 0 , 1), (x in R * 0 , f)} ∪ Γϑ; σϑ =⇒ + {s 1 ≪ t 1 , (x in R * 1 , 0)} ∪ ∆; ϕ.
Hence, the rule RRET2 can apply again on {s 1 ≪ t 1 , (x in R * 1 , 0)} ∪ ∆; ϕ. The important point is that the total size of the ground sides of the matching equations strictly decreases between these two applications of RRET2: In {s 1 ≪ t 1 } ∪ ∆ it is strictly smaller than in {s 0 ≪ t 0 } ∪ Γ. This is guaranteed by the fact that (y in R 0 , 1) does not allow the variable y to be bound with the empty sequence. The same argument applies to derivations that contain an application of the RREF2 rule. Applications of the other rules also lead to a strict decrease of the size of the ground sides after finitely many steps. Since no rule increases the size of the ground sides, the algorithm M R terminates.2 Theorem 4.3 (Completeness of M R ) Let Γ be a regular matching problem, ϑ be a regular matcher of Γ, and V be a variable set of Γ. Then there exists a substitution σ ∈ Sol M R such that σ ≤· V ϑ.
Proof. Similar to the proof of Theorem 3.4. 2
Note that we can extend the system I R with some more rules that facilitate an early detection of failure, e.g., {f (x, s 1 , . . . , s n ) ≪ f (), (x in R, 1)} ∪ Γ ′ ; σ =⇒ ⊥ would be one of such rules.
Context Sequence Matching and XML
We assume the existence of a declarative, rule-based query and transformation language for XML that uses the context sequence matching to answer queries. Queries are expressed as (conditional) rules pattern → result if condition. We do not go into the details, but just mention that membership-atoms x in R and C in Q can be used as conditions. In such cases context sequence regular matching can be used to match pattern to the data. Arithmetic formulae and matchability tests are other instances of conditions. Note that conditions can also be omitted (assumed to be true). The pattern matches the data in the root position. One can choose between getting all the results or only one of them.
