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The exponential increase in the number of connected devices in the network led to a paradigm shift from the traditional host-
centric IP-based network architecture to a content-based paradigm, which eliminates the address-content bindings in traditional IP-
based architectures. In content-centric networking (CCN) architecture, contents are accessed by name rather than the physical location
where these are stored which results in more flexible and robust content-based architecture. However, the broadcast nature of devices
in CCN causes network congestion and latency. Internet of Healthcare Vehicles (IoHV) is as evolving paradigm which rely on the
smart transportation involving ambulances and other healthcare vehicles (for rapid COVID testing) to connect with each other through
the Internet specially in case like COVID 19 testing and contact tracing. However, the applications of IoHV are not similar to other
networks and therefore bring new technical challenges due to the high mobility and rapid changes of topology. Therefore, to handle
these challenges, in this paper, we propose a novel scheme which finds an optimal path. Using the optimal path, the interest packet is
forwarded among healthcare vehicles in a smart city scenario. The proposed scheme maximizes the probability of finding the requested
data while minimizing latency. As the proposed scheme does not involve broadcasting of interest packets, the problem of network
congestion in CCN can be solved to a large extent. In order to facilitate the inter-interoperability of heterogeneous healthcare devices
in the network, and to improve the routing flexibility, an SDN controller is deployed in IoHV scenario. It maintains the global information
of the network in its flow tables. Moreover, to achieve faster response time and lower latency in IoHV environment, edge devices are
utilized instead of central cloud. Keeping in view the memory constraints of edge devices, deletable bloom filters are used for storage
and caching. Finally, the open issues and challenges related to the proposed solution for IoHV scenario are also presented.
Index Terms
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1 INTRODUCTION
In COVID-like situations, the testing and contact tracing
is the most important part of handling the pandemic ef-
fectively. This leads to the movement of sensitive health-
care data across different healthcare devices and vehicles.
For example, a COVID testing van deployed in a high-
risk area collects a large number of samples and sends
the information related to the tested person through some
healthcare application running over the Cloud. This process
requires an open mechanism for smooth transmission of
data from one healthcare vehicle to another remote sample
processing centre. Despite of various developments in the
communication paradigms, the core network mechanisms
still depend on the address-content binding. A user, who
wishes to request data must provide the location (in terms
of IP/MAC addresses) of the node from which data is to be
retrieved. But with the ever-increasing amount of Internet
content (multiplied in COVID times), and the distributed
nature of the dedicated servers, this address-content binding
induces latency in communication. It also incurs additional
overhead due to multiple DNS lookups and name reso-
lution services which the protocol needs to invoke to get
the requested content. But, the reliance on such traditional
address-content binding based network architectures does
not suite such healthcare scenarios.
To overcome these issues, content-centric networking
(CCN) emerged in the recent years [1]. In CCN, instead of
focusing on the physical location of the data which is to be
retrieved, the main emphasis is given to the content which is
required. So, instead of accessing a data item by specifying
the IP address of the host on which it is stored, the users
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can simply fetch the data by name. This is done by sending
the query in the form of named data packets, also called
Interest packets, in the network to fetch the desired content.
When the data matching the queried content is found, it is
returned to the requester of the data in the form of data
packets, by following the reverse path of the query.
Owing to its content-centric approach, in-network
caching and intrinsic security support due to the use of data
name instead of IP-addresses to access data, information-
centric approach has found applications in many emerging
fields as a replacement of traditional networking architec-
ture. The content-centric model has been applied in many
scenarios including Internet of Things [2], Smart Grids
[3], Vehicular Ad Hoc Networks [4] and Wireless Sensor
Networks [5]. However, the emergence of these scenarios
has introduced heterogeneity in the network. Today’s net-
works consists of many different devices, including smart
phones, laptops, vehicles, traffic lights and virtual machines.
All these devices having different propriety firmware and
different configurations must be integrated into the same
network for effective communication and resource sharing.
Moreover, with this growth in the number of devices and
increase in network heterogeneity, the network traffic is
increasing rapidly but at the same time, the traffic pattern
has become unpredictable. Therefore, there arises a need
to manage the traffic flow in the network to optimize per-
formance by minimizing network traffic and to maximize
resource utilization. Hence, to address these issues, software
defined networking approach (SDN) was proposed in the
literature [6]–[8].
SDN works by segmenting the network control and for-
warding functions. In this scenario, an SDN controller seg-
regates the network into two planes: control plane and data
plane. The control plane is responsible for making routing
decisions for the data packets and the data plane actually
moves the packets from the source to the intended destina-
tion [9]. This architecture makes the control plane directly
programmable through SDN controller which allows the
application of globally aware software-based control at the
edges of the network. Another advantage offered by SDN
is its flexibility. SDN controller uses OpenFlow standard
which allows integration of multiple propriety firmware
into a single network [10]. This enables the edge devices
to access the network switches and routers using propriety
firmware, thus eliminating the possibility of vendor lock-in
of firmware. Therefore, by using SDN approach, software-
based routing can be achieved in a heterogeneous network,
thereby reducing the problem of network congestion to a
large extent.
2 CONTRIBUTIONS
The above vision could be very promising in context of In-
ternet of Vehicles specifically Internet of Healthcare Vehicles
(IoHV) that are predominantly used as mobile testing cen-
ters in COVID 19 or related pandemic scenarios. Therefore,
keeping in mind the requirements of such critical scenarios,
the contributions of this paper are as follows:
• An IoHV scenario is presented in a smart city. In
this scenario, an SDN-based controller is deployed to
improve the flexibility of routing and interoperability
of heterogeneous network devices.
• A cluster formation and cluster head selection
scheme has been designed for optimal clustering of
devices. In this scheme, the mobility, connectivity
and inter-vehicular distance of healthcare vehicles
are used as parameters for cluster formation.
• A deletable bloom filter-based cache structure is pro-
posed for maintaining the flow tables in FIB and
caches at each node in IoHV environment.
• A content announcement and data dissemination
scheme has been presented to determine the optimal
path for routing interest packets in order to maximize
hit ratio and to minimize latency.
3 BACKGROUND
The traditional IP-based networking model is based on
client-server communication between the data requesters
and a data host. This model is based on TCP/IP protocol
and it is widely used to transfer the data between nodes for
different applications (e.g., smart transportation, e-health,
online social network etc.). Each node in the network is
assigned an IP-address and the source of requested data
is made accessible through this unique IP-address. This
architecture enabled a general-purpose node in the network,
running a specialized server operating system, to extend its
capabilities by using shared resources of other nodes in the
network and thus serve as a centralized server. However,
this model did not make it mandatory for the server to have
more resources than the clients in the network. This model
is used by the centralized computing architecture, which
explicitly allocated a large number of network resources to
the servers. The client invoked services of the server may
have a request-response TCP/IP protocol to request data
or resources. But in a large network scenario, the server
became a performance bottleneck due to overburdening
or overloading. This issue was resolved by using multiple
servers in the network.
However, the exponential increase in the number of
Internet users [11] made the generation of massive Internet
content inevitable. As a result of this, there was a shift from
the traditional client-sever architecture to a distributed and
more sophisticated peer-to-peer networking model which
reduced the burden on server by facilitating the source
and destination to communicate among themselves to share
content and resources. A new peer-to-peer protocol (P2PP)
came into existence to maintain heterogeneous connectivity
in the network and to enable resource-publishing and look
up. It was implemented as a request-response protocol but
TCP/IP and UDP still remained the underlying protocols
to exchange request/response messages in P2PP. Different
routing schemes were implemented by this model viz.,
recursive routing and iterative routing, for unicast and
broadcast, respectively. In this way, this model was able to
reduce the cost of implementation and configuration and
eliminated the use of dedicated servers. But, despite of its
advantages, it gave birth to new issues. As there was no
centralized control over data sharing, it resulted in security
breaches of data. Further, unauthorized use of even a single
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Figure 1: Evolution of networking architectures
network. Therefore, there arose a need for a centralized
control over the data sharing.
To combat these issues, cloud computing model was
proposed in late 90’s. This model is a combination of
characteristics of all the previous models including client-
server model, grid computing, and peer-to-peer computing.
It provides location independence-based data collection and
analytics which allows its users to access cloud services,
including softwares, infrastructures, platforms, networks,
storage facilities, and so on, using their web browsers ir-
respective of the location. Virtualization mechanism, which
is the crux of cloud computing model, further improves the
resource utilization by separating a physical device into a
number of independent virtual machines. In addition, this
model provides centralization of network data which makes
data access mechanisms more efficient and reduces the risk
of security breaches on data. However, the distribution of
data over such a large number of devices and networks
increases the complexity of security in the model and rig-
orous attempts are being made by the research community
to enhance the data security of cloud data.
Despite of these developments in the communication
paradigms, the core network mechanisms still depends on
address-content binding. A user, who wishes to request data
must provide the location (in terms of IP/MAC addresses)
of the node from which data is to be retrieved. But with
the ever increasing amount of Internet content, and the
distributed nature of the dedicated servers, this address-
content binding induces latency in communication. It also
incurs additional overhead due to multiple DNS look ups
and name resolution services which the protocol needs to
invoke to get the requested content.
Also, due to the increasing number of content providers
and consumers, the number of IP-addresses available are
depleting at a rapid pace. Further, due to an unprece-
dented increase in the number of smart devices and hence
the amount of consumer generated data, the traditional
IP-based networks are no longer sufficient to handle the
content requests from the user due to the address-content
binding mechanisms used in IP-based protocols. Such pro-
tocols incur high overhead in delivering content due to host-
to-host session-based data delivery architectures. A brief
description of the challenges faced by traditional networks
and how the content-centric approach and software-defined
networking can solve these issues are summarized in Fig. 1.
4 CCN MODEL FOR INTERNET OF HEALTHCARE
VEHICLES
Fig. 2 shows the proposed CCN-based IoHV scenario in a
smart city. In this scenario, we have considered a special
case where the healthcare vehicles (such as ambulances,


























Figure 2: Problem IoHV scenario
deployed across a smart city setup. All healthcare vehicles
in the network are connected to each other through different
types of links, viz., V2I, I2I, V2V, V2P and cellular links
[12]. An SDN controller is deployed to handle the flow
scheduling among various devices. These devices may be
any edge device including vehicles, road signs, portable
devices like laptops, mobile phones, PDAs, any building
like offices, homes and so on. Every device in the network
consists of the three data structures storing different types
of data as follows:
1) Content Store (CS) - The CS is a cache maintained at
every node which serves to decrease the network
traffic by caching the content based upon some
caching policy intrinsic to each network. Every node
contains some data that is stored in the CS. It stores
the data along with its content id for indexing.
The data is named according to a naming scheme
adopted by the network. The CS keeps track of the
names of all types of data stored in it.
2) Pending Interest Table (PIT) - The PIT at each
node stores the requests or interest packets that
are received by it from other nodes. It contains
the node id of the requesting node along with the
content id of the requested data. It keeps record of
similar requests which have been passed on by this
node but whose reply has not yet been received.
Upon receiving a request, a node checks its PIT. If
a similar entry already exists in its PIT, then the
interest packet is not forwarded. It just creates a new
entry for the request. When the node receives the
data, it sends out the data packets to all the nodes
whose entries exist in its PIT. This structure helps
in reducing the network congestion as the requests
which want to fetch the same data objects are not
forwarded again in to the network.
3) Forwarding Information Base (FIB) - The FIB is re-
sponsible for storing the routing information at each
node. It contains information regarding the nodes
to which the interest packets must be forwarded
to reach the node containing the requested data.
It keeps track of the cluster id to which the node
belongs, the content id of data and the next hop to
which interest packet must be forwarded to retrieve
the data with a content id from the device with
corresponding cluster id.
All these components together serve the purpose of extract-
ing named content while minimizing the number of packets
disseminated in the network.
All devices can share their data with other devices in the
network, where each device belongs to a cluster. The devices
are clustered based upon several metrics and a cluster head
is selected for each cluster. The cluster head performs the
task of content announcement which informs devices about
the routes through which interest packets must be sent.
These routes are stored by each device in its FIB which is
updated periodically.
With this scenario, when a device wants to read a
data object, it looks into its FIB table to determine the
next node to which it has to forward the interest packet.
It then sends out the interest packet to the designated node
and eventually, the interest packet reaches the cluster head
of the cluster whose devices contain the requested data
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Figure 3: Proposed scheme
packets. On receiving the interest packet, the cluster head
first checks the Access Control List (ACL) to check if the
requesting node has the authority to access and read the
requested data. If the corresponding entry exists in the ACL
of cluster head, the cluster head then looks up into its FIB
to determine which devices in its cluster are holding the
requested data and forwards the interest packet to those
devices. The interest packet contains the node id of the
cluster head. Each device, before responding with the data
packets matches the requester node id in the interest packet
with the cluster id stored in its ACL. Once the cluster head
is authenticated by the node, it sends the requested data to
the cluster head which in turn, combines the responses of
all interest packets sent out by it and sends it back through
the reverse path of the interest packet.
In this way, the data packet reaches the requesting
device. This scheme ensures that only that device in the
network can access data which has the authority to read the
data. So any possibility of illegitimate data access is mini-
mized. Also, devices holding the similar data are grouped
together into clusters, which reduces the duplicate data
packets in the network, thereby reducing network traffic.
Also, as the SDN controller has a global view of the net-
work, the underlying routing and clustering decision are be
programmed to optimize network performance.
Therefore, the major goal of the proposed scheme is to
maximize the value of the objective function ψ as,
ψ = max{Pi[Cj ]− Z(D(i, j)/|vi − vj |)}
∀i, j ∈ {1, 2, 3, ..., n};
subject to constraints
|vi − vj | > 0;
D(i, j) ≤ TXCH ;
where Pi[Cj ] is the probability of finding content requested
by device i in the cache of device j, D(i, j) denotes the
distance between devices i and j, and |vi− vj | is the relative
velocity of node i and j, Z(D(i, j))/|vi − vj |) is the value of
latency D(i, j))/|vi − vj |) normalized between 0 and 1. ψ
tends to maximize the probability Pi[Cj ] while minimizing
the latency incurred for retrieving the requested content.
The proposed work is designed to find an optimal route
to send the interest packet to the requesting node to maxi-
mize ψ.
5 PROPOSED SCHEME
The proposed scheme (Fig. 3) uses deletable bloom filters for
storing information in CS, PIT, FIB and ACL at each node as
well as for maintaining the flow tables. The devices in the
network are clustered based upon several device metrics
collected by RSUs and a cluster head for each cluster is
selected. Fig. 4 shows the sequence diagram of the proposed
scheme. The overall scheme follows the steps given below:
1) In step 1, the cluster head (when newly elected),
sends a probe message to each device in its cluster,
asking for the type of data that each device holds.
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Figure 4: Sequence diagram
2) In step 2, each device replies with the type of content
it is holding by sending a content announcement
(CA) packet as a response to the probe message.
3) In step 3, the cluster head combines all the received
CA packets and sends out a single CA packet to
all devices in the network (except its own cluster),
indicating the type of content in its cluster. Each
device upon receiving this CA packet stores the path
through which it has received the packet along with
the cluster id in its FIB.
4) In step 4, when a device wants to access data, it
looks in its FIB to find the next hop to which it must
send interest packet to reach the cluster holding the
required content. In case, there is no matching FIB
entry, then the device broadcasts the interest packet.
5) In step 5, the device sends out the interest packet to
the next hop(s) found in the FIB.
6) Upon receiving the interest packet, the cluster head
changes the id of source node snode id to its own
cluster id and broadcasts the packet in its cluster.
7) In step 7, when the devices receive the interest
packet from the cluster head, they perform a CS look
up to check if they have the requested data. The
devices holding the requested data send the data
packet to the cluster head.
8) Finally in step 8, the cluster head combines all
received data packets into a single packet and sends
it along the reverse path of the interest packet.
Every intermediate node updates its PIT and CS and
finally the data packet reaches its requester.
5.1 Deletable Bloom Filter-based Storage
To speed up the look up operations of flow tables in SDN
and the CS, PIT, FIB and ACL in devices and to make
the operation more efficient, we have used a probabilistic
data structure- Bloom Filter (BF) [13], [14]. The insertion
operation is done by passing the input through k hash
functions h1, h2,...,hk to produce k indices. The bits at the
corresponding indices in the bloom filter are then set to 1.
Later, if a data item x is searched, then x is passed through
the same hash functions and k indices are produced. If all k
bits are set to 1, it indicates the presence of x in the BF. The
insertion and look up operation is demonstrated in Fig. 5.
The BF makes a trade-off between space efficiency and
accuracy, to maintain this information. However, it com-
pletely removes the possibility of detecting false negatives.
Therefore, the effect on accuracy can be neglected for im-
proving the space efficiency. Thus, using BFs for detecting
data availability in a data structure can significantly speed
up data access while also improving space efficiency.
However, a major drawback of using BFs is that it
provides no function for deleting data, i.e., the traditional
BF is non-deletable. In case some data is to be deleted, the
BF needs to be constructed again from scratch. This process
can be costly and time consuming as the cache information
needs to undergo regular insertions and deletions to keep
the cache up-to-date. Therefore, in our scheme, a Deletable
Bloom Filter (DBF) [15], an enhancement over the traditional
BF is used. DBF provides the following operations:
• Find(x): This function returns 1 if all k bits are set to
1 and 0 otherwise.
• Insert(x): This function inserts x into the cache by
setting the corresponding bits to 1 in DBF. If the bit
is already set in DBF, then the region is marked as
non-deletable by setting its r bit to 1.
• Delete(x): This function deletes x from the cache by
resetting the corresponding bits to 0 in DBF. Only the
bits which lie in the collision-free zone are reset.
DBF is based on the fact that even if one bit of an element
x is deleted, then x will be deleted from DBF. To implement
deletion, an m-bit DBF is divided into r regions, each of
(m′/r) bits where m′ = m − r. The r bits correspond to
the r regions and are used for encoding the region collision
information. In a DBF, collision is said to occur, if more than
one element has the same bit index in DBF. While inserting
an element, if the corresponding bit is already set in DBF,
then the region is marked as non-deletable (set to 1) by
setting the corresponding r-bit to 1. Hence, only those bits
can be deleted which lies in collision-free regions. The entire
process is illustrated in Fig. 5.
5.2 Clustering in IoHV scenario
The clustering process in IoHV scenario is divided into two
phases as described below.
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5.2.1 Cluster Formation
In the proposed work, various edge devices are grouped
into clusters. Clustering devices in this way enables the
cluster head (CH) to maintain a local view of its cluster,
which in turn, improves the manageability of heterogeneous
network devices. Each device in the network periodically
sends their velocity, connectivity and position information
to the nearby RSU. Hence, each RSU have a local view of
the network topology and consequently, the SDN controller
have a global view of the network topology.
This information sent out by each device is used to cal-
culate their respective mobility Mi using Euclidean distance
formula and the Inter-Vehicular distance of each device as
D(i, j) denoting the distance of device i from device j.
Based upon these metrics of devices in a road segment L,
with in the range of an RSU, clusters are formed consisting
of healthcare vehicles with comparable mobility and inter-
vehicular distance. These clusters are updated periodically
as devices move in and out of the network.
5.2.2 Cluster Head Selection
Each cluster independently chooses a CH. The task of CH is
two-fold:
• To keep track of the type of data that is stored in the
devices and healthcare vehicles lying in its cluster.
• To inform other devices in the network about type of
content in its cluster through content declaration.
The CH of a cluster is selected based upon two-factors:
mobility and connectivity. The device with minimum mo-
bility, min(M1, M2, M3,..., Mn) and maximum connectivity,
i.e., the node which has the maximum number of one-hop
neighbors is selected as the CH. Meanwhile, another back-
up CH is also elected to serve as CH in case the CH fails or
moves out of the cluster range.
5.3 Content Announcement
The aim of this phase is to make all the devices aware of the
various types of data available in different clusters. Fig. 6(a)
shows the content announcement scenario.
1) The CH floods its cluster with probe packets.
2) Each node, upon receiving the probe packet, replies
with a content announcement (CA), packet which
indicates the types of content stored at that device.
3) The CH then combines all the CA packet and sends
a single CA packet, indicating all types of content
available in that cluster, to all the devices and
healthcare vehicles in the network.
4) Each device, upon receiving CA packet stores the
information, including cluster id, type of content in
that cluster and the path, consisting of intermediate
nodes, through which an interest packet must be
sent to that cluster, in the FIB and later, can access
this type of data through this stored path.
5) The FIB is updated periodically by the received con-
tent declaration packets. In this way, the changing
network topology can be accommodated in the FIB.
5.4 Content Dissemination
This phase is invoked when a device or healthcare vehicle
wants to access content in the network. Fig. 6(b) shows the
flow of events that take place in this scenario.
1) In the first step, the device looks up into its FIB to
detect the entry for the corresponding data. This
look up will return the device id of the device to
which it must forward the interest packet. In case,
no FIB entry is found, then it will broadcast the
packet to all devices within one hop distance. This
can be done by setting the TTL field of interest
packet to 1.
2) Upon receiving an interest packet, if the receiving
node is not the cluster head, it first checks the device
id to determine whether the packet has been sent by
its cluster head or some other node in the network.
In the former case, it first checks its CS for data. If
it holds the requested content, then it forwards it
along the reverse path of the query.
3) If the content is not found, then it follows the steps
of the latter case, step 2, in which it looks up into its
PIT to check for duplicate requests. Then, it checks
the TTL field of the received packet. If it is zero, then
the packet is discarded. Otherwise, it invokes an FIB
look up to determine the next hop to which it must
transmit the interest packet.
4) In case, the node receiving an interest packet is the
cluster head, then it will look up in the ACL to
ensure the requesting device id has the permission
to access the data. If matching entry does not exist,
then access to content is denied. This is done to
ensure only authenticated data access.
5) If matching entry is found, then the device looks
up in its CS. If it has the requested content, then it
returns the content through the reverse path of the
query. Otherwise, in step 3, it looks up into its FIB
to determine the next hop to transmit the interest
packet.
6) Point 2 is then recursively called for each device in
the cluster, and the devices holding the requested

























































Figure 6: Content announcement and dissemination
7) The cluster head then combines all the content pack-
ets received and send it through the reverse path of
the query in steps 5 and 6.
6 FUTURE CHALLENGES AND OPEN ISSUES
In this paper, an SDN based content announcement and data
dissemination approach is presented for a heterogeneous
IoHV network scenario. In the proposed scheme, each node
maintains the flow tables and cache data using deletable
bloom filter data structure which facilitates the interop-
erability of network devices. Initially, the SDN controller
gains the global information of network devices including
position, velocity and connectivity through local RSUs and
then use this information for optimal cluster formation. In
the next stage, a cluster head is selected which serves as
a gateway for entry and exit, to and from the cluster. In
the next step, the cluster head performs the task of content
announcement using probe and CA packets. Finally, the
data dissemination takes place through stored paths in FIB.
The presented approach aims to maximize the hit ratio by
sending interest packets through those paths where the
probability of finding the corresponding data packets is
high. As the interest and data packets are not broadcast, this
approach reduces the network traffic and latency. However,
still some open issues and challenges exists. Such challenges
are listed as below:
1) Controller Placement Problem (CPP): In a large
network scenario, the placement position of the
SDN controller is crucial and can incur significant
delays in the network. Therefore, deciding the num-
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ber of RSUs covered by an SDN controller is a major
challenge.
2) Energy Availability: By using the multiple SDN
controllers, the number of OpenFlow switches in-
creases which in turn increase the energy consump-
tion of the devices. Therefore, the energy of devices
is a concern.
3) Security and Integrity: As each node can serve
as a data provider as well as data consumer, the
integrity of the data is a major concern. ACL can
be maintained at each device for authentication of
source. This aspect needs to be explored further.
4) Fault Tolerance: The Cluster Head can move out of
the network range which can handicap the cluster.
Therefore, dual cluster head selection and handover
to new cluster in case of failure is still unaddressed.
5) Flow Table Management: As the SDN controller
has a limited memory capacity, accommodating the
high cost and power consumption of the flow table
management is a challenging task.
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