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Povzetek 
Obogatena resničnost je tehnologija, ki združuje fizični in digitalni svet. V 
zadnjem desetletju, odkar je mogoče obogateno resničnost izkusiti prek mobilne 
naprave, je dotična tehnologija pritegnila pozornost akademskega sveta in industrije. 
Uporabniki mobilnih naprav lahko že danes na različnih področjih uporabljajo številne 
domorodne aplikacije obogatene resničnosti, ki ponujajo kakovostno uporabniško 
izkušnjo, a krati od uporabnika zahtevajo prenos s spletne trgovine in namestitev na 
napravo. Alternativa takšnim aplikacijam so spletne aplikacije, ki naj bi bile za razliko 
od domorodnih lažje za razvoj, vzdrževanje in distribucijo. V diplomski nalogi so 
predstavljeni mehanizmi sledenja, ključne spletne tehnologije ter različni pristopi k 
obogateni resničnosti na spletu. Praktični del vsebuje razvoj dveh spletnih aplikacij. 
Prva aplikacija z uporabo knjižnice AR.js nad razbrano oznako upodobi 3D objekt. 
Druga aplikacija, razvita z WebXR API, s pomočjo kompleksnih algoritmov prepozna 
površino v resničnem okolju, in ob kliku na zaslon upodobi 3D objekt nad zaznano 
površino. Aplikaciji sta evalvirani na različnih napravah in v različnih brskalnikih. 
Prav tako je raziskan vpliv ločljivosti modela in ostalih komponent na hitrost delovanja 
aplikacije. Iz rezultatov je razvidno, da so spletne aplikacije obogatene resničnosti še 
v začetnih fazah razvoja, saj se spopadajo s številnimi preprekami in izzivi. Kljub temu 
bodo lahko, zahvaljujoč razvoju novih spletnih tehnologij, kot sta omrežje 5G in več-
dostopno robno računalništvo, spletne aplikacije obogatene resničnosti v prihodnosti 
predstavljale dobro alternativno že uveljavljenim domorodnim aplikacijam. 
 
Ključne besede: Obogatena resničnost na spletu, mehanizmi sledenja, pristopi 
v obogateni resničnosti na spletu, AR.js, WebXR API 
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Abstract 
Augmented reality is a technology that combines physical and digital world. The 
said technology is attracting the attention of academia and industry in the last decade, 
mainly due to the experience of the augmented reality becoming possible via mobile 
devices. Users of mobile devices can use many native augmented reality applications 
with a wide variety of applicability, and thus offering satisfactory quality of experience 
and user experience. However, such native applications require download and 
installation. As an alternative to such applications are web applications, which are 
easier to develop, maintain and distribute, unlike the native applications. This 
dissertation will present tracking mechanisms, key web technologies and various 
approaches to web augmented reality. The practical element consists of developing 
two web applications. The first application renders the 3D object over a detected 
marker by accessing the AR.js library. The second application, developed with the use 
of WebXR API, scans the physical surface, using complex algorithms, and then 
renders the 3D object above the detected surface when the screen is tapped. The two 
applications have been evaluated with running them on different devices and different 
browsers. In addition, the impact of the resolution of the model and other components 
on the speed of the application performance has been researched. The results show that 
the augmented reality web applications are still in their infancy and facing many 
obstacles and challenges. Nevertheless, the development of new web technologies, 
such as 5G network and multi-accessible edge computing, may very well represent the 
future alternative to already established native applications. 
 
Keywords: Augmented reality on the web, tracking mechanisms, web 
augmented reality implementation approaches, AR.js, WebXR API 
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1  Uvod 
Ljudje se nikoli niso zadovoljili le z uživanjem stvarnega, resničnega sveta. 
Ustvarjali so slike, poezije, filme in ostala umetniška dela z namenom, da obogatijo 
svojo resničnost. Če je to še pred nekaj leti omogočala predvsem domišljija, danes to 
omogoča tehnologija obogatene resničnosti. Tehnologija obogatene resničnosti ni 
novost, a je do nedavnega bila dostopna le nekaj uporabnikom. Z izjemnim razvojem 
mobilnih naprav v zadnjem desetletju je tehnologija postala dosegljiva skoraj 
vsakemu. Nastalo je veliko domorodnih (ang. native) aplikacij obogatene resničnosti 
na različnih področjih, ki izkoriščajo najmodernejšo tehnologijo v mobilnih napravah. 
Domorodne aplikacije od uporabnika zahtevajo, da jih prenese na svojo mobilno 
napravo, poleg tega pa so razvite za specifično platformo. Z namenom, da bi dosegle 
širšo skupino uporabnikov, morajo iti skozi zapleten postopek razvoja. Alternativa 
zmogljivim domorodnim aplikacijam obogatene resničnosti, ki so zahtevnejše za 
razvoj, vzdrževanje in distribucijo, so spletne aplikacije.  
Glavni cilj diplomske naloge je raziskati trenutno stanje na področju obogatene 
resničnosti na spletu. Predstavljena bo definicija obogatene resničnosti, naslovljeni 
bodo različni izzivi in prednosti uporabe spletnih tehnologij obogatene resničnosti. 
Raziskano bo, kje se uporablja obogatena resničnost, kako deluje, katere mehanizme 
sledenja poznamo in kako se med seboj razlikujejo. Opisani bodo pristopi in spletne 
tehnologije, ki so omogočale razvoj obogatene resničnosti na spletu. 
V zadnjem delu bo predstavljena izdelava dveh aplikacij. Predstavljena bo 
implementacija metode z uporabo enostavnih oznak in metode brez uporabe oznak. 
Implementaciji, ki sta bili uporabljeni za izdelavo aplikacij, bosta evalvirani in med 
seboj primerjani.
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2  Obogatena resničnost 
V zadnjem desetletju, odkar je mogoče doživeti izkušnjo obogatene resničnosti 
na mobilni napravi in od prihoda senzacionalne aplikacije Pokemon Go, izraz 
obogatena resničnost postaja vedno bolj vsakdanji, prav tako pa postaja tehnologija 
obogatene resničnosti prisotna pri vsakodnevnih opravilih. 
2.1  Definicija 
Eno izmed najpogosteje navedenih definicij obogatene resničnosti (ang. 
augmented reality) je podal Ron Azuma [1]. Obogateno resničnost je definiral kot 
tehnologijo, ki mora omogočati: 
  
1. združevanje resničnih in navideznih vsebin, 
2. interaktivnosti v realnem času, 
3. registracijo v tridimenzionalnem prostoru. 
 
Iz navedene definicije lahko sklepamo, da obogatena resničnost ni omejena le 
na specifične naprave za prikazovanje, kot je na primer naglavni prikazovalnik (ang. 
head-mounted display, v nadaljevanju HMD). Prav tako ne zapoveduje, da obogatena 
resničnost deluje samo na vidnem področju, ampak lahko izkorišča tudi ostale čute, 
kot so sluh, duh in dotik [2]. Ko govorimo o sistemu obogatene resničnosti, ki deluje 
na podlagi vizualnih informacij, lahko iz definicije sklepamo tudi nekatere tehnične 
pogoje; sistem obogatene resničnosti mora vsebovati zaslon, ki lahko združuje 
resnično in navidezno vsebino, računalniški sistem, ki je zmnožen generirati 
interaktivno grafiko glede na uporabnikovo obnašanje v realnem času, in sistem 
sledenja, ki lahko določi ploložaj in orientacijo uporabnikovega gledišča ter omogoči, 
da se navidezna vsebina prikaže kot fiksirana v resničnem svetu [3]. 
Z drugimi besedami je obogatena resničnost tehnologija, ki v 3D prostoru 
združuje fizični in digitalni svet v realnem času. Digitalne informacije, kot so slike, 
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videi in tekst, so torej združene z našo percepcijo resničnega sveta [4]. Obogatena 
resničnost ni edina tehnologija, ki zamegljuje meje med digitalnim in resničnim 
življenjem, ampak poznamo tudi druge tehnologije, kot je navidezna resničnost (ang. 
virtual reality). Uporaba podobnih namenskih naprav (HMD) in algoritmov sledenja 
sta le dve izmed mnogih tehnoloških komponent, ki sta skupni tehnologijam obogatene 
in navidezne resničnosti. A kljub temu se tehnologiji v marsičem razlikujeta. Naprave, 
ki uporabljajo navidezno resničnost, morajo vsebovati zaslon, ki je popolnoma 
potopljiv in ima široko zorno polje. Prikazani 3D objekti morajo biti čim bolj 
realistični. Sledenje gledišča uporabnika je lahko manj natančno kot pri sistemu 
obogatene resničnosti, saj uporabnik ne opazuje resničnega sveta. V nasprotju mora 
biti pri sistemu obogatene resničnosti sledenje gledišča čim bolj natančno, da so 
navidezni objekti videti poravnani v resničnem svetu. Pri sistemu obogatene 
resničnosti lahko uporabljamo napravo, ki ne vsebuje popolnoma potopljivega zaslona 
in ima ožje zorno polje. Prikazani objekti so lahko zelo preprosti, na primer tekst ali 
puščica [3]. 
Glavna razlika med sistemoma obogatene in navidezne resničnosti je predvsem 
v tem, da je glavni cilj sistema navidezne resničnosti s tehnologijo zamenjati resničnost 
z navideznim okoljem, medtem ko je glavni cilj sistema obogatene resničnosti 
uporabniku obogatiti resničnost z dodatnimi informacijami in mu hkrati dovoliti 
opazovanje realnega sveta. Novi izraz potopno računalništvo (ang. immersive 
computing) je uporabljen za opis aplikacij, ki uporabniku ponudijo potopno izkušnjo. 
Diagram ponazarja Slika 1. Okolje sistema obogatene resničnosti lahko obogatimo z 
več ali manj računalniško generirane navidezne vsebine, s čimer se približujemo oz. 
oddaljujemo navideznemu okolju. Na skrajni levi je resnično okolje, kjer ni navideznih 
vsebin, na skrajni desni pa večina zaslona zajema računalniška grafika. To pomeni, da 
lahko vmesnike sistema obogatene resničnosti umestimo v kontinuum resničnosti in 
navideznosti glede na intenzivnost vključevanja računalniške grafike [5].  
 
Slika 1: Potopno računalništvo [5]
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2.2  Pregled zgodovine 
Ljudje že tisoče let poskušajo obogatiti svoj pogled na resničnost. Uporabljali so 
ogledala, leče in svetlobne izvore, da bi ustvarjali slike v resničnem svetu. O »pravi« 
tehnologiji obogatene resničnosti, ki uporablja računalnik, govorimo od šestdesetih let 
prejšnjega stoletja. Potek zgodovine razvoja obogatene resničnosti prikazuje Slika 2. 
 
Slika 2: Časovnica razvoja obogatene resničnosti [6] 
Prvi eksperiment združevanja resničnega sveta z digitalnim so izvedli leta 1966 
v MIT's Lincoln Laboratory. Eksperiment je s svojimi kolegi izvedel že takrat priznani 
računalniški inženir na področju računalniške grafike, Ivan Sutherland. Njegov izum 
The Sword of Damocles (končan 1968), velja za prvi HMD, ki uporablja tehnologijo 
obogatene in navidezne resničnosti. Naprava je bila primitivna z vidika uporabniškega 
vmesnika in realističnosti slike ter je lahko prikazovala zgolj preproste žične modele 
[7]. 
Hiter razvoj računalniških procesorjev in novih algoritmov je omogočil 
napredek tehnologije obogatene resničnosti na številnih področjih. Med 60. in 80. letih 
je skupina na čelu s Tomom Furnessom v Wright-Patterson Air Force Base raziskovala 
način učinkovitega prikazovanja kompleksnih informacij leta pilotom, da ti ne bi bili 
preobremenjeni z nepotrebnimi informacijami. Prav tako je NASA za astronavte leta 
1981 izdelala lasten HMD z namenom raziskovanja možnosti uporabe uporabniška 
vmesnika obogatene resničnosti [3]. 
Raziskovalci so odkrivali nove načine oziroma naprave, ki bi lahko prikazovale 
tehnologijo obogatene resničnosti. Poleg HMD, ki jih mora uporabnik nositi na glavi, 
je bilo predlaganih nekaj drugih naprav, ki jih lahko uporabnik nosi v roki. Prve 
»ročne« naprave so vsebovale zaslon LCD (ang. liquid cyrstal display), priključen na 
računalnik, ki je bil zadolžen za zahtevne operacije, kot sta sledenje in generiranje 
grafike. Kmalu so naprave zaradi močnejše procesorske moči postale samostojne. 
Velik mejnik se je zgodil leta 2004, ko sta Mohring in Bimber demonstrirala uporabo 
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obogatene resničnosti na mobilnih napravah. To je pomenilo, da imajo prvič v 
zgodovini milijoni ljudi potrebno tehnologijo za izkušnjo obogatene resničnosti že v 
žepu [3]. Velik potencial obogatene resničnosti je spodbudil akademski svet in 
industrijo k pospešenemu raziskovanju te tehnologije. Google je leta 2013 razvil 
pametna očala, ki so pravzaprav optični HMD v obliki navadnih očal. Zaradi strahu 
pred vdorom v zasebnost je produkt bil deležen številnih kritik in se ni obnesel na trgu. 
Googlov naslednji projekt na področju obogatene resničnosti je bila platforma Tango 
(2014), ki je z naprednim računalniškim vidom, slikovnim procesiranjem in z uporabo 
sodobnih senzorjev ponudila napredno sledenje in upodabljanje navideznih vsebin. 
Marca 2018 je Google kot odgovor na Applovo platformo ARKit, Tango nadomestili 
z močnejšim ARCorom. Priljubljenost obogatene resničnosti je 2016 potrdila 
senzacionalna aplikacija Pokemon Go. Od javne izdaje aplikacije je v samo 8 tednih 
dosegla 500 milijonov prenosov v več kot 100 državah [6]. 
Kmalu po izdaji Applovega iPhona z operacijskim sistemom iOS leta 2007 so 
na trg pametnih mobilnih naprav vstopili še drugi računalniški giganti, ki so razvijali 
svoje operacijske sisteme: Android (Google), Windows (Microsoft), Blackberry 
(RIM) in Symbian (Nokia). Aplikacije obogatene resničnosti in ostale aplikacije je bilo 
treba razviti za vsak operacijski sistem posebej. V želji po čim večjem dosegu 
uporabnikov in zmanjšanju stroškov razvoja so se razvijalci usmerili v razvoj hibridnih 
in spletnih aplikacij tudi na področju obogatene resničnosti. 
V tistem času je bila prevladujoča platforma za spletno večpredstavnostno 
vsebino Adobe Flash, zato je leta 2008 programer Tomohiko Koyama s svojo ekipo iz 
Japonske združil knjižnico ARToolKit in platformo Flash ter ustvaril odprtokodno 
knjižnico FLARToolKit. Prvič so lahko uporabniki doživeli izkušnjo obogatene 
resničnosti v spletnem brskalniku, ki pa je bila počasna [8]. Knjižnici FLARToolKit 
je sledilo nekaj poskusov uporabe obogatene resničnosti na spletu, še posebej na 
področju marketinga, na primer: podjetje General Electric je iskalo način, kako 
predstaviti delovanje svoje tehnologije. Ustvarili so spletno stran z izkušnjo obogatene 
resničnosti. Uporabniku so prikazali različne možnosti ustvarjanja čiste energije na 
interaktiven način. Uporabnik je s pomočjo mobilne naprave opazoval navidezne 
vetrnice na natisnjeni oznaki. Izkušnja obogatene resničnosti je s pomočjo socialnih 
omrežij postala internetna senzacija. Uspešni potezi podjetja so sledili številni drugi 
[3]. Poleg knjižnice FLARToolKiT so se razvile tudi druge odprtokodne in 
komercialne knjižnice oz. ogrodja: argon.js [9], awe.media [10], AR.js [11], 8th Wall 
[12], Augmania [13] in druge. 
Vstop tehnoloških gigantov v svet obogatene resničnosti je dodatno spodbudil 
razvoj spletne tehnologije. Razvijalci iz Mozille, Googla in Microsofta so razvili 
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eksperimentalni aplikacijski programski vmesnik WebVR (ang. »application 
programming interface«, v nadaljevanju API), ki je ponudil podporo v spletnem 
brskalniku napravam, ki uporabljajo navidezno resničnost. Marca 2018 je WebVR 
zamenjal WebXR, ki poleg navidezne resničnosti podpira tudi vedno bolj priljubljeno 
obogateno resničnost [14]. Obogatena resničnost na spletu tako uživa podporo 
največjih tehnoloških gigantov, zato je mogoče sklepati, da je prihodnost spletnih 
tehnologij obogatene resničnosti svetla, čeprav so nekatere spletne tehnologije 
obogatene resničnosti šele v povojih. 
2.3  Prednosti in izzivi spletnih tehnologij obogatene resničnosti 
Izjemno hiter razvoj pametnih telefonov se nadaljuje vse od prihoda prvega 
iPhona. Zaradi razširjenosti različnih mobilnih naprav in razvoja spletnih tehnologij se 
je v obči in strokovni javnosti velikokrat razvila razprava, ali lahko spletne aplikacije 
zamenjajo tako imenovane domorodne aplikacije. 
Domorodne aplikacije so tiste, ki jih prenesemo preko mobilnih trgovin, kot sta 
Google-ov Play Store in Apple-ov App Store. Sestavljene so iz izvršljivih datotek, ki 
so prenesene neposredno na uporabnikovo napravo in se shranjujejo lokalno. 
Programski jeziki in orodja za domorodne aplikacije so specifični za vsako platformo, 
na primer: Androidne aplikacije so razvite v Javi s pomočjo Eclipse Android SDK, 
Applove iOS aplikacije pa so razvite v Objective-C ali Swift s pomočjo integriranega 
razvojnega okolja XCode. Rezultati uporabe specifičnih platform so bogatejši 
uporabniški vmesniki, naprednejša grafika in visoka zmogljivost aplikacij obogatene 
resničnosti [15]. Razvijanje domorodnih aplikacij je v zadnjih letih postalo lažje in 
cenejše zaradi močne prevlade operacijskih sistemov Android in iOS (Slika 3), kar 
pomeni, da za doseg večine uporabnikov, zadostuje razvoj aplikacij le na dveh 
platformah. Poleg tega so na voljo različne navzkrižne razvojne platforme, ki 
omogočajo preprostejši razvoj in distribucijo aplikacij na različne mobilne operacijske 
sisteme [16]. 
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Slika 3: Globalni tržni delež mobilnih operacijskih sistemov [17] 
Fenomen fragmentacije, razdrobljenosti med različnimi verzijami istega 
operacijskega sistema, še vedno predstavlja velik izziv, predvsem zaradi hitro 
razvijajočega se trga mobilnih naprav. Razvijalci so včasih primorani narediti več 
verzij iste aplikacije, da zagotovijo delovanje aplikacije na različnih verzijah 
operacijskega sistema, bodisi v Androidu ali iOS. Posledica tega je dolgotrajen razvoj 
aplikacij, drago testiranje, vzdrževanje in nizka prenosljivost. Veliko strokovnjakov 
meni, da je prava rešitev razvoj in uporaba spletnih aplikacij, ki so prenosljive na 
različne operacijske sisteme oziroma brskalnike [16] [18]. 
Še nekaj let nazaj so raziskave pokazale, da spletne aplikacije velikokrat niso 
dobra alternativa domorodnim aplikacijam. V članku iz leta 2013 William Job navaja 
študijo [19], v kateri so ugotovili, da spletne aplikacije, ki uporabljajo interakcijo s 
strojno opremo, grafični procesor ali kamero, ne dosežejo zadovoljive uporabniške 
izkušnje.  
V zadnjih letih se razlika med uporabnostjo in zmogljivostjo domorodnih in 
spletnih aplikacij vztrajno znižuje, kar je tudi eden izmed vzrokov vedno večje 
priljubljenosti uporabe spletnih aplikacij in posledično tudi obogatene resničnosti na 
spletu [16]. Spletne aplikacije večinoma uporabljajo razširjene tehnologije, kot so 
HTML5 (ang. Hyper Text Markup Language), CSS3 (ang. Cascading Style Sheets) in 
JavaScript, ki občutno zmanjšajo problem fragmentacije. Spletna aplikacija gostuje na 
oddaljenem strežniku s standardiziranimi protokoli, kot npr. HTTP (ang. HyperText 
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Transfer Protocol). Do aplikacij dostopamo z edinstvenim URL (ang. Uniform 
Resource Locator) naslovom. Prenos aplikacij s spletnih trgovin ni potreben, saj 
spletne aplikacije delujejo v brskalniku, ki je naložen na uporabnikovi napravi. Zaradi 
standardiziranih tehnologij in programskih jezikov spletne aplikacije načeloma 
delujejo na vseh verzijah operacijskih sistemov, kar posledično lahko pomeni hiter 
razvoj, preprosto vzdrževanje in visoko prenosljivost [6] [15]. 
Cenejši in enostavnejši razvoj, distribucija, vzdrževanje ter kompatibilnost 
naprav niso edine prednosti spletnih aplikacij obogatene resničnosti. Uporabniki 
mobilnih naprav imajo na voljo 2.1 milijonov aplikacij v Google Play Store-u in 1.8 
milijonov aplikacij v Apple App Store-u [20], kar ustvarja ogromno konkurenco na 
trgu mobilnih domorodnih aplikacij. Podatki kažejo, da v povprečju več kot polovica 
uporabnikov v ZDA ne prenese nove aplikacije v mesecu dni [21], kar pomeni, da 
uporabniki velikokrat niso pripravljeni preizkusiti novih aplikacij in pretežno 
uporabljajo aplikacije, ki jih že imajo nameščene, na primer: Facebook, Instagram in 
Pokemon Go. Spletna aplikacija ne zahteva prenosa s spletne trgovine in namestitve 
na napravo, zato lahko doseže več končnih uporabnikov. 
Računska zahtevnost ostaja velik izziv spletnih tehnologij obogatene resničnosti. 
Sledenje in upodabljanje 3D navideznih vsebin sta ključna za delovanje sistemov 
obogatene resničnosti in hkrati računsko najkompleksnejša. Strokovnjaki še vedno 
iščejo odgovor na vprašanje, kako doseči visoko računsko učinkovitost z uporabo 
spletnih tehnologij. Ena izmed rešitev je računanje v oblaku, vendar s prenosom 
zahtevnih računskih operacij iz uporabnikove naprave v oblak, ki ima močnejšo 
računsko zmogljivost, lahko pride do prevelike zakasnitve v omrežju, kar predstavlja 
dodaten izziv. To še posebej velja za mobilna omrežja, ki težje podpirajo zahtevne 
računske operacije v realnem času, zaradi nižje hitrosti prenosa podatkov in 
nedopustnih zakasnitev.  
Pomemben izziv je tudi omejena kapaciteta baterije mobilnih naprav. Spletna 
obogatena resničnost zaradi uporabe različnih senzorjev, analiziranja podatkov, 
računanja, komuniciranja in upodabljanja navideznih vsebin močno obremenjuje 
baterijo, ki je v današnjih mobilnih napravah primarno namenjena brskanju na spletu 
in telefoniranju. Visoka poraba energije bo precej ovirala nadaljnji razvoj obogatene 
resničnosti na spletu, kljub temu da se kapaciteta baterije čez leta zvišuje. Rešitev je 
zopet selitev zahtevnejših procesov v oblak, če to dopušča omrežje.  
Z nekaterimi izzivi obogatene resničnosti na spletu se bo verjetno lažje spopadati 
v prihodnosti s prihodom novih tehnologij. Tehnologije omrežja 5G bodo prinesle 
visok pretok podatkov in manjše zakasnitve, kar bo izboljšalo uporabniško izkušnjo 
spletnih aplikacij. Nove tehnologije, kot so več-dostopno robno računalništvo (ang. 
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multi-access edge computing), komunikacija med napravami (ang. device-to-device 
ali D2D) in rezanje omrežja (ang. network slicing) prinašajo mehanizme, ki 
zagotavljajo moderno infrastrukturo za uvajanje obogatene resničnosti na spletu v 
večjem obsegu [6]. 
2.4  Področja 
Domorodne aplikacije, ki uporabljajo obogateno resničnost, že lahko zasledimo 
na številnih področjih. Tudi spletne tehnologije obogatene resničnosti lahko najdemo 
na nekaterih področjih, predvsem v trženju in izobraževanju. Pričakujemo lahko, da se 
bodo spletne aplikacije obogatene resničnost v bližnji prihodnosti razširile na 
področja, kjer so že uveljavljene domorodne aplikacije, in morda razširile obseg 
uporabe na druga, še neuveljavljena področja. 
2.4.1  Izobraževanje 
Raziskovalci in strokovnjaki na področju izobraževanja so izvedli številne 
študije, ki vključujejo uporabo obogatene resničnosti v izobraževanju. Večina raziskav 
je pokazala, da predstavitve v svetu obogatene resničnosti naredijo proces učenja 
zanimivejši in učinkovitejši, nudijo možnost interakcije, zvišujejo motivacijo in na 
splošno pozitivno izboljšujejo odnos do učenja [22]. V zadnjih letih je na tem področju 
nastalo nekaj priljubljenih in zanimivih aplikacij [23], tudi z uporabo spletnih 
tehnologij [24].  
Aplikacija Google Translate z načinom obogatene resničnosti (Slika 4) omogoča 
takojšno prevajanje v 38 jezikih. Kamero mobilne naprave uporabnik usmeri v 
besedilo, ki ga želi prevesti in aplikacija prekrije sliko na zaslonu s prevodom [25].  
 
Slika 4: Google Translate [26] 
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Popularna aplikacija Star Walk (Slika 5) omogoča način obogatene resničnosti 
tako, da mobilno napravo uporabnik usmeri v nebo in v realnem času opazuje zvezde, 
satelite, planete in druga nebesna znamenja, ki so pred njim [27]. 
 
Slika 5: Star Walk [28] 
Omenjena primera sta le dva izmed številnih, a oba nista del spletnih tehnologij 
obogatene resničnosti. Google je izdal primer spletne izobraževalne aplikacije z 
namenom promocije tehnologije WebXR Device API. Aplikacija imenovana 
Chacmoolom uporabniku dovoljuje interakcijo z navideznim kipcem Chacmool-om iz 
pre-Kolumbijske Mezoamerike, ki je predstavljen v realni velikosti (Slika 6) 
Aplikacija uporabniku omogoča globoko razumevanje objekta, saj ga lahko opazuje iz 
različnih kotov in iz različnih razdalj [29].  
 
Slika 6: Chacmool [30] 
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2.4.2  Zabava 
Obogatena resničnost v zabavni industriji predstavlja nov koncept, ki se vedno 
bolj uveljavlja. Eden izmed razlogov priljubljenosti iger obogatene resničnosti je 
drugačna, zanimiva in interaktivna zabavna izkušnja. Igre, ki ne uporabljajo obogatene 
resničnosti, omejijo uporabnika na uporabo zaslona, medtem ko igre, ki uporabljajo 
obogateno resničnost, omogočajo uporabnikovo interakcijo z resničnim svetom.  
Niantic Studio je nedvomno eno najuspešnejših podjetij na tem področju, saj je 
z aplikacijo Pokemon Go (2017) preseglo vsa pričakovanja in neverjeten odziv 
uporabnikov. S pomočjo sprejemnika GPS v mobilni napravi igralci iščejo in lovijo 
magična bitja - pokemone. Različni pokemoni se pojavljajo na različnih lokacijah v 
resničnem svetu. S posodobitvijo igre in možnostjo uporabe načina obogatene 
resničnosti je igralcu omogočena interakcija in opazovanje navideznih pokemonov, ki 
so videti kot del resničnega sveta (Slika 7) [31]. 
 
Slika 7: Pokemon Go [32] 
Pred Pokemon Go je leta 2013 Niantic izdal znanstvenofantastično igro Ingress, 
ki je do novembra 2018 presegla 20 milijonov prenosov. Podobno kot Pokemon Go 
uporablja GPS (ang. Global Positioning System) za lociranje in interakcijo s portali. 
Portali so znamenitosti v resničnem svetu, ki so odraz človeške ustvarjalnosti, na 
primer: kipci, spomeniki, unikatna arhitektura, zgodovinske stavbe in podobna javna 
umetniška dela [33]. Najnovejša igra Niantica je Harry Potter: Wizards Unite. Igra se 
odvija v čarovniškem svetu in po zasnovi močno spominja na preostali dve igri. Igralci 
se bojujejo z magičnimi bitji iz franšiz Harry Potter in Fantastic Beasts [34].  
Interaktivne knjige so druga popularna kategorija v zabavni industriji. 
Uporabniki skozi ekran opazujejo knjige, nad katerimi se upodobijo navidezne 
vsebine. Uspešno podjetje na tem področju je Quiver [35]. Med drugim je razvilo 
aplikacijo, ki nad pobarvanko, ki jo je pobarval uporabnik, upodobi objekt v barvah, 
2.4  Področja 29 
 
ki jih je uporabnik uporabil za barvanje pobarvanke (Slika 8). Uporabnikom, 
največkrat otrokom, se to zdi zanimivo [36]. 
 
Slika 8: Interaktivna pobarvanka [37] 
2.4.3  Trženje 
Podjetja uporabljajo tehnologijo obogatene resničnosti z namenom, da končnim 
uporabnikom na inovativen način predstavijo doživetje svojih izdelkov in storitev. 
Kupci si tako lahko predstavljajo, kakšen je izdelek, še preden ga kupijo. V raziskavi 
[38] je navedeno, da uporaba obogatene resničnosti v trženju spodbuja potrošništvo.  
Aplikacija YouCam Makeup - Magic Selfie & Virtual Makeovers dovoljuje 
uporabnikom preizkušanje navidezne kozmetike v realnem času. Aplikacija z uporabo 
napredne detekcije obraza in sledenja uporabnikom omogoča, da brez fizičnega nanosa 
kozmetike preizkusijo različna senčila, korektorje, šminke in ostale izdelke lepotnih 
blagovnih znamk. Tako si lahko potencialni kupci na preprost način izberejo 
kozmetiko, ki jim ustreza in jo naročijo preko spletne trgovine, ne da bi jim bilo 
potrebno obiskati trgovino kozmetike [39]. 
Podjetje Timberland je izdalo aplikacijo »navidezna garderoba«, ki na zabaven 
način omogoča uporabnikom pomerjanje različnih oblačil brez potrebe po uporabi 
tradicionalne garderobe [40]. 
Aplikacija IKEA Place, ki je izšla leta 2017, omogoča uporabniku navidezno 
umestitev njihovih produktov na poljubno mesto v prostorih končnih uporabnikov. 
Pohištvo je videti realistično, saj je resnične velikosti, hkrati pa je uporabniku 
omogočena tudi interakcija (Slika 9) [41]. 
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Slika 9: IKEA Place [42] 
2.4.4  Ostala področja 
Opisana področja v tem poglavju niso edina, na katerih se uporablja obogatena 
resničnost. Obogatena resničnost se pogosto uporablja v medicini, na primer za 3D 
prikazovanja človeških struktur [43]. V članku [44] so navedeni primeri uporabe 
tehnologije obogatene resničnosti v psihologiji, predvsem za zdravljenje duševnih 
motenj in spopadanje z različnimi fobijami. Poleg omenjenih področij se obogatena 
resničnost uporablja tudi v turizmu, vojski, navigaciji in drugje [45].
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3  Mehanizmi sledenja 
Po definiciji je obogatena resničnost tehnologija, ki združuje resnično in 
navidezno vsebino in omogoča interaktivnost ter umestitev navidezne vsebine v 3D 
okolje. Tipičen primer delovanja sistema obogatene resničnosti prikazuje Slika 10. 
Kamera in ostali senzorji se uporabljajo za pridobivanje informacij iz uporabnikovega 
okolja. Informacije, kot so slika oz. video, položaj in orientacija kamere, se analizirajo 
za potrebe prepoznave in percepcije resničnega sveta, hkrati pa senzorji spremljajo 
interakcijo uporabnika, na primer hojo, dotikanje zaslona in obračanje telefona. 
Zaznani podatki okolja in interakcija uporabnika so uporabljeni za združevanje 
navideznega in resničnega okolja oz. za pravilno upodobitev (ang. rendering) 
navideznih vsebin [6].  
 
Slika 10: Delovanje sistema obogatene resničnosti [6] 
Registracija navidezne vsebine v resničnem svetu pomeni, da sistem obogatene 
resničnosti »zasidra« navidezno vsebino, da je videti kot del resničnega sveta. Za to 
moramo določiti položaj in orientacijo gledišča oz. kamere glede na sidro (ang. 
»anchor«) v resničnem svetu. Položaj in orientacijo kamere lahko pod skupnim 
imenom imenujemo umestitev kamere. Umestitev sestavlja šest prostorskih stopenj 
(ang. »six degrees of freedom«, v nadaljevanju 6DOF), ki se nanašajo na neodvisno 
možnost gibanja togega telesa v 3D prostoru (Slika 11). Kamera se lahko premika v 
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šestih neodvisnih smereh; tri določajo položaj kamere oz. ustrezajo njenemu premiku 
ali translaciji: gor-dol, levo-desno, naprej-nazaj; tri pa določajo orientacijo kamere oz. 
ustrezajo njenemu vrtenju ali rotaciji okoli treh glavnih osi: nagib, naklon in odklon 
(ang. roll, pitch, yaw) [46].  
 
Slika 11: 6DOF [47] 
Sidro velikokrat predstavljajo GPS koordinate ali različne oznake. Registracija 
navideznih vsebin v 3D prostoru je sestavljena iz dveh faz, ki so v nadaljevanju zajete 
pod skupnim imenom sledenje [3]: 
 
1. faza registracije, ki določi umestitev kamere glede na sidro v resničnem svetu 
in 
2. faza sledenja, ki posodablja umestitev kamere relativno glede na prejšnje 
znane umestitve. 
 
Danes se obogatena resničnost pogosto deli glede na mehanizme sledenja. 
Poznamo več vrst mehanizmov sledenja: mehanizmi na osnovi senzorjev (ang. sensor-
based), mehanizmi na osnovi vida (ang. vision-based) in hibridni (ang. hybrid) 
mehanizmi [6]. Včasih so se pogosto uporabljali mehanizmi na osnovi magnetizma 
[3], ki pa jih ne bomo obravnavali podrobneje, saj se danes v spletnih tehnologijah 
obogatene resničnosti ne uporabljajo.  
Različni mehanizmi sledenja se razlikujejo predvsem v zahtevnosti omrežij, 
shranjevanja in računski zahtevnosti. Mehanizmi na osnovi senzorjev so manj 
kompleksni kot mehanizmi na osnovi računalniškega vida, medtem ko so hibridni 
mehanizmi očitno kompromis med obema, kar prikazuje Slika 12 [6]. 
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Slika 12: Mehanizmi sledenja [6] 
3.1  Mehanizmi sledenja na osnovi senzorjev 
Mehanizmi na osnovi senzorjev se večinoma uporabljajo v zunanjem prostoru 
in so najmanj kompleksni v smislu računske, omrežne in prostorske zahtevnosti. Pri 
uporabi senzorjev pogosto pride do napak pri merjenju zaradi nenatančnosti senzorjev. 
Poleg tega uporaba mehanizmov na osnovi senzorjev deluje po principu odprte zanke. 
Torej uporabnik ne dobi povratnih informacij o pravilnosti delovanja sledenja, kar 
pomeni, da je napaka neizogibna [6]. Mehanizme na osnovi senzorjev lahko razdelimo 
v dve metodi: na sledenje z uporabo GPS in inertno sledenje [48]. 
Tehnologija GPS omogoča sledenje v zunanjem prostoru, kjer je povprečna 
natančnost satelitskega sistema GPS okoli tri metre in se še izboljšuje. Ta metoda 
sledenja obogatene resničnosti je bila uporabljena že velikokrat, na primer: v vojski, 
igricah in vizualizaciji zgodovinskih podatkov [3]. Najbolj poznan primer je aplikacija 
Pokemon Go. Podoben, a preprostejši primer igre z uporabo lokacijske tehnologije 
(ang. location-based technology), je aplikacija Monster Buster, ki je bila vključena v 
raziskavi [49]. Ob začetku igre lahko uporabnik s pomočjo zemljevida in sistema GPS 
išče pošasti. Z informacijami o zemljepisni širini in dolžini aplikacija obvesti 
uporabnika, če je pošast blizu. V primeru, da uporabnik izbere boj s pošastjo, se mu ta 
prikaže na zaslonu. Cilj je, da uporabnik premaga pošast, kar prikazuje Slika 13. Igra 
ne uporablja oznak ali katerekoli druge grafike za prikaz navidezne pošasti v 
resničnem okolju, ampak to stori zgolj s pomočjo informacije o lokaciji uporabnika 
[49]. 
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Slika 13: Igra Monster Buster [49] 
Inertno sledenje uporablja senzorje IMU (ang. inertial masurement unit), kot sta 
merilec pospeška in žiroskop. Na podlagi pridobljenih podatkov iz senzorjev IMU 
lahko določimo približno umestitev kamere. »Metoda ni omejena z dometom ali z 
vidnim poljem in prav tako nanjo ne vplivajo magnetične, akustične, optične ali 
radiofrekvenčne motnje« [3]. Žal so ti senzorji izpostavljeni dolgoročnemu drsenju 
(ang. drift over time), kar pomeni, da postanejo sčasoma manj natančni. Zaradi tega 
jih običajno uporabljamo v kombinaciji z ostalimi metodami sledenja, kot je optično 
sledenje [48].  
3.2  Mehanizmi sledenja na osnovi vida 
Optično sledenje uporablja mehanizme na osnovi vida. Video, zajet s pomočjo 
kamere, nam služi kot ozadje resničnega sveta in za registracijo navidezne vsebine v 
resnični svet. Optično sledenje je praviloma računsko, omrežno in prostorsko 
kompleksnejšo od sledenja, ki uporablja mehanizme na osnovi senzorjev. Optično 
sledenje lahko v grobem razdelimo v dve metodi: metodo z uporabo oznak (ang. 
marker-based method) in metodo brez uporabe oznak (ang. markerless method) [7].  
3.2.1  Metoda z uporabo oznak 
Metoda z uporabo oznak uporablja vnaprej določeno oznako. Glede na vrste 
oznak lahko ločimo: 
 
1. metodo na podlagi značilnosti specifičnih vzorcev, 
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2. metodo na podlagi značilnosti statičnih 2D slik, 
3. metodo na podlagi značilnosti 3D objektov. 
 
Metoda na podlagi značilnosti specifičnih vzorcev 
 Metoda na podlagi značilnosti specifičnih vzorcev (ang. fiducial tracking) oz. 
enostavnih oznak uporablja oznake, ki vsebujejo specifične vzorce, in s tem 
omogočajo sledenje. V preteklosti so se v implementacijah obogatene resničnosti 
uporabljale raznovrstne enostavne oznake: oznake narejene iz LED svetil ali barvnega 
papirja, ki so bile zaznane s pomočjo barvnega ujemanja. Običajno so bile na sceni za 
prepoznavo potrebne vsaj štiri oznake, kar je zahtevalo previdno načrtovanje prostora. 
Kasneje so se začele uporabljati kvadratne oznake, ki so omogočale robustno 
obogateno resničnost z eno samo oznako na sceni. Takšne oznake še danes uporabljajo 
različne knjižnice obogatene resničnosti, med njimi knjižnica ARToolKit [3]. 
ARToolKit je odprtokodna knjižnica, ki sta ju 1999 izdala razvijalca Kato in 
Billinghurs. Uporablja enostavne kvadratno črno-bele oznake z vzorcem. 
Poenostavljeno shemo delovanja knjižnice ARToolKit in ostalih podobnih sistemov, 
ki uporabljajo enostavne oznake, prikazuje Slika 14. Proces prepoznave lahko opišemo 
s 6. koraki [50] [51] [52]: 
 
1. Kamera zajame video resničnega sveta in ga pošlje na računalnik. 
2. Vsako sličico program s pomočjo »binarnega upragovanja« (ang. binary 
thresholding) pretvori v binarno sličico. Program poišče obrise in vse obrise katere 
sestavljajo 4. robovi obravnava kot kvadrat.  
3. Če je najden kvadrat program s pomočjo kotov kvadrata izračuna homografijo 
oz. matriko projekcijske transformacije med vhodno sličico kamere in vnaprej 
definirano oznako v bazi. V enačbi (3.1) je zapis homografije 𝐻. Predpostavimo, da 
imamo dve sliki, na katerih je posnet enak objekt iz različnih zornih kotov. Izberemo 
prvo slikovno piko (𝑥1, 𝑦1) iz prve slike in drugo slikovno piko (𝑥2, 𝑦2), ki predstavlja 
isto točko objekta na drugi sliki. Slednjo lahko z matriko 𝐻 spremenimo tako, da ima 
enako perspektivo gledanja kot prva slikovna pika. S pomočjo znane homografije 
lahko projiciramo oznako na ravnino kamere. 
 [
𝑥1
𝑦1
1
] =  𝐻 [
𝑥2
𝑦2
1
] =  [
ℎ00 ℎ01 ℎ02
ℎ10 ℎ11 ℎ12
ℎ20 ℎ21 ℎ22
] [
𝑥2
𝑦2
1
]  (3.1) 
4. Notranji vzorec projiciranega enostavne oznake program identificira tako, da 
ga primerja z ostalimi vzorci v bazi.  
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5. Ko je oznaka identificirana kot pravilna, so njeni robovi uporabljeni za 
določitev umestitve kamere relativno od oznake v resničnem svetu. Izračunana 
matrika, nam določa pretvorbo navideznih vsebin iz ravnine kamere v lokalne 
koordinate oznake.  
6. Program z uporabo matrike upodobi navidezni 3D objekt nad enostavno 
oznako. 
 
Slika 14: Proces metode na podlagi značilnosti specifičnih vzorcev [50] 
Takrat napredna knjižnica je imela nekaj omejitev in pomanjkljivosti, kot npr. 
dovzetnost za napačno identificiranje oznake. Modeli so se lahko prikazovali na 
napačni oznaki ali celo tam, kjer oznake ni bilo. S knjižnico ARTag [53], se je 
izboljšala identifikacija oznak, izboljšalo se je tudi delovanje sistema obogatene 
resničnosti v slabše osvetljenih prostorih. Kasneje je izšel ARToolkitPlus [50], ki je 
ponudil še boljše rezultate. Knjižnice, ki uporabljajo enostavne oznake, so manj 
kompleksne in že primerne za spletno uporabo. Na podlagi knjižnice ARToolKit je bil 
zgrajen projekt AR.js [11].  
Glavni namen projekta AR.js, ki ga je ustanovil Jarome Etienne leta 2017, je 
ponuditi rešitev na področju spletnih tehnologij obogatene resničnosti. Odprtokodni 
projekt gosti platforma Github, in je popolnoma brezplačen za uporabo. Spletne 
aplikacije razvite z AR.js dosegajo visoke hitrosti in relativno dobro uporabniško 
izkušnjo. Velika prednost naj bi bilo delovanje aplikacij v vseh brskalnikih, ki 
podpirajo WebGL in WebRTC. 
Za upodabljanje 3D objektov AR.js uporablja knjižnico Three.js. Še preprostejši 
način je uporaba ogrodja A-Frame, ki se uporablja v dokumentu HTML.  
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Metoda na podlagi značilnosti statičnih 2D slik 
Metoda na podlagi značilnosti statičnih slik omogoča uporabo zapletenejših 
oznak. Enostavne oznake zamenjajo 2D slike, kar omogoča uporabo obogatene 
resničnosti na širšem področju. Uporaba 2D slik namesto uporabe enostavnih oznak je 
potrebna v primerih, ko je sam pomen oznake oz. 2D slike pomemben, na primer 
umetniške slike v galeriji. Različni algoritmi računalniškega vida v 2D slikah 
prepoznajo značilke. Značilke so specifične strukture v sliki, na primer točke ali robovi 
[54]. Za posamezno značilko je izračunan unikaten deskriptor, ki omogoča 
identifikacijo značilk. S primerjanjem značilk na trenutni sceni z značilkami v vnaprej 
definirani 2D sliki (oznaki), ki ji želimo slediti, lahko s podobnimi algoritmi kot pri 
metodi na podlagi enostavnih oznak izračunamo umestitev kamere [3]. 
Danes večina sistemov obogatene resničnosti na spletu uporablja mehanizme na 
osnovi senzorjev ali optično sledenje, ki deluje na podlagi značilnosti specifičnih 
vzorcev oz. enostavnih oznak. Razlog je nižja računska zahtevnost v primerjavi z 
metodo, ki uporablja značilnosti statičnih slik. Kljub temu so se pojavili poskusi 
implementacije spletnih tehnologij, ki uporabljajo metodo na podlagi značilnosti 
statičnih slik.  
Eno od možnosti spletne implementacije obogatene resničnost, ki uporablja to 
metodo, so leta 2011 predstavili Christoph Oberhofer, Jens Grubert in Gerhard 
Reitmayr [55]. Ključni fazi implementiranega sistema sta detekcija in sledenje. 
Detekcija se začne z algoritmom FAST (ang. Features from Accelerated Segment 
Test), ki omogoča prepoznavo značilk. Algoritem FAST prikazuje Slika 15. FAST 
deluje tako, da pogleda krog oz. okolico 16 slikovnih pik okoli potencialnega robnega 
kandidata, v tem primeru slikovne točke p. V primeru, da je v okolici več kot n 
slikovnih pik, ki so svetlejše od slikovne pike p, potem potrdimo, da je slikovna pika 
p robna slikovna pika oz. značilka [56].  
 
Slika 15: Algoritem FAST [57] 
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Vsaka značilka mora biti zapisana unikatno, da jo lahko algoritem poišče tudi v 
drugi sličici. Za opis značilk je uporabljen deskriptor BRIEF (ang. Binary Robust 
Independent Elementary Features), ki je hitrejši kot razširjena in starejša SIFT (ang. 
Scale-invariant Feature Transform) in SURF (ang. Speeded Up Robust Features) 
deskriptorja [58]. 
 S pomočjo algoritma program išče podobnosti med opisi značilk trenutno zajete 
sličice in opisi značilk vnaprej definirane 2D slike oz. oznake v bazi. Če se opisi 
značilk zadostno ujemajo, program 2D sliko iz vhodne sličice identificira kot oznako, 
nad katero se kasneje upodobi navidezna vsebina. Podobno kot pri metodi, ki uporablja 
enostavne oznake, je homografija izračunana neposredno iz robnih točk vhodne 2D 
slike oz. prepoznane oznake in vnaprej definirane oznake v bazi. S pomočjo 
homografije in notranjih (ang. intrinsic) parametrov kamere je mogoče izračunati 
umestitev kamere. 
Opisan proces je računsko zahteven, vendar je ključen za detekcijo in 
identifikacijo 2D slike oz. oznake nad katero se izriše 3D objekt. Zato je bilo v času 
izida članka izvajanje faze detekcije na mobilnih napravah v realnem času nemogoče.  
Po detekciji tarče (slika oz. oznaka) sledi faza sledenja, ki je računsko manj 
zahtevna, zato implementiran sistem omogoča sledenje v realnem času: 10 sličic na 
sekundo na takrat modernih mobilnih telefonih.  
Zaradi počasne faze detekcije slike se implementacija, napisana v jeziku 
Javascript, ni izkazala za uporabno. Danes bi implementacija zaradi naprednejših 
mobilnih naprav delovala hitreje, a je uporaba zaradi zastarelosti in hitrega razvoja 
ostalih veliko močnejših knjižnic nesmiselna [55]. 
 
Slika 16: Delovanje sistema v brskalniku Firefox na mobilni napravi Samsung Galaxy SII [55] 
V svoji raziskavi [11] so Göttl, Gagel in Grubert aprila 2018 predstavili 
učinkovitejšo implementacijo, ki naj bi delovala v realnem času v vseh standardnih 
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brskalnikih. Podobno kot pri prej opisani implementaciji se cevovod lahko razdeli na 
dve fazi: fazo detekcije in fazo sledenja. Cevovod prikazuje Slika 17. 
 
Slika 17: Primer cevovoda metode na podlagi statičnih 2D slik [59] 
Faza detekcije je podobna kot pri prej opisani implementaciji. Za prepoznavo in 
opis značilk se uporablja algoritem ORB (ang. Oriented FAST and Rotated BRIEF), 
ki temelji na že omenjenem algoritmu FAST in deskriptorju BRIEF. Opisi značilk 
vnaprej definirane oznake in trenutno zajete sličice so primerjane s hitrim približnim 
iskanjem bližnjega soseda (ang. fast approximate nearest neighbor search). 
Odstopajoče vrednosti so odstranjene z nastavljanjem praga in RANSAC (ang. 
Random Sample Sonsensus) metodo s pomočjo katere se oceni približno homografijo 
oz. matriko projekcijske transformacije med vhodno sličico kamere in 2D sliko oz. 
oznako v bazi. Z izračunano homografijo in podobnimi algoritmi, uporabljenimi v 
prejšnji implementaciji, se določi umestitev kamere. 
Po določitvi umestitve kamere sledi računsko manj zahtevna faza sledenja. S 
homografijo, določeno v prejšnji fazi, je mogoče izdelati ukrivljeno reprezentacijo 
vnaprej definirane oznake. S pomočjo normalizirane navzkrižne korelacije (ang. 
normalized cross-correlation ali NCC) se primerja sličica zajeta iz kamere z ukrivljeno 
reprezentacijo oznake. Na podlagi tega je mogoče izračunati posodobljeno 
homografijo in z njeno pomočjo določiti trenutno umestitev kamere. Če je razdalja 
med trenutno umestitvijo kamere ter prejšnjo umestitvijo kamere v določenem pragu, 
se umestitev kamere označi kot veljavno. Z vsako novo sličico, pridobljeno iz kamere, 
se začne nova faza sledenja. Če se umestitev kamere označi kot neveljavno, se začne 
ponovno faza detekcije.  
Opisana implementacija doseže boljše rezultate kot prejšnja, a je tudi pri tej faza 
detekcije prepočasna, okoli 1.5 sličic na sekundo na mobilni napravi, medtem ko 
sledenje deluje hitreje, in sicer okoli 12.5 sličic na sekundo. Implementacija je bila 
namenjena le eksperimentalnemu in raziskovalnemu delu, zato ni javno dostopne 
knjižnice ali platforme, ki bi uporabljala to implementacijo. 
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Redka platforma, ki uporablja metodo na podlagi značilnosti statičnih slik, je 
komercialna platforma awe.media (2017), ki uporablja knjižnico awe.js. Na Githubu 
knjižnice awe.js je zapisano, da je: »awe.media edina platforma na svetu, ki uporablja 
metodo na podlagi značilnosti statičnih slik« [60]. Na spletni strani navajajo, da lahko 
uporabnik s platformo ustvarja bogate vsebine obogatene resničnosti brez 
programiranja, ali uporabi knjižnico awe.js in doda svojo kodo [10]. 
 
Metoda na podlagi značilnosti 3D objektov 
V zadnjem času narašča zanimanje za uporabo 3D objektov kot oznak. Metoda, 
ki za sledenje uporablja značilnosti 3D objektov, je šele v povojih, saj je računsko 
prezahtevna. Na voljo je nekaj algoritmov za prepoznavo specifičnih 3D objektov, npr. 
obraza. Kljub uporabnosti metode na številih področjih, trenutno še ni primerna za 
obogateno resničnost na spletu [6]. 
3.2.2  Metoda brez uporabe oznak 
Medtem ko metode z uporabo oznak uporabljajo vnaprej definirane oznake, ki 
so postavljene v resnično okolje, metoda brez uporabe oznak predhodnega znanja in 
posega v resnično okolje ne zahteva. Metoda sledenja brez uporabe oznak za izračun 
umestitve kamere uporablja le tisto, kar kamera zazna v okolju. Umestitev kamere je 
mogoče izračunati oz. pridobiti s procesom imenovanim SLAM (ang. Simultaneous 
Localization and Mapping). SLAM sestavljajo številni zahtevni računski algoritmi, ki 
so lahko implementirani na različne načine. V splošnem sta glavna cilja algoritmov: 
zgraditi mapo neznanega prostora in sledenje naprave. Metoda brez uporabe oznak s 
pomočjo SLAM zazna in razume neznano resnično okolico, npr. zazna steno ali drugo 
ploskev, nad katero se kasneje upodobi navidezna vsebina. Algoritmi SLAM, ki 
uporabljajo le kamero, so računsko zahtevni, kar onemogoča učinkovito 
implementacijo te metode s spletnimi tehnologijami.  
3.3  Hibridni mehanizmi sledenja 
S kombiniranjem mehanizmov na osnovi senzorjev in mehanizmov na osnovi 
vida lahko dosežemo učinkovito, robustno in manj zahtevno implementacijo spletne 
aplikacije obogatene resničnosti. Hibridni mehanizmi se uporabljajo tudi za metodo 
brez uporabe oznak. S kombinacijo različnih senzorjev je mogoče dobiti učinkovit 
algoritem SLAM, ki uporablja kamero in senzorje IMU. Posplošeni cevovod delovanja 
takšnega algoritma SLAM prikazuje Slika 18. 
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Slika 18: Cevovod procesa SLAM [61] 
Kot je opisano v poglavju 3.1, je približno umestitev kamere mogoče določiti iz 
podatkov, ki jih zagotovijo notranji senzorji naprave. Informacija o približni umestitvi 
kamere je še posebej uporabna, kadar se uporabnik oz. kamera hitro premika.  
Umestitev, določena zgolj iz podatkov senzorjev IMU, ni dovolj natančna. Za 
izboljšano natančnost se uporablja kamera, ki zajema sličice na določeno časovno 
periodo (običajno 60 sličic na sekundo). Na vsaki sličici posebej se izvede že opisan 
postopek prepoznavanja in opisa značilk z deskriptorji (poglavje 3.2.1) [62]. 
Značilkam, pridobljenim iz 2D sličice, algoritem SLAM določi pripadajoče 3D 
koordinate, ki se shranijo v lokalno mapo. 
Vsakič, ko algoritem dobi novo sličico iz kamere, se izvede postopek prepoznave 
in opisa značilk. Opise značilk, pridobljene iz nove sličice, algoritem primerja z opisi 
značilk, zapisanih v mapi in pridobljenih iz prejšnjih sličic. Če novo pridobljene 
značilke v mapi že obstajajo, lahko iz že znanih podatkov algoritem določi novo 
umestitev kamere, s katero lahko zmanjša odstopanja, ki so bila narejena pri določitvi 
približne umestitve kamere s senzorji IMU. Hkrati algoritem posodobi mapo z novo 
pridobljenimi značilkami. Rezultat večkrat ponovljenega postopka je natančno 
določena umestitev kamere [63]. 
Pomembna funkcija algoritma SLAM je tudi zapiranje zanke (ang. loop closing) 
ali »vračanje domov«. Če se naprava oz. uporabnik vrne na mesto, kjer je že bil, mora 
algoritem to prepoznati, kar doseže s primerjanjem podatkov in značilk med trenutno 
in prejšnjo sličico. Če je ujemanje dovolj veliko, algoritem prepozna, da se je 
uporabnik ponovno vrnil na določeno mesto [64]. 
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V nekaj domorodnih aplikacijah je že uspešno implementirana metoda sledenja 
brez uporabe oznak, na primer v aplikaciji IKEA place (podpoglavje 2.4.3). Ta metoda 
je bila, sicer manj uspešno, uporabljena tudi z uporabo spletnih tehnologij.  
Ena izmed prvih implementacij obogatene resničnosti z uporabo spletnih 
tehnologij brez uporabe oznak je bila razvita v sklopu projekta AR.js, ki je podpiral 
uporabo knjižnice Tango, kar je po zapisu Jeroma Etienneaja, avtorja AR.js, 
omogočilo »robustno, učinkovito in zrelo uporabo obogatene resničnosti na spletu brez 
uporabe oznak« [65]. Pristop je uporabljal platformo Tango, ki je bila razvita leta 2014 
v pododdelku Googla. Platforma Tango je delovala le na napravah Tango s specifično 
strojno opremo. Primera mobilnih naprav s takšno specifično opremo sta mobilni 
telefon Peanut in tablični računalnik Yellowstone. Naprav, ki podpirajo Tango, je bilo 
prodanih le okoli 3000, predvsem raziskovalcem in razvijalcem, ki so bili 
zainteresirani za razvoj aplikacij na tej platformi. Med njimi je bilo tudi nekaj 
razvijalcev spletnih tehnologij obogatene resničnosti, ki so platformo uspešno združili 
s knjižnico AR.js [65] [66]. Platforma Tango je bila revolucionarna, saj je omogočala 
natančno določanje umestitve kamere na mobilni napravi. Razumela je okolje, v 
katerem se premika naprava, omogočala je prepoznavanje sten in drugih površin, 
izračun razdalje med dvema predmetoma in precej natančno izmerila velikost 
določenega predmeta. Aplikacija, ki je uporabljala Tango, je omogočala uporabniku, 
da je navidezne vsebine »obesil na steno« ali jih »položil« na mizo. Kljub impresivnim 
zmožnostim, ki jih je imel Tango, je Google marca 2018 projekt ukinil in ga 
nadomestil z ARCore. Glavni razlog je bila omejitev naprav, ki so morale uporabljati 
specifično strojno opremo. Medtem pa ARCore uporablja strojno opremo, ki je že 
vgrajena v nekaterih mobilnih napravah. Kljub temu, da platforma ARCore ni tako 
močna kot Tango, je zaradi večjega dometa do uporabnikov, danes ena najpogosteje 
uporabljenih platform za ustvarjanje domorodnih aplikacij obogatene resničnosti [67]. 
ARCore omogoča prikazovanje navideznih vsebin na resničnih površinah. To 
omogočajo tri funkcionalnosti: sledenje gibanju, razumevanje okolja in ocena 
osvetljenosti. 
ARCore za sledenje uporablja proces »sočasne odometrije in mapiranja« (ang. 
concurrent odometry and mapping, v nadaljevanju COM). Odometrija je proces 
določanja položaja in orientacije naprave [68], medtem ko mapiranje pomeni 
predstavitev informacij, pridobljenih iz okolja s pomočjo senzorjev [69]. Glavni 
namen procesa COM je razumeti, kje je mobilna naprava v prostoru. V osnovi deluje 
podobno kot opisan algoritem SLAM. ARCore s pomočjo značilk, ki jih detektira v 
sliki, izračuna spremembo premika mobilne naprave, nato pa s kombinacijo značilk in 
podatkov, pridobljenih iz senzorjev IMU, izračuna umestitev kamere relativno na svet. 
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To omogoča, da so navidezne vsebine upodobljene tako, da se pojavijo na želeni 
lokaciji in so videti kot del resničnega sveta. 
Druga funkcionalnost je razumevanje okolja, ki omogoča ARCore-u 
prepoznavanje ravnin. To stori tako, da poišče skupke značilk, za katere se zdi, da 
ležijo na horizontalnih ali vertikalnih površinah, na primer na mizi, stolu, steni ali na 
tleh, kar prikazuje Slika 19. ARCore za zaznavo ravnin uporablja značilke, zato so 
lahko površine brez očitne teksture zaznane napačno.  
 
Slika 19: ARCore [70] 
ARCore lahko zazna informacije o osvetljenosti prostora, kar omogoča še bolj 
realistično upodabljanje navideznih 3D vsebin. 3D vsebine program avtomatsko 
osvetli pod enakimi pogoji, ki jih ima prostor, v katerem se bo navidezni objekt nahajal  
[5] [71]. 
Google si že nekaj časa prizadeva, da bi tehnologijo ARCore prenesel tudi na 
splet. To je uspelo skupini razvijalcev, katera je izdelala eksperimentalni brskalnik 
imenovan WebARonARCore, ki naj bi po zapisu na platformi Github [72] preverjeno 
deloval le na treh mobilnih napravah. Podoben eksperimentalni brskalnik, 
WebARonARKit, obstaja tudi za sisteme iOS, ki kot osnovo uporablja Applovo 
knjižnico ARKit. 
Maja 2018 je Google napovedal WebXR Device API za obogateno in navidezno 
resničnost, katerega je mogoče testirati v brskalniku Chrome Canary [73]. Predhodnik 
WebXR API je WebVR, ki je bil eksperimentalni JavaScript API, razvit v Mozilli leta 
2014. Omogočal je podporo napravam navidezne resničnosti v spletnih brskalnikih. 
»Glavni cilji tega orodja so bili: zaznati razpoložljive naprave navidezne resničnosti, 
preizkusiti zmogljivost naprav, ugotoviti umestitev kamere in prikazati sliko na 
napravi z ustreznim številom sličic na sekundo (ang. frames per second, v nadaljevanju 
FPS)« [74]. 
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Zadnja različica WebVR 1.1 je bila izdana aprila 2017. Soočala se je s številnimi 
izzivi. Kmalu je postalo očitno, da bodo potrebne korenite spremembe, z namenom, 
da bi API zadovoljil potrebe razvijalcev. Marca 2018 je WebVR nasledil WebXR API, 
ki omogoča enostavnejšo uporabo in boljšo zmogljivost. Glavna pridobitev WebXR 
API je zagotovo podpora obogatene resničnosti. Tako kot WebVR je WebXR Device 
API produkt skupine »Immersive Web Community Group«, v kateri sodelujejo 
podjetja Google, Microsoft, Mozilla in drugi, zato je mogoče pričakovati, da bo kmalu 
postal standard vseh spletnih brskalnikov [14].  
Obogatena resničnost na spletu brez uporabe oznak je pritegnila tudi nekaj 
zagonskih (ang. startup) podjetij, ki so implementirali svoje rešitve. Med njimi je 
plačljiva platforma 8th wall, ki uporablja izključno standardizirani tehnologiji 
JavaScript in WebGL, zato deluje na vseh standardnih brskalnikih. Podjetje je 
implementiralo algoritem SLAM, ki naj bi zagotavljal sledenje napravi, prepoznavo 
površin in osvetljenosti v realnem času. Aplikacije zgrajene s platformo 8th naj bi 
omogočale postavljanje objektov na površine z dotikom. Podobna plačljiva platforma 
je Augmania, ki prav tako brez programiranja omogoča implementacijo aplikacije 
obogatene resničnosti, ki ne uporablja oznak [13].  
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4  Pristopi v obogateni resničnosti na spletu 
Akademski svet in industrija, v želji po zmanjšanju razlik med domorodnimi in 
spletnimi aplikacijami obogatene resničnosti, iščeta nove pristope k spletni 
implementaciji obogatene resničnost. Glede na različne pristope implementacij sta 
znani dve metodi: samostojna metoda (ang. self-contained method) in metoda z 
izkoriščanjem zunanjih virov (ang. computation outsourcing method).  
4.1  Samostojna metoda 
Samostojna metoda izvaja vse naloge lokalno na mobilni napravi, zato je manj 
odvisna od mobilnega omrežja, posledično pa se lahko izogne omrežnim zakasnitvam. 
Po drugi strani pa metoda predstavlja veliko obremenitev mobilne naprave, kar se 
lahko odraža v slabši uporabniški izkušnji. Metodo je mogoče implementirati na dva 
načina. Prvi način implementacije samostojne metode je razvoj knjižnic ali vtičnikov, 
ki so razviti zgolj v jeziku JavaScript, drugi način pa je razširjanje jedra spletnega 
brskalnika. 
4.1.1  Knjižnice ali vtičniki v JavaScript 
Mehanizmi na osnovi senzorjev in mehanizmi na osnovi vida, ki uporabljajo 
preproste oznake, so lahko natančni in robustni tudi za spletne tehnologije. V študiji 
[6] so navedene različne spletne knjižnice oz. vtičniki, ki so napisani zgolj v 
JavaScript: JS-ArUco [43], ki za osnovo uporablja ArUco, »minimalno knjižnico za 
aplikacije obogatene resničnosti, ki temelji na OpenCV« [75], JSARToolkit [76], ki 
temelji na že omenjeni FLARToolKit, in JSARToolkit5 [77], ki temelji na knjižnici 
ARToolKit. Sodobnejši tehnologiji sta knjižnici AR.js [11] in awe.js [60].  
 Knjižnice ali vtičniki, ki so napisani zgolj v JavaScript, se soočajo z omejitvami 
računske moči mobilne naprave. To predstavlja dodaten izziv pri implementaciji 
metode, ki ne uporablja oznak in metode sledenja 3D objektov. Posledica so napake 
pri sledenju, kar se odraža v slabši uporabniški izkušnji.  
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Nekateri razvijalci so se z izzivom nenatančnega sledenja soočili z uporabo 
algoritmov globokega učenja. Z uporabo konvolucijskih nevronskih mrež na spletu je 
v teoriji mogoče razviti učinkovitejši način sledenja, ki močno izboljša uporabniško 
izkušnjo spletne aplikacije. Izziv pri uporabi nevronskih mrež so preveliki modeli 
nevronskih mrež, ki se gibljejo okoli 28 MB, kar je za zdaj nesprejemljivo za 
uporabnike spletnih aplikacij. Poleg tega se postopek izračuna vrednosti izhodnih 
plasti iz vhodnih podatkov oz. potovanje od prve do zadnje plasti v nevronskih mrežah 
težko izvaja v realnem času. Implementacija sledenja z nevronskimi mrežami zato 
ostaja v začetni fazi [6]. 
4.1.2  Razširjanje jedra spletnega brskalnika 
Spletni brskalniki nam omogočajo brskanje po spletu in prikazovanje HTML 
dokumentov in večpredstavnih vsebin. Z razširjanjem jedra brskalnika lahko aplikacije 
obogatene resničnosti na spletu dosežejo podobno uporabniško izkušnjo kot 
domorodne aplikacije. Do danes je bilo že nekaj poskusov implementacij: brskalnik 
RWWW [6], brskalnik Wikitude, ki je v svoji aplikaciji [78] World Browser App kot 
prvi javno uporabil lokacijsko obogateno resničnost [78], in Argon projekt. Slednji 
uporablja Argon4 spletni brskalnik, ki omogoča prikazovanje vsebin obogatene 
resničnosti ustvarjene z ogrodjem argon.js. Argon.js si je po zapisu na uradni strani 
prizadeval za podporo knjižnice v kateremkoli standardnem spletnem brskalniku. 
Danes je videti, da argon.js projekt zamira, saj od 19. junija 2017 še ni uveljavljene 
spremembe [79]. 
V zadnjih letih so v svet obogatene resničnosti na spletu vstopili računalniški 
giganti. V sodelovanju so razvili brskalnika WebARonARCore in WebARonARKit. 
Brskalnika se po neuradnih informacijah razvijalcev trenutno aktivno ne razvijata. [72] 
Nadomestna rešitev je uporaba nestandardiziranega, eksperimentalnega WebXR 
API. Google je funkcionalnosti eksperimentalnega brskalnika WebARonARCore 
prenesel na brskalnik Chrome Canary, kjer lahko razvijalci eksperimentirajo z uporabo 
WebXR API. Podobno je Mozilla za naprave, ki uporabljajo iOS, razvila projekt 
WebXR Viewer, eksperimentalni brskalnik, ki omogoča brskanje po spletnih straneh 
in uporablja WebXR API [80]. 
Razširjanje jedra spletnih brskalnikov predstavlja močno in učinkovito 
samostojno metodo. V primerjavi s knjižnicami ali vtičniki, ki so napisani zgolj v 
JavaScript, je mogoče doseči boljšo uporabniško izkušnjo. Največji izziv metode je 
poenotiti in standardizirati brskalnike, da bi podpirali obogateno resničnost. Predlogov 
razširjanja brskalnikov, da bi podpirali obogateno resničnost, je veliko, kar povzroča 
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zmedo na trgu. Postopek standardizacije brskalnikov se je začel marca 2018 s 
predstavitvijo WebXR API [14]. 
4.2  Izkoriščanje zunanjih virov 
Drug pristop je izkoriščanje zunanjih virov – izven mobilne naprave, kjer se 
računske operacije izvajajo v oblaku oz. na oddaljenih spletnih strežnikih. Oddaljeni 
strežniki so veliko močnejši kot mobilne naprave, ki zaradi prenosa računskih operacij 
na spletne strežnike, postanejo manj obremenjene. Razbremenitev mobilnih naprav 
pomeni manjše zahteve po računalniški zmogljivosti mobilnih naprav, kar se lahko 
odraža v boljši uporabniški izkušnji spletne aplikacije obogatene resničnosti in s tem 
večji priljubljenosti tovrstnih aplikacij. Negativne posledice prenosa računskih 
operacij v oblak so lahko zakasnitve v omrežju in višji stroški postavitve sistema.  
Raziskava [6] je metodo izkoriščanja zunanjih virov razdelila na: rešitev z 
zalednim sistemom (ang. back-end solution) in rešitev s sodelovanjem (ang. 
collaborative solution). 
4.2.1  Rešitev z zalednim sistemom 
Spletnih strežnikov ne omejuje mobilnost, videz in velikost kot mobilne naprave, 
zato lahko ponudijo hitrejše in učinkovitejše računanje, upodabljanje in shranjevanje 
podatkov. Glede na način postavitve zalednega sistema poznamo dve rešitvi: rešitev 
na osnovi računalništva v oblaku (ang. cloud comupting) in rešitev, ki temelji na več-
dostopnem robnem računalništvu. 
Rešitev na osnovi računalništva v oblaku premesti računske operacije iz mobilne 
naprave v oblak, na oddaljene spletne strežnike. S tem dosežemo razbremenitev 
mobilnih naprav. Zaradi nenehnega pretoka videa in nezanesljivega brezžičnega 
omrežja se pri tej rešitvi še vedno spopadamo z izzivom prezasedenosti pasovne širine 
in zakasnitvami v omrežju. Prihod 5G omrežja bo prinesel manjše zamude v omrežju 
in večjo pasovno širino, kar bo vplivalo na boljšo uporabniško izkušnjo pri uporabi te 
rešitve. 
Alternativa centraliziranemu računalništvu v oblaku je decentralizirana, 
porazdeljena arhitektura imenovana več-dostopno robno računalništvo (računalništvo 
(ang. multi-access edge computing, v nadaljevanju MEC). MEC je omrežna 
arhitektura, ki prinaša zmožnosti računalništva v oblaku na rob, po navadi celičnega, 
omrežja. Z drugimi besedami MEC prenese osnovne gradnike računalništva v oblaku: 
računanje, shranjevanje in mreženje, bližje uporabniku, kar pomeni manjše omrežne 
zakasnitve in posledično boljšo uporabniško izkušnjo [81]. Omrežje 5G bo tehnologijo 
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MEC podpiralo privzeto, kar pomeni, da bo spletna implementacija sistema obogatene 
resničnosti, ki temelji na arhitekturi MEC, postala enostavnejša in cenejša.  
4.2.2  Rešitev s sodelovanjem 
Napredek v razvoju mobilnih naprav omogoča izvajanje preprostejših računskih 
operacij lokalno, na mobilni napravi. Po drugi strani pa trenutne mobilne naprave niso 
vedno kos najzahtevnejšim nalogam, kot so 3D detekcija objektov, sledenje in 
upodabljanje. Kot omenjeno je zahtevne računske operacije mogoče učinkoviteje 
izvajati na spletnih strežnikih ali robnih omrežjih, a se s tem povečajo zakasnitve v 
omrežju in cena postavitve sistema obogatene resničnosti. Idejna rešitev je kompromis 
in porazdelitev računskih operacij med mobilno napravo, robnim omrežjem in 
spletnimi strežniki.  
Prvi primer rešitve je, da se vse operacije, ki se tičejo analize slik, izvajajo 
lokalno na mobilni napravi. Za poizvedbe po bazah podatkov so odgovorni oddaljeni 
spletni strežniki. Sodelovanje med računsko zmogljivostjo mobilne naprave in 
kapaciteto diskov spletnega strežnika močno zniža skupne stroške uvajanja spletne 
aplikacije obogatene resničnosti.  
Drugi učinkovitejši, a kompleksnejši primer je kompromisna uporaba računske 
in prostorske zmogljivosti mobilne naprave, robnih omrežij in oddaljenih spletnih 
strežnikov. S tem je mogoče doseči še manjše zakasnitve in razbremenjenost mobilnih 
naprav, kar se odraža v boljši uporabniški izkušnji in posledično pripomore k 
popularnosti obogatene resničnosti na spletu [6].
 
49 
5  Spletne tehnologije obogatene resničnosti 
V zadnjem času se razvijajo napredne spletne tehnologije, ki omogočajo 
učinkovitejše delovanje spletnih aplikacij obogatene resničnosti. Ključne tehnologije 
so: WebRTC, WebAssembly, Web Worker, WebGL, Three.js in A-Frame.  
5.1  WebRTC 
WebRTC (ang. Web Real-Time Communication) je brezplačna, odprtokodna 
tehnologija, ki omogoča spletnim brskalnikom komunikacijo v realnem času preko 
preprostih vmesnikov API. Omogoča avdio in video komunikacijo na spletnih straneh, 
kar je ključno za spletne aplikacije obogatene resničnosti, saj kamera podatke iz okolja 
zajame v obliki WebRTC video pretoka, ki služi kot temeljna informacija za nadaljnje 
razumevanje okolja in pravilno upodabljanje navidezne vsebine [6]. WebRTC 
podpirajo glavni akterji na področju spletnih brskalnikov: Apple, Google, Microsoft, 
Mozilla in Opera. Uporabljajo ga popularne aplikacije, kot so Facebook Messenger, 
WhatsApp in appear.in [82]. WebRTC postaja standardiziran s strani W3C (ang. 
World Wide Web Consortium) in IETF (ang. Internet Engineering Task Force) [83]. 
5.2  WebAssembly 
»WebAssembly je odprt standard, ki opredeljuje prenosno obliko binarne kode 
za izvedljive programe in pripadajoč ustrezen tekstovni zbirni jezik kot tudi vmesnike 
za olajšanje interakcij med takšnimi programi in gostiteljskim okoljem« [84]. Torej 
WebAssembly zagotavlja varno, hitro, prenosno in nizkonivojsko kodo na spletu.  
Njegov glavni cilj je omogočiti poganjanje programov v brskalnikih tako hitro, 
kot jih lahko poganjamo na domorodnih aplikacijah. WebAssembly uporablja enake 
varnostne omejitve, kot jih imajo aplikacije v standardiziranem JavaScriptu. To 
pomeni, da aplikacije brez posebnega dovoljenja ne morejo dostopati do diska in 
senzorjev. Aplikacije, ki uporabljajo WebAssembly lahko programiramo v 
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visokonivojskih programskih jezikih, kot so C, C++ ali Rust in jih lahko z orodjem 
Emscripten SDK prevedemo v binarno datoteko, ki deluje v enakem peskovniku kot 
vsem poznana JavaScript. Standard vzdržuje W3C s podporo gigantov: Mozille, 
Microsofta, Googla in Appla [84] [85].  
5.3  Web Worker 
Web worker, v prevodu spletni delavec, je JavaScript skripta, ki se zažene preko 
strani HTML in deluje v ozadju. Deluje neodvisno od skript uporabniškega vmesnika. 
To pomeni, da ni prekinjena preko uporabniškega vmesnika, na primer s klikom ali 
drugimi interakcijami, kar omogoča spletnim stranem nemoteno odzivnost, medtem, 
ko se v ozadju izvajajo računsko zahtevnejše naloge [86]. Spletni delavec omogoča 
vzporedno računanje, upodabljanje in asinhrono nalaganje virov. »Z načrtovanjem in 
uravnoteženjem kompleksnih operacij lahko uporaba spletnih delavcev uporabniku 
nudi boljšo uporabniško izkušnjo, zlasti v trenutnih mobilnih omrežjih« [6]. 
5.4  WebGL 
WebGL (ang. Web Graphics Library) je Javascript API za upodabljanje 2D in 
3D grafike v spletnih brskalnikih brez potreb po namestitvi dodatnih vtičnikov. 
WebGL skrbi za upodabljanje 2D in 3D navideznih vsebin v obogateni resničnosti s 
pomočjo uporabe grafične procesorske enote (ang. graphics processing unit, v 
nadaljevanju GPU). Do GPU je mogoče dostopati z JavaScript API, ki ga lahko 
uporabimo v HTML. Rezultat je lahko hitra in realistična spletna aplikacija obogatene 
resničnosti. WebGL program je sestavljen iz kontrolne kode zapisane v JavaScript in 
kode senčilnikov, ki je napisana v GLSL ES (ang. OpenGL ES Shading Language), ki 
spominja na C ali C++. WebGL podpirajo standardni brskalniki: Firefox, Google 
Chrome, Opera, Safari, Internet Explorer in Microsoft Edge. API vzdržuje neprofitna 
organizacija Kronos, ki ga je tudi zasnovala. Razvijalci velikokrat do WebGL 
dostopajo preko knjižnice Three.js [87]. 
5.5  Three,js 
Three.js je JavaScript knjižnica in API za ustvarjanje in prikazovanje animirane 
3D računalniške grafike v spletnih brskalnikih. Three.js uporablja WebGL, ki deluje 
na nižjem nivoju, kar pomeni, da izrisuje točke, črte in trikotnike. Za programiranje 
zahtevnejše aplikacije bi uporaba le WebGL, brez dodatnih knjižnic, zahtevala veliko 
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kode, medtem ko je s pomočjo Three.js preprosteje obvladovati scene, luči, sence, 
teksture, materiale in kompleksne matematične operacije potrebne za upodobitev 3D 
objektov [88] [89][73].  
5.6  A-Frame 
 A-Frame je odprtokodno ogrodje, zasnovano pri Mozilli VR leta 2015, za 
ustvarjanje vsebin navidezne in obogatene resničnosti. Namen ogrodja je razvijalcem 
omogočiti preprostejši razvoj. »A-Frame je entitetno komponentno sistemsko ogrodje 
(ang. entity component system framework) za knjižnico Three.js, kjer lahko razvijalci 
ustvarjajo 3D scene z uporabo HTML« [90]. A-Frame so uspešno uporabili tudi 
razvijalci spletnih tehnologij obogatene resničnosti, na primer v knjižnici AR.js.  
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6  Primerjava implementacij spletnih tehnologij obogatene 
resničnosti 
V praktičnem delu sta bili izdelani dve preprosti spletni aplikaciji obogatene 
resničnosti. Aplikaciji uporabljata različna pristopa in različni metodi sledenja. Obe 
aplikaciji imata skupne cilje: prikazati 3D navidezni objekt, da je videti kot del 
resničnega sveta, objekt animirati, dodati primerno osvetlitev in sence ter omogočiti 
interakcijo med uporabnikom in objektom. 
6.1  Izbira knjižnic 
Za izdelavo aplikacij sta bili izbrani dve spletni tehnologiji. Prva tehnologija je 
AR.js, ki uporablja metodo na podlagi enostavnih oznak, druga tehnologija pa je 
WebXR API, ki uporablja metodo brez uporabe oznak. Tehnologiji se v marsičem 
razlikujeta: AR.js uporablja oznake, je računsko manj zahtevna in naj bi delovala v 
vseh standardnih brskalnikih in napravah, v nasprotju z njo pa WebXR API uporablja 
mehanizme sledenja brez uporabe oznak, zato deluje le v določenem brskalniku in na 
omejenem številu naprav. Obe tehnologiji sta relativno novi, zato se soočata s 
številnimi izzivi. Kljub temu lahko pričakujemo, da bo predvsem WebXR API, zaradi 
podpore računalniških gigantov, kmalu zaživel ne le v eksperimentalni obliki, ampak 
tudi v standardnih brskalnikih in ga bo s časom podpiralo več naprav. 
6.2  Postavitev strežnika 
Za obe spletni aplikaciji je bil prvi korak postavitev lokalnega strežnika. Strežnik 
je bil postavljen s pomočjo odprtokodnega Javascript okolja Node.js, ki je namenjen 
razvoju različnih orodij in aplikacij, ter modula »http-server« [91]. Http-server je 
preprost strežnik HTTP, ki ne potrebuje konfiguracije in se lahko požene preko ukazne 
vrstice. Največkrat se uporablja za testiranje, lokalni razvoj in učenje.  
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Po uspešni postavitvi lokalnega strežnika je bilo treba mobilni napravi, na kateri 
je potekalo testiranje spletnih aplikacij, omogočiti dostop do strežnika. Za delovanje 
kamere na mobilni napravi je bilo treba vzpostaviti varno povezavo HTTPS med 
mobilno napravo in strežnikom. Ustvarjen je bil tudi ustrezen certifikat in ključ za 
vzpostavitev povezave mobilne naprave s strežnikom. Po vzpostavitvi varne povezave 
med mobilno napravo in lokalnim strežnikom na osebnem računalniku je bilo 
omogočeno nadaljnje programiranje.  
6.3  Izbira objekta 
Model za aplikaciji je v programu Blender izdelala Sara Bertoncelj Čadež, 
študentka programa Multimedija na Fakulteti za elektrotehniko ter Fakulteti ra 
računalništvo in informatiko. Izvožen je v novem formatu glTF (ang. GL Transmission 
Format), ki se uporablja za izvoz in uvoz 3D scen in modelov, ki uporabljajo standard 
JSON. GlTF je učinkovit format z minimalno velikostjo datoteke, kar omogoča hitro 
izvajanje aplikacij. Zaradi hitrega nalaganja objektov in izvajanja aplikacij je format 
še posebej primeren za spletne tehnologije obogatene resničnosti. Verzija formata, 
uporabljenega v aplikaciji, je glTF 2.0, izdana v letu 2017 [92]. 
Model, imenovan »Morski prašiček«, je podoba živali morskega prašička. 
Izdelane so tri različice modela, ki se razlikujejo v kompleksnosti, kar se odraža v 
ločljivosti modela. Razlikujejo se v številu oglišč (ang. vertex), številu trikotnikov in 
velikosti datoteke. Višje število oglišč in trikotnikov pomeni višjo ločljivost in bolj 
realistični videz, hkrati pa to pomeni večjo velikost datoteke. Vse različice imajo 
skupno število kosti in animacij. Glavne značilnosti prikazuje Tabela 1. 
 
ločljivost 
modela 
število oglišč število 
trikotnikov 
število kosti število 
animacij 
velikost 
(KB) 
nizka ločljivost 6 830 7 476 73 4 2 353 
visoka 
ločljivost 
30 013 49 816 73 4 4 761 
visoka 
ločljivost z 
detajli 
41 199 70 308 73 4 5 479 
Tabela 1: Primerjava različic modela 
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6.4  Aplikacija z AR.js 
Aplikacija razvita z AR.js predstavlja preprosto rešitev, ki na zabaven, poučen 
in nazoren način prikaže glavne značilnosti morskega prašička. Uporabnik skenira 
kodo QR (ang. Quick Response Code) in se s tem poveže na ustrezno spletno stran, na 
kateri je dosegljiva izkušnja obogatene resničnosti. Uporabniku so na voljo štiri 
različne oznake, pod katerimi so opisi določene značilnosti morskega prašička, kar 
prikazuje Slika 20. Nad vsako oznako se upodobi ustrezno animiran objekt.  
  
Slika 20: Oznake s pripadajočimi opisi 
6.4.1  Izbira oznak 
AR.js uporablja ARToolKit, torej uporablja enostavne oznake. Oznake lahko 
uporabimo na več načinov. Najpogosteje jih uporabljamo v obliki črtne kode ali s 
specifičnim vzorcem. Slednji način je bil uporabljen tudi v aplikaciji.  
Za vsako sceno smo določili oznako, nad katero se upodobi 3D objekt. Oznaka 
mora ustrezati določenim zahtevam. Oznaka mora biti kvadratne oblike, ne sme 
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vsebovati različnih barv in imeti belega ali prozornega ozadja. Poleg tega mora 
vsebovati preprost vzorec, na primer simbol, besedo, črko ali številko, ki mora biti 
rotacijsko asimetričen. To pomeni, da ne glede na to, iz katerega zornega kota 
opazujemo oznako, je vedno videti unikatno.  
Za potrebe aplikacije so bile določene štiri različne oznake, zato je pomembno, 
da so si bile med seboj dovolj različne. Oznake so bile ustvarjene z namensko spletno 
stranjo »AR.js Marker Training« [93]. Spletna stran je poskrbela za ustvarjanje dveh 
datotek: datoteke, v kateri se nahaja izbrana oznaka, in datoteke slike oznake, ki služi 
kot podlaga nad katerim se upodobi navidezni objekt v resničnem okolju. Primer 
oznake prikazuje Slika 21. 
 
Slika 21: Enostavna oznaka uporabljena v aplikaciji 
6.4.2  Upodobitev objekta 
Entitetno-komponentno sistemsko ogrodje A-Frame uporablja 3D objekte kot 
entitete na sceni, na katere priključimo komponente, ki entiteti določajo videz, 
obnašanje in funkcionalnost. Prikaz preprostega 3D objekta, brez dodatnih 
komponent, se lahko doseže s preprosto kodo: 
1. <a-marker preset='custom' type='pattern' url='/assets/marker_glava. 
patt'>   
2.     <a-entity scale="0.1 0.1 0.1" gltf-model="#modelMorskegaPrasicka">   
3.     </a-entity>   
4. </a-marker>   
Nad določeno oznako se prikaže primerno pomanjšan 3D objekt, v tem primeru 
morski prašiček.  
6.4.3  Dodajanje drugih komponent 
Na sceni so štiri različne oznake, nad vsako se prikaže 3D objekt z različnimi 
animacijami, ki so bile ustvarjene v programu Blender. V A-Frame ogrodju je objektu 
omogočena animacija s komponentno animation-mixer:  
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1. animation-mixer="clip: idle"   
Da se omogoči prikaz senc, je na sceno treba dodati vsaj eno luč. Na sceno je 
bila dodana usmerjena luč, ki je omogočila prikaz senc, in ambientna svetloba, ki je 
osvetlila objekt iz vseh smeri z določeno intenziteto. 
Pri dodajanju senc v AR.js ostaja odprtih nekaj izzivov. A-Frame ogrodje je 
trenutno primarno namenjeno ustvarjanju navidezne resničnosti, zato še nima vgrajene 
komponente v HTML, ki bi na preprost način dodala senco objektu obogatene 
resničnosti. Objektu je bila zato dodana senca s pomočjo registracije nove Three.js 
komponente shadow-material s pomočjo katere se ustvari snov (ang. material), ki 
omogoča popolno prozornost določenemu objektu, na katerem se lahko prikažejo  
sence: 
1. AFRAME.registerComponent('shadow-material', {   
2.   init() {   
3.       this.material = new THREE.ShadowMaterial();   
4.       this.el.getOrCreateObject3D('mesh').material = this.material;   
5.       this.material.opacity = 0.8;   
6.   }   
7. });   
V HTML je dodana ploskev, ki je zavrtena tako, da je vzporedna površini, nad 
katero se bo upodobil 3D objekt. Ploskvi je pripisana snov shadow-material, kar 
omogoča, da se na njej prikažejo sence, ki jih meče 3D objekt: 
 
1.  <a-plane rotation="-90 0 0"  radius="2" shadow="receive: true" shadow-
material> </a-plane>   
 
V HTML je poleg tega treba dodati preprosto vrstico kode, v kateri izberemo 
enega izmed treh tipov senc: basic, pcf, pcfsoft, ki se razlikujejo glede na ločljivost in 
občutek realističnosti ob izrisu senc. Osnovni tip (ang. basic) sence ima nizko 
ločljivost in je zaradi ostrih robov videti manj realistično, medtem ko tip sence z 
uporabo metode PCF (ang. Percentage Closer Filtering) ter tip sence z uporabo PCF 
in dodatnega mehčanja robov, dosežeta bolj realistični videz. Tip sence je določen z 
elementom shadow:  
1. 1.  <a-scene embedded arjs shadow="type: pcf;"> 
Dodatno interakcijo med uporabnikom in objektom je mogoče doseči z 
dodajanjem komponente markerhandler ogrodju A-Frame, ki sprožijo dogodek, ko 
uporabnik klikne z miško ali prstom na mesto oznake. Ob dogodku se sproži na novo 
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registrirana komponenta JavaScript, ki izvede želeno akcijo, na primer: ob kliku z 
miško ali prstom se objekt poveča ali zmanjša na določeno velikost:  
1. AFRAME.registerComponent('markerhandler', { 
2.     init: function() {   
3.         const animatedMarker = document.querySelector("#animated-
marker");   
4.         const aEntity = document.querySelector("#animated-model");   
5.         animatedMarker.addEventListener('click', function(ev, target){   
6.             const intersectedElement = ev && ev.detail && ev.detail.interse
ctedEl;   
7.             if (aEntity && intersectedElement === aEntity) {   
8.            aEntity.setAttribute('scale', {x: 0.2, y: 0.2, z: 0.2});   
9.             }   
10.         });   
11. }});   
V HTML je treba dodati še klic na registrirano komponento markerhandler in 
element cursor, ki ob dogodku klika sproži ustrezno komponento:  
1. <a-marker markerhandler emitevents="true" cursor="rayOrigin: mouse"  
2.   id="animated-marker" preset='custom' type='pattern'  
3.   url='/assets/marker-glava.patt'>  
Takšna interakcija je računsko zahtevna, saj mora aplikacija nenehno spremljati 
morebitni dogodek, torej klik na oznako, kar se odraža v zmanjšanju hitrosti aplikacije 
in poslabšanju uporabniške izkušnje. 
Rezultat aplikacije razvite z AR.js je nad oznako prikazan 3D model morskega 
prašička z animacijo in prikazom senc, kar prikazuje Slika 22. 
 
Slika 22: Model s sencami visoke ločljivosti (AR.js) 
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6.5  Aplikacija z WebXR API 
Aplikacija, razvita z WebXR API, predstavlja rešitev vizualizacije določenega 
3D objekta v prostoru, v tem primeru: morskega prašička. Ko se uporabnik poveže na 
spletno stran aplikacije, se mu v primeru uporabe ustrezne naprave ponudi gumb za 
vstop v izkušnjo obogatene resničnosti. Uporabnik lahko postavi objekt morskega 
prašička v prostor tako, da ta je videti kot del resničnega okolja. Lahko ga postavi na 
tla, mizo, stol ali na drugo ravno površino. Objekt je ustrezno animiran. Na sceno so 
poleg luči dodane sence, kar naredi izkušnjo bolj realistično.  
6.5.1  Iskanje ustrezne naprave in vzpostavitev seje 
WebXR poleg varne povezave med mobilno napravo in strežnikom potrebuje: 
mobilno napravo z operacijskim sistemom Android 8.0 ali novejšim, na kateri sta 
nameščena ARCore in brskalnik Chrome Canary verzije 70-72. Poleg tega je treba v 
brskalniku omogočiti določene funkcionalnosti, ki omogočajo gostovanje izkušnje 
WebXR [94]. Prvi korak je preverjanje ali naprava izpolnjuje zgoraj naštete zahteve. 
Po vstopu na spletno stran se prikažeta dve različni sporočili, odvisno od tega, ali je 
najdena ustrezna naprava. V primeru, da je najdena ustrezna naprava, se prikaže gumb 
»Start«. Ob kliku na gumb aplikacija zahteva sejo, ki poskrbi za izračun umestitve 
kamere, razumevanje okolja in upodabljanje. Če je zahteva za sejo uspešna, se na 
HTML doda platno.  
6.5.2  Upodobitev objekta 
Ko je seja uspešno vzpostavljena, se lahko začne proces upodabljanja. Za 
upodobitev scene WebXR potrebuje tri komponente: gonilnik za upodabljanje, sceno, 
v kateri je objekt morskega prašička in kamero, s pomočjo katere pravilno upodobimo 
sceno.  
Objekt se naloži s pomočjo nalagalnika (ang. loader) GLTFLoader. Naloži se na 
asinhron način s pomočjo t. i. obljub (ang. Promises). To pomeni, da lahko program 
nadaljuje proces upodabljanja, še preden se objekt dokončno naloži, kar lahko pohitri 
hitrost delovanja aplikacije. Nalaganje objekta na asinhron način omogoča funkcija:  
1. loadModel(objURL) {      
2.   var gltfLoader = new THREE.GLTFLoader();     
3.   return new Promise((resolve, reject) => {     
4.     ltfLoader.load(objURL, resolve, function(){}, reject);     
5. });     
Medtem se na sceno doda nov objekt, imenovan mrežica (ang. reticle). Mrežica 
se prikaže v središču zaslona, kot da bi bila prilepljena na površino v resničnem svetu. 
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To nam omogoči t. i. test zadevanja (ang. hit test), ki se nenehno poskuša izvesti v 
središču zaslona. Predstavljamo si lahko žarek, ki potuje od prsta, skozi napravo, 
naravnost v resnični svet, ki ga snema kamera. WebXR API sporoči, če žarek preseka 
katerikoli predmet oz. površino v resničnem svetu, kar omogoča ARCorovo 
razumevanje okolja. Preden WebXR API najde površino se prikazuje animacija, ki 
poziva uporabnika naj premika svojo napravo. Ko se žarek dotakne površine, se 
animacija izključi in se prikaže mrežica, kar prikazuje Slika 23. 
Za vsako sličico se posodobi položaj mrežice in se določi umestitev kamere. S 
pomočjo projekcijske matrike in matrike pogleda, pridobljenih iz umestitve kamere, 
se lahko ob kliku na ekran pravilno upodobi scena, ki vsebuje model morskega 
prašička. 
 
Slika 23: Mrežica na površini 
Ob vsakem dotiku zaslona se izvede test zadevanja. Za to WebXR zahteva izvorno 
točko, smer pogleda in referenco na trenutno ustvarjeno sličico. Izvorna točka je 
pridobljena iz umestitve kamere, smer pa iz vektorske točke na zadnji strani mobilne 
naprave s pomočjo Three.js objekta raycaster. Ko se izvede zadevni test, se v tabelo 
shranijo matrike lokacij, kjer je žarek zadel površino. Če obstajajo takšne točke, se 
prvi, najbližji zadetek zapiše v novo matriko, ki se uporabi za koordinate, nad katerimi 
se upodobi objekt. Ob uspešnem zadevnem testu se na sceno doda objekt in začne 
animacija: 
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1. if (hits.length) {   
2. //dodajanje modela na sceno     
3. this.scene.add(this.model);     
4. //začetek animacije     
5. this.action.play();     
6. }  
6.5.3  Dodajanje drugih komponent 
Sceni sta poleg objekta dodani ambientna svetloba in usmerjena luč. Usmerjena 
luč omogoča prikaz senc objekta. Za to je podobno kot pri AR.js potrebno ustvariti 
ploskev, ki je popolnoma prosojna in ima sposobnost prikazovanja senc. Ploskev je 
treba zavrteti, da je vzporedna površini, na kateri stoji objekt. Poleg tega je treba 
gonilniku za upodabljanje omogočiti izris senc:  
1. // Omogočanje sence   
2. this.renderer.shadowMap.enabled = true;   
3. this.renderer.shadowMap.type = THREE.PCFSoftShadowMap;  
V objektu, naloženim z GLTFLoader, je tudi tabela, ki vsebuje vse animacije 
objekta. Iz tabele prebrana animacija se shrani v spremenljivko, ki se kasneje uporabi 
za začetek animacije. Objektu se omogoči metanje senc in se ga ustrezno pomanjša.  
1. DemoUtils.loadModel(MODEL_OBJ_URL).then(model => {   
2.   this.model = model.scene ;   
3.   this.animation = model.animations[0];   
4.   // dodajanje animaicje   
5.   this.mixer = new THREE.AnimationMixer( this.model );   
6.   this.action = this.mixer.clipAction( this.animation );   
7.   // dodajanje sence   
8.   this.model.traverse( function( node ) {   
9.     if ( node instanceof THREE.Mesh ) {    
10.         console.log ("Senca uspesno dodana");   
11.     node.castShadow = true; }   
12.   } );   
13.   // pomanjšanje modela za ustrezen faktor   
14.     this.model.scale.set(MODEL_SCALE, MODEL_SCALE, MODEL_SCALE);   
15.   });    
Ob uspešnem zadevnem testu je na sceno dodan animiran objekt s senco, ki je 
videti kot del resničnega okolja (Slika 24).  
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Slika 24: Model s sencami visoke ločljivosti in dodanim mehčanjem 
6.6  Evalvacija in primerjava implementacij 
Namen testiranja aplikacij je ugotoviti vpliv brskalnika in naprave ter ločljivosti 
modela in senc na hitrost aplikacije. 
6.6.1  Vpliv naprave in brskalnika na hitrost aplikacije 
Sprva je bil testiran vpliv izbora naprave in brskalnika. Na voljo smo imeli 7 
mobilnih naprav, od tega 5 pametnih telefonov: Huawei Mate 20 PRO (2018), iPhone 
XS Max (2018), Samsung Galaxy 8 (2017), iPhone 6 Plus (2014), Samsung Galaxy j3 
(2016), pametno tablico iPad Pro (12.9 inch) in prenosni računalnik HP Envy 13 
(2018).  
Za testiranje aplikacije, implementirane z AR.js, je bil uporabljen animiran 
model z visoko ločljivostjo brez dodanih detajlov. Na sceno sta bili dodani usmerjena 
luč in ambientna svetloba. Sence so bile prikazane z uporabo metode PCF. Dodatna 
interakcija z objektom ni bila omogočena. Za merjenje hitrosti aplikacije je bila 
uporabljena komponentna fps-counter, ki meri število sličic na sekundo (FPS). 
Rezultate podaja Tabela 2. 
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 Microsoft Edge Firefox Safari Chrome 
Huawei Mate 20 
Pro 
32 FPS - - 26 FPS 
Samsung Galaxy 
S8 
10 FPS - - 8,5 FPS 
iPhone XS Max - - 60 FPS - 
Samsung Galaxy 
J3 
(7 FPS) (9,5 FPS) - (5 FPS) 
iPhone 6 Plus - - 7 FPS - 
iPad Pro (12.9 
inch) 
- - 60 FPS - 
HP Envy (13 
inch) 
45 FPS 26 FPS - 33 FPS 
Tabela 2: Hitrost aplikacije (AR.js) v brskalnikih na različnih napravah 
Aplikacija razvita v AR.js naj bi delovala na vseh brskalnikih, ki podpirajo 
WebRTC in WebGL. Na mobilnih napravah, ki uporabljajo iOS, aplikacija deluje 
zgolj v brskalniku Safari. Razlog je, da operacijski sistem iOS ne podpira oz. ne 
dovoljuje brskalnikom drugih proizvajalcev uporabe WebRTC [95]. Na drugi strani 
pa sta edini napravi, ki sta dosegli vrednost 60 FPS, napravi, ki uporabljata iOS in 
brskalnik Safari. Med brskalniki na napravah, ki uporabljajo operacijski sistem 
Android, se je najbolje odrezal brskalnik Microsoft Edge. Na napravah Huawei Mate 
20 Pro in Samsung Galaxy S8 v brskalniku Firefox se model, kateremu so dodane kosti 
in animacija, ne prikazuje, medtem ko se model, brez animacije in kosti, upodobi 
uspešno. Na mobilni napravi Samsung Galaxy J3, se model napačno prikazuje v vseh 
testiranih brskalnikih, saj na modelu nista vidni tekstura in animacija. Tudi na napravi 
Huawei Mate PRO 20 v vseh brskalnikih aplikacija deluje z napako, ki povzroča 
nezaželeno povečavo kamere in tako uporabniku zmanjša zorni kot. Poglobljeno 
razumevanje napak in odprava le teh presegata okvirje te diplomske naloge.  
Pogoj za delovanje aplikacije razvite z WebXR API je podpora platformi 
ARCore in nameščen brskalnik Chrome Canary verzije 70-72. Oba pogoja med 
napravami, ki so bile na voljo za testiranje, izpolnjujeta le Huawei Mate 20 Pro in 
Samsung Galaxy S8. Na napravah je testirana aplikacija, ki uporablja model visoke 
ločljivosti brez detajlov. Na sceni sta dodana usmerjena luč in ambienta svetloba, 
objektom pa je omogočen prikaz senc z metodo PCF. Rezultate meritev prikazuje 
Tabela 3. V obeh primerih je aplikacija delovala podobno hitro in brez opaznih napak. 
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 Chrome Canary 
Huawei Mate 20 Pro 60 FPS 
Samsung Galaxy S8 60 FPS 
Tabela 3: Rezultati meritev hitrosti aplikacije (WebXR) na napravah Huawei Mate 20 Pro in Samsung 
Galaxy S8 
6.6.2  Vpliv modela in dodatnih komponent na hitrost aplikacije 
Aplikaciji sta bili testirani s tremi različicami 3D objekta oz. modela, ki se med 
seboj razlikujejo v kompleksnosti: model z nizko ločljivostjo, model z visoko 
ločljivostjo ter model z visoko ločljivostjo in detajli (podpoglavje: 6.3). Poleg modela 
se spreminja tudi ločljivost senc: nizka, visoka in visoka z dodatnim mehčanjem robov. 
Hitrost aplikacije je merjena z mobilnim telefonom Huawei Mate 20 Pro v brskalniku 
Chrome Canary. Rezultati so prikazani v tabeli:  
 
 ločljivost modela (AR.js) ločljivost modela (WebXR API) 
ločljivost 
sence 
nizka  visoka  visoka z 
detajli 
nizka  visoka  visoka z 
detajli 
nizka 42 FPS 37 FPS 33 FPS 60 FPS 60 FPS 60 FPS 
visoka 35 FPS 30 FPS 28 FPS 60 FPS 60 FPS 60 FPS 
visoka z 
dodatnim 
mehčanjem 
15 FPS 13 FPS 12 FPS 60 FPS 60 FPS 60 FPS 
Tabela 4: Vpliv ločljivosti modela in senc na hitrost aplikacije 
Izbira modela opazno vpliva na hitrost aplikacije razvite z AR.js. Višja ločljivost 
modela pomeni počasnejše delovanje aplikacije. To pomeni, da upodobljeni objekt 
deluje bolj realistično, a hkrati aplikacija deluje počasneje, kar se odraža v zatikanju 
animacije, počasnejšemu sledenju oznake in posledično slabši uporabniški izkušnji. 
Izbira tipa oz. ločljivosti sence ima očiten vpliv na hitrost izvajanja aplikacije. Nizka 
ločljivost senc deluje manj realistično, zaradi ostrih robov, medtem ko sence z visoko 
ločljivostjo delujejo bolj realistično, a občutno zmanjšujejo hitrost aplikacije, kar se 
ponovno odraža v slabši uporabniški izkušnji. Medtem na hitrost aplikacije, razvite z 
WebXR API, izbira modela različne ločljivosti ne vpliva, prav tako ne vpliva izbira 
tipa senc. 
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6.6.3  Primerjava implementacij 
Aplikaciji se predvsem razlikujeta v načinu sledenja in prikazovanja objektov. 
Aplikacija z uporabo AR.js za delovanje potrebuje oznake, ki morajo biti v vidnem 
polju kamere, kar omejuje gibanje uporabnika in 3D objekta. Prav tako oznake ne 
smemo zakriti, saj bi to povzročilo, da bi objekt izginil. Na prepoznavo oznake vpliva 
oddaljenost kamere od oznake, ter pod katerim kotom kamera snema oznako. Bolj kot 
je oznaka vzporedna s kamero, lažje aplikacija prepozna vzorec v oznaki in nad njo 
pravilno prikaže 3D objekt. Poleg tega je aplikacija občutljiva na močne svetlobne 
vire, ki lahko ustvarijo odsev na oznaki, kar lahko negativno vpliva na detekcijo in 
prepoznavo oznake. Aplikacija razvita z WebXR ne uporablja oznak, ampak uporablja 
zahtevne računalniške algoritme za prepoznavo različnih površin nad katerimi se 
upodobi 3D objekt. Do napačne detekcije površin lahko pride, če je površina 
enobarvna in brez teksture, poleg tega lahko ob hitrem premikanju kamere pride do 
nezaželenega »drsenja« objekta po površini.  
Aplikacija razvita z AR.js deluje na večjem številu testiranih naprav (7) in v 
večjem številu brskalnikov, medtem ko aplikacija razvita z WebXR API deluje le v 
določenem brskalniku in le na napravah, ki podpirajo ARCore (2). Na drugi strani pa 
aplikacija razvita z WebXR, kljub višji zahtevnosti, saj uporablja metodo sledenja brez 
uporabe markerjev, deluje hitreje, kar se odraža v boljši uporabniški izkušnji. Izbira 
modela in tipa senc občutno vplivata na hitrost aplikacije razvite z AR.js, medtem ko 
ima izbor modela in tipa senc, na aplikacijo razvito z WebXR API manjši vpliv.  
Obe implementaciji sta v začetni fazi razvoja in se soočata s številnimi izzivi. 
AR.js je pod okriljem manjše skupnosti na platformi GitHub, ki se dnevno spopada z 
različnimi izzivi in problemi, ki jih izpostavljajo razvijalci spletnih tehnologij 
obogatene resničnost. Medtem pa eksperimentalni WebXR API uživa podporo 
tehnoloških gigantov in obljublja standardizacijo v vseh priljubljenih brskalnikih. Obe 
implementaciji, kljub številnim izzivom, ki jih morata še prekoračiti, nakazujeta na 
možnost uspešnega razvoja spletnih tehnologij obogatene resničnosti.  
 
 
 
 
67 
7  Zaključek 
V diplomski nalogi so bile predstavljene glavne značilnosti obogatene 
resničnosti na spletu. Predstavljena je bila definicija obogatene resničnosti, sledil je 
kratek pregled zgodovine in področji, kjer se uporablja obogatena resničnost. 
Naslovljeni so bili izzivi in prednosti spletnih aplikacij. Sledil je opis glavnih 
mehanizmov sledenja, pristopov in spletnih tehnologij, ki so omogočile razvoj 
obogatene resničnosti na spletu.  
V praktičnem delu sta bili razviti dve spletni aplikaciji, ki sta bili implementirani 
na različna načina. Prva aplikacija je bila razvita s pomočjo knjižnice AR.js, druga pa 
s pomočjo eksperimentalnega WebXR API. Aplikaciji sta bili testirani na različnih 
napravah v različnih brskalnikih. Z opazovanjem vpliva brskalnikov, naprav, 
ločljivosti objektov in ostalih komponent na hitrost aplikacije je bilo ugotovljeno, da 
spletne aplikacije obogatene resničnosti, še posebej v primeru aplikacije razvite z 
WebXR API, dosežejo visoko hitrost in posledično zadovoljivo uporabniško izkušnjo. 
S tem se spletne aplikacije približujejo uveljavljenim domorodnim aplikacijam, ki so 
praviloma zahtevnejše za razvoj, vzdrževanje in distribucijo. 
Glavna cilja spletnih aplikacij sta zagotoviti lažji in cenejši razvoj v primerjavi 
z domorodnimi aplikacijami in omogočiti delovanje aplikacij na visokem številu 
naprav in brskalnikov, kar pa težko trdimo za trenutne spletne implementacije 
obogatene resničnosti. Spletne aplikacije obogatene resničnosti se še vedno soočajo s 
številnimi izzivi in so zgolj v začetni fazi razvoja. Razvoj novih spletnih tehnologij, 
kot so MEC in omrežje 5G ter prizadevanje za standardizacijo brskalnikov, pozitivno 
spodbujajo akademski svet in industrijo za nadaljnje raziskave in razvoj spletnih 
tehnologij obogatene resničnosti.
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