Norton, Plotkin and Tardos proved that -loosely spoken, an LP problem is solvable in time O(T q k+1 ) if deleting k fixed columns or rows we obtain a problem which can be solved by an algorithm that makes at most T steps and q comparisons. This paper improves this running time to O(T q k ).
Introduction
Solving combinatorial problems, one often comes across the problem of computing the explicit value of a number λ * ∈ R given by a strongly polynomial separation algorithm, that is, by a strongly polynomial algorithm A(λ) which is able to decide for any specific number λ, whether λ < λ * , λ = λ * or λ > λ
Although the previous theorem and the following ones fundamentally depend on the linearity assumption, it is not a strong restriction in the sense that most combinatorial optimization problems that can be solved in strongly polynomial time, can also be solved with a linear algorithm in strongly polynomial time.
Theorem 1.1 inspired a variety of applications, improvements, and extensions (see e.g. [1] , [2] , [9] , [10] , [12] ).
In higher dimension, a separation algorithm for a convex set P is a subroutine which decides whether or not a given vector is in the set P, and if not, gives a hyperplane that separates the given vector from P. As an extension of Khachian's ellipsoid method [6] , Grötschel, Lovász and Schrijver [4] , Karp and Papadimitriou [5] and Padberg and Rao [11] independently showed that a linear object function can be maximized in polynomial time over any polyhedron (having only rational vertices with known binary length) given by a separation algorithm. Unfortunately this method is not strongly polynomial.
On the other hand Theorem 1.1 shows that in case when P ⊂ R, if we have a linear strongly polynomial separation algorithm, then we can optimize in strongly polynomial time. Using a similar idea, C. H. Norton, S. A. Plotkin andÉ. Tardos [10] extended this result to any higher (but fixed) dimension. Namely, they proved the following theorem. Theorem 1.2 Let a closed convex set P ∈ R d be given through a separation algorithm which is linear in its input, runs in time T and makes at most q comparisons. Then there is an algorithm which in O(T q d ) time either finds a point x ∈ P maximizing cx, or concludes that {cx : x ∈ P} is unbounded from above.
Using the multi-dimensional parametric search technique developed in [10] , Cohen and Megiddo [3] gave a strongly polynomial algorithm for detecting cycles in periodic graphs and also for the following general class of problems called parametric extensions.
Theorem 1.3 [3]
Let P be a set of problem instances, and let S : P −→ R be an objective function. We suppose the it can be computed by an algorithm A. Let Q ⊆ R d be a polyhedron given explicitely by k inequalities and finally let M : Q −→ P be a mapping from points λ ∈ Q to instances of P. With these notations the theorem states that the function g(λ) := S M(λ) can
• the function g is concave
• for any given λ ∈ Q the value and a subgradient of g(λ) can be computed by a linear algorithm that runs in time T g and makes at most q comparisons,
• the mapping M is computable by a linear algorithm that runs in time T .
In [10] the authors also prove the following important consequence of Theorem 1.2. The idea of the proof is to use Theorem 1.2 by transforming the problem to a maximization problem over a convex set in R d+1 for which there exists a separation algorithm constructed from the basic algorithm.
Turning to the dual formulation of a certain problem we get that constant number of additional constraints can also be handled with this method, namely we get: Theorem 1.5 [10] Suppose that there exists an algorithm to solve the linear program max{ax :
Ax ≤ b} for arbitrary a, which runs in time T , makes at most q comparisons and which is linear in a. Then for any fixed d, there is an algorithm which runs in O(T q d+1 ) time and solves the linear program max{ax : Ax ≤ b, Cx ≤ c} for any vector c and matrix C with d rows.
Note that there are no restrictions on the size of the linear program corresponding to the basic problem. Also, it doesn't have to be given explicitly, the only thing that we need is the existence of a linear algorithm which is able to solve the basic problem. Since most combinatorial optimization problems (such as matchings, b-factors or trees of a graph, flows, circulations, submodular flows, matroids, intersections of a pair of matroids etc) have -maybe exponentially large -linear programming descriptions, these theorems are quite useful tools for designing strongly polynomial algorithms, in addition to the theoretical importance that it widens the class of strongly polynomially solvable linear programs.
As an example, let us see the following problem introduced by Shahrokhi and Matula [13] .
with capacities c on its arcs, and a network of required demands R = (V, F ) with demands r on the arcs of R. A feasible solution to this problem is a collection of non-negative flows, f ij for (i, j) ∈ F , all satisfying the same percentage of the corresponding demands. The objective is to maximize this percentage.
This problem can be easily formulated as a multi-commodity flow problem and a single additional column (see [10] ). The multi-commodity flow problem can be solved in strongly polynomial time using the general result ofÉ. Tardos [15] . Denoted the running time of this algorithm by T , since q ≤ T , Theorem 1.4 provides an O(T 3 ) time algorithm to the concurrent multi-commodity flow problem.
In several other cases, the problem has also only a small number of additional variables or constraints, typically one or two. In these cases any improvements in the exponent of the running time can be useful.
As the main result of this paper -by a more careful application of Megiddo's technique, an algorithm that reduces the running time from O(T q d+1 ) to O(T q d ) is presented in Section 2. The idea of the proof is to apply Megiddo's technique directly instead of using Theorem 1.2, which makes it possible to eliminate a redundant factor in the running time.
In fact, the obtained method is a nontrivial special case of Theorem 1.3. For the sake of understandability, we give a self-containing proof instead of referring to the results of [3] . Another advantage of this approach is to present a clear way to solve the task of obtaining the dual solution of the problem.
Linear Algorithms
To define the notion of the linear algorithm we use a RAM machine which has an additional storage called Limited Access Memory. It may store real numbers with a restriction that an algorithm running on this machine has only a limited access to this storage. Namely, it can reach the contents of the LAM only through the following operations.
• It can write an element of the RAM or the LAM into an element of the LAM.
• It can multiply an element of the LAM with an element of the RAM and store the result in the LAM.
• It can add an element of the LAM to another element of the LAM, and store the result in the LAM.
• It can compare two elements of the LAM.
Note however, that it can neither multiply two elements of the LAM nor read them (that is, it cannot copy an element of the LAM into the RAM).
Definition 1.7 Let
A(x, y) be an algorithm, where x and y are its input vectors. We say that A is linear in x if it gets x in the LAM, and we also expect the output in the LAM. The algorithm has full access to the other part of the input, in other words it gets it in the RAM.
It can be seen that the usual operations of data structures can be implemented on a LAM machine, for example we can choose the minimal element of a set of numbers stored in the LAM and we can also sort its elements. However, for example we cannot compute the determinant of a matrix with a LAM machine because we cannot avoid the multiplications of two elements of the matrix. (The determinant itself is a nonlinear polynomial of the elements of the matrix.)
Eliminating the additional variables
Consider the following slightly more general problem.
max cx + dy (1a) subject to
Let R := {y ∈ R k : Ly ≤ l, Ey = e}. We prove, that 
for any fixed y, together with the dual optimal solution, which is an optimal solution z * to the problem
Clearly, if we had an oracle which could give the second part y * of an optimal solution to Problem (1a)-(1b), we could compute a (primal) optimal solution to the problem using A. While an optimal place of y * seems hard to compute directly, the linearity of A enables us to run it in such a way that at its each step it uses only an efficiently computable partial information on the optimal place of y * . These partial information are computed using the following subroutine.
Claim 2.2 (Comparing subroutine)
Let us be given a vector v ∈ R k and a real number α.
Then, using the induction hypothesis, we can choose a true one from the following three statements together with a certificate of its veracity.
"≤": vy * ≤ α holds for any optimal solution (x * , y * ) to (1a)-(1b), "≥": vy * ≥ α holds for any optimal solution (x * , y * ) to (1a)-(1b), "=": there is an optimal solution (x * , y * ) to (1a)-(1b) for which vy * = α.
Proof. First, using e.g. Megiddo's linear time linear programming method [8] we check whether either vy ≤ α or vy ≥ α holds for all y ∈ R by maximizing/minimizing the function vy over the set R. If one of these holds we return with "≤" or "≥" respectively and with the dual solution of the corresponding linear program as a certificate. (Note that Megiddo's algorithm can also compute the the dual variables or the certificate of emptiness if the linear program is infeasible. See e.g.
[14] for more details). Then we check whether
holds for all y ∈ R. If it holds, we return with "=" and also with the dual solution.
Otherwise, let R := {y ∈ R : vy = α}. Since dim R < dim R, we are able to compute the primal and dual optimal solution to the system (1a)-(1b) and (4), so we have an optimal solution z b , z l , z e , γ to the system
Then,
e is also a feasible dual solution to the system (1a)-(1b) so the primal optimal solution is an optimal solution to (1a)-(1b), too. Thus we answer "=" and the
• If γ < 0 then when we increase α, the optimal object value of (5a)-(5c) will strictly decrease, implying that vy * ≤ α for all optimal solutions x * , y * to (1a)-(1b). So we answer "≤" and
give z b , z l , z e , γ as the certificate of this fact.
• Similarly, if γ > 0 then we declare "≥" and also give z b , z l , z e , γ.
Let Y := {y * : ∃x * such that (x * , y * ) is an optimal solution to (1a)-(1b)}.
We make a new algorithm A , which is a modification of A. The algorithm sometimes calls the previous comparing algorithm. Whenever this subroutine is called with a vector v and a number α it either finds an optimal solution to (1a)-(1b) together with the dual solution (so we can stop) or states whether vy * ≤ α or vy * ≤ α holds for each optimal y * ∈ R. We store these returned half-spaces. At a certain step of the algorithm let Q := {y ∈ R : The only undefined part of A is when it makes comparisons, namely it inquires about whether we call the comparing subroutine with v := (v 1 − v 2 ) and α := β 2 − β 1 . If the result is "=" , then the comparing subroutine found a primal and a dual optimal solution to the system (1a)-(1b) so we can stop and return these data.
"≤" , then we consider (
"≥" , then we consider (
Note that in the third case the decision is right only if there is no y * ∈ Y for which ( 
Now, let us run
Let Q := {y ∈ R : y satisfies all previous decisions}, that is, the set of y ∈ R for which A (A, B, b, c, y ) certainly does the same as A(A, B, b, c, y). Our comparing method ensures that Q = ∅ (that is the decisions are consistent), and Q = Q.
At the end of its running A returns a primal and a dual optimal solution x y , z y to (2a)-(2b)
as a linear function of y, i.e. it gives vectors x 0 , z 0 and matrices X, Z, for which x y := x 0 + Xy and z y := z 0 + yZ. These solutions must be right for all y ∈ Q , so they are also right for all y ∈ Q = Q, thus L(y) = cx y + dy for all y ∈ Q.
Obviously cx y + dy is a linear function in y, namely cx y + dy = cx 0 + (cX + d)y. Proof. First, suppose that y ∈ rel intQ and y ∈ Q . Then there exists ε > 0, such that y 1 := y + ε(y − y) ∈ Q . Since z y is an optimal solution to (3a)-(3c), it follows that f y (y) ≥ f y (y) = L(y) and f y (y 1 ) ≥ f y1 (y 1 ) = L(y 1 ). From this we get that f y (y) = f y (y ) + z y B(y − y ) = L(y ) + z y B(y − y )
≥ L(y) = L(y ) + (cX + d)(y − y ),
yielding that z y B(y − y ) ≥ (cX + d)(y − y ).
