In this paper, we propose a discriminative multi-task objects tracking method with active feature selection and drift correction. The developed method formulates object tracking in a particle filter framework as multi-Task discriminative tracking. As opposed to generative methods that handle particles separately, the proposed method learns the representation of all the particles jointly and the corresponding coefficients are similar. The tracking algorithm starts from the active feature selection scheme, which adaptively chooses suitable number of discriminative features from the tracked target and background in the dynamic environment. Based on the selected feature space, the discriminative dictionary is constructed and updated dynamically. Only a few of them are used to represent all the particles at each frame. In other words, all the particles share the same dictionary templates and their representations are obtained jointly by discriminative multi-task learning. The particle that has the highest similarity with the dictionary templates is selected as the next tracked target state. This jointly sparsity and discriminative learning can exploit the relationship between particles and improve tracking performance. To alleviate the visual drift problem encountered in object tracking, a two-stage particle filtering algorithm is proposed to complete drift correction and exploit both the ground truth information of the first frame and observations obtained online from the current frame. Experimental evaluations on challenging sequences demonstrate the effectiveness, accuracy and robustness of the proposed tracker in comparison with state-of-the-art algorithms.
Introduction
Given the initialized position and size of a target in the first frame (or former frames) of a video, the goal of visual tracking is to estimate the states of the moving target in the subsequent frames. This active topic has been extensively studied in computer vision due to its important pole in many applications such as automated surveillance, robot navigation, video indexing, traffic monitoring, human-computer interaction and so on. Despite that much progress has been made in recent years [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , developing a robust tracking algorithm is still a challenging problem due to the following numerous factors: large and dynamic appearance changes caused by illumination, rotation, and scaling, abrupt motion, background clutters, partial or full occlusions, pose variation and shape deformation.
Inspired by the success of sparse representation-based face recognition [18] , Mei and Ling [27] propose a novel L1 tracker that uses a series of target templates and trivial ones to model the tracked target, where the target templates are used to describe the tracked object and trivial templates are used to deal with outliers (e.g., partial occlusion) with the sparse constraints. The tracker represents each target candidate as a sparse linear combination of dictionary templates that can be dynamically updated, and its corresponding likelihood is determined by minimizing the reconstruction error. This representation has been shown to be robust against partial occlusions, which improves the tracking performance. Recently, based on the milestone work, there are several methods have been proposed to improve the L1 tracker in terms of both speed and accuracy [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] , such as using accelerated proximal gradient algorithm [29] , replacing raw pixel templates with orthogonal basis vectors [32, 33] , modeling the similarity between different candidates [37] , to name a few. Despite of demonstrated success, the above mentioned L1 trackers have the following shortcomings.
Firstly, sparse coding based trackers perform computationally expensive L1 minimization at each frame. Although recent efforts have been made to speed up this tracking paradigm [27, 34] , these methods assume that sparse representations of particles are independent and ignore their relationships, which can help and improve the tracking performance.
Second, the trivial templates lack the discriminative ability, and they are used to model any kind of image regions whether they are Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/pr from the target objects or the background. Thus, the reconstruction errors of images from the occluded target and the background may be both small. As a result of generative formulation where the sample with minimal reconstruction error is regarded as the tracking result, ambiguities are likely to accumulate and cause tracking failure. Overall, the trivial templates decrease the efficiency and effectiveness of the L1 tracking algorithms.
Third, some appearance models (or dictionary templates) are only designed to represent the object. The background pixels in the target templates do not lie on the linear template subspace. The scale of the reconstruction error from background pixels is often larger than that from the target pixels, which might affect the accuracy of the sparse representation. If appearance models consider both the object and its local background, the trackers may perform better than the former ones. In this paper, we focus on the discriminative appearance model since it is the important component of the tracking algorithm.
Furthermore, during the process of the tracking, owing to the appearance variations of the target object and the background, online update schemes is required. Numerous successful approaches have been developed [6, 10, 3, 19, 21] . However, they introduce potential drifting problems due to the accumulation of errors during the self-updating.
We observed that target can be reliably represented by the templates of target and background, and only a few part of templates can discriminate the target and background, because they treat tracking as a binary classification problem, which separates target from its local background via a discriminative classifier. Motivated by [30, 38] , considering above existing problems and our observations. We propose a discriminative multitask objects tracking method with active feature selection and drift correction. The developed method object tracking in a particle filter framework is viewed as multi-task discriminative tracking. The tracking algorithm starts from the active feature selection scheme, which adaptively chooses suitable number of discriminative features from the tracked target and background in the dynamic environment. Based on the selected feature space, we construct the discriminative dictionary templates that are updated dynamically. Only a few of dictionary templates are used to represent all the particles at each frame. In other words, all the particles share the same dictionary templates. While learning the reliable representation of each particle is viewed as an individual task. The particle that has the highest similarity with the dictionary templates is selected as the next tracked target state. This jointly sparsity and discriminative learning can exploit the relationship between particles and improve tracking performance. To alleviate the visual drift problem encountered in object tracking, a two-stage particle filtering algorithm is proposed to complete drift correction and exploit both the ground truth information of the first frame and observations obtained online from the current frame.
The main contributions of this paper are as follows:
(1) Active feature selection scheme is used to adaptively choose suitable number of the discriminative features from the tracked target and its local background. (2) In this paper, object tracking in a particle filter framework is viewed as a discriminative multi-task sparse learning problem. As opposed to sparse coding based trackers [27] [28] [29] [30] that handle particles independently, we mine the relationships among different particles and learn their representations jointly with the same discriminative dictionary atoms, which is constructed by the selected discriminative features and updated dynamically. (3) The initial information of the first frame is incorporated into the tracking framework to correct the tracking drift and improve the tracking performance.
The paper is organized as follows: in Section 2, we summarize the works most related to ours. The detailed description of the proposed tracking approach is presented in Section 3. It contains the principle of our method and its advantages over state-of-theart methods in detail. Section 4 gives the detailed experiment setup and results. Finally, Section 5 concludes the paper.
Related work
Much work has been done in object tracking. In this section, we only briefly review nominal tracking methods and those that are the most related to our tracker. We focus specifically on tracking methods that use particle filters, sparse representation and general multi-task learning methods. For a more thorough survey of tracking methods, we refer the readers to [1] [2] [3] [4] .
Existing tracking algorithms can be roughly categorized as either generative or discriminative.
The generative trackers
The generative methods represent the target as an appearance model. The tracking problem is formulated as searching for the regions which are the most similar to the tracked targets. These methods are based on either templates [5, 6, 8, 9, 12] or subspace models [7, 10, 11] . Popular generative trackers include eigentracker [5] , mean shift tracker [6] , fragment-based tracker [7] , incremental tracker (IVT) [8] , and visual tracking decomposition (VTD) tracker [9] . Black and Jepson [5] learn a subspace model offline to represent target at predefined views and build on the optical flow framework for tracking. The mean shift tracker [6] is a popular mode-finding method, which successfully copes with camera motion, partial occlusions, clutter, and target scale variations. The Fragment tracker [7] aims to solve partial occlusion with a representation based on histograms of local patches. The tracking task is carried out by accumulating votes from matching local patches using a template. But, this template is static, and it cannot to handle changes in object appearance. Ross et al. [8] learn an adaptive linear subspace online for modeling target appearance and implement tracking with a particle filter. However, IVT is less effective in handling heavy occlusion or non-rigid distortion. Kwon et al. [9] extend the classic particle filter framework with multiple dynamic observation models to account for appearance and motion variation. Nevertheless, due to the adopted generative representation scheme, this tracker is not equipped to distinguish between the target and its local background.
Discriminative trackers
Discriminative methods cast the tracking as a classification problem that distinguishes the tracked targets from their surrounding backgrounds. The trained classifier is online updated during the tracking procedure. Discriminative tracking algorithms use the information from both the target and the background. Examples of discriminative methods are ensemble tracking [13] , on-line boosting (OAB) [16] , semi-online boosting [17] , online multiple instance learning tracking [18] , adaptive metric differential tracking [23] , P-N learning tracker (PN) [24] , Compressive Tracking (CT) [25] .
In ensemble tracking [13] , a set of weak classifiers are trained and combined for distinguishing the object and the background. The features used in [13] may contain redundant and irrelevant information which affects the classification performance. To improve the classification performance, feature selection is needed. Collins et al. [14] have demonstrated that online selecting discriminative features can greatly improve the tracking performance. Inspired by the advances in face detection [15] , many boosting feature selection methods have been proposed. Grabner et al. [16] propose an online boosting algorithm to select features for tracking. However, these trackers [14, 16] only use one positive sample (i.e., the current tracker location) and a few negative samples when updating the classier. As the appearance model is updated with noisy and potentially misaligned examples, this often leads to the tracking drift problem. To better handle visual drift, Grabner et al. [17] propose an online semi-supervised tracker which only labels the samples in the first frame while leaving the samples in the sequent frames unlabeled. However, this semi-supervised approach discards some useful information which is very helpful in the problem domain. Babenko et al. [18] introduce multiple instance learning into online tracking where samples are considered within positive and negative bags or sets. Within the multiple instances learning (MIL) framework, several tracking algorithms have been developed [19] [20] [21] [22] [23] in order to handle location ambiguities of positive samples for object tracking or actively selecting discriminative feature. Besides, Kalal et al. [24] propose the PN learning algorithm to exploit the underlying structure of positive and negative samples to learn effective classifiers for object tracking. Recently, an efficient tracking algorithm [25] based on compressive sensing theory [26] is proposed, which demonstrates that the low dimensional features randomly extracted from the high dimensional multi-scale image feature space can preserve the discriminative capability, thereby facilitating object tracking.
Sparse representation for object tracking
Sparse representation has been successfully applied to visual tracking [27] . Its metric is according to finding the best candidate with minimal reconstruction error using target templates and trivial ones. Most of these object tracking algorithms are in the particle filter framework. For each particle, its representation is computed independently by solving a constrained L1 minimization problem with non-negativity constraints, so, hundreds of L1 norm related minimization problems need to be solved for each frame during the tracking process. Besides, the solver for the L1 norm minimizations used in [27, 28] is based on the interior point method which turns out to be too slow for tracking. A minimal error bounding strategy is introduced [28] to reduce the number of particles, equal to the number of the L1 norm minimizations for solving. A speed up by four to five times is reported in [28] . In [29] , Accelerated Proximal Gradient (APG) based solution is used to improve the L1 tracker. Liu et al. [30] integrate the dynamic group sparsity into the tracking problem and high dimensional image features are used to improve tracking robustness. Liu et al. [31] also develop a tracking algorithm based on local sparse model which employs histograms of sparse coefficients and the mean shift algorithm for object tracking. However, this method is based on a static local sparse dictionary and may fail when there is similar object in the scenes. In Li et al. [34] , dimensionality reduction and a customized orthogonal matching pursuit algorithm are adopted to accelerate the L1 tracker. In [35] , the authors propose a robust object tracking algorithm using a collaborative model that combines a sparsity-based discriminative classifier (SDC) and a sparsity-based generative model (SGM), but it adopts the naive model updating strategy and similar metric measure, this will affect the performance of the tracker. Xu et al. [36] develop a simple yet robust tracking method based on the structural local sparse appearance model. Its representation exploits both partial information and spatial information of the target based on a novel alignment-pooling method. In Zhang et al. [37] , low-rank sparse learning is adopted to consider the correlations among particles for robust tracking. Inspired by these works, he develops the Multi-Task Tracking (MTT) algorithm [38] . However, the dictionary still includes the trivial templates, they will degrade the efficiency and effectiveness of the tracker.
Discriminative multi-task objects tracking with active feature selection and drift correction
Our proposed method is inspired by the above works. By jointly minimizing the target reconstruction error and maximizing the discriminative power of features, adaptive feature selection scheme is proposed to separate the target from the background effectively. In the following, with the active selected features from target and background, we formulate the object tracking in particle filter framework as discriminative multi task learning problem, mine the relationship among different particles, and seek a joint representation of these particles with their shared discriminative dictionary. In order to reduce tracking drift, the ground truth information in the first frame is exploited to correct the drift from current observations obtained online.
Adaptively discriminative feature selection
Instead of doing object tracking in the full feature space, we develop the active feature selection strategy to choose discriminative features from the tracked target and its local background. This enables us to use advanced high dimensional features without sacrificing the efficiency of the algorithm.
The training image set is composed of N p positive samples and N n negative samples. The main procedures of sampling positive and negative samples in our algorithm are as follows:
Initially, we sample N p images around the manually selected target location within a radius of a few pixels. Specifically, let l t ðxÞ A R 2 denote the location of samplexat the tth frame, we densely crop N p patches X α (X α ¼ fxjj jjl t ðxÞÀl t ðx0Þjj o αg) within a search radius α centering at the current object location l t ðx0Þ, and label them as positive samples. Similarly, we randomly crop N n negative samples from set X ζ;β ¼ fxjζ o jjl t ðxÞÀl t ðx0Þjj o βg; where α oζ o β, this set is potentially very large. In this way, the negative training set consists of both the background and images of parts of the target object. This facilities better object localization as samples containing only partial appearance of the target are treated as the negative samples and their confidence values are restricted to be small.
Our proposed tracking algorithm naturally integrates the sample importance into the online learning procedure. The weight for each sample near the object location is larger than that far from the object location which means the sample near the object location contributes larger to the tracking metric criterion. The weight function is a monotone decreasing function with respect to the Euclidean distance between the locations of sample x 1j and sample x 10 .
where lð Þ is the location function and c is a normalization constant. Eq. (1) weighs the positive instances according to their importance to the tracking metric criterion, i.e., the instances near the tracking location at the current frame contribute more to tracking metric criterion than those far from the tracking location. The pixel feature space is rich and redundant, from which determinative ones that distinguish target from background can be extracted. We select discriminative features and reduce the dimensionality of target and background features bŷ 
With the optimal w found in Eq. (3), the diagonal matrix W can be constructed as
The feature selection scheme can adaptively choose suitable number of discriminative features, which separate the target from its local background in the dynamic environment. In other words, this operation can maximize the discriminative power and reduce the dimensionality of features simultaneously. So, we will be able to use advanced high dimensional features without sacrificing the efficiency of the algorithm. The other benefit is the object selection in the target region. The target templates usually contain some background features which are not linear. By doing discriminative feature selection, features from background pixels in the target templates will be eliminated. The target templates are therefore more efficient and robust.
Discriminative multi task tracking
Multi-task learning (MTL) [39] has recently received much attention in machine learning and computer vision, and it has been successfully applied to popular vision problems such as image classification [40] and image annotation [41] . In the MTL framework, tasks are related and share dependencies in features or learning parameters to improve the performance of each individual task. Thus, a key issue lies in how relationships between tasks are incorporated in the learning framework. Based on adaptive feature selection, we formulate the particle filter tracking as Discriminative Multi task tracking (DMTT) problem. Learning the representation of each particle is a task, and all the particles in the tracking are jointly represented by the same dictionary templates. This operation can improve the performance of the tracker.
In t th frame, particles are randomly sampled around the current tracked result according to a zero-mean Gaussian distribution, and their features (pixel values) are denoted in matrix form as Y ¼ ½Y 1 ; Y 2 ; …; Y n , where each column stands for a particle. Each particle is represented as the linear combination S of selected dictionary templates D as Y ¼ DS þ E, where E is the residual term. The dictionary templates D are the transformed versions of the discriminative dictionary A in Eq. (2), such that D ¼ WA, A is constructed from an over complete sampling of the target object and its surrounding background. Only a few dictionary templates are required to represent all the particles in each frame, and the support of particle representations is similar. In other words, all particle representations are individually sparse and share the same discriminative dictionary templates. So, each task is viewed as jointly sparse. Joint sparsity exploits correlations among different tasks to obtain better performance as compared to learning each task individually. The goal of joint sparsity is achieved by imposing the ℓ p;q mixed-norm penalty on the reconstruction coefficients. Our multi-task joint sparse representation is formulated as the solution to the following problem of multi-task least square regressions with ℓ 2;1 mixed-norm regularization
where λ is a trade off parameter between reliable reconstruction and joint sparsity regularization. ℓ 2;1 mixed-norm regularization is defined in Eq. (6)
ℓ 2;1 is used in this section because of its best performance in tracking compared to other mixed-norms regularization. We refer reader to find the detailed discussion of the mixed-norm regularization in [38] .
For model optimization, we chose to use the popularly applied Accelerated Proximal Gradient (APG) method [42] to efficiently solve the minimization problem in (5) . The APG method is originally designed for solving the following unconstrained minimization with guaranteed quadratic convergence because of its attractive convergence property. where FðaÞ is a differentiable convex function with Lipschitz continuous gradient and GðaÞ is a non-smooth but convex function. Besides, this method has been extensively used to efficiently solve smooth convex optimization problems with non-smooth norm regularize. In our case, the mixed norm ℓ 2;1 is the convex nonsmooth term. The proposed APG algorithm comprises alternately updating a current reconstruction coefficient matrix S k and an aggregation matrix V k .
Each APG iteration consists of two steps:
(1) A generalized gradient mapping step to update matrix S k with current aggregation matrix V k .
(2) An aggregation forward step to update V k by linearly combining S k and S k þ 1 .
The initial S 0 ; V 0 are set to 0.
The generalized gradient mapping step Given the current matrix V k , we update by solving Eq.
where γ ¼ ηλ, η is a small step parameter. The temporal parameter C is an η step from the current estimate V k along the negative gradient of the smooth term in Eq. (5) and is computed by Eq. (9)
Taking joint sparsity into consideration, the Eq. (8) can be decoupled into N p þ N n disjoint sub-problems. Each row vector is a sub-problem as shown in Eq. (10). Each sub-problem is the proximal mapping of the ℓ 2 vector norm, which is a variant of the vector projection problem unto the ℓ 2 ball.
The aggregation step In this step, we construct a linear combination of S k and S k þ 1 to update the V k þ 1 as follows:
Here the sequence α k can be conventionally set to (2/(kþ 3)) as applied in our implementation. Our overall APG algorithm is summarized in Algorithm 1. Note that convergence is achieved when the relative change in solution or objective function falls below a predefined tolerance.
Algorithm 1. Discriminative multi task jointly sparse representation
Given the particles, they are represented by the discriminative dictionary D with the coefficients S computed by Eq. (5). A particle with smallest reconstruction error on the dictionary is the tracked object. In [27] [28] [29] [30] [31] [32] [33] [34] , the reconstruction error on the positive templates is adopted as the tracking measure. But, it lacks the discriminative ablility. Since the negative samples may have large reconstruction errors on the positive templates. It introduces ambiguity for the tracker. We develop this measure criteria and exploit the distinction between the foreground and the background. The new tracking metric is as in Eq. (12) .
where e p is the reconstruction error of the particle with the positive (foreground) template and e n is the reconstruction error of the candidate using the negative (background) template set.
Two-stage particle filter tracking algorithm and drift correction
Particle filters is a popular tracking framework due to its excellent performance in the presence of nonlinear target motion and the flexibility to different object representations. It can be considered as a bayesian inference task in a Markov model with hidden state variables, which recursively approximates the posterior distribution using a finite set of weighted samples. In visual tracking, it gives an important tool for estimating the target of next frame without knowing the concrete observation probability. It consists of two steps: prediction and update.
Specially, at the frame, let affine parameters X ¼ ðx; y; s; r; θ; λÞ represent the target state, where x and y are the coordinates, s and r are the scale and the aspect, θ is the rotation angle, λ is the skew.
g denotes the observation of the target from the first frame to the frame t À 1. Particle filters tracking estimates and propagates the probability by recursively performing prediction
and updating pðX t jY 1:t Þ ¼ pðY t jX t ÞpðX t jY 1:t À 1 Þ pðY t jY 1:t À 1 Þ ð14Þ
The optimal state for the frametis obtained according to the maximal approximate posterior probability
This inference is governed by the dynamic model pðX t jX t À 1 Þ, which describes the temporal correlation of the tracking results in consecutive frames, and it is modeled to be Gaussian with the dimensions of X t assumed independent. The observation model pðY t jX t Þ reflects the similarity between a target candidate (particle) and dictionary templates. In this paper, pðY t jX t Þ is inversely proportional to the combined reconstruction error obtained by linearly representing Y t using the dictionary of target and background templates.
During the process of tracking, the appearances of both target and background are likely to change due to numerous factors as discussed above. Thus robust visual tracking needs to update the observation model, when new tracking results become available. However, online update of observation models maybe introduces noisy or misaligned observations and cause tracking drift gradually due to the accumulation of errors. Because no ground truth is available to determine whether the current tracking result is a good positive example (e.g., without alignment error and excluding occluded image regions). For most tracking scenarios, the only ground truth is the labeled target image region in the first frame. All the other image observations obtained online are likely to be different from the ground truth to some degree. To reduce tracking drift, we retain the initial dictionary in the first frame for constructing a static observation model based on the ground truth. In each frame when the tracking result is obtained, adaptive observation model is updated by reconstructing the dictionary D t with the tracking result and its local background at time t. A twostage particle filtering method is used for state prediction at time t.
In the first stage, we use a particle filter with the adaptive observation model to estimate an initial tracking result. This step can effectively avoid the local minimum problem since the appearance change between two consecutive frames is not expected to be too large. With the initial estimate, we use another particle filter with static observation model to determine the final predicted state in the second stage. This can effectively alleviate the visual drift problem since it ensures the final tracking result should be as similar as the only ground truth obtained from the first labeled frame. Once the tracking state is confirmed, new samples are extracted and used to online update the training set and dictionary templates. The final result is obtained by maximizing pðXjY 1:t Þ.
Experiments
In this section, we demonstrate the merits of the proposed algorithm with extensive experimental results. We also do a thorough comparison between our proposed trackers and stateof-the-art tracking methods on challenging image sequences.
Experiment setup
Specifically, We evaluate the proposed tracker against ten stateof-the-art visual tracking algorithms, including the Frag [7] , IVT [8] , MIL [18] , VTD [9] , PN [24] , L1 [29] , MTT [38] , CT [25] , SCM [35] and LSST [33] trackers. For fair evaluations, we use the original source or binary codes in which parameters of each method are tuned for best performance. We fix the parameters of the proposed algorithm for all experiments to demonstrate its robustness and stability. Since some evaluated algorithms involve some random sampling, we repeat the experiments 10 times on each sequence, and present the averaged results. Table 1 lists all the evaluated image sequences in indoor and outdoor environments for experiments, which are deer, car11, girl, jumping, cliffbar, occlusion1, singer1, faceocc2, cavidar, david1, football, skating1. Among them, the video sequences girl, occlusion1, cliffbar and faceocc2 can be downloaded from http://vision. ucsd.edu/ $ bbabenko/project_miltrack.shtml. Car11, david1 can be downloaded from an online source http://www.cs.toronto.edu/ $ dross/ivt/. Other video sequences can be downloaded from an online source: cvlab.hanyang.ac.kr/tracker_benchmark_v10.html. The challenging factors in these sequences include part and full occlusion, image blur, camera motion, large variation in pose and scale, illumination and complex background, and so on.
The proposed algorithm is implemented in MATLAB R2011b on a Pentium 2.3 GHz Dual Core laptop with 2 GB memory. For each sequence, the location of the target object is manually labeled in the first frame. Each image sample from the target and background is normalized to a 32 Â 32 patch and represented by 1024-dimensional vector of intensity values. The numbers of positive templates N p and negative templates N n are 50 and 200 respectively. λ 0 in Eq. (2) is 0.001, and in algorithm 1, we set η ¼ 0:01; γ ¼ 0:005.
Quantitative comparison
For quantitative performance comparison, two popular evaluation criteria are used, namely, center location error (CLE) and tracking success rate (TSR). The CLE is computed as the distance between the predicted center position and the ground truth center position. Table 2 summarizes the average center location errors in pixels.
The TSR is computed as the ratio of the number of frames the target is successfully tracked to the number of frames in the sequence. For each frame, a tracker is said to be successful if the score exceeds 50%. We use the score in the PASCAL VOC challenge [43] , which can be computed as
where R T is the current the tracking result and R G is the ground truth. Table 3 gives the average tracking success rates. Due to space constraints, relative position errors (in pixels) and relative tracking success rates are provided in the Supplementary material. Overall, the proposed tracker performs well against the other state-of-theart algorithms.
Qualitative comparison
4.3.1. Illumination change Fig. 1(a) presents the tracking results on three challenging sequences with dramatic illumination changes. In the Car11 sequence [24] , a car is driven into a very dark environment. The contrast between the tracked target and the background is low, and the ambient light changes significantly. Furthermore, the low image resolution of the target object makes tracking difficult. The IVT, MTT and proposed algorithms perform well in tracking this vehicle, whereas the other methods drift away when drastic illumination variation occurs (e.g., #0200, #0250, #0305) or when similar objects appear in the scene (e.g., #0305). Frag and MIL algorithms start to drift around frame 60 due to the lighting changes. L1 method starts to fail in frame 250. IVT and MTT can track the target through the whole video sequence; however, the accuracy and robustness of these tracks are less than our proposed tracker. The Singer1 sequence contains significant illumination and scale changes, which causes most of the trackers to drift except our tracker and VTD, as shown in Fig. 1(b) . Likewise, the appearance of the person changes significantly when he walks from a dark room into areas with spot light in the David1 video. In this sequence, appearance changes caused by scale and pose variance make the tracking task much challenging. We can see from Fig. 1(c) , the proposed trackers perform well, but its accuracy is not the best. This can be explained that the ground truth in the first frame can correct the tracking drift and reduce the accumulated error, as the trace continues, the tracking error will be accumulate and degrade the performance of the tracker. In the Skatingl sequence, there are severe illumination and scale changes, abrupt object motion, viewpoint changes and occlusions, which lead most of the trackers to fail. Our proposed trackers and VTD can handle these changes well as shown in Fig. 1(d) . The center error and overlap rate in Tables 2 and 3 have verified that our proposed trackers are better than other methods. But we notice that there are the tracking drift in last few frames, the current state of the tracked object is very different for the intial frame, this is a challenging task for the proposed tracker. The drift correction needs to be improved in the future. These experiments demonstrate that our proposed DMTT tracking method is able to handle drastic illumination changes.
Heavy occlusion
In the Occlusion1 sequence, a moving face is tracked, which can evaluate the robustness to occlusions of different methods, as shown in Fig. 2(a) . Because there is only occlusion by a book and no changes in illumination and motion, most of the methods can track the face except CT and MIL, which encounter minor drift. During these algorithms, our tracker has the highest accuracy. For the faceocc2 sequence in Fig. 2(b) , most trackers start drifting from the man's face when it is almost fully occluded by the book. The proposed algorithm performs best especially when partial occlusion or in-plane rotation occurs (e.g., #0168, #0368, and #0732). The MIL and CT cannot locate the tracked target during the entire sequence, because there are not designed to estimate the in-plane rotation. On the other hand, the L1 and MTT trackers do not perform well in this sequence. This can be explained by that the simple update method of the L1 tracker takes new image observations for update without factoring out occlusion. In the girl sequence [4] , the target object undergoes heavy occlusion, large pose change, and scale variation. Some tracking results are shown in Fig. 2(c) . The experimental results demonstrate that our method achieves the best performance in this sequence. Other trackers experience drift at different instances: Frag at frame 28, IVT at frame 438, and VTD at frame 110. As the holistic sparse representation method cannot deal with heavy occlusions and there is no drift alleviation mechanism, the L1 and MTT method does not work very well on these sequences. In contrast, our method not only represents the appearance variations with joint sparsity but also uses a static observation model to recapture the target after severe occlusions, thereby generating better results on these sequences. For cavidar surveillance sequence, it contains scale change, partial occlusion and similar objects. Fig. 2(d) shows the tracking results of different algorithms. Most tracker (IVT, MIL, Frag, L1, CT and VTD start tracking the similar man when the tracked target is partially occluded around frame 102, and are unable to recover from this failure after that. In contrast, our algorithm performs well in terms of position and scale even when the target is heavily occluded, as shown in frame 76, 102, 440. The MIL and CT methods do not perform well when the target is occluded by a similar object. As the generalized Haar-like features are used for object representation in this method, and they are less effective when similar objects occlude each other. The L1 and IVT trackers also drift away from the target after it is occluded by a similar object.
Abrupt motion and blur
There is abrupt motion in Deer and Jumping image sequences, so it is difficult to predict the location of tracked target in the blurry images. Furthermore, it is rather challenging to account for appearance change caused by motion blur and properly update these appearance models. For the Deer and Jumping sequences, as shown in Fig. 3(a) , we can see that the VTD method and our tracker perform better than other algorithms, our accuracy is the highest. The reason is that our DMTT method can extracts discriminative feature subspace and makes use of the initial appearance model to alleviate the drift problem. Other trackers cannot handle the abrupt motion and blur. Their tracking drifts are illustrated in frame 24, 34 in Fig. 3(a) and frame 84, 202, 313 in Fig. 3(b) .
Cluttered background
In the Cliffbar video, the background has similar texture to the target. Moreover, the target undergoes scale change, in-plane rotation, and abrupt motion as shown in Fig. 4(a) . The Frag, L1, IVT, CT, MIL and SCM methods drift to the cluttered background, while our proposed tracker has the best performance on this sequence, it can adapt the scale and rotation change of the target, and overcome the influence of similar background and motion blur. The reason is that the target is represented jointly by discriminative features, which are extracted from the "correct" positive sample online. The L1 and Frag methods perform poorly (#0224, #0332 of Fig. 4(a) ). The IVT algorithm fails after abrupt motion occurs (e.g., #0155, and #0224) and the PN tracker drifts gradually (e.g., #0224, #0281, and #0332). These results can be attributed to problem with appearance update. The VTD method is a generative model that does not take into account the negative samples, and it drifts to the background in the Cliff bar sequence (See frame #155, #224 of Fig. 4(a) ) because the texture of the background is similar to the object. The Football sequence is challenging due to the cluttered background, there are many similar football players in appearance to the tracked target in this scene. When the tracked target approaches other football players, some trackers are not robust and begin to drift, as shown in frame 76, 113,150 in Fig. 4(b) . Especially, when the two football players collide at frame 290, most tracking methods cannot locate the target correctly. The proposed tracker overcomes this problem and successfully tracks the target, because they exploit structural relationships between particle representations with discriminative features.
4.3.5. Scale, rotation and pose when the tracked object in Cavidar sequence is away from the camera, its scale gradually becomes smaller and smaller, besides, the similar object makes this sequence difficult for tracking. Likewise, the Singer1, Cliffbar and David1 sequences contain significant scale and illumination changes, which cause most of the trackers to drift as shown in Fig. 1(b) and (c), Fig. 4(a) . Our tracker achieves the best or second best performance in most sequences. MIL and CT trackers only estimate the translation of the tracked target, and neglect orientation change due to the sampling mechanism. As the tracking continues, the located error of tracked target is accumulated and results in the drift. The L1, IVT, VTD, SCM, LSST methods perform reasonably well in terms of location errors but with low success rates, which suggests that these trackers do not deal with object scale change well.
Discussion
Although the above tracking experiments verify the effectiveness, robustness of the proposed tracker, it remains a challenging task for discriminative multi-task objects tracking method when the current state of tracking object is very different from the initial frame, meanwhile, there is the tracking drift in the tracking procedure. In order to reduce tracking drift, the ground truth information in the first frame is exploited to correct the drift from current observations obtained online. But if the appearance change between two consecutive frames is too large, the drift correction does not effect. For the skating sequence in Fig. 5(a) , in the last few frames, there are severe tracking drifts. The tracked object and its background change frequently and suddenly, the proposed tracking method can not overcome this difficult. In the following woman sequence, the walking woman undergoes pose variation together with long-time partial occlusion. The difficulty lies in that the woman is greatly occluded by the parked cars with the simiar color. This reduces the discriminative power of the learned dictionary. The tracking drift is additive and leads to tracking failure. Fig. 5 shows the limitations of the tracker developed in this paper. We will improve the drawback in the future. 
Conclusion
In this paper, we present a discriminative multi-task objects tracking method with active feature selection and drift correction. By jointly minimizing the target reconstruction error and maximizing the discriminative power of features, adaptive feature selection scheme is proposed to separate the target from the background effectively. In the following, with the active selected features from target and background, we formulate the object tracking in particle filter framework as a discriminative multi task learning problem, mine the relationship among different particles, and seek an effectively and efficient joint representation of these particles with their shared discriminative dictionary. In order to reduce tracking drift, the ground truth information in the first frame is exploited to correct the drift from current observations obtained online. Experimental results on challenging video sequences demonstrate that our tracker achieves favorable performance when compared with several state-of-the-art algorithms.
