Abstract In this paper, we consider the problem of analyzing data flow programs with the property that actor production and consumption rates are not constant and fixed, but limited by intervals. Such interval ranges may result from uncertainty in the specification of an actor or as a design freedom of the model. Major questions such as consistency and buffer memory requirements for singleprocessor schedules will be analyzed here for such specifications for the first time.
Motivation
The role of data flow models of computation is becoming increasingly important for modeling and synthesis of digital processing applications. Our paper is concerned with analyzing dataflow graphs whose component data rates are not known precisely in advance. Such models are often given due to imprecise specifications or due to uncertainties in the implementation. Examples of imprecise specifications include unknown execution times of tasks, unknown data rates, unknown consumption and production behavior of modules and many more. For example, a speech compression system may have a fixed overall structure. However, the subsystem data rates are typically influenced by the size of the speech segment that is to be processed [1] . Here, we will propose a data flow model of computation that is able to model such uncertain behavior.
To understand such models, it useful to first review principles of the synchronous data flow (SDF) model of computation, where production and consumption rates of data flow actors, representing computational blocks, consume fixed, known amounts of data (tokens) upon each invocation. For such graph models, often represented by a graph in which actors are connected by directed arcs that transport tokens, many interesting results have been shown such as 1) consistency, 2) memory bounds and memory analysis, and 3) scheduling algorithms. Consistency, e.g., is a static property of an SDF-graph specification which is necessary in order to guarantee the existence of a finite sequence of actor firings, also called a schedule. Typically, an SDF specification is compiled by constructing a valid schedule, i.e., a schedule that fires each actor at least once, does not deadlock, and produces no net change in the number of tokens queued on each edge. For each actor firing, a corresponding code block is instantiated from a library to produce machine code.
In [5] , efficient algorithms are presented to determine whether or not a given SDF graph is consistent or not and to determine the minimum number of firings of each actor , and in Fig. 1 , lower bounds for the amount of required program memory have been shown to correspond to so-called single-appearance schedules, where each actor appears exactly once in the schedule term, e.g.,
for the graph shown in Fig. 1 . Furthermore, data memory requirements, resulting from implementing each arc communication via a FIFO, are given by the sum of the maximum number of tokens, resulting on each arc during the execution of a schedule.
In [2] , algorithms such as PGAN (pairwise grouping of adjacent nodes) and a complementary algorithm called RPMC (recursive partitioning by minimum cuts) have been presented to create schedules with the goal to generate single-appearance schedules in the first line with the second goal to minimize the amount of data memory needed.
With results such as these in mind, we propose a powerful intermediate representation model for a broad class of non-deterministic dataflow graphs. This model, called ILDF, standing for interval-rate, locally-static dataflow. In ILDF graphs, the production and consumption rates on graph edges remains constant throughout execution of the graph (locally static), but these constant values are not known exactly at compile time; instead it is only known what their minimum and maximum values (interval-rate) are.
Locally static behavior arises naturally in reconfigurable dataflow graphs, such as those arising using parameterized dataflow semantics [1] . For example, a speech compression system may have a fixed overall structure with subsystem data rates that are influenced by the size of the speech segment that is to be processed [1] . Similarly, during rapid prototyping of a filter bank application [9] , one might parameterize the data rates of various filters to explore a range of different mulitirate topologies. Figure 2 shows a compact disc to digital audio tape sample rate conversion system that is formulated as an ILDF graph. Two of the conversion stages, and G , are not fully specified at compile time to allow for run-time experimentation during rapid prototyping. Using ILDF parameterized schedules, different versions of these filters can be evaluated without having to re-schedule and re-compile the application. Figure 2 . An example of a compact disc to digital audio tape sample rate conversion system that is formulated as an ILDF graph.
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Reasonable interval ranges for the unknown consumption and production values are
, and
. In addition, to achieve the desired overall rate conversion, the values must satisfy
The uncertainty given by the introduction of rate intervals may be the result of an unknown or activation-dependent behavior of an actor, or the freedom of the specification to later fix the parameter if possible or necessary in order to guarantee certain properties.
For ILDF graphs, we want to address similar issues as with SDF graphs:
In Section 2, we define the ILDF model. In Section 3, we assume that a valid schedule is possible and given by an algorithm such as PGAN for which we investigate the problem of determining the data memory requirements. We deduce expressions and algorithms to determine the maximum required data memory requirements. If the execution time of an actor is also bounded by an interval, we finally also analyse worst-case and best-case execution times of a given schedule in Section 4. Experimental results are given in Section 5. Section 6 provides a review of related work. 
Consistency
Since the production and consumption values of an ILDF graph are not precisely known in advance, it is generally not possible to determine whether a particular execution of an ILDF graph will proceed in a consistent manner (i.e., with avoidance of deadlock, and with balanced data production and consumption along the graph edges). We can speak of three different levels of consistency for ILDF graphs. First, an ILDF graph is consistent, or inherently consistent, if for every valid setting of production, consumption, and delay (P-C-D) values (any setting that conforms to the production, consumption, and delay intervals associated with the graph edges), the corresponding synchronous dataflow graph is consistent. Inherent consistency occurs, for example, in chain-structured ILDF graphs, such as the ILDF application shown in Figure 2 . Conversely, an ILDF graph is inconsistent, or inherently inconsistent, if for every valid setting of P-C-D values, the corresponding synchronous dataflow graph is inconsistent. An ILDF graph that contains a delay-free cycle is an example of an inherently inconsistent graph. Third, an ILDF graph is conditionally consistent if it is neither inherently consistent nor inherently inconsistent. In other words, an ILDF graph is conditionally consistent if there is at least one valid setting of P-C-D values that gives a consistent synchronous dataflow graph, and there is at least one valid P-C-D setting that leads to an inconsistent synchronous dataflow graph. In general, the particular form of consistency that an ILDF graph exhibits depends both on the topology of the graph, and the production, consumption, and delay intervals.
Memory analysis
In general, for an SDF graph, the buffer memory lower bound of a delayless arc
For example, in Fig. 1 , we
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The first fraction is rational and greater or equal to 1 as f 6 v and are both natural numbers. The same holds for the second fraction as we assumed that the denominator of the second fraction is the smallest possible gcd value. This finishes the proof.
The following algorithm allows to efficiently compute d l f f h according to Eq. (2) due to the above observation.
Input:
break; od od for
break; od od return(bmlb); Note that the two loops are not completely identical. Each loop can be quit once we obtain a combination of In the presence of unknown data rates, the application of PGAN to construct parameterized schedules has been explored in [1] . In general, a paramterized schedule is like a looped schedule, except that iteration counts of loops can be symbolic expressions in terms of one or more graph variables. In ILDF, we adapt this concept of parameterized schedule to incorporate intervals for iteration counts that are not known precisely at compile time, but for which lower and upper bounds are known. For example,
specifies an ILDF parameterized schedule with a nested loop, where the outer loop iteration count ranges from 2 to 4 at runtime, while the inner loop iteration count ranges from 1 to 3.
Even if we do not yet know the meaning of consistency for ILDF graphs, we want to show here how we are able to compute the minimal data memory requirements assuming that a valid schedule is given by clustering, i.e., a given clustering order of adjacent nodes.
The major question on which we want to focus here is therefore the determination of intervals of clustered nodes, see Fig. 4a), b) . This problem is addressed in Fig. 5 . If we condense two nodes into a cluster as indicated in Fig. 5 , the production and consumption numbers must be updated.
Theorem 2 (Clustered intervals). Given an ILDF graph
and one arc
which is to be clustered into a cluster node
be the source, If we condense two nodes into a cluster as indicated in Fig. 5 , the production and consumption numbers must be updated. Therefore, in general, if a schedule generated by clustering is given, also the formula for computing the data buffer memory lower bound may be refined by restricting the search only to those pairs of values, that do not create local consistency violations after clustering.
Then by clustering the nodes adjacent to

Execution time analysis
In the following, we assume given an ILDF graph
with corresponding rate intervals and a given looped schedule ( , obtained e.g., by PGAN. In order to calculate the influence of timing uncertainty, we may add another property to each actor, the socalled latency interval, denoted Table 1 . Average number of gcd computations ß performed over
samples of random intervals in each indicated interval range using the BMLB algorithm and average number of gcd computations â when using exhaustive interval search in the same interval As can be seen, the average number of gcd computations using the BLMB algorithm is 1.5 and almost constant and independent on the interval range of the experiments. The gain when using the BLMB algorithm is biggest for large intervals. It can thus be seen that buffer memory computations can be done quite efficiently for dataflow graphs with interval firing rates.
Related work
Various alternative dataflow modeling strategies with different objectives have been developed for more general or more precise modeling of dataflow graphs beyond synchronous dataflow; a partial review of these approaches is provided here. In cyclo-static dataflow [3] , production and consumption rates can be specified as tuples of integers that correspond to distinct execution phases of the incident actors. In scalable synchronous dataflow [8] , actor specifications are augmented with vectorization parameters that enable schedulers to control the degree of block processing performed by the actors. In synchronous piggybacked dataflow [7] , actors access global states by passing special pointers alongside regular data tokens. In parameterized dataflow [1] , dynamic reconfiguration of actor and subsystem parameters is allowed through separation of functionality into subgraphs that perform reconfiguration and subgraphs that are periodically reconfigured. Boolean [4] , bounded dynamic [6] , and cyclo-dynamic [10] dataflow offer dynamically varying production and consumption rates by incorporating various other data-dependent modeling constructs.
Conclusions and future work
We have presented a form of dataflow, called interval-rate, locally-static dataflow (ILDF). In ILDF graphs, the token production and consumption rates on graph edges remain constant throughout execution the graph, but these constants are not known exactly at compile time. We have motivated the use of ILDF as an intermediate representation for an important class of non-deterministic dataflow graphs, and have described a number of application examples. We have analyzed worst-case data memory requirements, and worst-and best-case execution time performance of schedules for ILDF graphs. Many useful directions for further work emerge from this study, including the development of algorithms for constructing efficient uniprocessor and multiprocessor schedules for ILDF graphs, and integration of ILDF concepts to work with other dataflow models of computation, particularly the more dynamic ones.
