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Abstract
In this article, the center conditions and isochronous center conditions at infinity for differential
systems are investigated. We give a transformation by which infinity can be transferred into the
origin. So we can study the properties of infinity with the methods of the origin. As an application of
our method, we discuss the conditions of infinity to be a center and a isochronous center for a class
of rational differential system. As far as we know, this is the first time that the isochronous center
conditions of infinity are discussed.
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1. Introduction
This paper is concerned with the center conditions and isochronous center conditions at
infinity in following a class of real rational differential systems, which can be transferred
into a class of polynomial differential systems by time transformation,
dx
dt
= 1
(x2 + y2)n
2n∑
k=0
Xk(x, y)− y,
* Corresponding author.
E-mail address: huangwt@gliet.edu.cn (W. Huang).
1 Supported by Nature Science Fund of GuangXi Education Department, China.0007-4497/$ – see front matter  2003 Elsevier SAS. All rights reserved.
doi:10.1016/j.bulsci.2003.07.003
78 Y. Liu, W. Huang / Bull. Sci. math. 128 (2004) 77–89dy
dt
= 1
(x2 + y2)n
2n∑
k=0
Yk(x, y)+ x (1)
where n is a positive integer, and Xk(x, y),Yk(x, y) are homogeneous polynomials of
degree k of x, y .
In the qualitative theory of polynomial differential systems, the problems to determine
center conditions and isochronous center conditions are two hot and difficult topics. For
the case of the origin, there are a lot of work had been done. For example, the center
cases see [4,8,20–22]; isochronous center cases see [3,5–7,9,13,15,17–19]. For the case of
infinity, being difficult, there are very few results. As far as center conditions at infinity
are concerned, several special systems have studied: cubic system in [2,11]; fifth system
in [10]. But for the problem concerning the conditions of infinity to be a isochronous
center, there isn’t any result. In this paper, we give a transformation by which infinity can
be transferred into the origin. So we can study the center conditions and isochronous center
conditions at infinity with the methods of the origin.
This paper is organized as follows. In Section 2 we restate some known results of the
case of the origin which are necessary for investigating the case of infinity. In Section 3
we give a method that takes infinity of system (1) into the origin. In Section 4, using our
method, we discuss, synthetically, center conditions and isochronous center conditions at
infinity for a class of real rational system.
2. Some preliminary results
The computation of focal values (Lyapunov constants) is a way to study center
conditions. For the computation of focal value, the classic methods are the method of
Poincaré return map and the method of Lyapunov coefficients (see [2]). But they are not
convenient to use. For the case of the origin, the authors of [14] gave a new method to
compute focal value, which took the calculation of focal values into the calculation of
the singular point quantities. In [12], two recursive algorithms to compute singular point
quantities of the origin were given. We list some results of [12,14] as follows.
Considering real polynomial differential system
dx
dt
=−y +
∞∑
k=1
Xk(x, y),
(2)
dy
dt
= x +
∞∑
k=1
Yk(x, y)
by means of transformation
z= x + yi, w = x − yi, T = it, i =√−1 (3)
system (2) can be transformed into following complex system
dz
dT
= z+
∞∑
Zk(z,w)=Z(z,w),k=2
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dT
=−w−
∞∑
k=2
Wk(z,w)=−W(z,w), (4)
where z,w,T are complex variables and
Zk(z,w)=
∑
α+β=k
aαβz
αwβ, Wk(z,w)=
∑
α+β=k
bαβw
αzβ.
It is obvious that the coefficients of system (4) satisfy conjugate condition, i.e.,
aαβ = bαβ, α  0, β  0, α + β  2 (5)
we call that system (2) and (4) are concomitant.
Lemma 2.1 (see [1]). For system (4), we can derive uniquely the following formal series:
ξ = z+
∞∑
k+j=2
ckj z
kwj , η=w+
∞∑
k+j=2
dk,jw
kzj , (6)
where ck+1,k = dk+1,k = 0, k = 1,2, . . . , such that
dξ
dT
= ξ +
∞∑
j=1
pj ξ
j+1ηj , dη
dT
=−η−
∞∑
j=1
qjη
j+1ξj . (7)
Definition 2.1. Let µ0 = 0,µk = pk − qk, k = 1,2, . . . , µk , is called kth singular point
quantity of the origin of system (4).
Theorem A. Let v2k+1(2π) is kth focal value of the origin of system (2), and µk is kth
singular point quantity of the origin of system (4) (k = 1,2, . . .), if µ0 = µ1 = · · · =
µk−1 = 0 then
µk = iv2k+1(2π). (8)
So the origin of system (2) to be a center if and only if µk = 0 (k = 1,2, . . .).
Theorem B. For system (4), we can derive successively the terms of the following formal
series:
M(z,w)=
∞∑
α+β=0
cαβz
αwβ (9)
such that
∂(MZ)
∂z
− ∂(MW)
∂w
=
∞∑
(m+ 1)µm(zw)m, (10)m=1
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following recursion formulas:
c0,0 = 1
when (α = β > 0) or α < 0, or β < 0, cα,β = 0
else
cα,β = 1
β − α
α+β+2∑
k+j=3
[
(α+ 1)ak,j−1 − (β + 1)bj,k−1
]
cα−k+1,β−j+1,
(11)
µm =
2m+2∑
k+j=3
(ak,j−1 − bj,k−1)cm−k+1,m−j+1. (12)
Theorems A and B give a recursive method to determine the conditions of the origin of
system (2) or (4) to be a center.
Definition 2.2. For any positive integer k, τ (k)= pk + qk is called kth period constant of
origin of system (2) and (4).
Recently, we have discussed the properties and the computational method of period
constant τ (k) (see [13]). Now we recall some main results.
Theorem C. For system (2) or system (4), the origin to be a isochronous center if and only
if µk = τk = 0, k = 1,2,3, . . . .
Theorem D. For system (4), we can derive uniquely the following formal series:
f (z,w)= z+
∞∑
k+j=2
c′kj zkwj , g(z,w)=w+
∞∑
k+j=2
d ′k,jwkzj , (13)
where c′k+1,k = d ′k+1,k = 0, k = 1,2, . . . , such that
df
dT
= f (z,w)+
∞∑
j=1
p′j zj+1wj ,
dg
dT
=−g(z,w)−
∞∑
j=1
q ′jwj+1zj , (14)
and when k − j − 1 = 0, c′kj and d ′kj are determined by following recursive formulas:
c′kj =
1
j + 1− k
k+j+1∑
α+β=3
[
(k − α + 1)aα,β−1 − (j − β + 1)bβ,α−1
]
c′k−α+1,j−β+1,
(15)
d ′kj =
1
j + 1− k
k+j+1∑
α+β=3
[
(k − α+ 1)bα,β−1 − (j − β + 1)aβ,α−1
]
d ′k−α+1,j−β+1,
and for any a positive integer j , p′j and q ′j are determined by following recursive formulas:
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2j+2∑
α+β=3
[
(j − α + 2)aα,β−1 − (j − β + 1)bβ,α−1
]
c′j−α+2,j−β+1,
(16)
q ′j =
2j+2∑
α+β=3
[
(j − α + 2)bα,β−1 − (j − β + 1)aβ,α−1
]
d ′j−α+2,j−β+1.
In expressions (15) and (16), we have let c′1,0 = d ′1,0 = 1, c′0,1 = d ′0,1 = 0, and if α < 0
or β < 0, let aαβ = bαβ = c′αβ = d ′αβ = 0.
The relations between pj , qj and p′j , q ′j (j = 1,2, . . .) are as follows:
Theorem E. Let p0 = q0 = p′0 = q ′0 = 0. If existing a positive integer m, such that
p0 = q0 = p1 = q1 = · · · = pm−1 = qm−1 = 0, (17)
then
p′0 = q ′0 = p′1 = q ′1 = · · · = p′m−1 = q ′m−1 = 0, pm = p′m, qm = q ′m (18)
per contra, it holds as well.
Theorems D and E give an algorithm to compute τm. The algorithm is recursive and
then avoids complex integrating operations and solving equations. It is symbolic and easy
to realize with computer algebra system.
3. The relation between infinity and the origin
Now, we consider real system (1). By the means of time transformation t = (x2+y2)nt1,
system (1) becomes the following polynomial system
dx
dt1
=
2n∑
k=0
Xk(x, y)− y
(
x2 + y2)n,
(19)
dy
dt1
=
2n∑
k=0
Yk(x, y)+ x
(
x2 + y2)n.
For the system (1) or (19), the equator Γ∞ on the Poincaré closed sphere is a trajectory
of the system, having no real critical point. Γ∞ is called infinity or the infinite point of the
system. Infinity is called a center if the trajectories of the system in the neighborhoods of
infinity are all closed. A center is isochronous if the period of all periodic solutions in a
neighborhood of it is constant.
In order to use the methods of the origin to study the properties of infinity of system (1),
we need to find a transformation that takes system (1) into the system (2). By means of
Bendixson transformation by reciprocal radii
x = ξ2 2 , y =
η
2 2 ,
dt = (ξ2 + η2)−n, (20)ξ + η ξ + η dτ
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dx
dt
=
n∑
k=1
Xk(x, y)− y
(
x2 + y2)n, dy
dt
=
n∑
k=1
Yk(x, y)+ x
(
x2 + y2)n (21)
become the form of system (2). So we give the following transformation.
Theorem 3.1. By means of transformation
x = ξ
(ξ2 + η2)n+1 , y =
η
(ξ2 + η2)n+1 , (22)
system (1) can be transferred to the form of the system (2):
dξ
dt
=−η+
2n∑
k=0
P2n+2+2nk+k(ξ, η),
(23)
dη
dt
= ξ +
2n∑
k=0
Q2n+2+2nk+k(ξ, η),
where
P2n+2+2nk+k(ξ, η)=
[(
η2 − ξ
2
2n+ 1
)
X2n−k(ξ, η)
− 2n+ 2
2n+ 1ξηY2n−k(ξ, η)
](
ξ2 + η2)k(n+1),
Q2n+2+2nk+k(ξ, η)=
[(
ξ2 − η
2
2n+ 1
)
Y2n−k(ξ, η)
− 2n+ 2
2n+ 1ξηX2n−k(ξ, η)
](
ξ2 + η2)k(n+1)
are homogeneous polynomials of degree 2n+ 2+ 2nk + k of ξ, η, k = 0,1, . . . ,2n.
The proof of Theorem 3.1 is simple.
By means of transformation
z= ξ + ηi, w= ξ − ηi, T = it, i =√−1 (24)
system (23) becomes its concomitant system:
dz
dT
= z+ z
2n∑
k=0
[
n
2n+ 1wZ2n−k(z,w)+
n+ 1
2n+ 1zW2n−k(z,w)
]
(zw)k(n+1),
(25)
dw
dT
=−w−w
2n∑
k=0
[
n
2n+ 1zW2n−k(z,w)+
n+ 1
2n+ 1wZ2n−k(z,w)
]
(zw)k(n+1),
where
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Wk(x + yi, x − yi)= Yk(x, y)+ iXk(x, y), k = 0,1, . . . ,2n.
Being without time transformation in the expression (22), we have
Theorem 3.2. Infinity of system (1) is a center (isochronous center) if and only if the origin
of system (23) (or system (25)) is a center (isochronous center).
It is evident that system (19) can be interpreted to system (23) under the transformation
x = ξ
(ξ2 + η2)n+1 , y =
η
(ξ2 + η2)n+1 , t1 =
(
x2 + y2)−nt. (26)
So the conditions of infinity of system (19) to be a center are the same as that of the origin
of system (23) to be a center.
Definition 3.1. Infinity of polynomial system (19) is called a pseudo-isochronous center if
the origin of system (23) is a isochronous center.
System (25) is a form of system (4). From Section 2, the problem to determine the center
conditions and isochronous center conditions at infinity of system (1) can be interpreted
to that of the computation of singular point quantities and period constants at the origin of
system (25).
4. The center conditions and isochronous center conditions at infinity for a class of
differential system
As an application, we consider following real rational system
dx
dt
= 1
(x2 + y2)2
(
A30x
3 +A21x2y +A12xy2 +A03y3
)− y
= 1
(x2 + y2)2X3(x, y)− y, (27)
dy
dt
= 1
(x2 + y2)2
(
B30x
3 +B21x2y +B12xy2 +B03y3
)+ x
= 1
(x2 + y2)2Y3(x, y)+ x.
By means of transformations (22) (n= 2) system (27) becomes:
dξ
dt
=−ξ +
[(
η2 − ξ
2
5
)
X3(ξ, η)− 65ξηY3(ξ, η)
](
ξ2 + η2)3,
(28)
dη
dt
= η+
[(
ξ2 − η
2
5
)
Y3(ξ, η)− 65ξηX3(ξ, η)
](
ξ2 + η2)3.
Its concomitant system is
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dT
= z+ 3
5
b03z
8w3 + 1
5
(2a30 + 3b12)z7w4 + 15 (2a21 + 3b21)z
6w5
+ 1
5
(2a12 + 3b30)z5w6 + 25a03z
4w7,
(29)
dw
dT
=−w− 3
5
a03w
8z3 − 1
5
(2b30 + 3a12)w7z4 − 15 (2b21 + 3a21)w
6z5
− 1
5
(2b12 + 3a30)w5z6 − 25b03w
4z7,
where
a30 = 18 (A03 + iA12 −A21 − iA30 + iB03 −B12 − iB21 +B30), b30 = a30;
a03 = 18 (−A03 + iA12 +A21 − iA30 − iB03 −B12 + iB21 +B30), b03 = a03;
a21 = 18 (−3A03 − iA12 −A21 − 3iA30 − 3iB03 +B12 − iB21 + 3B30), (30)
b21 = a21;
a12 = 18 (3A03 − iA12 +A21 − 3iA30 + 3iB03 +B12 + iB21 + 3B30), b12 = a12.
Firstly, we discuss the center conditions. Applying recursive formulas (11) and (12), we
compute the singular point quantities at the origin of system (29) and simplify them (detail
recursive formulas, see Appendix A), we have
Theorem 4.1. The first thirty-five singular point quantities at the origin of system (29) are
as follows:
µ1 = µ2 = µ3 = µ4 = 0,
µ5 = 15 (−a21 + b21),
µ6 = µ7 = µ8 = µ9 = 0,
µ10 = 15 (a12a30 − b12b30),
µ11 = µ12 = µ13 = µ14 = 0,
µ15 = 140
(−9a03a230 − a212b03 + a03b212 + 9b03b230),
µ16 = µ17 = µ18 = µ19 = 0,
µ20 = 120
(
3a03a230 − a03a30b12 + a12b03b30 − 3b03b230
)
(a21 + b21),
µ21 = µ22 = µ23 = µ24 = 0,
µ25 = 1120(16a30b30 − 3a03b03)
(
3a03a230 − a03a30b12 + a12b03b30 − 3b03b230
)
,
µ26 = µ27 = µ28 = µ29 = 0,
µ30 = 0,
µ31 = µ32 = µ33 = µ34 = 0,
µ35 =− 88675a230b230
(
3a03a230 − a03a30b12 + a12b03b30 − 3b03b230
)
.
In the above expression of µk , we have already let µ1 = µ2 = · · · = µk−1 = 0, k = 2,
3, . . . ,35.
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Theorem 4.2. For system (29), the first thirty-five singular point quantities are zero if and
only if one of the following three conditions holds:
(I) a21 = b21, a30b30 = 0; a12a30 = b12b30, a03a230 = b03b230, (31)
(II) a21 = b21, a30b30 = 0, a12 = 3b30, b12 = 3a30; (32)
(III) a21 = b21, a30 = b30 = 0, a03b212 = b03a212. (33)
Proof. The proof of the sufficiency is simple. Let us prove the necessity. If a30 =
b30 = 0, from µ15 = 0 we have a03b212 = b03a212, condition (III) holds. If a30b30 = 0,
by µ10 = (a12a30 − b12b30)/5, exists constant p, such that a12 = pb30, b12 = pa30, so
µ35 = 88675a230b230(a03a230 − b03b230)(−3 + p). If p = 3, condition (II) is satisfied, else
condition (I) holds. ✷
In Theorem 4.2, if condition (I) or (III) holds, according to [16, Lemma 1] or the theory
of Lie-invariant in [14], we know the origin is a center of system (29); if condition (II)
holds, the system has an analytic first integral F(z,w)= z5w5(4+6b21w5z5+3b03w3z7+
3a03w7z3 + 12b30w6z4 + 12a30w4z6)−1/3. So we have
Theorem 4.3. For the system (29), all the singular point quantities of the origin are zero
if and only if the first thirty-five singular point quantities of the origin are zero, i.e., one of
the three conditions of Theorem 4.2 holds. Relevantly, the three conditions of Theorem 4.2
are the center conditions of the origin.
By means of time transformation t = (x2 + y2)2t1 system (27) becomes a polynomial
system
dx
dt1
= (A30x3 +A21x2y +A12xy2 +A03y3)− y(x2 + y2)2,
(34)
dy
dt1
= (B30x3 +B21x2y +B12xy2 +B03y3)+ x(x2 + y2)2.
From the discussion of Section 3 and Theorem 4.3, we have
Theorem 4.4. For the system (27) or system (34), infinity to be a center if and only if one
of the three conditions of Theorem 4.2 holds.
Now we discuss the isochronous center conditions. For the system (29), according
to Theorems D and E, we get the recursive formulas to compute period constants (see
Appendix B). From the center conditions, we investigate following three cases.
Case 1: The expression (31) holds.
Being a30b30 = 0, from expression (31) we can let
a12 = hb30, b12 = ha30, a03 = sb230, b03 = sa230, a21 = b21 = r21, (35)
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formulas in Appendix B, we have that the first five nonzero period constants of the origin
of system (29) are as follows, after computing carefully:
τ5 = 2r21,
τ10 =− 12a30b30
(
4+ 4h+ a30b30s2
)
,
τ15 = 164a230b230s
(
8− a30b30s2
)(
16+ a30b30s2
)
, (36)
τ20 = 196a330b330s2
(
112− 23a30b30s2
)
,
τ25 =− 20974702839523 a330b330s.
In the above expression of τk , we have already let τ1 = · · · = τk−1 = 0, k = 2,3, . . . ,25.
From (36), (35), it is easy to get that the first twenty-five period constants of the origin
of the system (29) are zero if and only if
a21 = b21 = a03 = b03 = 0, a12 =−b30, b12 =−a30 (37)
holds.
If expression (37) holds, system (29) becomes
dz
dT
= z− 1
5
a30z
7w4 + 1
5
b30z
5w6,
(38)
dw
dT
=−
(
w− 1
5
b30w
7z4 + 1
5
a30w
5z6
)
.
From polar coordinates formula z= reiθ , w = re−iθ , we get
θ = 1
2i
(log z− logw). (39)
Differentiating both sides of (39) with respect to T along the trajectories of system (38),
we have
dθ
dT
= 1
2i
(
1
z
dz
dT
+ 1
w
dw
dT
)
=−i. (40)
So
dθ
dt
= i dθ
dT
= 1, (41)
system (38) has a isochronous center at the origin.
Case 2: The expression (32) holds.
Putting expression (32) into the recursive formulas in Appendix B, we have that τ5 =
a21 + b21, τ10 = − 12 (a03b03 + 16a30b30). Being a03b03  0, a30b30  0, a30b30 = 0, we
get τ10 < 0. So, if expression (32) holds, the origin of the system (29) isn’t a isochronous
center.
Case 3: The expression (33) holds.
Putting expression (33) into the recursive formulas in Appendix B, we get τ5 =
a21 + b21, τ10 = − 12a03b03. It is obvious that τ5 = τ10 = 0 if and only if a21 = b21 =
a03 = b03 = 0 holds. Under the this condition, system (29) becomes
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dT
= z+ 3
5
b12z
7w4 + 2
5
a12z
5w6,
(42)
dw
dT
=−
(
w− 3
5
a12w
7z4 + 2
5
b12w
5z6
)
.
Let a12 = c+ di , b12 = c− di . By the means of transformation (3), system (42) becomes
its concomitant system:
dx
dt
=−y + cy11 + 1
5
(
dx11 − 7cx10y − 7dx9y2 − 23cx8y3 − 38dx7y4 − 22cx6y5
− 62dx5y6 + 2cx4y7 − 43dx3y8 + 13cx2y9 − 11dxy10), (43)
dy
dt
= x + cx11 + 1
5
(
11dx10y + 13cx9y2 + 43dx8y3 + 2cx7y4 + 62dx6y5
− 22cx5y6 + 38dx4y7 − 23cx3y8 + 7dx2y9 − 7cxy10 − dy11).
System (43) satisfies the conditions of [7, Theorem 5.3], it is isochronous at the origin.
Synthesizing all above cases, and from Theorem 3.2 we have
Theorem 4.5. Infinity of system (27) to be a isochronous center (or Infinity of system (34)
to be a pseudo-isochronous center) if and only if one of the two following conditions holds:
(i) a21 = b21 = a03 = b03 = 0, a12 =−b30, b12 =−a30; (44)
(ii) a21 = b21 = a03 = b03 = a30 = b30 = 0. (45)
Appendix A
The recursive formulas of Theorem 4.1:
c(0,0)= 1
when (u= v > 0) or u < 0, or v < 0,
c(u, v)= 0
else
c(u, v)= ((3b03(1+ u)/5− 2b03(1+ v)/5)c(−7+ u,−3+ v)
+ ((2a30 + 3b12)(1+ u)/5− (3a30 + 2b12)(1+ v)/5)c(−6+ u,−4+ v)
+ ((2a21 + 3b21)(1+ u)/5− (3a21 + 2b21)(1+ v)/5)c(−5+ u,−5+ v)
+ ((2a12 + 3b30)(1+ u)/5− (3a12 + 2b30)(1+ v)/5)c(−4+ u,−6+ v)
+ (2a03(1+ u)/5− 3a03(1+ v)/5)c(−3+ u,−7+ v))/(−u+ v);
µm =
(
b03c(−7+m,−3+m)− a30c(−6+m,−4+m)+ b12c(−6+m,−4+m)
− a21c(−5+m,−5+m)+ b21c(−5+m,−5+m)
− a12c(−4+m,−6+m)+ b30c(−4+m,−6+m)
− a03c(−3+m,−7+m)
)/
5.
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The recursive formulas to compute period constants of the origin of the system (29):
c′(1,0)= d ′(1,0)= 1; c′(0,1)= d ′(0,1)= 0;
if k < 0 or j < 0 or (j > 0 and k = j + 1) then c′(k, j)= 0, d ′(k, j)= 0; else
c′(k, j)= ((−2b03(−3+ j)/5+ 3b03(−7+ k)/5)c′(−7+ k,−3+ j)
+ (−(3a30 + 2b12)(−4+ j)/5
+ (2a30 + 3b12)(−6+ k)/5
)
c′(−6+ k,−4+ j)
+ (−(3a21 + 2b21)(−5+ j)/5
+ (2a21 + 3b21)(−5+ k)/5
)
c′(−5+ k,−5+ j)
+ (−(3a12 + 2b30)(−6+ j)/5
+ (2a12 + 3b30)(−4+ k)/5
)
c′(−4+ k,−6+ j)
+ (−3a03(−7+ j)/5
+ 2a03(−3+ k)/5
)
c′(−3+ k,−7+ j))/(1+ j − k);
d ′(k, j)= ((−2a03(−3+ j)/5+ 3a03(−7+ k)/5)d ′(−7+ k,−3+ j)
+ (−(2a12 + 3b30)(−4+ j)/5
+ (3a12 + 2b30)(−6+ k)/5
)
d ′(−6+ k,−4+ j)
+ (−(2a21 + 3b21)(−5+ j)/5
+ (3a21 + 2b21)(−5+ k)/5
)
d ′(−5+ k,−5+ j)
+ (−(2a30 + 3b12)(−6+ j)/5
+ (3a30 + 2b12)(−4+ k)/5
)
d ′(−4+ k,−6+ j)
+ (−3b03(−7+ j)/5
+ 2b03(−3+ k)/5
)
d ′(−3+ k,−7+ j))/(1+ j − k),
p′(j)= (−12b03c′(−6+ j,−3+ j)+ b03jc′(−6+ j,−3+ j)
+ 2a30c′(−5+ j,−4+ j)− 7b12c′(−5+ j,−4+ j)
− a30jc′(−5+ j,−4+ j)+ b12jc′(−5+ j,−4+ j)
+ 7a21c′(−4+ j,−5+ j)− 2b21c′(−4+ j,−5+ j)
− a21jc′(−4+ j,−5+ j)+ b21jc′(−4+ j,−5+ j)
+ 12a12c′(−3+ j,−6+ j)+ 3b30c′(−3+ j,−6+ j)
− a12jc′(−3+ j,−6+ j)+ b30jc′(−3+ j,−6+ j)
+ 17a03c′(−2+ j,−7+ j)− a03jc′(−2+ j,−7+ j)
)
/5;
q ′(j)= (−12a03d ′(−6+ j,−3+ j)+ a03jd ′(−6+ j,−3+ j)
− 7a12d ′(−5+ j,−4+ j)+ 2b30d ′(−5+ j,−4+ j)
+ a12jd ′(−5+ j,−4+ j)− b30jd ′(−5+ j,−4+ j)
Y. Liu, W. Huang / Bull. Sci. math. 128 (2004) 77–89 89− 2a21d ′(−4+ j,−5+ j)+ 7b21d ′(−4+ j,−5+ j)
+ a21jd ′(−4+ j,−5+ j)− b21jd ′(−4+ j,−5+ j)
+ 3a30d ′(−3+ j,−6+ j)+ 12b12d ′(−3+ j,−6+ j)
+ a30jd ′(−3+ j,−6+ j)− b12jd ′(−3+ j,−6+ j)
+ 17b03d ′(−2+ j,−7+ j)− b03jd ′(−2+ j,−7+ j)
)
/5;
τm = p(m)+ q(m)= p′(m)+ q ′(m).
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