The dimensionality of a network's collective activity is of increasing interest in neuroscience. This is because dimensionality provides a compact measure of how coordinated network-wide activity is, in terms of the number of modes (or degrees of freedom) that it can independently explore. A low number of modes suggests a compressed low dimensional neural code and reveals interpretable dynamics [1] , while findings of high dimension may suggest flexible computations [2, 3]. Here, we address the fundamental question of how dimensionality is related to connectivity, in both autonomous and stimulus-driven networks. Working with a simple spiking network model, we derive three main findings. First, the dimensionality of global activity patterns can be strongly, and systematically, regulated by local connectivity structures. Second, the dimensionality is a better indicator than average correlations in determining how constrained neural activity is. Third, stimulus evoked neural activity interacts systematically with neural connectivity patterns, leading to network responses of either greater or lesser dimensionality than the stimulus.
connectivity of the network W and an external input ξ(t). The spike train of neuron i 78 is given by s i (t) = j δ(t − t i j ) where each spike is sampled from a Poisson distribution 79 with instantaneous mean rate (intensity) y i (t). The response of the whole network y(t) 80 can then be captured by linearizing its dynamics around the baseline rates, giving the 81 equation: 82 y(t) = y 0 + ∞ −∞ A(t ) (W s(t − t ) + ξ(t − t )) dt = y 0 + (A * (W s + ξ))(t) , (1) where each entry of the vector y(t) is the instantaneous firing rate of neuron i at time t 83 with baseline firing rate y 0 . Here W ij is the synaptic strength between neuron i and 84 neuron j, and A is a diagonal matrix where A ii is the postsynaptic filter which 85 encapsulates the timecourse of the postsynaptic response. Thus, G ij = A ii · W ij defines 86 an effective connectivity matrix. Finally, ξ is the external input to the network. This 87 model is pictured in Fig. 1a , where the input ξ contributes to the baseline activity of 88 each neuron, and the recurrent feedback is linearized. 89 The stochastic spiking dynamics induced by Eq. 1 leads (cfr. Supp. Mat.) to an 90 equation for the covariance matrix C of the network response. For simplicity we present 91 the result as a matrix of spike train auto-and cross-spectra at frequency ω, C(ω). This 92 is the matrix of the Fourier transforms of the familiar auto-and cross-covariance 93 functions; its zero mode C(0) is the the usual covariance matrix on which we will focus 94 for the rest of this work [47, 48] . Very usefully, this mode has been shown to yield an (2)
The first term of Eq. 2 expresses how the variability in the activity of single neurons 99 (the baseline covariance C 0 ) propagates through the network to induce 2.2 Measuring dimensionality 109 We aim to characterize the dimensionality of the distribution of population vector 110 responses. Across many trials, these population vectors populate a cloud of points. The 111 dimensionality is a weighted measure of the number of axes explored by that cloud:
112
where λ i is the i th eigenvalue of the covariance matrix C. The eigenvectors of the 113 covariance matrix C are the axes of such cloud of points as in Fig. 1c . If the components 114 of y are independent and have equal variance, all the eigenvalues of the covariance 115 matrix have the same value and Dim(C) = N . Alternatively, if the components are 116 correlated so that the variance is evenly spread across M dimensions, only M eigenvalues 117 would be nonzero and Dim(C) = M (Fig. 1d ). For other correlation structures, this 118 measure interpolates between these two regimes ( Fig. 1e ) and, as a rule of thumb, the 119 dimensionality can be thought as corresponding to the number of dimensions required 120 to explain about 80% of the total population variance in many settings [26, 3, 25] . 121 Previous works have shown that the average correlation between neurons depends 122 strongly on the motif structure of their connectivity [17, 18, 20] . We began by asking 123 whether the same is true for the dimensionality. To do this, we generated random 124 networks with a range of connection probabilities and, for each connection probability, a 125 wide range of two-synapse motif frequencies (SONETs; Methods c and e, and [40, 56] ). 126 In Fig. 1d we plot the dimensionality of the network's activity against the average 127 probability of connection p (0 ≤ p ≤ 1) for an ensemble of SONET networks (cfr. 128 Methods e for network details). The first notable observation from Fig. 1f is that the 129 dimensionality for such networks is strongly influenced by p: as p increases, the 130 dimensionality decreases towards 1. Importantly, Fig. 1f also shows a high range of 131 variability in the dimension produced by networks with the same value of average 132 connectivity p, indicating that the way that a given number of connections is arranged 133 across the network also plays a strong role in determining the dimension of its activity 134 Fig. 1f . Our next major goal is to describe how the statistics of connectivity motifs 135 gives rise to this variability. 136 2.3 Expressing the covariance in terms of network motifs 137 We review the main ideas of the theoretical framework that allows for an expansion of 138 Eq. 2 in terms of connectivity motifs. For a more comprehensive description see Suppl. 139 Mat. and [17, 18] . This framework aims to model the complexity of connectivity 140 structures in real world networks, like the one represented in Fig. 2a , in terms of motif 141 statistics.There are three main conceptual steps to highlight. We will introduce them in 142 the case where the network does not receive any external input so that 143 C(ω) = ∆(ω)C 0 (ω)∆(ω) * but they can be extended (cfr. Sec. 2.5 and Suppl. Mat.
144
Sec. 2 to the more general case where such an input is present.
145
The first step is to expand the propagator:
By expressing ∆ in this form we can then write C (dropping the dependency on w) via 147 an expansion: where from now on we will consider the case where C 0 is diagonal C 0 = c 0 I -as for 149 the standard assumption and model of initially independent Poisson neurons that are 150 then coupled together into a network. Then Eq. 5 provides an intuitive description of 151 the spike train cross-spectra in terms of paths through the network. This captures 152 contributions to the cross-spectrum for paths that fork out of neuron k and end on one 153 side in neuron i after m connections, and on the other side in neuron j after n 154
connections. An example of such a path for m = 2 and n = 1 is shown in red in fig. 2b . 155 The expression in eq. 5 has been studied extensively in previous works 156 [58, 52, 53, 54, 20] .
157
The framework in which we cast our theory relies on a second conceptual step, based 158 on rewriting a function of the covariance C, Eq. 5, in terms of motifs. In the case of the 159 where this function is the average covariance C , this takes the form [17]:
Here, we assumed that cellular response properties are homogeneous A = gI, and Motifs of this kind, where paths originate from a common neuron, are called divergent 165 motifs. We consider five kinds of motifs: convergent, divergent, chain, reciprocal and 166 trace, depending on the direction of edges to the common node as illustrated in Fig. 2d . 167 These motifs correspond to similar definitions to the one for µ m,n in Eq. 6 (cfr. Suppl. 168 Mat. sec. 2.1 for additional details) . In networks where all synaptic weights have the same value, then µ m,n is proportional to the frequency of the motif. 170 We can also define weighted motif statistics. For example:
where u is a vector of norm 1 (||u|| = 1). For example, u could contain neuron's firing 172 rates, or be the eigenvectors of W . The case of Eq. 6 corresponds to choosing the unit 173 norm vector of constant entries, u = (1, 1, 1...1) T / √ N . Ultimately the choice of u 174 depends on the desired function of the covariance to compute (e.g.
175
C , Tr(C), Dim(C)...), on the structure of G, and on the presence or absence of 176 inputs. In what follows this choice will be motivated in each case.
177
The last and crucial conceptual step of the theoretical framework is to re-sum the 178 motif moments by rewriting them in terms of cumulants. The idea is to approximate 179 the probability of finding a specific motif µ n,m by iterative approximations built 180 through the probabilities of finding the building blocks of that motif. For example, in 181 Fig. 2c we see how the probability of motif µ 1,2 to occur in the network can be 182 subdivided in the probabilities of finding its building blocks: three synapses κ 3 1 , one 183 synapse and one chain of length two κ 1 κ 2 and so on. The general relationship between 184 moments and cumulants is [18]:
where each κ n , κ n,m is a cumulant (respectively for chains and divergent motifs) and 186 C(n) is the collection of ordered sets whose elements sum up to n. This step removes 187 redundancies and improves the rate of convergence of the expansion, so that only 188 relatively smaller motifs need to be measured and included. This is accomplished by 189 "resumming," via the identity: 
194
Through the resumming procedure we are computing the contribution of any 195 cumulant κ not to a specific term G m (G T ) n but to the full sum ∞ m,n=0 G m (G T ) n . In 196 summary, this approach allows us to remove redundancies in motif statistics, and to 197 isolate the impact solely due to higher order motif structures [17, 18] .
198
The framework outlined above results in the ability to write any function of the 199 covariance in terms of motif cumulants. Specifically, according to our interest here, the 200 expressions for C and Dim(C) can be written in terms of a small subset of cumulants. 201 In the following (cfr. Suppl. Mat. sec. 2.4) we will explain how this framework can be 202 deployed in computing Dim(C) for different networks, first in the absence of inputs, In our results we will include cumulants up to second order, although the expansion and 206 theory can be taken to higher order. Second order cumulants correspond to chains κ ch n , 207 convergent paths κ conv n,m , divergent paths κ div n,m , reciprocal paths κ recip n,m and trace motifs 208 κ tr n,m as shown in Fig. 2d . Mathematical definitions and more detailed explanations of 209 the meaning of these cumulants can be found in the Suppl.Mat. sec. 2.1-2.4.
210
The expansion in terms of cumulants leads to the expression for the average
Notably, the contributions of chains and divergent motifs factor out in Eq. 10.
213
The expression for the dimensionality Dim(C) is the ratio between Tr(C) 2 and 214 Tr(C 2 ), and these two quantities are general functions of the cumulants so that 
where F is a function whose full expression is shown in Methods a, in terms of its 216 numerator Tr(C) 2 and denominator Tr(C 2 ). This full expression also shows that the 217 dimensionality is directly related to the average covariance C . Specifically, it turns 218 out that the dependency of Dim(C) on k ch n , κ div n,m is the same as that of C , so that we 219 can rewrite Eq. 11 as:
highlighting the role of convergent and trace motifs in regulating the relation between 221 the average covariance and the dimensionality (a detailed expression of Eq. 12 can be 222 found in Suppl. Mat. sec. 2.3). The trace cumulants κ T r n,m , κ T r n,m,p,q in Eq. 11 represent 223 the statistics of motifs corresponding to patterns of connectivity that originate in one 224 neuron and converge to a second neuron ( Fig. 2d ). We will show later how these 225 statistics are highly correlated with reciprocal connections. 226 We next interpret and apply the formulas just described, which predict the 227 dimension of network-wide activity in terms of localized connectivity motifs. We first 228 use two classes of networks as examples: "purely random" Erdos-Reyni networks, and 229 an exponential family of random graphs parameterized by second order motif statistics. 230 While these are quite natural (but by no means automatic) cases for our theory, which 231 is based on localized connectivity statistics, to succeed, we later apply it to different 232 types of complex networks. 233 We begin by analyzing an interesting limit of Eq. 11: an Erdos-Reyni network. For a 234 Erdos Reyni network all cumulants except for k ch 1 = p (where p is the probability for 235 each edge to be present in the graph) and the trace cumulants 236 k T r 0,0,0,0 = k T r 0,0 = (1 − 1/N ) are zero. In this limit Eq. 3 becomes:
237
From this expression we see that when p → 1 N we obtain Dim(C) → N − 1.
238
This behavior can be interpreted in the following way: for p small enough that the 239 structure of C is fully diagonal and all the elements are equal to c 0 ; in this regime all 240 the neurons in the network act independently and contribute equally to Dim(C). As p 241 increases more and more neurons start interacting and the dimensionality decreases 242 August 13, 2018 9/28 until we obtain Dim(C) = 1. In Fig. 3a we see how Eq. 13 (red dashed line) is in 243 agreement with the full expression for Dim(C) (green line) where Eq. 2 has been used 244 for the internally generated covariance in spite of the cumulant approximation.
245
To show the efficacy of Eq. 11 in capturing the dimensionality of network responses, 246 we use this expression to compute Dim(C) in an ensemble of SONET networks [40] .
247
These (cfr. Methods f) are random networks where the probability of having a second 248 order motif can be arbitrarily modified; such networks can therefore assume a wide 249 range of values for second order motifs and cumulants. In Figs. 3b and 3c we show the 250 dimensionality and average correlation values (given by C /c 0 ) for a wide range of 251 SONET networks, with a network's dimensionality plotted against its connection 252 probability p. Here, for each network we plot both the dimension computed via the full 253 covariance formula Eq. 3, as well as via the cumulant truncation via Eq. 11 (red dots). 254 Although the dimensionality varies strongly across networks with different motif 255 statistics even at a fixed value of p (as was already pointed out in Fig. 1f ), the cumulant 256 theory matches this variability closely across the range of SONET networks. This is 
where the α s are the regression coefficients for each cumulant (green bars in Fig. 3d ). 272 An increase of most cumulant, but not all, types of cumulants appears to lead to a 273 decrease in dimensionality as most coefficients in Fig. 3e are negative. This is important 274 as it suggests that adding most types of connectivity structure to a circuit generally 275 lowers the dimensionality of the response.
276
In more detail, this analysis shows that, while increasing the average connectivity, 277 chains, and diverging and converging motifs leads to a decrease in dimensionality, terms 278 contributing to the trace motifs may play a role in expanding the dimensionality.
279
Complicating matters is that κ T r n,m and κ T r n,m,p,q are, in general, highly correlated in 280 their values. This correlation is shown in Fig. 3f and it limits the applicability of the 281 regression to the ensemble with respect to the trace cumulants, as can be seen in Fig. 3e . 282 To get a theoretical handle on this, we analytically compute the Taylor coefficients of August 13, 2018 10/28 reading of the resulting formulas we first define:
The expressions for Tr(C) and Tr(C 2 ) in the Erdos-Renyi case have then the form:
The expressions for the Taylor coefficients of second order motifs are:
A derivation with more details is available in the Suppl. Mat. 2.5 . These expressions understanding of the effect of increasing different cumulants on the dimensionality.
293
Moreover, as we show analytically in the Supplemental material, α ch < 0, and 294 α div = α conv < 0; thus, the effects of adding chain, diverging, or converging motifs to a 295 given network is to drive down the dimension of the activity that it produces.
296
Although the regression fails to capture the right quantitative expressions for the 297 trace motifs (see Fig. 3e ), it does suggest that these terms play a key role in regulating 298 the dimensionality. Trace cumulants are mainly influenced by reciprocal motifs as they 299 directly enter the computation for the trace cumulants. This can be observed in Fig. 3g 300 where the high correlation between the two is highlighted. Altogether these results point 301 to reciprocal connections as major players in balancing the overall behavior of the 302 dimensionality.
303
Dimensionality versus average covariance Finally, in Fig. 3h , we show how the 304 dimensionality is related to the average pairwise spike count correlation across the range 305 of SONET networks. Importantly, we see that dimensionality attains very low values, 306 even when the average correlation values are very weak. For example, when average 307 correlations C /c 0 = 0.025, we see that Dim(C) = 0.5 (blue point in Fig. 3h In Eq. 2 we highlighted two contributions to the total covariance of the network activity. 324 The first is due to the internally generated activity (the reverberation of the stochastic 325 Poissonian spiking through the network), and the second is due to the inputs to the 326 network. While in the previous sections we have analyzed the dimensionality of the 327 network response in the absence of inputs, here we generalize the results to include their 328 contribution. The interplay between the connectivity of the network and the inputs can 329 be captured by Eq. 3 where we expressed C as C = C int + C ext :
330
We decompose the input covariance C inp into N inp orthogonal unitary factors ξ, so that 331
The external input to the network might arise from the 332 spontaneous or evoked activity of other areas; regardless, it can be modeled as a sum of 333 independent contributions where the number of factors N inp and the individual strength 334 of these factors c ξ,i has to be determined.
335
The theory introduced in Sec. 2.3 needs to be extended to reflect a crucial fact: the 336 input may target different neurons in the network to a different degree. In turn, 337 connections from and to specific neurons will be more important than others in driving 338 network-wide activity. In Sec. 2.3 and Fig. 2 , we introduced motif moments and 339 cumulants by specifying that weights from different neurons were equally taking part to 340 the computation of the dimensionality. This idea was rendered mathematically by using 341 a uniform weight vector u = (1, 1, 1...1) T / √ N in defining and resumming motif 342 cumulants. In the following we will also employ a set N inp of vectors u ξ,i = ξ i to 343 properly resum different contributions to the input structure and their reverberation corresponding to the product of input strengths for each of the neurons that compose it. 348 The resulting equations have function forms similar to the one of Eq. 11, but with 349 weighted cumulants. Denoting with κ ext the set of input weighted cumulants and with 350 κ int the set of internal cumulants employed in Eq. 11 , we have: Dimensionality of the network response in weakly and strongly connected excitatory recurrent networks. a) Dimensionality of stimulus driven responses as a function of the dimensionality of the stimulus in a weakly recurrent network (see text for important details on how the stimulus is defined). The line in green is the full theory while the line in red is the theoretical approximation in the cumulant framework. In light green is the area that marks the region of expansion of the dimensionality with respect to the input. b) Example of the expansion of the input to the network, schematized by the effect of the network in inflating the cloud of points. c) Dimensionality versus stimulus strength for a unidimensional input. d) Dimensionality versus stimulus dimensionality for a stimulus of fixed strength. The total strength is rather high so that the initial dimensionality for a unidimensional input is extremely low. e) Dimensionality of stimulus driven responses as a function of the dimensionality of the stimulus in a strongly recurrent network. The line in green is the full theory while the line in red is the theoretical approximation in the cumulant framework. In pink is a second approximation in the cumulant framework that accounts for a high dimensional input. The areas in orange and blue are mark respectively the cases of dimensionality expansion and reduction. f) Cartoons for examples of dimensionality reduction and expansion induced by the internal modes of a strongly recurrent network. These behaviors are induced by the strongly recurrent connectivity. g,h) Analogous panels to panels c and d for the strongly connected case.
August 13, 2018 13/28 responses -both the limiting values of dimensionality and the approach to them depend 359 on details of network connectivity.
360
To better illustrate this process, we study the response of two different networks: a 361 weakly and a strongly connected network. These two cases correspond to the two points 362 highlighted in Fig. 3b : the green point (p = 0.03) to a weakly connected network, while 363 the orange one (p = 0.08) to a more strongly connected one. In both cases the internally 364 generated activity is uniformly weak or strong across all neurons. To gain more insight 365 on how skewed distributions of intrinsic variances would affect our analysis we refer the 366 reader to [25] .
367
To begin, consider a weakly connected random network receiving N inp input factors, 368 each with the same strength c ξ , so that C inp = c ξ Ninp i ξ i ξ T i . We examine the 369 dimensionality of the network response as a function of N inp in Fig. 4a . Note that as 370 N inp grows, both the dimension of the input (N inp ) and its overall strength (variance 371 N inp c ξ ) grow. The initial dimensionality in the absence of any input is close to 100%, 372 then it decreases as more and more inputs are fed into the network, eventually growing 373 with the number of inputs as these entrain the network activity. Both the extremes have 374 dimensionality close to 100%, as shown in Fig. 4a , and in between there is a trade-off where we have highlighted the scaling factor of C inp . The resulting expression is:
379
In this formula we recognize that the limits highlighted above (absence of input regime 380 and input dominated regime) correspond to the cases where either the terms in c The non-monotonic behavior displayed in Fig. 4a can be explained as a trade-off of 386 the two input properties introduced above: the input strength and dimensionality. The 387 effect of the former can be understood in Fig. 4c , where we show how the 388 dimensionality of the response decreases as a function of a gradually stronger 389 unidimensional input (N inp = 1 and increasing c ξ ). This behavior can be compared to 390 established properties of stimulus driven dynamics in cortical circuits [25, 60] where it 391 has been observed that evoked activity suppresses the dimensionality of spontaneous 392 activity. The influence of the latter factor, input dimensionality, is displayed in Fig. 4d 393 where we provide the network an input of overall constant strength, of standard 394 deviation Ninp i c 2 ξ,i = 2.5c 0 (cfr. Methods g), with increasing number of factors 395 (dimensions). In this case, as the inputs fully entrain the network response, the 396 dimensionality constantly increases. The trend in Fig. 4a can be interpreted as a 397 trade-off between these two trends, again recalling that stimulus dimension and strength 398 increase together in that plot Figs. 4c and 4d.
399
If we describe Fig. 4a as passing stimuli into weakly coupled networks leading to an 400 expansion of the input dimensionality, then fig:4e shows that strongly coupled networks 401 leads to a more complex trend. At first the input dimensionality is expanded, but then 402 it is compressed; overall, the network response never achieves the full dimensionality of 403 the input. In other words, the response is always constrained by the network dynamics: 404
August 13, 2018 14/28 a first phase of dimensionality expansion is followed by a second phase of dimensionality 405 reduction (Fig. 4f ).
406
These two phases can both be understood qualitatively in terms of the propagator ∆ 407 in Eq. 2, that restrains the total network dynamics. In Fig. 4e the theoretical prediction 408 made by the second order cumulant framework (red line) agrees with the exact 409 dimensionality from formula Eq. 18 (green line) only for a low dimensional input, but 410 then departs. This can be attributed to the many ways with which the inputs can 411 interact with the internal modes of the network: as the number of input factors 412 increases, evidently, the term C int · C ext in Eq. 20 can no longer be captured by low 413 order motif cumulants. In particular the motif cumulant approximation tends to 414 overweight the importance of the input: the predictions for high N inp in both Figs. 4a 415 and 4e are similar. To weaken this limitation we show (pink line in Fig. 4e ) a second 416 theoretical approximation, where the terms arising from the internal modes are 417 disengaged from the input contribution in Eq. 18. See Methods g for more details. This 418 approximation captures more closely the properties of the network when, in the case of 419 high dimensional input N dim the activity is mainly constrained by the internal modes. 420 We denote the two approximations, red and pink lines in Figs. 4e to 4h, respectively as 421 the low and high dimensional input approximation. These two limits taken together 422 show how low order cumulants are able to predict general trends in the dimensionality 423 of driven responses.
424
Altogether we have shown in Fig. 4 how the interaction between the input and the 425 network dynamics gives rise to a number of scenarios where the input dimensionality 426 can be expanded, reduced or somehow controlled through the internal recurrent 427 dynamics. Specifically we point out three different scenarios:
428
• If the input has low dimensionality and the network has high dimensionality due 429 to weakly recurrent connectivity, the network expands the dimensionality of the 430 input. The dimensionality expansion is effectively an "inflation" of the input 431 dimensionality into the high dimensional neural space of the recurrent network 432 (see Fig. 4b ).
433
• If the input has low dimensionality and the network has also a low dimensional 434 internal response due to strongly recurrent connectivity, the network still expands 435 the input dimensionality. This mechanism (see Fig. 4f first case) is obtained as the 436 input interacts with the internal activity of the network and their interaction adds 437 up to create a new representation with higher dimensionality. This is mainly due 438 to the constructive interaction between the internal and external covariance in the 439 numerator of Eq. 18.
440
• If the input has high dimensionality and the network has low dimensionality due 441 to strongly recurrent connectivity, the network reduces the input dimensionality. 442 This results from a "bottleneck" induced by the low dimensional recurrent 443 dynamics of the network (see Fig. 4f second case) : the internal dynamics restrict 444 high dimensional inputs to a lower dimensional subspace, as all they are projected 445 onto the dominant eigenvectors of the network.
446
These points, as illustrated in Fig. 4, will This said, above we have tested these results only for fully excitatory random 458 networks, and for those that are either fully random (Erdos-Reyni) or are generated 459 according to low order connectivity statistics (SONET networks). It is possible that 460 either the theoretical framework proposed (cfr. Fig. 3 ) or the dimensionality phenomena 461 analyzed (cfr. Fig. 4 ), may not generalize to more complex networks. To attest this, in 462 this section we generalize the results to complex networks with other structures, and 463 with both inhibitory and excitatory neurons.
464
In Sec. 2.5 we introduced weighted cumulants to account for an input that was fed 465 To generalize our results we start by showing that the findings in Fig. 3 486 We find that the dimensionality of the network response for the different connection 487 topologies appears follows the same general trend: it decreases as a function of the 488 average connectivity p (cfr. Fig. 5b ), until it reaches the boundary of instability for the 489 dynamics. Interestingly, the relation between the average correlation and the 490 dimensionality appears to be very tightly stereotyped as shown in Fig. 5c . Such a tight 491 relationship suggests that one may be able to to interpret average correlations in 492 observed in a circuit in terms of their dimensionality, at least across some classes of 493 network connectivity. Overall, these results suggest that the framework and results 494 given so far do generalize to a more general class of excitatory networks.
495
In Fig. 6 we move beyond excitatory networks to consider the case of 496 excitatory/inhibitory networks To do so we analyze a random Erdos-Renyi network 497 where 10% of the neurons are randomly selected to be inhibitory and balance out, on 498 average, the excitatory connection weight in the network (see Methods l for more 499 details). The result of this process is a block Erdos-Renyi network with a non-trivial 500 statistics of motifs and cumulants. The sign of the motifs reflects their excitatory, 501 inhibitory or mixed nature. Importantly E-I networks tend to be more stable, which 502 allows for stronger synapses overall. Taking advantage of this, we increase the average 503 synaptic strength by changing its scaling from 1/N to 1/ √ N [63, 59].
504
We see that the resulting relationship between the dimensionality of the network and 505 the average synaptic connectivity p in Fig. 6a is even stronger that in the fully 506 excitatory case of Fig. 3a. Specifically, Fig. 6a shows that the dimensionality rapidly 507 decreases as a function of the average connectivity, and -different from the purely 508 excitatory case -does so with a very steep initial slope. Moreover, the dimensionality 509 decreases very quickly as a function of average correlations Fig. 6c , so that, once again, 510 E-I networks whose activity might at first appear to be (at least on average) 511 independent due to low values of average pairwise correlations actually show very 512 tightly coordinated dynamics. We also find that the theoretical approximation (red 513 dots), despite capturing the overall steeply decreasing trend, is in poor agreement with 514 the full (exact) values of dimensionality. This is due to the fact that the theory shown is 515 perturbative: we keep terms only up to second order (second order cumulants cfr. 516 Fig. 2) . While it could be expanded to account for higher orders at the price of 517 August 13, 2018 17/28 increasing its complexity [18], we here instead highlight its limitations of at second 518 order, at least in our hands, while pointing out important trends in the relationship 519 between the dimensionality of the response and other network properties. For example 520 Fig. 6b and Fig. 6c show that, in the balanced case, the theory approximates to a better 521 extent the average correlations (Fig. 6b ) than the dimensionality [17, 18] .
522
To highlight the role of cumulants in controlling these effects we carry out a similar 523 analysis to the one illustrated in Figs. 3d to 3g . We compute the dimensionality for an 524 ensemble of 500 SONETS networks of 1000 neurons each (see Methods m) with 525 excitatory connectivity p = 0.03. The average connectivity between inhibitory neurons, 526 together with the motif content, varies perturbatively around p = 0.03. How the 527 dimensionality varies as a function of the probability of connection between inhibitory 528 neurons is shown in Fig. 6f , for each network in the ensemble. We then carry out a 529 multilinear regression where the dimensionality of the network is regressed against all 530 the values of the cumulants between neurons in the inhibitory population (r 2 =0.420).
531
The result is shown in Fig. 6d . This result is similar to the one shown in Fig. 4e and   532 shows how different motifs may lead to a dimensionality increase or decrease.
533
One of the main characteristics of E-I balanced networks is the cancellation between 534 strong excitatory and inhibitory contributions. This, in turn, means that the network 535 tends to be in a strongly coupled regime where the internal dynamics is strong and the 536 inputs, rather than driving the network, are entrained to its dynamics. This is shown in 537 Fig. 6e , where the dimensionality of the network varies with the input dimensionality 538 but the span over which the former is modulated by less than 30%, from a 539 dimensionality of roughly 30% to a dimensionality of roughly 60%, over a wide range of 540 input dimensions. If we imagine the input to itself vary in a reasonable range of, say, 541 30% then the network acts to equalize the dimensionality of its response across this 542 range. Specifically, this seems to be achieved optimally at the minimum of the green 543 line in Fig. 6e , where the contribution of the input and internal network dynamics 544 appears to be of similar strength. This may be an important working point for the 545 network, as we will further cover in the Discussion. We have introduced a theory of dimensionality in linear, spiking recurrent networks, 548 which predicts the dimensionality of a network's response from basic features of its 549 internal connectivity and the stimuli it receives. The theory builds on the existing 550 framework of motif cumulants [19, 17, 18, 42] , which identified the significance of 551 connectivity motifs in leading a number of other effects in the network dynamics. We 552 single out three important results from our analysis for further discussion here.
553
First, we find that the statistics of highly local "second order" connectivity motifs -554 subnetworks of just two or three cells at a time -can be used to predict several (but not 555 all) global aspects of the dimensionality of network-wide activity. These are as follows: 556 for purely excitatory, autonomously spiking networks, the values of connection 557 probability and the prevalance of second order connectivity motifs provides highly 558 accurate quantitative predictions of dimension -and hence dimension appears to be 559 regulated by these connection features alone. For excitatory-inhibitory networks, we can 560 use these localized motifs to make qualitative predictions about trends in dimension with 561 connectivity, but quantitative estimates have large errors. The same is true about the 562 network response to strong inputs: trends can be captured from local motif cumulants, 563 but quantitative accuracy demands a fuller description of network connectivity.
564
The ability, when it occurs, of local circuit features to regulate global activity 565 patterns is important because local activity dependence appears as one of the major entrained by the stimulus but not dominated by it, with the internal dynamics serving 595 as scaffold for the activity that is produced. 596 We close by considering three future research directions that our work here has 597 helped to define.
598
The first is the question of finding efficient, readily measurable features of network 599 connectivity that drive key aspects of neural network dynamics. Here, we demonstrated 600 some substantial new successes, and failures, of local connectivity motifs in this regard. 601 Further research across our field will be important to understand the relevance of 602 specific connectivity patterns and their statistics, including how they vary across space 603 and cell types [69, 21] . This will be especially interesting in relation to next generation 604 connectomics data, which may unlock new roles and new forms of connectivity 605 structures.
606
The second is the extension of link between connectivity structure and activity 607 dimension to nonlinear networks. While the theory in this study is for networks that are 608 linearized around their working point, recent work [70, 71] has developed an expansion 609 that predicts that predicts correlations of arbitrary orders in similar Poisson-type 610 networks, for increasing orders of nonlinearity. Further work to elucidate their influence 611 in shaping the dimensionality of neural response would extend the scope of the present 612 analysis beyond linear circuits, possibly bridging our framework with others that have 613 been recently advanced [72].
614
The third and final direction for future study is analysis of the stimulus entrainment 615 of network dynamics highlighted above. Specifically, neural representations, i.e. the 616 encoding of stimulus-specific information by neural networks, may involve circuitry that 617 either increases, decreases, or equalizes the dimensionality of neural responses, but 618 further work is needed to understand the implications for neural coding [26, 3, 2]. Fig. 4a the number of factors N dim is increased and c ξ = 0.05. In Fig. 4c the number of 657 factors is one while c ξ is increased. In Fig. 4d the number of factors is increased but the 658 total strength constrained to except that the initial network is a SONET network with p = 0.08 and random second 662 order motifs.
663
The pink line in these figures corresponds to a theoretical approximation of the 664 formula in Eq. 18. The term in the denominator Tr(C int · C ext ) is the only term in the 665 expression with the product C int and C ext . We used the following inequality to build 666 an upper bound for this term:
667
By substituting the rightmost side of this expression into Eq. 18 we obtain the inhibitory and their strength rescaled so that G EE = G II where G EE andG II 681 denote respectively the part of the connectivity graph G in between the excitatory and 682 the inhibitory population. We checked that the network so obtained respects the 683 constraints for a balanced state determined in [73] . 684 l) Details for Figs. 6d and 6f . We generate 500 SONET networks with 685 connectivity p = 0.03. Upon balancing the network 10% of the neurons are inhibitory. 686 The dimensionality of this ensemble of networks is regressed against the values of the 687 connectivity cumulants computed on the inhibitory part of the network. Real values Cumulants reduction 2nd Cumulants red.
