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1. INTRODUCTION 
This document is t h e  f l n a l  report  of t$e Dynamic Load Simulator Study. 
was a six-month study (29 December 1969 through 30 June 1970) conducted by Avco 
Corporation's Systems Division f o r  the National Aeronautics and Space Adminis- 
t r a t i o n  under Contract NAS-9-10429. 
i d e n t i f i c a t i o n  and inves t iga t ion  of various methods of character iz ing and 
simulating t h e  dynamic and s teady-state  electrical load responses of manned 
spacecraft  equipment e 
This 
The bas i c  objec t ive  of t h e  study w a s  t h e  
1.1 BACKGROUND 
Both design and development of electrical  power d i s t r i b u t i o n  and condition- 
ing systems are highly dependent on t h e  c h a r a c t e r i s t i c s  of the  power sources and 
the  various loads. The in t e r - r e l a t ionsh ips  between these elements are p a r t i c -  
u l a r ly  s i g n i f i c a n t  i n  t h e  case of t h e  complex systems of manned spacecraft .  The 
need t o  maintain t i g h t  schedules i n  the  Mercury, Gemini, and Apollo manned space- 
c r a f t  programs made mandatory the  use of load simulators i n  evaluating system 
performance. A t  be s t ,  however, such devices simulated only s teady-state  load 
conditions. 
operational problems caused by t r a n s i e n t  (o r  dynamic) load cha rac t e r i s t i c s .be ing  
r e f l ec t ed  i n t o  the  system. 
Subsequent vehicle  t e s t i n g  and f l i g h t  experience has disclosed 
The dynamic load simulator study w a s  undertaken t o  i d e n t i f y  and investigage: 
(1 1 methods of interrogat ing electrical  hardware t o  e s t a b l i s h  s i g n i f i c a n t  char- 
acterist ics,  and (2 )  methods of simulating both t h e  dynamic and s teady-state  
response of t h a t  hardware. 
I n  t h e  proposed concept t he  individual  loads t o  be simulated w i l l  f i rst  be 
interrogated e l e c t r i c a l l y  ( e l ec t ron ica l ly )  t o  i d e n t i f y  quan t i t a t ive ly  the  para- 
meters necessary t o  e s t a b l i s h  t h e  load response t o  the  power input.  This d a t a  
w i l l  then be processed t o  y i e l d  the  information required t o  program t h e  simulator 
t o  respond t o  the  power input  i n  a l i k e  manner. 
simulation process i s  characterized by t h e  following sequence of events. 
1-1 shows t h e  sequence i n  flow diagram form. 
I n  pract ice ,  t h e  interrogat ion/  
Figure 
4 .  
5 .  
1. The load t o  be simulated i s  iden t i f i ed .  
2. 
3. 
The h a d  category and s t imulat ion d a t a  are determined. 
An in te r roga t ion  method designed t o  y i e l d  t h e  device response for a l l  
modes of operation i s  selected.  
The load i s  interrogated.  
The in t e r roga t ion  d a t a  i s  processed t o  i d e n t i f y  t h e  impedance-time 
h i s t o r y  of t h e  load f o r  each mode of operation. 
6 .  A simulator capable of being programmed 
impedance i s  selected.  
t o  provide t h i s  var iab le  
7. A simulator program i s  generated. 
1-1 
r
i I 
r
i 
A 
1
-
2
 
L
 
, C
..i.l ...., __ 
t 
8. 
9 .  
The simulator program is  entered i n t o  the  simulator. 
The simulator i s  connected t o  t h e  power cont ro l  and d i s t r i b u t i o n  system 
under test. 
The in t e r roga t ion  and simulation techniques i d e n t i f i e d  during this  study 
can be implemented i n  appropriate hardware f o r  use i n  t e s t i n g  the  power condi- 
t ion ing  and d i s t r i b u t i o n  systems of f u t u r e  manned spacecraft.. 
The use of such techniques and equipment i s  not l imi ted ,  however,to t h i s  
application. The a v a i l a b i l i t y  of a load simulator capable of reproducing a 
spec i f i c  dynamic response when stimulated by a power source would be of s i g n i f i -  
cant value during t h e  development phase of any e l e c t r i c a l  hardware program. 
simulators would: 
Such 
1. Permit load parameter changes t o  be introduced and evaluated. 
2. Provide more convenient and r ead i ly  ava i l ab le  d a t a  poin ts  f o r  system 
monitoring purposes. 
3 .  Permit t he  assembly of a test configuration without tying up expensive 
and of ten  unavailable equipment. 
1 . 2  OWECTIVES 
The dynamic load simulator study w a s  concentrated on the  following general 
and spec i f i c  objectives.  
GENERAL 
To i d e n t i f y  and inves t iga t e  various methods f o r  charac te r iz ing  and 
simulating the  dynamic and s teady-s ta te  electrical loads of manned 
spacecraft  equipment. 
SPEC IF  I C  
e To inves t iga t e  typ ica l  spacecraft  equipment t o  i d e n t i f y  and charac te r ize  
t h e  parameters s i g n i f i c a n t  t o  t h e i r  electrical loading of power sources. 
e To e s t a b l i s h  a set of requirements f o r  an in te r roga tor  and an electrical 
load simuJator . 
e To i d e n t i f y  techniques and concepts t h a t  may be useful i n  s a t i s fy ing  
t h e  in te r roga tor  and simulator requirements. 
0 To inves t iga t e  these  techwipes and conduct a trade-off study t o  de f ine  
and descr ibe  the  more promising approaches. 
e To recommend a preliminary design based on t h e  results of t he  trade-off 
study, and present a program plan f o r  implementing the  design. 
1.3 DEFINITIONS 
The terms in te r roga t ion  and simulation are used extensively throughout t h i s  
repor t .  A d e f i n i t i o n  of these  terms follows. 
1.3.1 Interrogation 
Interrogation is the quantitative determination of those parameters of a 
In its broad sense the term 
device that describe its dynamic and steady-state electrical response on the 
power lines to a specified application of voltage. 
includes the acquisition of this data and its processing to yield information in 
a formal suitable for programming a simulator to duplicate the load response. 
1 . 3 . 2  Simulation 
Simulation is the duplication on the power lines of the dynamic and 
steady-state response of an electrical load. 
1.4 REPORT ORGANIZATION 
The final report is organized as follows. 
1. INTRODUCTION 
Provides background information, states the study objectives, defines 
key terms, indicates the way the report is organized, and lists 
pertinent contractual publications. 
2 .  CONCLUSIONS AND RECOMMENDATIONS 
Presents conclusions drawn from the study and recommendations for 
future action. 
3. STUDY APPROACH 
Summarizes the step-by-step approach adopted in carrying out the 
dynamic load simulator study. 
4. AREAS OF INVESTIGATION 
Describes each of the major areas investigated. 
5. INTERROGATION AND SIMULATION SYSTEM CONCEPT 
Discusses an over-all system concept, covering both the interrogation 
and simulation processes, and describes equipment requirements, im- 
plhmentation aspects , and trade-offs 
6 .  FEASIBILITY ASSESSMENT 
Indicates the feasibility of the system concept, in prticular the 
feasibility of the two key elements of the system--network models 
and variable resistance devices. 
7. RECOWNDATIONS 
Recommends the next step to' be taken in the system's evolution. 
8. BIBLIOGRAPHY 
L i s t s  s i g n i f i c a n t  pub l i ca t ions  p e r t i n e n t  t o  t h e  s tudy.  
1 e 5 PUBLICATIONS 
Avco Systems Divis ion  documents publ ished under t h i s  s tudy c o n t r a c t  are 
l i s t e d  below. A l l  are monthly progress  r e p o r t s .  For summaries of t h e s e  
documents, see Appendix A. 
1. A Study of Dyhamic Load Simulators  f o r  Electrical Systems T e s t  F a c i l i t y ,  
F i r s t  Monthly Progress  Report ,  f o r  t h e  Period 19 December 1969 t o  31 
January 1970; Avco Systems Divis ion,  AVSD-0065-70-CR, 5 February 1970. 
2. A Study of Dynamic Load Simulators  f o r  Electrical Systems T e s t  F a c i l i t y ,  
Second Monthly Progress  Report ,  f o r  t h e  Period 1 February 1970 t o  28' 
February 1970; Avco Systems Divis ion ,  AVSD-0108-70-CR, 6 March 1970. 
A Study of Dynamic Load Simulators  f o r  Electrical Systems Tes t  F a c i l i t y ,  
Third Monthly Progress  Report ,  f o r  t h e  Per iod  1 March 1970 t o  31 March 
1970; Avco Systems Divis ion ,  AVSD-O157-70-CR, 6 Apr i l  1970. 
3. 
4 .  A Study of Dynamic Load Simulators  f o r  Electrical  Systems T e s t  F a c i l i t y ,  
Fourth Monthly Progress  Report ,  f o r  t h e  Period 1 Apr i l  1970 t o  30 A p r i l  
1970; Avco Systems Divis ion ,  AVSD-0216-70-CR, 6 May 1970. 
5. A Study of  Dynamic Load Simulators  f o r  Electrical Systems T e s t  F a c i l i t y ,  
F i f t h  Monthly Progress  Report ,  f o r  t h e  Per iod  1 May 1970 t o  31 May 1970; 
Avco Systems Divis ion,  AVSD-0259-70-CR, 12  June 1970. 
2. CONCLUSIONS AND RECOMMENDATIONS 
2.1 CONCLUSIONS 
0 The concept of electrically (electronically) interrogating and 
simulating the steady-state and dynamic response of manned 
spacecraft electrical loads is feasible. 
0 A process capable of performing the required interrogation and 
simulating functions has been described. 
0 The hardware required for implementing this interrogation/ 
simulation process has been identified. 
0 The effectiveness of the more critical interrogation and simula- 
tion elements.of the system has been demonstrated successfully 
in laboratory experiments. 
2.2  RECOMMENDATIONS 
It is recommended that a six-step program designed to demonstrate 
the practicality and efficiency of the system proposed in this report be 
initiated as a minimum-cost next step in the evolution of a dynamic load 
simulator system. The program is described in Paragraph 7 of the report. 
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3. STUDY APPROACH 
3.1 GENERAL APPROACH 
+The dynamic load simulator study w a s  conducted according t o  the  approach 
summarized below and shown i n  log ica l  flow diagram form i n  Figure 3-1. 
approach i s  bas i ca l ly  one of thoroughly analyzing requirements and subsequent 
synthesis of a system capable of s a t i s f y i n g  those requirements. 
This 
Step 1 - Iden t i fy  electrical loads by c l a s s .  
Step 2 - Establ i sh  load parameters and load parameter ranges f o r  each 
c l a s s  of loads. 
Step 3 - Establ i sh  in te r roga t ion  and simulation requirements. 
Step 4 - Iden t i fy  po ten t i a l  in te r roga t ion  and simulation techniques. 
Step 5 - Inves t iga te  t h e  po ten t i a l  in te r roga t ion  and simulation 
techniques and make appropriate t rade-of fs .  
Step 6 - Establ i sh  in t e r f ace  requirements. 
Step 7 - Se lec t  s u i t a b l e  in te r roga t ion  and simulation design approaches. 
Step 8 - Define a f e a s i b l e  system concept. 
3.2 IDENTIFICATION OF ELECTRICAL LOADS 
Basic t o  es tab l i sh ing  in te r roga tor  and simulator requirements i s  
knowledge of t he  spacecraft  e l e c t r i c a l  loads to  be simulated. That i s ,  the  
types of loads and t h e i r  s ign i f i can t  e l e c t r i c a l  parameters must be iden t i f i ed  
and a quan t i t a t ive  assessment made so t h a t  the  extremes over which the  interroga- 
t i o n  and Simulation process must operate can be established. 
The e l e c t r i c a l  loads t o  be simulated are those system elements t h a t  
This study w a s  concerned with the  in t e r ro -  
ult imately use the  energy. Figure 3-2 i s  a simplified block diagram of a power 
conditioning and d i s t r i b u t i o n  system. 
gation and simulation of t h e  e l e c t r i c a l  loads a t  the  i n t e r f a c e  with the  d i s t r i -  
bution network, as shown i n  Figure 3-2. 
A l i s t  of e l e c t r i c a l  loads pecul ia r  t o  manned spacecraft  w a s  established 
ea r ly  i n  t h e  program. These loads are l i s t e d  i n  Table 3-1. A t  t h a t  t i m e ,  too, 
s ign i f i can t  parameters t o  be used i n  charac te r iz ing  the  load response were a l s o  
iden t i f i ed .  These are l i s t e d  i n  Table 3-2.  
The load c l a s s i f i c a t i o n s  iden t i f i ed  i n  Table 3-1 were then divided i n t o  
Table 3-3 summarizes these loads along with estimates of s i g n i f i c a n t  
sub-classes t o  group together those load elements whose load charac te r i s tdcs  w e r e  
similar. 
parameters. The loads and parameters l i s t e d  on t h a t  t a b l e  represent:  (1) the  
pr inc ipa l  means f o r  def in ing  t h e  scope of t h e  dynamic load simulator study, and 
(2 )  the  bas i s  f o r  def in ing  a set of requirements f o r  t h e  in te r roga tor  and f o r  
t he  load simulator. These estimates are t h e  r e s u l t  of engineering judgements 
based on examination and study of NASA-supplied d a t a  and i d e n t i f y  the  range 
through which t h e  input parameters of t h e  electrical loads of f u t u r e  manned 
spacecraft  may be expected t o  vary. 
i s t i c s ,  as follows: 
Table 3-3 covers two major sets of character-  
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TABLE 3- 1 SPACECRAFT ELECTRICAL LOAD CLASSIFICATION 
1, 
2. 
3.  
4 ,  
5. 
6 .  
7. 
8. 
9 .  
Motors 
Elec t ronics  
Heaters 
Lighting 
Solenoids and Relays 
Pyrotechnics 
Computers 
Transducers and Servos 
E lec t ro lys i s  
TABLE 3-2 SIGNIFICANT LOAD PARAMETERS 
1. Input Voltage 
2. Input Current 
3. Input Power 
4 ,  Input (Source) Frequency 
5. Load Power Factor 
6 .  Load Transient Amplitude 
7. Load Transient Duration 
8. Load Transient Frequency 
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1. Steady S t a t e  Charac te r i s t ics .  - Those c h a r a c t e r i s t i c s  t h a t  
descr ibe  the  response of t he  load as r e f l e c t e d  on t h e  input 
power l i n e s  during non-transient periods of load operation. 
2. Dynamic  Charac te r i s t ics .  - Those c h a r a c t e r i s t i c s  t h a t  descr ibe  
the  response of t h e  load during the  turn-on, turn-off,  and o ther  
non-steady-state i n t e r v a l s ,  including per iodic  and non-periodic 
phenomena. 
I n  each case conservative estimates of t h e  parameter ranges were used. 
Those estimates given i n  t e r m s  of a range i d e n t i f y  both t h e  lowest and h ighes t  
values expected f o r  t h a t  category of load. The estimates given &s a s i n g l e  
value are based on an expected worst-case value f o r  t h e  category concerned. 
The c r i t e r i o n  used i n  developing the  subcategories of electrical loads 
w a s  t h a t  a subcategory would be created within a major load category when 
e i the r  o r  both of t he  following load c h a r a c t e r i s t i c s  existed: 
1. 
2. 
A dynamic range i n  input cur ren t  o r  voltage i n  excess of 1 O : l .  
A fundamental d i f fe rence  i n  input cur ren t  c h a r a c t e r i s t i c s  e.g., 
d i g i t a l  versus analog. 
3.3 INTERROGATOR AND SIMULATOR REQUIREMENTS 
A set of requirements f o r  an in te r roga tor  and a simulator w a s  es tab l i shed  
t o  serve as a bas is  fo r  developing and governing the  inves t iga t ive  and trade-off 
phases of t h e  study. These requirements are quan t i t a t ive  t o  t h e  ex ten t  possible 
and a r e  based primarily upon the  load da ta  presented i n  Table 3-3. 
The requirements f o r  a dynamic e l e c t r i c  load in te r roga tor  and f o r  a 
dynamic load simulator a re  discussed i n  fu r the r  d e t a i l  i n  Paragraphs 3.3.1 and 
3.3.2, respec t ive ly .  
3.3.1 Dynamic E lec t r i ca l  Load In te r roga tor  Requirements 
The in te r roga tor ,  f o r  the  purposes of t h i s  study, i s  t h e  measurement 
element of a system whose u l t imate  purpose i s  the  simulation of ce r t a in  
e l e c t r i c a l  c h a r a c t e r i s t i c s  of a device. It i s  an t i c ipa t ed  t h a t  hardware 
capable of meeting the  performance criteria of t h i s  requirement w i l l  be used 
along with appropriate simulation hardware i n  t e s t i n g  t h e  power conditioning 
and d i s t r i b u t i o n  systems of f u t u r e  manned spacecraft .  
The in te r roga t ion  process w i l l  be used t o  determine the  input parameters 
of a device i n  suf f ickent  d e t a i l  t h a t  a simulator can be designed t o  dup l i ca t e  
the  dynamic and steady state response of t h e  device. 
I. PERFORMANCE 
A. Genera 1 
The bas i c  purpose of in te r roga t ion  i s  the  quan t i t a t ive  
determination of those parameters of a device which 
descr ibe  i t s  dynamic .and s t eady- s t a t e  e l e c t r i c a l  response 
on the  power l i n e s  to  a spec i f ied  appl ica t ion  of power. 
The in te r roga t ion  process must t ake  i n t o  account a l l  modes 
of operation of t h e  device and must cover the  e n t i r e  range 
of expected input  voltages. 
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B. Load Charac te r i s t i c s  
The device t o  be interrogated w i l l  t yp ica l ly  have a 
dynamic dr iv ing  point imp.edance. The input cur ren t  
waveform t o  such a device w i l l  be composed of four 
p a r t s , . a s  shown i n  Figure 3-3. 
The operating voltage of t he  devices t o  be interrogated 
w i l l  range between 6 and 200 WC and 6 and 220 VAG. 
AC voltage w i l l  be 400 Hz, 1 o r  3 phase; o r  800 Hz, 2 
phase. 
than 1 KW. 
The 
Device power consunlption w i l l  be typ ica l ly  iess 
C. Stimulation 
The in te r roga t ion  process must include the  input  voltage 
and o ther  st imulation necessary t o  exercise t h e  device i n  
a l l  modes of operation. 
D. Instrumentation 
The in te r roga t ion  process must  include a l l  of the instrumen- 
t a t i o n  necessary f o r  sensing, measuring, s tor ing ,  and processing 
the  input data. Measurement parameter requirements are: 
Accuracy - The accuracy of t he  in te r roga t ion  process 
must be such as t o  permit meaningful simulaEion of 
the  device. 
Frequency Response - The frequency response of the  
in te r roga t ion  process must be s u f f i c i e n t  t o  p e r m i t  
quan t i t a t ive  i d e n t i f i c a t i o n  of device behavior under 
t r ans i en t  conditions 10 microseconds o r  longer i n  
duration. 
Dynamic Range ,- The dynamic range of t he  in te r roga t ion  
process must be s u i t a b l e  f o r  quan t i t a t ive ly  determining 
the  input parameters l i s t e d  on Table 3-3. 
Channel Capacity - The channel capacity of t h e  in te r roga-  
t i o n  instrumentation must be cons is ten t  with t h e  number 
of input  terminals. 
design goal. 
Ten channels w i l l  be a minimum 
Input Impedance - Instrumentation, including sensors,  
must be such t h a t  t h e  c h a r a c t e r i s t i c s  of t he  device 
under test  w i l l  no t  be a l t e r ed .  
device c h a r a c t e r i s t i c s  should not be a l t e r e d  by more 
than 1%. 
A s  a design goal,  
E. - Data 
A l l  d a t a  must be obtained by electrically ( e l ec t ron ica l ly )  i n t e r r o -  
gating t h e  device under test. 
of being processed t o  y i e ld  f i n a l  d a t a  i n  a format compatible 
with t h e  simulator program input. 
This r a w  da t a  must be  capable 
I- 
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FIGURE 3-3 GRAPHICAL REPRESENTATION OF DYNAMIC ELECTRICAL LOAD CURRENT 
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F. Environmental. 
The in te r roga t ion  hardware w i l l  be expected t o  meet a l l  of 
i t s  performance requirements when subjected- t o  t h e  tempera- 
t u re ,  humidity, and handling environments of a typ ica l  tes t  
laboratory. 
G. Operatinrr Time 
The in te r roga t ion  process must be capable of being automated, 
a t  least t o  the  ex ten t  t h a t  a device may be in te r roga ted  
frequently t o  determine the  e f f e c t s  of a l t e r i n g  se lec ted  
device cha rac t e r i s t i c s .  The i n t e n t  i s  t o  accomplish the  
in te r roga t ion  i n  "real" t i m e  t o  permit t he  i d e n t i f i c a t i o n  of 
device c h a r a c t e r i s t i c s  without s i g n i f i c a n t l y  delaying test 
a c t i v i t i e s .  
11. DESIGN AND CONSTRUCTION 
A. Packaging 
An in te r roga t ion  scheme employing hardware t h a t  can be 
packaged i n  a s ing le  u n i t  o r  cen t r a l  location w i l l  be a 
design goal. 
B. Safe ty  
The in te r roga t ion  process may r equ i r e  operation a t  dangerous 
voltages and power leve ls .  Accordingly, precaution must be 
taken i n  the  design of t he  in te r roga t ion  process t o  develop 
sa fe  procedures and hardware configurations.  
provisions f o r  pro tec t ing  tes t  personnel and the  devices 
under test  must be incorporated. 
Pos i t i ve  
3.3 .2  Dynamic E lec t r i ca l  Load Simulator Requirements 
The simulator, f o r  t he  purposes of t h i s  study, i s  t h a t  element of a system 
whose u l t i m a t e  purpose i s  the  f a i t h f u l  representa t ion  of t he  dynamic e l e c t r i c a l  
response of a hardware i t e m .  
t he  performance c r i t e r i o n s  of t h i s  requirement w i l l  be used along with appropriate 
in te r roga t ion  hardware i n  t e s t i n g  t h e  power conditioning and d i s t r i b u t i o n  systems 
of fu tu re  manned spacecraft .  
It i s  an t ic ipa ted  t h a t  hardware capable of meeting 
. The simulator w i l l  be used during ground tests of manned spacecraf t  t o  
dupl ica te  the  dynamic and s teady-s ta te  electrical response of individual load 
elements. 
I. PERFORMANCE 
A. Input Power 
Input voltage t o  the  simulator w i l l  range between 6 and 200 
VDC and/or 6 and 220 VAC. 
s ing le  o r  3-phase (381, or  800 Hz-28. 
The AC vol tage  w i l l  be 400 Hz 
The AC power f a c t o r  
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w i l l  be 0.5 minimum. Ent r ies  i n  t h e  v o l t s ,  power f a c t o r ,  
and source frequency columns under s teady-s ta te  character- 
i s t i c s  i n  Table 3-3 i nd ica t e  the  power requirements f o r  
each i t e m .  
c h a r a c t e r i s t i c s  l i s t  t h e  an t ic ipa ted  power and cur ren t  
ranges each i t e m  must d i s s i p a t e  and draw (without degradation) 
f o r  periods up t o  1 hour. Dissipation of the  hea t  generated 
by t h e  simulator w i l l  be accomplished by proper heat sinking 
o r  o ther  cooling equipment. However, u t i l i z a t i o n  of such 
equipment must not impose any addi t iona l  e l e c t r i c a l  require- 
ments on the  input power source beyond t h a t  of the  device 
it i s  simulating. 
The remaining columns under s teady-s ta te  
B. Simulation Charac t e r i s t i c s  
The simulator w i l l  be a programmable device t h a t  w i l l  accura te ly  
reproduce on the  input power c i r c u i t ( s 1  the  e l e c t r i c a l  charac- 
teristics of a spacecraft  load element. 
t h a t  t he  simulators are not  t o  be simply scaled models of 
t h e  hardware they represent .  They w i l l  d i s s i p a t e  the  same 
power l e v e l s  as t h e i r  hardware counterparts.  Operation i s  
defined as including t r a n s i e n t s  experienced during turn-on 
and turn-of f ,  conditions present during s teady-s ta te  operation, 
and dynamic operating conditions. 
simulated w i l l  be operated and interrogated. 
parameters w i l l  then be stored i n  the  simulator f o r  application. 
A t yp ica l  load waveform i s  shown i n  Figure 3-3. 
It should be noted 
The load element t o  be 
The opera t ing  
Turn-on Transients - A typ ica l  l i s t i n g  of worst-case 
turn-on t r a n s i e n t s  expected i n  t h e  various ca tegor ies  
i s  shown i n  Table 3-3 which l is ts  the  surge amplitude 
i n  v o l t s  o r  amperes, t he  dura t ion  of t h e  t r ans i en t  
e f f e c t ,  and t h e  frequency of t he  t r ans i en t  pu l se .  
Steady-State Operation - This a l s o  includes t h e  operating 
parameter warm-up. 
simulated w i l l  draw more o r  less cur ren t  f o r  some f i n i t e  
period of time and then r e v e r t  t o  i t s  s teady-s ta te  
operating cur ren t .  Typical warm-up parameters are 
l i s t e d  i n  the  turn-on t r a n s i e n t  column. Arb i t r a r i l y ,  
i f  t h e  t r ans i en t  dura t ion  i s  one second o r  longer, i t  
may be considered warm-up. Typical operating steady- 
state c h a r a c t e r i s t i c s  of input voltage,  power, cur ren t ,  
power f a c t o r ,  and frequency source are l i s t e d  i n  Table 
3-3. 
During warm-up the  device t o  be 
Dynamic Operation - A typ ica l  l i s t i n g  of the  dynamic 
operating c h a r a c t e r i s t i c s  of t h e  black boxes studied 
i s  given i n  Table 3-3 under Operating Remarks. 
these  remarks ind ica t e ,  i n  some cases the  input current 
w i l l  change l i n e a r l y  o r  exponentially over a given time 
period; i n  o ther  cases the  input circui.t w i l l  r e f l e c t  
d i s c r e t e  cur ren t  pulses. 
A s  
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Turn-Off T;ansi'ents - Typical  worst-case cond i t ions  
inhe ren t  i n ' t p e  ca t egor i e s  analyzed are l i s t e d  i n  
Tab'le 3-3. 
o r  vol tage ,  t r a n s i e n t  du ra t ion ,  and pu l se  frequency, 
These r e f l e c t  their amplitudes i n  current 
C. 
D. 
Control 
The s imulator  must be capable  of being programmed t o  ope ra t e  
over a wide vo l t age  o r  cu r ren t  range wi th  a t i m e  response of 
10 microseconds o r  g r e a t e r .  
General E l e c t r i c a l  Design Requirements 
The s imulator  must inc lude  provis ions  t o  prevent  damage t o  
a s soc ia t ed  equipment under test  i n  t h e  event of a malfunction 
i n  t h e  simulator o r  t o  t h e  inpu t  power source.  The s imula tor  
des ign  must i n s u r e  that it w i l l  no t  p re sen t  an electrical 
hazard t o  any handl ing personnel.  
capable  of being operated r epea ted ly  without degradat ion.  
The s imula tor  must be 
E. Environments 
The s imulator  must be operable  wi th in  i t s  des ign  l i m i t s  a t  
normal ambient room temperatures. It must su rv ive  normal 
l abora to ry  handling shock and be capable  of being operated 
i n  any o r i e n t a t i o n .  _. 
11. DESIGN AND CONSTRUCTION 
The s imulator  should occupy as small a volume as good des ign  p r a c t i c e  
permits.  
of being loca ted  i n  t h e  same space occupied by t h e  real load t o  
permit t h e  use  of actual spacec ra f t  cab l ing  harnesses .  
The impedance elements of t h e  s imula tor  must be capable  
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3 . 4  INTEXROGATION AND SIMULATION TECHNIQUES 
Once t h e  i n t e r r o g a t i o n  and s imula t ion  requirements were def ined ,  t h e  next 
s t e p  i n  t h e  s tudy was t o  i d e n t i f y  appropr i a t e  techniques f o r  implementing t h e s e  
requirements.  
A comprehensive l i terature  search provided t h e  information base e s s e n t i a l  
t o  soubd s e l e c t i o n  of i n t e r r o g a t i o n  and s imula t ion  techniques.  
discussed i n  Paragraph 3 . 4 . 1 .  
considered i n  the  s tudy are descr ibed  i n  cons iderable  d e t a i l  i n  Paragraphs 3 . 4 . 2  
and 3 . 4 . 3 ,  r e spec t ive ly .  
This search  i s  
The i n t e r r o g a t i o n  and s imula t ion  techniques 
3 . 4 . 1  L i t e r a t u r e  Search 
An extens ive  l i t e r a t u r e  search  w a s  conducted t o  i d e n t i f y  i n t e r r o g a t i o n  and 
s imulat ion methods and techniques.  
compiling a Comprehensive bibl iography (Paragraph 8 ) .  
This  e f f o r t  complemented t h a t  expended i n  
One phase of t h i s  search  w a s  concentrated on i d e n t i f y i n g  t h e  s t a t e - o f -  
This  search ,  t h e - a r t  i n  t h e  areas of network a n a l y s i s  and network syn thes i s .  
which y ie lded  a promising f i l e  of pub l i ca t ions ,  w a s  conducted on t h e  b a s i s  of t h e  
four  ex tens ive  indexes l i s t e d  i n  Table 3 - 4 .  This  same t a b l e  a l s o  i n d i c a t e s  t he  
key words used i n  t h i s  phase of t h e  l i t e r a t u r e  search.  I n  add i t ion  t o  t h e  network 
ana lys i s  and syn thes i s  s t a t e - o f - t h e - a r t  i n v e s t i g a t i o n ,  Avco conducted an independent 
search  i n  t h e  area of computer technology--spec i f ica l ly  i n  t h e  fol lowing major 
areas of concent ra t ion :  
1. Load I n t e r r o g a t i o n  - The primary emphasis i n  t h i s  area w a s  on 
determining what d i g i t a l  computer techniques are a v a i l a b l e . f o r  
c i rcu i t  syn thes i s  and ana lys i s .  
2 .  Load Simulat ion - The search i n  t h i s  area was d i r e c t e d  toward 
computer technology i n  process  con t ro l ,  automated t e s t i n g ,  and 
o the r  real-time computer app l i ca t ions .  
Information obtained dur ing  t h e  l i b r a r y  searches  descr ibed above was 
supplemented by d a t a  obtained i n  response t o  let ters of r eques t  s e n t  t o  var ious  
vendors. 
t i o n  elements,  network ana lyses  and measurement s e r v i c e s ,  and v a r i a b l e  impedance 
elements. 
The vendors questioned were those  a c t i v e  i n  t h e  areas of power d i s s i p a -  
A l l  of t hese  e f f o r t s ,  p lus  those  expended i n  compiling a b ib l iography,  
y ie lded  t h e  b a s i c  d a t a  necessary f o r  meaningfully eva lua t ing  t h e  i n t e r r o g a t i o n  
and s imulat ion requirements and techniques,  de f in ing  appropr i a t e  t r a d e - o f f s ,  and 
synthes iz ing  a system concept.  
I 3 . 4 . 2  I n t e r r o g a t i o n  Techniques I 
I n t e r r o g a t i o n  techniques f a l l  i n t o  two b a s i c  areas - frequency domain and 
t i m e  domain. 
i n  t h e s e  areas and p r e s e n t s  p e r t i n e n t  d e s m i p t i v e  information and t rade-of f  da ta .  
Table 3-5  summarizes var ious  candida te  i n t e r r o g a t i o n  techniques 
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TABLE 3-4 
LITERATURE SEARCH BIBLIOGRAPHY (NETWORK ANALYSIS AND SYNTHESIS) 
Pub l i ca t ion  
Applied Science and 
Technology Index 
Engineer ing Index 
Year 
_II 
Key Words 
1968- 1969 Computers-Simulation Programs 
E l e c t r i c  C i r c u i t s  
E l e c t r i c  C i r c u i t s ,  Equivalent  
E l e c t r i c  D i s t r i b u t i o n  
E l e c t r i c  Trans ien t  Phenomena 
Impedance 
System Simulat ion 
Voltage 
Voltage Regulat ion 
1968- 1969 Computers-Simulation 
Electric C i r c u i t s  
E l e c t r i c  Network Analyzers 
E l e c t r i c  Transmission 
I n t e r n a t i o n a l  Aerospace 1968- 1969 Breadboard Models 
Abs t r ac t s  C i r c u i t s  
Cont ro 1 
Control  Equipment 
Cont ro l  Simulat ion 
Cont ro l  S t a b i l i t y  
E l e c t r i c  Equipment 
E l e c t r i c  Networks 
E l e c t r i c  Power 
E l e c t r i c  Power Transmission 
E l e  c t r i c a  1 lmpeda nce 
E l e c t r o n i c  Equipment Tests 
Equivalent  C i r c u i t  
F l i g h t  Simulators  
Linear Systems 
Network Analysis 
Network Synthes is  
Simulat ion 
S imula tors  
Spa ce  c r a  f t Power Suppl ies  
S c i e n t i f i c  and Technical  1968- 1969 SAME AS INTERNATIONAL AEROSPACE 
Aerosapce Reports (STAR) ABSTRACTS 
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I n  each in te r roga t ion  scheme (except f o r  t he  bridge method which measures 
The techniques d i f f e r  bas i ca l ly  i n  t h e  
I n  each of t h e  
This transformation-- 
t he  impedance d i r e c t l y )  t he  bas i c  d a t a  i s  obtained by stimulating the  load and 
measuring the  input voltage and cur ren t .  
method of s t imula t ion  se lec ted  and t h e  da t a  processing required.  
frequency domain techniques, t he  r a w  d a t a  i s  obtained i n  the  t i m e  domain and then 
transposed i n t o  the frequency domain f o r  fu r the r  processing. 
whether accomplished by Fourier techniques, rectangular (o r  trapezoidal approxima- 
t i o n ) ,  o r  some o ther  scheme--requires considerable computation and the  approxima- 
t ions  involved cont r ibu te  inaccuracies.  Also, these  methods are r e s t rdc t ed  t o  
linear devices. 
The time domain technique, on t h e  other hand, does not r equ i r e  domain 
transformation s ince  t h e  da t a  i s  both acquired and used i n  the  t i m e  domain. 
Furthermore, t h i s  technique i s  not l imited t o  l i n e a r  systems. 
Frequency Domain Techniques - I n  the  frequency domain techniques t h e  d a t a  
is processed t o  y i e ld  impedance versus frequency, Z(W) information. A 
network model cons is t ing  of r e s i s t ance  ( R ) ,  capacitance (C), and inductance 
(L) components i s  estimated and component values are assigned a r b i t r a r i l y .  
This model i s  then optimized i n  a computer by an i t e r a t i v e  process of 
judicious component value estimation followed by a comparison of t h e  
model's response with the  calculated response of t he  o r i g i n a l  load as 
determined from the  in te r roga t ion  da ta .  
t h i s  process are then pr in ted  out andarealnetwork is  constructed (or  
programmed 1 t o  conform t o  t h i s  configuration. 
The f i n a l  values r e s u l t i n g  from 
Time Domain - I n  t h e  t i m e  domain technique the  device input cur ren t  
waveform, determined during in te r roga t ion ,  i s  duplicated by a network model 
much as i n  t h e  case of t h e  frequency domain techniques described previously. 
An estimate i s  made of a model configuration of R ,  L and C components and 
component values are assigned a r b i t r a r i l y .  
optimized by computer. 
These represent  t he  optimum value of each model component f o r  t h e  desired 
response. Much depends on the  i n i t i a l  model configuration estimate s ince  
the  computation involves only changes i n  component value. I n  any event, 
t h e  f i n a l  resu l t  i s  t h e  bes t  achievable f o r  t he  pa r t i cu la r  model chosen. 
A s ign i f i can t  parameter i n  t h i s  (o r  any) optimization process i s  t h e  
c r i t e r i o n  used i n  judging "goodness-of-fit" of model response t o  t h e  
resparise of t h e  r e a l  device. Optimization and c r i t e r i o n  se l ec t ion  are 
covered i n  more d e t a i l  i n  Paragraph 5 of t h i s  r epor t .  
The model response i s  then 
The f i n a l  values of R ,  L ,  and C are pr in ted  out.  
3 . 4 . 3  Simulation Techniques 
Two fundamental techniques f o r  simulating the  dynamic response charac te r -  
i s t i c s  of a device have been iden t i f i ed .  They are: (1) network models comprised 
of R ,  L ,  and C components whose values can be  adjusted t o  y i e ld  an impedance 
vhr ia t ion  with t i m e  and, ( 2 )  var i ab le  r e s i s t ance  devices whose resistance i s  
varied as a func t ion  of t i m e  t o  dup l i ca t e  the  voltage/current ( V / I )  r a t i o  of 
the interrogated device. 
Both techniques may be  combined i n  a hybrid configuration. This permits, 
fo r  example, t h e  model t o  provide the  s teady-s ta te  response c h a r a c t e r i s t i c s  and 
the  var iab le  r e s i s t ance  t o  provide t h e  dynamic response. 
Table 3-6 summarizes load simulation techniques. 
3-1 6 
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3.4.3.1 Network Models 
Network models can be constructed of passive components ( R , L , C )  
and su i tab ly  adjusted such t h a t  model response t o  st imulation corresponds t o  t h a t  
observed f o r  t he  r e a l  device. 
The model configuration and component values are determined during 
the  in te r roga t ion  process. 
It should be noted t h a t  t he  network models of a simulator would not  
be scaled but would i n  f a c t  d i s s i p a t e  power of t he  same leve l s  as the  real devices,  
3 i 4 . 3 . 2  Variable Resistance 
This method takes the  analog voltage and cur ren t  da t a  obtained 
during in te r roga t ion  and ca lcu la tes  
a t  selected poin ts  i n  t i m e .  
form (by using a d iv ider  c i r c u i t )  o r  d i g i t a l  form ( a f t e r  converting t h e  da t a  
using an ana log- to-d ig i ta l  converter and then re turn ing  t h e  processed d a t a  t o  
analog form with a d ig i ta l - to-ana log  (D/A) converter) .  
i s  an analog representa t ion  of the voltage-current r a t i o  over the  e n t i r e  dura t ion  
of device operation. 
This ca lcu la t ion  can be accomplished i n  e i t h e r  analog 
I n  e i the r  case t h e  R ( t )  
I f  a magnetic t a p e  i s  used to  record the  R ( t ) ,  t he  tape need only 
A more p rac t i ca l  method would process the  R ( t )  and s t o r e  
This would f a c i l i t a t e  synchronization of t he  R ( t )  with timer 
be conditioned (amplified or  attenuated) t o  permit i t  to  serve as t h e  programming 
input t o  a simulator. 
it i n  d i g i t a l  format. 
o r  source frequency. 
The e n t i r e  process i s  eas i ly  mechanized and operates i n  real t i m e .  
There a r e ,  however, d i f f i c u l t i e s  i n  using t h i s  process f o r  al ter-  
nating cur ren t  (AC)  c i r c u i t s  i n  which there  i s  a s i g n i f i c a n t  phase d i f fe rence  i n  
the  voltage and cur ren t  waveforms. However, t he  technique i s  promising i n  the  DC 
case and i s  applicable to  non-linear as w e l l  as l i nea r  networks. 
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4 .  AREAS OF INVESTIGATION 
Investigative effort during the study was concentrated on those elements of 
the interrogation and simulation techniques for which there was little available 
data. The objective of the investigation in any particular area was to evaluate 
the concept only to the extent that its feasibility and practicality could be 
determined. No attempt was made to optimize a technique. 
Certain elements of the interrogation process, e.g., data acquisition, were 
well-known, and standard laboratory techniques were more than adequate for 
accomplishing this phase of the process. Other elements, such as continuously 
variable impedance elements, modelling techniques, and computer optimization 
routines, were not as well known. 
efforts during the study were concentrated on these elements. 
Thus, the more intensive investigative 
4.1 VARIABLE IMPEDANCE ELEMENTS 
Table 4-1 summarizes variable impedance concepts identified during the 
study and presents estimates of device limitations. Several of the more 
promising of these concepts were examined in some detail and these examinations 
are described in the following discussions. 
4.1.1 Variable Resistance Elements 
All simulation schemes require resistive elements for power dissipation. 
In addition, some means must be provided for changing component values to 
accommodate changes in the resistance requirements. Simple schemes, such as 
switching high-power-rated resistors could provide this variability, but only 
at the expense of requiring large equipments to house the many different values 
of resistance, and complex switching schemes to utilize them most efficiently. 
A more efficient and versatile means of obtaining a variable resistance is based 
on using analog circuits whose input resistance is caused to vary as a function 
of a control voltage. _ _ _  - -  - -. - 
Several techniques for doing this were investigated in some detail. 
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4,l. 1.1 Rotators 
The r o t a t o r  i s  a two-port device t h a t  has t h e  property t h a t  when a 
r e s i s t o r  i s  connected t o  one por t ,  t he  r e su l t i ng  c h a r a c t e r i s t i c s  of t he  o the r  
por t  are t h e  voltage versus cur ren t  c h a r a c t e r i s t i c s  of t he  r e s i s t o r  ro ta ted  
by a prescribed angle. 
I. Operational Amplifier Type 
Figure 4-1 i s  a schematic diagram of an R-rotator c i r c u i t .  
r e s i s t ance  R1 i s  l e rge  compared t o  t h e  res i s tance  synthesized by t h e  
c i r c u i t ,  then cur ren t  i 4  (Figure 4-11 can be considered negl ig ib le ,  
and 
I f  
where 
i -  
i -  
e -  
e -  
1 
X 
l 
3 
input cur ren t ,  i n  amperes 
cur ren t  from port  1 t o  por t  2, i n  amperes 
input voltage,  i n  v o l t s  
ampl i f ie r  output voltege, i n  v o l t s  
(Eq. 4.1) 
Rx i s  the  r e s i s t ance  connected across por t  7,  i n  ohms. With reference 
t o  Figure 4-1, t h e  amplifier output voltage,  e3’can be expressed a s  
(Eq. 4.2) 
where Av i s  the  c i r c u i t  voltage gain, 
i n t o  Equation 4.1, then 
I f  Equation 4.2 i s  subs t i t u t ed  
The input res i s tance ,  R can bei expressed a s  
S’ 
(Eq. 4 . 3 )  
(Eq. 4.4) 
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If Equation 4.3 is substituted into Equation 4.4, then 
(Eq. 4.5) 
Equation 4.5 indicates that the circuit input resistance, Rs, is a 
function of the terminating resistance, R , and the voltage gain of 
the circuit. 
'by a control signal, a resistance whose magnitude 
synthesized. 
signals are feasible. 
Thus, if the voltage gain OF the circuit can be varied 
Several methods of varying amplifier gain by controlled 
can be varied may be 
If the operational amplifiers shown in Figure 4-1 are considered to 
be ideal, then the circuit voltage gain 
R 2  R4 
A =  
4v R i R 3  
However,. since R1 = R2, 
R4 
/\r - R3 
 A -  
(Eq. 4.6) 
(Eq. 4.7) 
Substituting Equation 4.7 into Equation 4.5 gives: 
(Eq. 4.8) 
Equation 4.8 indicates that the magnitude of the resistance synthesized 
can be varied by changing the magnitude of resistance R3 or R4. 
4.5 indicates that negative resistance can be synthesized by a circuit 
gain of one or greater. If the circuit gain is less than one, the re- 
sistance synthesized will be positive. 
Chual 
centage of maximum rotator error is less than the percentage error 
caused by circuitry parameter variations. Thus, good design practice 
would indicate that if high angles of rotation are required, they can 
best be achieved by the use of rotators connected in cascade. 
Equation 
indicates that for angles of rotation less than 50°, the per- 
1 Chua, Leon 0 . ;  The Rota.tor - a New Network Component; Pro- 
ceedings, IEEE, Vol. 55,  No. 7 ,  Sept. 1967. 
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While theory ind ica tes  t h a t  r o t a t o r s  have an i n f i n i t e  bandwidth, i n  
p rac t i ce  the  operation of the  r o t a t o r  d e t e r i o r a t e s  as frequency 
increases. 
and devices used t o  implement the ro t a to r .  I n  general, operational 
ampl i f ie r  c i r c u i t s  have frequency l imi t a t ions  of approximately 50 KHz. 
Thus high frequency r o t a t o r s  would u t i l i z e  c i r c u i t s  spec i f i ca l ly  
designed f o r  the ro t a to r .  
synthesized , these c i r c u i t s  would be required t o  supply high stand-by 
cur ren ts  and power d i s s ipa t ion  w i l l  be high. However, it appears t h a t  
several  r o t a t o r  c i r c u i t s  may be connected i n  p a r a l l e l  t o  reduce the  
cur ren ts  required from the r o t a t o r  c i r c u i t r y .  
The bandwidth of a r o t a t o r  i s  determined by the c i r c u i t r y  
I f  small values of res i s tance  are t o  be 
I 
Controlled-Source Type 
Figure 4-2 shows t h e  schematic diagram of a controlled-source 
type ro t a to r ,  This c i rcu i t  uses a controled source whose output 
voltage i s  equal t o  t h e  voltage on t h e  cont ro l  terminal. If 
r e s i s t ances  A and B are  l a rge  compared t o  t h e  res i s tance  synthesized 
by the  c i r c u i t ,  Equations 4.1 through 4.5, above, a l s o  apply t o  
t h e  c i r cu i t .  Because t h e  voltage gain of the controlled source 
i s  unity,  t he  voltage across  r e s i s t o r  % 
age e across  r e s i s t o r  RB i s  a function of the input  vo l tage  e 4 and is  given by 
w i l l  equal e The vo l t -  3" 
1 
(Eq, 4.9) 
Equation 4.9 i nd ica t e s  t h a t  t h e  voltage gain, A 
i s  given by 
of t h i s  c i r c u i t  
V, 
(Eq. 4.10) 
If Equation 4.10 i s  subs t i tu ted  i n t o  Equation 4.5, t h e  r e s u l t  i s  
(Eq. 4.11) 
Equation 4.11 i nd ica t e s  t h e  c i rcu i t  input  r e s i s t ance  i s  a function of 
r e s i s t ances  RA and RB. 
source i n  t h e  reverse  d i r ec t iono  %st cont ro l led  sources are fabr ica ted  
from u n i l a t e r a l  devices which do not permit 
A r e s i s t o r  and a diode were added t o  t h e  c i rcu i t ,  as shown i n  Figure 
4-3, t o  provide a pa th  f o r  current i, around the  cont ro l led  source. 
Current i w i l l  flow through the  cont ro l led  
reverse  cu r ren t s  t o  flow. 
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4.1.1.2 Mul t ip l ie r  Controlled Current Sinks 
Another method of r ea l i z ing  a continuously var iab le  r e s i s t ance  i s  
by the  use of an analog c i rcu i t  using a mul t ip l i e r ,  an operational ampl i f ie r ,  
and a t r a n s i s t o r  power stage. 
current sink (MCCSJ--is described i n  t h e  following discussion. 
This concept--called a mul t ip l ie r -cont ro l led  
I. DC Type Current Sink 
Figure 4-4 i s  a schematic of a cur ren t  interrogator. It cons i s t s  
of a simple r e s i s t ance  i n  series with the  unknown load shown as 
R l ( t ) .  
'sent t he  real-time cur ren t  through the  load. Having achieved a 
function f o r  Il(t),  t h i s  i s  stored by any one of a number of 
means f o r  later use as the  control voltage f o r  t he  MCCS. 
Figure 4-5 i s  a schematic of a DC MCFS c i r c u i t .  
u t i l i z e s  an analog mul t ip l i e r ,  an operational amplifier and a 
s igna l ,  V l ( t ) ,  'is applied t o  t h e  B input  of t h e  mul t ip l i e r  and 
a f r a c t i o n  of E 2 ( t )  i s  applied t o  the  A input.  
f ac to r  f o r  t he  input is  spec i f ied  as 1 / E 1  where E 1  i s  t h e  vol tage  
used f o r  in te r roga t ion  i n  Figure 4 - 4 .  
then t h e  A input  i s  equal t o  1 v o l t  and t h e  output of t h e  mul- 
t i p l i e r  i s  equal t o  the  mul t ip l i e r  scale f a c t o r  t i m e s  t h e  B 
input. 
1 / 2  v o l t  and the  mul t ip l i e r  ourput w i l l  equal 1 /2  i t s  o r i g i n a l  
value. 
t h a t  i s  modified by t h e  vol tage  E 2 ( t ) .  
function i s  applied t o  t h e  non-inverting input of t he  opera t iona l  
amplifier whose gain i s  equal t o  the  inverse  of t he  m u l t i p l i e r  
gain. 
t he  inver t ing  input and the  r e s u l t  i s  t h a t  v l ( t )  appears across 
t h e  load r e s i s t o r  R 3  and the  cur ren t  I,(t) i s  equal t o  V l ( t ) / R 3 .  
The following ana lys i s  w i l l  show t h a t  t he  device input r e s i s t ance  
equals t he  "unknown" res i s tance .  
c i rcu i t  of Figure 4-4 and the . s imula tor  c i rcu i t  of Figure 4-5. 
A s  R 1  va r i e s  with t i m e ,  VI w i l l  a l s o  vary and w i l l  repre- 
./-- . c / The c i r c u i t  
power gain stage f o r  t h e  operational mu l t ip l i e r .  The command .--- 
The a t tenuat ion  
I f  E 2 ( t )  is  equal t o  E l ,  
If E Z ( t )  changes t o  ( 1 / 2 3 ~ ,  then t h e  A input w i l l  equal 
The mul i tp l i e r  output i s  therefore  a control func t ion  
This modified cont ro l  
i 
The amplifier loop i s  closed from t h e  emitter of Q2 t o  
Consider t h e  in t e r roga to r  
4-9 
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I n  Figure .4-4, 
and i n  Figure 4-5, 
where 
A$= multiplier constant 
Then, 
and 
(Eq. 4.12) 
(Eq. 4.13) 
(Eq. 4.14) 
(Eq. 4.15) 
where 
4 = amplifier gain 
3 
and 
If 
then 
(Eq. 4.17) 
4-1 2 
but 
and 
Subs t i tu t ing  Equation 4.12 i n t o  Equation 4.18, 
(Eq. 4.18) 
gives 
11. AC-Type Current Sink 
An AC MCCS i s  very similar t o  t h a t  of t he  DC MCCS. The requi re -  
ments are iden t i ca l  i n  t h a t  a power consuming device must be 
in te r roga ted ,  the  r e s u l t i n g  cont ro l  function must be stored, and 
t h e  simulator must reproduce t h e  o r i g i n a l  resul ts .  The concept is 
similar i n  t h a t  a cur ren t  i s  sampled and t h e  cur ren t  through the  
simulator i s  controlled.  I n  t h i s  case, the  output of t h e  i n t e r r o -  
ga tor  is  the  r m s  cur ren t  through the  load under in te r roga t ion .  
The condition t h a t  t h e  r m ?  voltage applied t o  t h e  load under 
in te r roga t ion  be constant and known app l i e s  s imi l a r ly  t o  t h i s  
case. 
4-13 
load in te r roga tor .  A s m a l l  , , * I  . 
. c  with t h e  load under test \\$ . ,#' 
Figure 4-6 is  a schematic of an AC 
value r e s i s t o r  i s  placed i n  series 
and t h e  voltage developed across  t h e  r e s i s t o r  i s  proportional t o  
the  cur ren t  flowing through it. The vol tage  developed i s  con- 
verted t o  an r m s  value and s to red  f o r  later use as the  command 
input t o  t h e  simulator. 
Figure 4-7 i s  a schematic of an A.C. MCCS which i s  e s s e n t i a l l y  
t h e  same as t h e  one shown i n  Figure 4-5, t h e  d i f fe rence  being 
the  b i l a t e r a l  power stage. The command applied t o  t h e  B input  
t o  t h e  mul t ip l i e r  i s  proportional t o  t h e  r m s  cur ren t  des i red  and 
i s  e s s e n t i a l l y  a pos i t i ve  D.C. s igna l .  The s igna l  applied t o  
the  A input i s  a scaled por t ion  of E2( t )  but i n  t h i s  case, E 2 ( t )  
i s  equal t o  E2Sin w t  and contains both pos i t i ve  and negative values. 
The output of t he  mul t ip l i e r  w i l l ,  therefore ,  be negative when 
E2(t)  i s  negative and as i n  t h e  case of t he  DC simulator, t h e  
output of t h e  mul t ip l i e r  multiplied by t h e  amplifier gain w i l l  
appear as V 3 ( t )  across R3. 
Again, i t  can be shown t h a t  t he  device r e s i s t a n c e  equals the  
"unknown" res i s tance .  
Consider the  c i r c u i t  diagram i n  Figure 4-6. 
command function t h a t  may change with tilaesand has a scale f a c t o r  
of lV/RMS amp required. E1 i s  constant. 
V l ( t )  i s  a pos i t i ve  
(Eq. 4.19) 
i f  R - 1  (Eq. 4.20) Vi (d) = It W )  Ri = I 1 (A) 
.*~ 
4- 
Now, consider t h e  c i r c u i t  i n  Figure 4-7: 
where 
m u l t i p l i e r  gain A =  
where E, i s  from Figure 4-7. = 
4-14 
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I 
i' 
It 
(Eq. 4.21) 
and 
then 
and 
S u b s t i t u t i n g  Equation 4.20 i n t o  Equation 4.24 g i v e s  
(Eq. 4.24) 
It should be noted t h a t  changes i n  v ! ( k ; ) w i l l  be  l imi t ed  by t h e  
t i m e  cons tan t  of t h e  rms network i n  Figure 4-7, and t h e  system w i l l  
n o t  be  capable  of reproducing s t e p  changes. 
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111. Limitations 
A. DC-Type Current Sink 
The frequency response of t h e  DC system w i l l  be determined 
by t h e  s torage  system o r  possibly by the  mul t ip l ie r .  
Typical mu l t ip l i e r  performance w i l l  provide a response of 
500 KHz with 2% a t tenuat ion .  
The power handling capab i l i t y  f o r  a s i n g l e  s t age  operating 
at 28 VDC has been analyzed. Figure 4-8 shows the key 
parameters together with the  r e s u l t  t ha t  390 w a t t s  can be 
handled. Additional output s tages  including t h e  d r i v e  
t r a n s i s t o r s ,  t h e i r  co l l ec to r  and emitter r e s i s t o r s  and 
pre-amplifier may be added i n  p a r a l l e l .  
proposed p a r a l l e l  application. 
Figure 4-9 is a 
B. AC-Tvpe Current Sink 
The frequency response of t h e  A-C system i s  limited s t r i c t l y  
by t h e  r m s  network shown i n  Figure 4-6. 
voltage appearing across  R 3  and t o  de t ec t  changes i n  t h e  
r m s  value. A reasonable compromise i s  t o  set t h e  corner 
frequency of t h e  f i l t e r  a t  W / 1 0 .  
app l ica t ion ,  t h i s  would l i m i t  t he  t r a n s i e n t  response t o  
40 Hz and t h i s  is  c l e a r l y  t h e  l i m i t  f o r  t h e  system. 
The power handling capab i l i t y  f o r  t h e  A-C case i s  somewhat 
complicated by t h e  lack  of PNP power t r a n s i s t o r s  ava i l ab le  
with an adequate BVceo r a t ing .  The t r a n s i s t o r  must handle 
t h e  peak A-C vo l tage  i n  the  forward d i r ec t ion .  The diodes 
pro tec t  each s t age  i n  the  reverse  d i r ec t ion .  
i s  a schematic and ana lys i s  of t h e  b i l a t e r a l  A-C power stage.  
The r e s u l t  of t h i s  ana lys i s  i nd ica t e s  a power l i m i t  of 220 
watts. Additional s tages  may be added i n  a manner similar 
t o  t h a t  shown i n  Figure 4-9 i f  more power i s  required. 
The problem t rade-  
of f  between t h e  requirement t o  recti,fy.' and f i l t e r  t h e  /- 
I n  the  case of a 400 Hz 
Figure 4-10 
The A-C in te r roga tor / s imula tor  described here in  is theore- 
t i c a l l y  incapable of producing a phase s h i f t .  
phenomenon r equ i r e s  t h a t  a t  c e r t a i n  t i m e s  during t h e  A-C 
cycle t h e  cur ren t  be  opposite t o  t h e  voltage and t h i s  
r e s u l t  can.be achieved only i f  energy storage devices are 
used o r  i f  a power source is  ava i l ab le  within the  simulator. 
Neither of these  conditions exist. 
This 
4.1.1.3 Laboratory Experiments 
Both r o t a t o r s  and cur ren t  s inks  were constructed during the  
study and demonstrated under dynamic conditions. 
load ( severa l  r e s i s t o r s  and switchek) w a s  interrogated. 
I n  one experiment a dynamic 
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The r e s u l t a n t  voltage and cur ren t  d a t a  w a s  processed t o  y i e ld  
R ( t ) .  
a s m a l l  computer, Subsequently, the R ( t )  data w a s  recovered from s torage ,  pro- 
cessed i n t o  analog form, and applied t o  t h e  cont ro l  input  of a r e s i s t ance  
ro t a to r .  
frequency) the  response of t h e  o r i g i n a l  load. 
ou t  using ava i l ab le  hardware. 
t i m e  by using an analog d iv ide r ,  and the  r o t a t o r  was one t h a t  used a r e l a t i v e l y  
slow-response controlled source. 
This R ( t )  was then converted from analog t o  d i g i t a l  form and s tored  i n  
The r e s u l t i n g  cur ren t  response of t h e  r o t a t o r  duplicated (except f o r  
The demonstration w a s  ca r r i ed  
Accordingly, V ( t ) / i ( t )  was computed i n  real 
However, t h e  r e s u l t s  of t he  experiment c l e a r l y  showed t h a t  t h e  
var iab le  r e s i s t a n c e  technique i s  a f e a s i b l e  means of obtaining a dynamic load 
response e 
A de ta i l ed  r epor t  of t h i s  experiment i s  provided i n  Appendix F of 
t he  f i f t h  monthly repor t .  
I n  another experiment a curren t  s ink  w a s  assembled and i t s  
dynamic c a p a b i l i t i e s  demonstrated by cont ro l l ing  t h e  s ink  resistance wi th  a 
square wave voltage. 
a power l eve l  of over 100 w a t t s .  
I n  t h i s  experiment a response of 50 KHz w a s  achieved a t  
Engineering r epor t s  of other laboratory inves t iga t ions  ca r r i ed  
out during the study w e r e  included i n  the  monthly repor t s .  
4.1.2 Variable Reactance Elements 
Reactance elements w i l l  be necessary f o r  any simulation technique involv- 
ing  a network model (impedance). 
Some means of varying the  model component values must be included. AS mentioned 
i n  the  previous discussion, lumped components may be interconnected and switched 
i n  d i s c r e t e  steps.  
complex switching i s  required t o  achieve even a moderate dynamic range. Analog 
c i r c u i t s  were considered as means f o r  r e a l i z i n g  va r i ab le  reactance elements and 
one such scheme i s  described b r i e f l y  i n  the  following discussion. 
I n  order t o  permit changes i n  t h e  model response, 
Of course t h i s  has t h e  disadvantage t h a t  l a rge  volume and 
4-22: 
Figure 4-11 i s  a schematic diagram of an impedance mul t ip l i e r  circuit. If 
t he  operat ional  ampl i f ie r  i s  conssdered t o  be idea l ,  then the  c i rcui t  voltage 
gain 
where 
A\l = magnitude of t he  c i r c u i t  vol tage gain 
AVi = magnitude of t he  voltage gain of t he  f i r s t  amplif ier  
AV2 = magnitude of t he  voltage gain of the  second amplif ier  
/Iu = r e s i s t ance  r a t i o ,  i n  ohms, indicated i n  Figure 4-11. 
given by The input  current  i s  
t (%-,&\ 
d;t Ai= A: 
where 
x=/ = t he  capacitance t o  be mult ipl ied 
“1 = voltage between terminals 1 and 2 
e, = voltage between terminals 3 and 2 
The capacitance synthesized, is  
/.LL 
L ~ =  b e A / d ; t  
The output voltage,  e, , i s  given by 
(Eq. 4.25) 
(Eq. 4.26) . 
(Eq. 4.27) 
(Eq. 4.28) 
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Subst i tut ing Equation 4.26 i n t o  Equation 4.8 gives 
,d (e~, - ez’) 
(Eq. 4.29) 
Sust i tu t ing  Equation 4.28 i n t o  Equation 4.29 gives 
Equation 4.30 ind ica tes  t h a t  t he  capacitance synthesized is  equal t o  
l / a  times the  capacitance connected across  por t  2 of the  circuit. Equation 
4.26 ind ica tes  t h a t  current  i is a function of t h e  d i f fe rence  between t h e  
input, vol tage e and the  output vol tage e2* Equation 4.27 shows that t h i s  
current  determines the  amount of capacitance mult ipl icat ion.  Since t h e  
m a x i m u m  output voltage i s  limited by the  amplif ier  c i r c u i t s ,  t he  l a rges t  
capacitance mul t ip l ica t ion  t h a t  can be achieved i n  p rac t i ce  w i l l  be l imited 
by t he  max imum input vol tage t o  be applied t o  the  c i r cu i t .  
1 
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4.2 NETWORK MODELING 
P r a c t i c a l  electrical load simulators w i l l  include network models su i t ab ly  
adjusted t o  respond t o  vol tage  s t imul i  i n  a manner i n  which dupl ica tes  t h e  real 
devices. 
of e l e c t r i c a l l l o a d  simulators. 
Development of such models i s  a necessary s t e p  i n  the r e a l i z a t i o n  
A first requirement i s  t o  specify what components can be used i n  t h e  
modeling. 
c r i t e r i o n s )  
devices and models. 
sign-als are to  be used. 
A second requirement i s  t o  de f ine  some c r i t e r i o n  (o r  even a v a r i e t y o f  
t h a t  must be used t o  judge t h e  degree of agreement between real 
A t h i r d  requirement is t o  i n d i c a t e  what types of driving 
4.2.1 Components 
It is, of course, des i r ab le  t o  r e a l i z e  the  simulator(s) as simply as 
possible. 
can be changed i n  s t eps  (by switching a t  appropriate moments) appears t o  be a 
des i r ab le  goal. The number of elements should be kept as low as possible. 
some simple a c t i v e  components (such as buffer  ampl i f ie rs )  are allowed, .the 
modeling process becomes easier. Hence, i t  may be des i r ab le  t o  allow ampl i f ie rs  
i n  t h e  modeling. 
be avoided whenever possible. 
A lumped parameter model, with passive elements R ,  L, C, whose value 
If 
Continuously va r i ab le  elements are r a t h e r  complex and should 
Experience has shown t h a t  t h e  t a sk  of modeling i s  much easier when t h e  
designer knows something about t h e  s t ruc ture  of h i s  device and incorporates 
t h i s  _a p r i o r i  knowledge i n  h i s  model. 
a l s o  (exac t ly)  by an RLC network ( i n  t h e  Darlington scheme), bu t  a t  t h e  cos t  of 
more elements and c lose  coupling of inductances. Therefore, i t  seems reasonable 
t o  d iv ide  t h e  devices i n  ( a t  least) two major series. A f i r s t  series cons i s t s  ~ 
of devices l i k e  motors,and solenoids, whose i n t e r n a l  structure i s  known i n  some 
d e t a i l .  Moreover, f o r  some of these  devices, such as t h e  motors, a g r e a t  dea l  
of l i t e r a t u r e  is ava i l ab le  on modeling. 
s t ruc tu re  can generally be incorporated i n  the  topoiogy and choice of element- 
kind (R, L o r  C) of t h e  model. 
determined by an automated search on t h e  computer. Note a l s o  t h a t  t h e  general  
models based onh-knowledge of i n t e rna l  s t r u c t u r e  may be too complicated f o r  the 
present t a sk  (as may w e l l  be t h e  C a s e  f o r  the  AC-motors) but they serve as a 
s t a r t i n g  po in t  f o r  s impl i f ied  models. 
As an example, one can model an RC network 
The 5 p r i o r i  knowledge of i n t e r n a l  
The bes t  f i t t i n g  values of the  parameters are 
A second series cons i s t s  of ca t ch -a l l  ca tegor ies  such as "electronicst1 
which may contain a very l a rge  number of types of devices. 
devices, belonging t o  "electronics" can, of course, be modeled ind iv idua l ly  and 
thus belong t o  the  f i r s t  series, but the  o the r s  are too numerous o r  of unknown 
s t r u c t u r e  t o  allow f o r  individual modeling. 
series i s  t o  start with a few bas ic  s t ruc tures ,  containing a limited number of 
parameters, chosen f o r  t h e i r  f l e x i b i l i t y  i n  producing a good v a r i e t y  of responses. 
(see Section 4.4 for one scheme). 
Some s p e c i f i c  
A realistic approach f o r  t h i s  
A search on the  computer w i l l  then f ind  t h e  parameter values y ie ld ing  
the  bes t  f i t ,  within the  bas i c  s t r u c t u r e s  considered. 
d i f f i c u l t  o r  even impossible t o  assign a d i r e c t  physical i n t e rp re t a t ion  of t h e  
components i n  the model i n  terms of t h e  real device of t h e  second series. 
Obviously, i t  may be 
4-26 
Generally speaking, one expects a b e t t e r  f i t  for 
fo r  the  second series. But, a t  Ieast, one can f ind  t h e  
within t h e  s t ruc tu res  considered f o r  the second series; 
t o  decide whether t h i s  bes t  match i s  good enough. This 
more i n  connection with the  choice of c r i t e r i o n ,  next. 
the  f i r s t  series than 
bes t  achievable match 
it  is up t o  the  user 
point w i l l  be  discussed 
4.2.2 Cr i t e r ion  of F i t  
The choice of t h e  c r i t e r i o n  o r  c r i t e r i o n s  i s  very importantss ince i t  
Some examples are given below. 
determines what type of approximation i s  used t o  judge t h e  qua l i t y  of t h e  model- 
ing. Figure 4-12 i s  used f o r  reference.  
SIGNALS t 
- 4   AVAILABLE RECORD - 
t =o 
FIGURE 4-12 TRUE DEVICE RESPONSE AND 
If the  t r u e  device response is  fD(&k and t h e  model 
then t h e  instantaneous e r r o r  can be defined as 
A 
t = T  
MODEL RESPONSE 
response i s t  (4, 
where 0 k <T 
Now, one can def ine  t h e  bes t  model as t h a t  which minimizes (over t he  
possible  and allowed models) 
(peak e r ro r )  
.(nus er ror )  
(mean absolu te  e r ro r )  
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The Type C 1  may pose problems i f  narrow tolerances are demanded. It 
would appear t h a t  here an averaging type of c r i t e r i o n  such as C2, Cg is more 
appropriate o r ,  a t  least, easier t o  dea l  with than a poin t  type c r i t e r i o n  
such as C1. In  f a c t ,  f ( t )  = power of the device, may be a good choice here 
(or  else, f ( t )  i s  e i t h e r  cur ren t  o r  voltage).  
Since the measured s igna l s  on the real devices are time-functions and 
s ince  the  na tu ra l  c r i t e r i o n  
t o  s tay  i n  the  time-domain a l toge the r  and t o  avoid a detour i n  the  frequency 
domain. 
i n  t i m e ,  i.e., t o  compute fH( t )  i n  terms of a given s t ruc tu re  and given values 
of parameters (say, p i ,  p2, ...pn; where p i  may be the numerical value given to 
a r e s i s t o r ,  a capac i tor  o r  an inductor).  
known t h a t  search programs run i n t o  serious problems of time, convergence, 
e f f ic iency ,  e t c . ,  f o r  large numbers of parameters (i.e., large n ) ;  therefore ,  
the number of allowable parameters must be kept low, say 10. Note t h a t ,  be- 
cause of l imited accuracy of da ta  on real devices, a r e l a t i v e l y  low order  model 
may be theo re t i ca l ly  bes t  anyway. 
of f i t  are a l s o  i n  the  t i m e  domain, it is preferab le  
Therefore, the computer program must be ab le  t o  obtain dynamic responses 
Another important f ea tu re  of the  computer 
program is  the  automated search t o  locate the  bes t  values of pl...pn. It i s  
A hybrid computer would probably be the bes t  t oo l  f o r  t he  modeling, with 
t i m e  responses calculated by the analog elements and search log ic  handled by the  
d i g i t a l  part. 
I f  one takes a s u f f i c i e n t l y  f l e x i b l e  set of pas ic  s t ruc tu res  (sueh as the  
ones chosen i n  Section 4.4.1, and  i f  no l i m i t  i s  imposed on the number of parameters, 
then mathematical r e s u l t s  show, a t  least theo re t i ca l ly ,  t h a t  c r i t e r i o n s  l i k e  C 2  and 
C3 can be made a r b i t r a r i l y  c lose  t o  zero, i .e. , one can approximate t o  any desired 
degree according t o  C2 and C 3  (except f o r  unavoidable round-off and reading e r ro f ) .  
However, a very high degree of accuracy may require an impractically la rge  number 
of parameters. 
of parameters, no general quan t i t a t ive  p red ic t ion  can be made about the achievable 
accuracy. 
I f ,  on the o the r  hand, an upper bound i s  imposed on the  number 
4.2.3 Signals 
The s igna l s  of i n t e r e s t  are voltages and cur ren ts ,  i n  pa i r s ,  t o  give 
powers. One can consider two s i t u a t i o n s  - e i t h e r  a device i s  bas i ca l ly  a one-port, 
shown i n  Figure 4-13, and then it i s  described by i ts  dr iv ing  point cha rac t e r i s t i c .  
O r  else i t  is  a multi-port, say a two-port device ( a l so  shown on Figure 4-13). 
Two-port modeling requi res  considerably more work and a more complicated 
synthesis (mod,eling) s ince  it involves 4 (driving point o r  t r ans fe r )  c h a r a c t e r i s t i c s  
(3 i f  r ec ip roc i ty  e x i s t s ) ,  but reduces the t o t a l  number of models when cascades of 
diodes a r e  considered. 
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4.3 COMPUTER OPTIMIZATION 
4.3.1 Program Description 
Network models can be made to provide responses quite similar to those 
In of the real devices by suitable adjustment of the model component values. 
order to permit the use of complex models (up to 20 model components) and to 
provide a consistent means of adjusting and evaluating the model parameters, 
a computer operation is indicated. 
Avco Systems Division has developed and utilized optimization techniques 
Eor the selection of reentry vehicle designs and for the selection of decoy 
configurations whose trajectories matched the reentry vehicles trajectories 
within specified tolerances. 
These applications have required the development of computer programs 
which optimize non-linear functions subject to non-linear constraints. 
the degree of non-linearity and the actual behavior of the functions are 
re la t ive ly unknown. 
Typically 
These programs were adapted for use in the model optimization investigation 
of this study to permit gross assessment of feasibility. 
4.3.1.1 Overall Program Organization 
The major elements of the program are outlined in Figure 4-14. 
The input requirements are shown in the upper section, and the program itself 
is divided into analysis and synthesis modules. 
The inputs to this program consist of an identification of the type 
of simulation network and starting values (initial guess) for the network parameters. 
The data describing the actual measured response of the equipment to be simulated 
is input. 
voltage. 
identified by input qualities. 
values or on the allowable ranges of the design parameters are input. 
This is 'in the form of tables of the time histories of current and 
The criteria to be used to judge the adequacy of the simulation are 
Also any constraints on the calculated criterion 
The analysis module (1) calculates the transient behavior of the 
simulator network, and (2) calculates comparisons of the calculated response with 
the input data describing the response of the system to be simulated. This 
module is discussed in Section 4.4.1.2. 
The synthesis module contains the logic and calculations required 
to search for values of the network parameters which will provide an acceptable 
or optimimum simulation of the original system. In an iterative process, the 
synthesis module organizes the relationships between the values of the network 
parameters being tried and the magnitudes of the criterions (mismatch) which result. 
From these relationships, new design values which will improve the simulation 
are selected and fed back to the analysis module. 
values of the network parameters which minimize the selected criterions. 
problem is overconstrained so that there is,no acceptable simulation, the program 
will identify this result. The synthesis module is also discussed in Appendix €3. 
This process converges to the 
If the 
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0. TRANSlEUT RESeONbL TOBE. 
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OPT IM i z ATI o N 
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F I G U R E  4-14 PROGRAM FOR D E S I G N I N G  OPTIMUM DYNAMIC LOAD 
SIMULATORS 
4-31: 
Pr in touts  are provided which summarize the  var ious trials along 'the 
way t o  the optimum and de ta i led  pr in touts  are provided f o r  the f i n a l  network 
behavior. Machine p lo t t i ng  options are a l s o  provided i n  the program. 
4.3.1.2 Analysis Module 
An analys is  module has been programmed t o  (1) ca l cu la t e  t he  t r ans i en t  
behavior of electric networks, and (2)  compare t h i s  calculated behiavior e t h  the  
desired t r ans i en t  behavior which has been input.  Options e x i s t  i n  t he  ana lys i s  
module f o r  ca lcu la t ing  thebehavior  of various types of networks. 
c r i t e r i o n s  are calculated as measures of t he  degree of simulation t h a t  has been 
achieved between the  calculated response and the  input  response. 
A numberof 
The ana lys i s  module has three  bas ic  bui lding blocks: 
1. 
2, 
3. 
A pure res i s tance ,  % ( o r  conductance, with admittance 
b a s i s  impulse-response 
A series of res i s tance ,  R ,  and inductance, L,  with admittance 
b a s i s  impulse-response 
where 
y = R / L  
z; = 'L/L 
R = p / b  
L = 1 6  
o r  
This corresponds to a real root i n  t h e  Laplace plane 
The network below 
. . .  
G Y (5) = 
(Eq. 4.32) 
C i .-: 
with admittance basis impulse-response 
-Cfk 
where 
or,  inversely, 
o( = i / L  
(Eq, 4-33] 
This corresponds with a pair of complex roots i f  
provided 
Otherwise, one finds a pair of real roots, which can also be produced 
by the network shown below. 
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with 
The network can be realized as  a passive c i rcu i t ,  when 
or  
and, moreover 
Then, one f inds  that 
4- 34 
In each case, the program calculates the currents for given voltages 
by a discretized versian of the superposition integral 
4.3.1.3 Criterions Available i n  the Program 
. Eight criterions are now available. L e t  v-@ be vo l tage , i&]  
experimental current, and / ck ( t )  approximate current for model. Then, 
one has for an observation interval 
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Cr i t e r ions  with subscr ip t  w are similar t o  t h e  corresponding ones with 
subscr ip t  1. 
are using cur ren t  only ( f o r  a given voltage input).  The criteria J1, J S l ,  and 
JD1 are a l l  of t h e  averaging type and dea l  w i t h  abso lu te  e r ro r ,  error-squared, 
and f i r s t  de r iva t ive  error-squared, respectively.  They are continuous. and q u i t e  
smooth with respec t  t o  t h e  search parameters, meaning t h a t  a small change i n  some 
parameters w i l l  produce a small change i n  c r i t e r i o n  value. 
handled by t h e  present search schemes (Rosenbrock o r  Davidon). 
The former are based on power (cur ren t  t i m e s  voltage),  t h e  latter 
Such c r i t e r i o n s  can be 
The c r i t e r i o n  JC,,, on t h e  o ther  hand, is  a loca l  po in t  c r i t e r i o n  (maximum 
absolute e r r o r )  and i s  not as smooth with respec t  t o  t h e  search parameters. 
Therefore, more problems of convergence of search can be expected when JC1 is used. 
From resu l t s  of network synthesis,  it can be  expected t h a t  t he  c r i t e r i o n  sur -  
This complicates t h e  search and may faces  may w e l l  have several  l oca l  minima. 
requi re  a v a r i e t y  of s t a r t i n g  guesses t o  obta in  t h e  global minimum. 
These c r i t e r i o n s  may be summed with relative weighing f a c t o r s  t o  produce com- 
The various c r i t e r i o n s  may also be 
These concepts are d i s -  
bined f igu res  of m e r i t  f o r  network simulation. 
constrained, i f  des i red ,  during t h e  optimization process. 
cussed more f u l l y  i n  Appendix B. 
selected t o  become the  y1 o r  yi quan t i t i e s  discussed i n  t h a t  appendix. 
These c r i t e r i o n  ca l cu la t ion  resul ts  may be  
4.3.2 Experimental Results 
In  order t o  demonstrate the adapted optimization program on real hardware 
problems, in te r roga t ions  were made of a number of e l e c t r i c a l  and e l ec t ron ic  
devices ava i l ab le  i n  the  laboratory. 
provided i n  Appendix C of the F i f t h  Monthly Report. 
of st imulating the device by appl ica t ion  of the device ' s  normal operating 
voltage and photographing an oscil loscope d isp lay  of the r e su l t i ng  cu r ren t  i n t o  
the device. 
A laboratory r epor t  on t h i s  load da ta  i s  
The in te r roga t ion  consisted 
Several of these loads were then selected f o r  use i n  demonstrating the  
computer programs. 
used by thecomputer as in te r roga t ion  inputs. 
The cur ren t  response along with the  input voltage da ta  w a s  
The following discussion describes these experiments, . I n  the  computer 
graphs, c i r c l e s  denote experimental points while f u l l  l i n e s  ind ica te  the  
approximation. 
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4.3.2.1 Example One: DC Motor 
The s t ep  response is shown i n  Figure 4-15. Cri te r ion  J1 w a s  used 
herer 
The corresponding network r ea l i za t ion  is  shown below. 
with admittance 
4 3 # 3  s + 573.3 
S 2 - t  77L4 5 3- 67631 y (9 = 
These r e s u l t s  a r e  very c lose  t o  those obtained on the  analog 
computer. 
4.3.2.2 Example Two: DC Solenoid 
The response i n  current  t o  a step-input i n  voltage i s  shown i n  Zigure 
I n  Phase I t h e  solenoid 4-16. 
slug moves, providing a var iab le  inductance. 
reached t h e  end of i t s  t r ave l ,  t he  inductance i s  constant.  
The time h is tory  can be divided i n t o  two par ts .  
I n  Phase 11, t he  s lug  having 
Therefore, it i s  not surpr i s ing  t h a t  a r e a l l y  good f i t  cannot be 
obtained by means of a s ing le  l i n e a r  (passive) constant parameter network 
covering both phases, i f  only a small number (e.g., s ix )  of elements i s  allowed. 
(Note the  sharp Vee between 
the  beast obtainable  r e s u l t s  is  shown i n  Figure 4-17. 
shown below with s i x  elements. 
t he  phases, which i s  hard to  simulate). One of 
It uses the  network 
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FIGURE *4-17 DC SOLENOID, RESPONSE SIMULATION 
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These values were obtained using the  slope c r i t e r i o n ,  JD1. Similar 
One has two 
r e s u l t s  were obtained by u s e  of t he  c r i t e r i o n  J1. 
with a (st i l l  s4mpleY model .based on the  physics of the events. 
models, 
Better results can be obtained 
one f o r  each phase, taken a s  l i n e a r  passive systems f o r  simplicity.  
Phase I 
One has 
where 
=’ voltage of source 
= curren t  from source 
= r e s i s t ance  and inductance of wiring R,b, 
E = back-emf of solenoid 
Ab 
(Eq. 4.34) 
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e 
Further, if + denotes the motion of the slug (initially, %(O)= 4 (0) = 0) 
slug motion tm = mass, f = friction coefficient) 
( E q .  4.35). 
Assuming a force-law, 4 (1) 
After linearization, one finds 
V = RPtL,, dL. +(L.W$- d;t 4d1: +(. d LA (.II) 
& 
Using as the Laplace operator, one now has 
where 
m c = "  
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The corresponding network, shown below, is  w e l l  known, 
-18 R = 1.35 X IO OHM L,= 0.0349 HENRY 
(NEARLY SHOR~ZD) 
Cs 1.32 
M ILL 1 FARAD 
. . -  
A goodapproximation is  shown i n  Figure 4-16. 
elements a s  indicated above. 
similar r e s u l t s  were obtained with c r i t e r i o n  JD1. 
This corresponds with values of 
These values were obtained by c r i t e r i o n  J1. V e r y  
Phase I1 
oLr R,T + L,, 
The numerical values shown 
Pigure 4-16. 
i n  t h e  network below give  t h e  good f i t  shown i n  
-. , 
( t i m e  constant = 4 msec) 
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The two phases can be combined i n t o  one model--the model shown below. 
- 
RRENT 
d2&* 
At" 
iJ- 
le32 
M ILL I FARAD 
The c los ing  of t h e  switch depends on , with c los ing  t i m e ,  2 given by 
A+ 
This law can be mechanized i n  t h e  model. 
4;3 .2:3  Example Three: Amplifiers 
This is  an AC s i t u a t i d n ,  with input vo l tage  
with 
)" = -11.5' 
The following simple network, based on optimization by means of c r i t e r i o n  J.,,, 
was found by t h e  computer. 
6 
-1 .26X10  OHM 
h 
- L37 Y IOM2 
HENRY 
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This network i s  not passiveg s ince  
but i s  very similar i n  behavior t o  the  passive network shown belowo 
was obtained 
The latter 
by omitt ing the  negative elements (with very high impedance) .,
b 1059 OHM 0.856 OHM f 
The computer plot i s  shown i n  Figure 4-18. 
4.3.2.3 Example Four: AC Solenoid 
This is ,  again,  an  AC case. The input vol tage i s  
I 
with 
The following s imple passive network 
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gave the results shown in Figure 4-19. 
admittance magnitude are modelled very well, but the initial current peak 
is not well simulated. This initial high current is probably due to some 
non-linear effect (such as a resistance change caused by heating) and 
attempts to add passive networks to account for the current transient did 
not work out well (note that here one tries to simulate non-linearities, 
which are not necessarily sensitive to the phase of switch-on with respect 
to the voltage sine wave, by means of linear networks which are indeed sen- 
sitive to such phase relationships). 
The steady-state phase shift and 
If linear active networks are allowed, such as the one shown below, 
(requiring amplifiers or other active elements), good simulation can be ob- 
tained as shown in Figure 4-20, 
I ADDITIONAL 
-ADMITTANCE 
0.53 OHM 
- 
. .  
The'steady-state response is the same as in Figure 4-19 (after 20 msec). The 
additional network has the admittance 
1 3 77 5 t 2 q2+ (377)2 
- 2121~ .I.L 837. S +329174 
c 
S +619 (s + 2 q  + (377)2 
One has to check if this admittance is positive real to find out 
whether a passive realization (of course, as a different structure) is possible. 
The result of a numerical check is that the admittance is not positive 
real and, hence, not realizable as a purely passive network. 
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5 e INTERROGATION AND SIMULATION SYSTEM CONCEPT 
Up t o  t h i s  point,  the study has defined requirements and described techniques 
f o r  implementing an in te r roga i ion  and simulation process t o  be used i n  character-  
i z ing  and simulating the  dynamic and s teady-s ta te  electrical loads of manned 
spacecraft  equipment. 
This sec t ion  describes a t o t a l  sys tem approach which w i l l  d raw upon .those 
techniques t o  s a t i s f y  the  ove ra l l  requirements. 
Table 5-1 i s  a summary of the baseline system requirements derived from the 
earlier swnmary of load parameter range estimates and from estimates of customer 
needs. 
The interrogation/simulation process begins with i d e n t i f i c a t i o n  of the dr iv ing  
point immitance of a s p e c i f i c  electrical load and ends with t h e  accurate simula- 
t i on  of t h a t  immitance by a device a t  voltage and cur ren t  l eve l s  which are not 
scaled from the  real leve ls .  Further,  the  simulator has a f l e x i b i l i t y  which 
provides f o r  varying simulator operation t o  accommodate a range of response 
cha rac t e r i s t i c s .  
The interrogation/simulation process can be characterized by the  seauence of 
events l i s t e d  below and shown schematically i n  flow diagram form i n  Figure 5-1. 
1. The load t o  be simulated i s  iden t i f i ed .  
2. The load category and stimulation d a t a  are determined. 
3. An in te r roga t ion  method designed t o  y i e ld  the device response 
< 
f o r  a l l  modes of operation i s  se lec ted .  
4 .  The load is  in te r roga ted .  
5. The in t e r roga t ion  d a t a  is processed t o  i d e n t i f y  t h e  impedance- 
t i m e  h i s to ry  of t h e  load f o r  each mode of operation. 
6 .  A simulator capable of being programmed t o  provide t h i s  v a r i a b l e  
impedance i s  se lec ted .  
7. A simulator program i s  generated. 
8 .  The simulator program i s  entered i n  the  simulator. 
9 .  The simulator i s  connected t o  t h e  system under test. 
5.1 INTERROGATION 
5.1.1 General Description 
The in te r roga tor  i s  shown schematically i n  general form i n  Figure 5-2.  
The methods by which each of t he  elements of Figure 5-2 w i l l  be implemented are 
discussed below: 
TABLE 5-1 
I N T E R R O G A T O R / S I ~ T O R  BASELIm SYSTEM REQUIREmNTS. 
Volt age 
Current 
Steady- s t  a t e  
0 t o  200 VDC 
0 t o  220 VAC (400 Hz, 1 o r  3 phase) 
0 t o  20 Amps DC 
0 t o  LO Amps AC 
Dyna.mic 0 t o  500 Amps DC 
0 t o  200 Amps AC 
Power 0 t o  400 watts, t yp ica l  
( t o  6 k i lowa t t s  f o r  motors and 
30 k i lowa t t s  f o r  e l e c t r o l y s i s )  
Frequency Response DC t o  10 KHz for AC loads 
DC t o  1 KHz f o r  DC loads 
mnamic Operat ion 
Range 40 dB 
Behavior Periodic* 
Duration of Dynanic 0.1 second., maximum 
Operaation During Any 
Period 
System Application 
Quant i ty  of Simulators 30, maximum 
i n  Simultaneous U s e  
Duration of Total  1 hour, m a x i m u m  
Operation P e r  U s e  
Duration of  Interroga- 1 minute, maximum 
t ion  In t e rva l  
* Synchronous w i t h  exc i t a t ion  frequency f o r  AC loads. 
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I. Stimulation Source - The stimulation source provides a vBltage 
whose amplitude and frequency are within t h e  spec i f ied  nominal 
operating range of the  u n i t  under test  (UUT). 
tance w i l l  approximate t h a t  of t he  real source. 
The source resis- 
The source w i l l  be e i t h e r  DC o r  AC ( s ing le  o r  th ree  phase) and 
w i l l  be applied t o  the  UUT as a s t ep ,  using a f a s t - r i s e - t ime  
switching element.. 
J1. Measurement In t e r f ace  - The measurement i n t e r f a c e  can be an  adapter. 
cable i n  a "T" configuration. 
i n t e r f a c e  with: 
The th ree  extensions of t h i s  cable 
1. The in te r roga t ion  source 
2. The UUT 
3 .  The instrumentation 
The cable provides a breakout f o r  each i n t e r f a c e  w i r e  f o r  voltage 
measurements. A conventional meter shunt i n s t a l l e d  i n  each power 
r e t u r n  lead ' pe rmi t s  cur ren t  measurements. 
111. Instrumentation - A l l  voltage and cur ren t  d a t a  i s  recorded i n  real 
t i m e  using an instrumentation qua l i t y  tape recorder operating i n  
t h e  FM mode. 
by comparing the  acquired d a t a  with ca l ib ra t ion  s igna l s  recorded 
on each recorder t r ack  p r io r  t o  recording t h e  in te r roga t ion  data.  
A t i m e  s igna l  (such as one of t h e  Inter-Range Instrumentation Group, 
I R I G ,  
i n t e r roga t ion  d a t a  provides an accurate t i m e  base and f a c i l i t a t e s  
tape  ed i t i ng  and cueing. 
Absolute values of voltage and current are determined 
codes) recorded on a separa te  t rack  simultaneously with the  
I V .  Stimulation - Other st imulations of the  UUT which w i l l  produce a 
response on the  power l i n e s  are a l s o  provided during the  in te r roga-  
t i o n  process. These might be temperature, load va r i a t ions ,  s igna l  
inputs ,  e t c .  The s p e c i f i c  st imulation t o  be included and t h e  
coincidence of these  s t imu l i  w i l l  be determined by the  u s e r  on t h e  
b a s i s  of simulator appl ica t ion  requirements and UUT spec i f ica t ions .  
The user must make a similar dec is ion  specifying UUT operating 
modes of i n t e r e s t .  
V. Data Processor - A t  t h i s  point i n  the process input voltage and 
cur ren t  d a t a  associated with each mode of operation and s t imula t ion  
of t he  UUT has been acquired and recorded i n  analog form. 
processing method designed to ,y i e ld  the  simulator programming 
information i s  shown schematically i n  Figure 5-3. 
i s  f i r s t  sampled a t  1 millisecond i n t e r v a l s  and s tored  on d i g i t a l  
tape .  
A da t a  
The analog da ta  
A l l  processing i s  accomplished using d i g i t a l  techniques. However, 
i f  a d i f f e r e n t  format i s  des i red ,  t h e  o r i g i n a l  analog t a p e  (master) 
can be used to  generate a new tape.  The process i s  programmed i n t o  
a computer ( a  s m a l l  general-purpose computer i s  su i t ab le )  and a l l  
operations ,are automated. The d a t a  i s  processed t o  y i e ld  two i t e m s  
of information. 
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1. The s p e c i f i c  R ,  L,  C values i n  a given network configuration 
t o  provide the  turn-on, tu rn-of f ,  and s teady-s ta te  (TO/TO/SS) 
response of the  UUT. 
2. The res i s tance l t ime h i s to ry  t o  provide the  dynamic response 
of t h e  UUT. 
See Figure 5-4  f o r  an i l l u s t r a t i o n  of t h e  turn-on, tu rn-of f ,  steady- 
state, and dynamic operation portions of t h e  cur ren t  response wave 
'form. 
A. Turn-on, Turn-off, and Steady-State Operation - The computer 
pr-m w i l l  include an optimization process which w i l l  
include a set of network models each of which represents  a 
c l a s s  of loads. 
These models w i l l  be composed of passive elements arranged 
i n  a network configuration whose response can be made t o  
dupl ica te  the  load response by a judicious se l ec t ion  of t he  
network element values as described earlier i n  Paragraph 4 
of t h i s  repor t .  
B. Dynamic Operation - For the  dynamic portions of t he  response 
curve, t h e  computer w i l l  calculate: 
f o r  each i n t e r v a l  of sampled da ta .  This w i l l  r e s u l t  i n  a 
t i m e  h i s to ry  of t h e  voltage - curren t  r a t i o  over t he  e n t i r e  
dura t ion  of dynamic operation. 
C... S t r e s s  I d e n t i f i c a t i o n  - For each of t h e  operations j u s t  
described (TO/TO/SS and dynamic) an addi t iona l  computation 
would be made t o  determine the  minimum required stress 
r a t i n g  of each component. For r e s i s t o r s ,  t h i s  would be 
a power d i s s i p a t i o n  versus t i m e  curve; f o r  capac i tors ,  an 
applied vol tage  versus t i m e  curve; and f o r  inductors,  an 
applied cur ren t  versus t i m e  curve. 
5.1.2 
5.1.2.1 
In te r roga t ion  Computer Requirements and Trade-offs 
Sampling and Phase Requirements f o r  the  AC Case 
The sampling requirement i s  t h a t  enough, usually on the  order of 
Furthermore, f o r  t h e  AC case 
3 t o  10 samples per cycle of t h e  highest  d a t a  frequency, d a t a  samples are taken t o  
de f ine  the  maximum frequency of dynamic operation. 
t h a t  t he  sample value can be  referenced t o  a unique poin t  on t h e  waveform, f o r  
example the  pos i t i ve  zero crossing. To insure  t h a t  t he  voltage and cur ren t  are 
sampled a t  t h e  same t i m e  r equ i r e s  t h a t  t he  two channels be multiplexed and pro- 
vided with individual sample and hold c i r c u i t s .  
The R ( t )  obtained by d iv id ing  the  vol tage  and cur ren t  t i m e  samples 
The following,technique may 
is  spec i f ied  a t  a poin t  i n  t i m e  but i s  not r e l a t e d  t o  a unique poin t  on t h e  vol tage  
waveform which i s  required f o r  accura te  simulation. 
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be used t o  co r rec t  f o r  t h e  phase e r ro r .  
in te rpola ted  to  obta in  t h e  t i m e  of t h e  zero crossing. 
are l inea r ly  in te rpola ted  t o  obta in  sample values a t  uniformly spaced A t  
referenced t o  the  zero crossing t i m e .  
be used f o r  t h e  simulation. 
The voltage d a t a  samples are l i n e a r l y  
NOW R ( t )  da t a  samples 
These are the R ( t )  values which would 
The example shown . i n  Figure 5-5 i l l u s t r a t e s  t h i s  technique. 
Sample values are shown a t  150 in t e rva l s .  
mid-way between samples. Therefore, the voltage d a t a  i s  l i n e a r l y  in te rpola ted  
t o  determine the  time of t he  zero crossing, To. R ( t )  d a t a  i s  now in te rpola ted  
t o  obta in  R ( t )  values with uniform sample spacing referenced t o  To, shown as 
RT . va lues .  The advantage of t h i s  approach i s  t h a t  i t  reduces t h e  sample rate 
needed 
form. 
The voltage zero crossing occurs 
t o  obta in  R ( t )  values referenced t o  a unique poin t  on the  voltage wave- 
Another approach t o  minimize t h e  phase e r r o r  is  t o  sample a t  a 
f a s t e r  rate such t h a t  the  phase accuracy of R C t )  i s  wi th in  acceptable l i m i t s .  
phase e r r o r  of 2O corresponds to  a 3% of f u l l  scale e r r o r  i n  t h e  simulation and 
would probably be acceptable. 
i s  
A 
The r e l a t ionsh ip  of phase e r r o r  and sample rate 
phase e r r o r  = 2% (Source frequency x 360O) 
sample ra te  
For a source frequency of 400 #z and 'sample rate of 10,000 sps 
the  e r ro r  i s  +7.2O. 
described. 
e r ro r  i s  36,000 samples/sec. 
This can be reduced using the  in t e rpo la t ion  technique 
Without i n t e rpo la t ion ,  t he  sample rate required f o r  a 20 phase 
5.1.2.2 In te r roga t ion  System Approaches 
The in te r roga t ion  system must perform 3 major functions - 
Data Acquisition - Measure vol tage  and cur ren t  t i m e  
h i s t o r i e s  and record on magnetic tape 
Analog-to-Digital Conversion - Convert measurements t o  d i g i t a l  values 
Digi ta& Computation - Perform d i g i t a l  computations required 
t o  obta in  input  values f o r  simulator 
For a l l  approaches being considered t h e  requirements are t o  provide 
d i g i t a l  representa t ions  of t h e  voltage and cur ren t  measurements f o r  use i n  sub* 
sequent d i g i t a l  processing operations t h a t  w i l l  y i e ld  input d a t a  f o r  t h e  load 
simulators. 
performance, and ove ra l l  system configuration vs  cos t ,  f l e x i b i l i t y  of operation 
and turn  around t i m e ,  i .e. t i m e  required t o  obta in  simulator inputs  a f t e r  t he  
in te r roga t ion  operation has been performed. For trade-off purposes, rhe i n t e r r o -  
gation system is  considered t o  cons is t  of 3 major subsystems: See Figure 5-6. 
The s i g n i f i c a n t  trade-off areas are individual equipments c o s t  vs 
1. Data Acquisition System 
2. A/D Conversion System 
3. Dig i t a l  Computer System 
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5-10 20 3 System Configurations 
Five a l t e r n a t i v e  system configurations,  Summarized i n  Table 5-2, 
were considered. These are discussed belowo 
A. Independent Stand -Alone Sys t e m  
This system configuration would include all..hardware components 
and computer programs required f o r  acquis i t ion  and processing. 
This approach provides maximum operat ional  f l e x i b i l i t y  s i n c e  t h e  
system i s  t o t a l l y  independent and capable of performing a l l  
necessary operations independently and under i n t e r n a l l y  control led 
scheduling. 
i n i t i a l  equipment expense and l a rge  operating s t a f f  . Turn-around 
t i m e  would be on the  order of 4 to 8 hours. 
It a l s o  i s  the  most cos t ly  approach, requi r ing  a l a rge  
B. Modified Stand-Alone System 
A va r i a t ion  of t h e  f irst  approach would include A/D conversion 
capab i l i t y  as p a r t  of t he  d i g i t a l  computer capab i l i t y  and share  t h e  
acqu i s i t i on  magnetic tape recorder f o r  tape playback. This approach 
would r e s u l t  i n  a moderate equipment cosz saving a t  a small s a c r i f i c e  
i n  t o t a l l y  independent scheduling of operations;  i .e .  acquis i t ion  
would preempt A/D conversion and A/D conversion would preempt com- 
puter processing. Turn-around t i m e  i s  not s i g n i f i c a n t l y  affected.  
C.  Data Acquisition Only 
This system configuration would include capab i l i t y  only €or 
acquiring the  d a t a  on analog magnetic t a p e .  
be forwarded t o  a cen t r a l  agency with the  necessary capab i l i t y  and 
operating s k i l l s  f o r  performing t h e  analog-to-digi ta l  conversion 
and d i g i t a l  computations t o  provide outputs usable by t h e  simulators.  
This i s  the  minimum cos t  approach but has t h e  g r e a t e s t  e f f e c t  on 
operational f l e x i b i l i t y  and turn-around t i m e .  However, t h i s  
approach i s  i d e a l l y  su i t ed  f o r  performing in t e r roga t ion  a t  remote 
locat ions s ince  the  s i z e  and complexity of remote interrogat ion,  
i . e .  da t a  acquisit ion,  i s  minimized. Mobility i s  f u r t h e r  enhanced 
by use of a portable  instrumentation recorder.  
This tape would then 
D. Rea l -T ime  A/D Conversion 
This approach would eliminate t h e  analog magnetic tape recorder 
with a s m a l l  c o s t  saving. However, i t  complicates and increases  
t h e  cost: of acquis i t ion  a t  remote locat ions,  and el iminates  
f l e x i b i l i t y  of data' conditioning during t h e  A/D coversion 
operation. 
E. Stand-Alone Without D ig i t a l  Computer 
This approach would include A / D  conversion capab i l i t y  i n  addi t ion 
t o  magnetic t ape  record/repro,duce. 
s en t  t o  a c e n t r a l  computer f a c i l i t y  f o r  processing. No clear-cut 
advantage i n  turn-around t i m e ,  unless computer f a c i l i t y  i s  located 
close t o  the  simulator s i t e .  
The A/D tape would then be 
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5.2 SIMULATION 
5.2 .1  General Description 
The simulator is  shown schematically i n  Figure 5-7. It i s  a device (one 
of a family) cgpable of being programmed t o  reproduce a s p e c i f i c  impedance t i m e  
curve. Di f fe ren t  simulators would be required t o  accommodate the  various classes 
of loads. The classes would correspond t o  those chosen f o r  t h e  network models of 
t he  in te r roga t ion  process. 
The simulator would provide a f ixed  impedance i n  a s p e c i f i c  configuration 
I n  parallel (and perhaps series- 
corresponding t o  the  in te r roga t ion  model t o  provide the  turn-on, tu rn-of f ,  and 
s teady-s ta te  portions of t he  cur ren t  response. 
parallel) with t h e  f ixed  impedance would be a r e s i s t a n c e  element, such as a 
r o t a t o r ,  whose value can be varied i n  an analog manner t o  accommodate the  dynamic 
portions of t h e  cur ren t  response. 
of the  f ixed  and va r i ab le  elements. 
See Figure 5-8 f o r  a schematic representa t ion  
For t h e  TO/TO/SS operation, t h e  sirnulator could be  considered as cons is t ing  
of a number of va r i ab le  R ,  L ,  and C components and a complex switching matrix used 
t o  interconnect them i n  the  spec i f ied  configuration. Another concept might be t o  
use a number of f ixed  R ,  L ,  and C components and vary t h e  t o t a l  R ,  L, o r  C of any 
element by switching. 
Other va r i a t ions  of configuration could be conceived each of which e f f e c t s  
component value changes by some mechanized analog o r  d i g i t a l  technique. 
Each simulator, i n  addi t ion  t o  providing f o r  t he  f ixed  impedance model, 
would provide f o r  accommodating the va r i ab le  r e s i s t ance  device. This device 
could be a separate element and connected t o  a s p e c i f i c  simulator as required,  
o r  each simulator could contain the  var iab le  elements as p a r t  of i t s  bas i c  con- 
f igura t ion .  
and can accommodate any power leve l  without penalizing a l l  simulators with un- 
necessary s i z e  and power requirements. 
The former i s  a more v e r s a t i l e  technique s ince  it permits f l e x i b i l i t y  
The resistance-time h i s t o r y  of t he  UUT obtained i n  the  in t e r roga t ion  process 
would be s tored  i n  d i g i t a l  form i n  t h e  simulator memory. 
values would be controlled by a clock o r  o ther  programmed source t o  de l ive r  t he  
R ( t )  values a t  the  required t i m e s .  
The t r ans fe r  of d i g i t a l  
The simulator would be in te r faced  with the  system under test  using a 
shor t  adapter cable which accommodates the  standard simulator connector on one 
end and the  s p e c i f i c  system connector on the  o ther  end. I n  use, t h e  simulator 
would present t h e  TO/TO/SS impedance t o  the  in t e r f ace .  Upon operation of the  
simulator, by appl ica t ion  of a voltage corresponding t o  t h a t  spec i f ied  f o r  t he  
UUT, the  va r i ab le  r e s i s t ance  Operation of t h e  simulator would be i n i t i a t e d  
and would proceed u n t i l  t he  vol tage  w a s  removed. Removal of t he  input voltage 
would cause the  va r i ab le  R program t o  reset t o  i t s  i n i t i a l  condition. 
Implementing t h e  simulation scheme j u s t  described would permit the  packag- 
ing  of a l l  impedance and va r i ab le  r e s i s t ance  elements i n  a small volume. 
Cooling provisions,  i f  necessary, would a l s o  be included i n  t h i s  package. 
A l l  other elements of t h e  simulator could be located remotely. 
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I n  order t o  v e r i f y  t h a t  simulator operation i s  acceptable, a va l ida t ion  
process would be implemented. 
simulator with the  in te r roga t ion  source and graphica l ly  recording t h e  r e s u l t a n t  
current response. 
t he  UUT determined during the  in te r roga t ion .  
plished by v i sua l  observation of '  t h e  two graphical displays.  
This would be accomplished by stimulating the  
This regponse would then be compared with the  response of 
This comparison would be accom- 
SCALE CONTROL VAR I A B  LE. 
MODEL SIGNAL RE31 STANCE . 
5.2..2 Simulation Computer Requirements and Trade-offs 
5.2:a. 1 Simulator Approaches 
The poss ib le  approaches t o  control the  dynamic va r i a t ions  of 
load value are shown i n  Figure 5-9. 
Level 1 
/' Level 2 
Level 3 
Level 4 
ind ica tes  t he  objec t ive  which i s  t o  vary R ( t )  as a 
function of r e s u l t s  obtained from the  in te r roga t ion  
operation. 
ind ica tes  t h a t  t h e  R l t )  va r i a t ion  can be accomplished 
using e i t h e r  switched components o r  a continuously 
var i ab 1 e device . 
i nd ica t e s  t h a t  the  control s igna l s  can be obtained from 
stored d a t a  o r  from real t i m e  da ta .  
a misnomer; what i s  meant i s  t h i s  type of operation. 
Real t i m e  may be 
where the  scale model dupl ica tes  t he  device ' s  voltage- 
cur ren t  performance c h a r a c t e r i s t i c s  a t  a scaled down 
power l eve l  and generates a cont ro l  s igna l  f o r  a va r i ab le  
res i s tance .  
categorizes the  form of d a t a  t h a t  is ava i l ab le  f o r  con- 
t r o l .  
Analog - continuous time h i s to ry  
63 
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5; 2.2.2 Switched Components Versus Variable Devices 
From the  s torage  and control standpoints,  there  i s  no s igni f icanb  
d i f fe rence  between switching component values t o  provide a dynamic R ( t )  or  
providing a control s igna l  for a va r i ab le  device. A hybrid approach using 
both switched components f o r  l a r g e  changes i n  load value,  and va r i ab le  devices 
f o r  handling s m a l l  changes is  poss ib le  but would increase  the  s torage  and con- 
t r o l  requirements f o r  the  simulator. 
5.2.2.3 Stored Versus Real-Time Operation 
The primary advantage of the  real-time approach i s  i t s  simplicity.  
The storage approach is more complicated and cos t ly ,  but i t  has the  advantage 
of f l e x i b i l i t y  i n  producing complex dynamic var ia t ions .  
5.2.2.4 Analog Versus Dig i t a l  Control Signals 
Analog control s igna l s  a r e  most d i r e c t l y  su i t ed  f o r  t he  real-time, 
For t h e  stored mode of operation, the  analog cont ro l  
The major d i f f i c u l t y  being synchronization of 
var iab le  mode of operation. 
s igna l  approach cannot be used. 
t h e  stored d a t a  with simulator tu rn  on, and i n  the  AC case the  power frequency. 
Analog tape recorders have s t a r t -up  t i m e s  measured i n  terms of seconds which 
means t h a t  R ( t )  values would not be ava i l ab le  u n t i l  t he  recorder had reached 
i t s  operating speed. For t h e  switched mode of operation, analog cont ro l  s igna l s  
would have t o  be converted t o  d i g i t a l  form t o  control t h e  switching. 
Dig i ta l  control s igna ls  are most d i r e c t l y  su i ted  f o r  t h e  s tored ,  
switched component mode of operation. 
control s igna l s  f o r  t h e  rea l - t ime operating mode, 
of operation, d i g i t a l  cont ro l  s igna l s  can,easily be converted t o  analog form 
operating speeds i n  t h e  order of 5fiseconSs and conversion accuracies of 0.1%. 
A fu r the r  advantage i s  t h a t  t h e  switching d i scon t inu i t i e s  can be f i l t e r e d  using 
s imple  RC networks t o  provide a smoothly varying cont ro l  s igna l .  
There i s  no reason t o  consider d i g i t a l  
For the  stored-variable mode 
using an d ig i ta l - to-ana log  converter (D/A),'.' These u n i t s  are ava i l ab le  with -- 
5.2.2.5 Analysis of D ig i t a l  Storage Parameters 
The s i g n i f i c a n t  parameters which must be considered are s torage  
capacity, d a t a  t r ans fe r  rate, and synchronization of d a t a  readout. These 
parameters can be analyzed with reference t o  the  following simulator requirements. 
R ( t 1 Dynamic Gharacteri s t i cs  
AC Case 
DC Case 
- R ( t )  occurs a t  the  period of source 
vol tage  frequency and i s  defined by 
25 samples per cycle of source 
frequency . 
- R ( t )  occurs per iodica l ly  after turn- 
on and i s  defined by 100 samples i n  
a 0.1 second in t e rva l .  
5-19 
Maximum number of simulators - ~ 3 0  
Dynamic Range of Control Signal - 1OOO:l  
Accuracy of Control Signal 
. .  Simulator on-off 
- 1% of F d l  Scale 
- Controlled by sensing presence 
of ex terna l  voitage. 
The accuracy and dynamic range can be r ea l i zed  using a 10-b i t  d a t a  
sample. This provides a control range of 0 t o  1023 values. 
For the  AC case, the s torage  capacity i s  twenty-five 10-b i t  samples 
and the t r ans fe r  ra te  i s  10,000 samples per second f o r  a 400 Hz power frequency. 
A very c r i t i c a l  requirement i s  f o r  t he  t r ans fe r  of stored d a t a  t o  be synchronized 
t o  the  source frequency i n  order to preserve the  phase r e l a t ionsh ip  between R G f )  
and the source voltage. 
t r ans fe r  clock which i s  synchronized to  the  source frequency. 
accomplished using a phase-locked loop approach with a vol tage  cont ro l led  o s c i l l a t o r  
(VCO) and a zero-crossing de tec to r  t o  e s t ab l i sh  a phase reference point.  
This means t h a t  each simulator must generate a da ta  
This can be 
For the  DC case, the storage capacity i s  one hundred 10 -b i t  samples 
and the  t r ans fe r  r a t e  i s  1,000 samples/second. The synchronization requirement 
i s  not c r i t i c a l .  Data t r ans fe r  can be controlled by a 1 KHz clock with readout 
commanded t o  repea t  every T i n t e r v a l ,  where A T  could be obtained from t i m e -  
of -day, i . e.  every second repea t  readout. 
Two approaches a r e  considered f o r  providing d i g i t a l  s torage  and 
control of t he  simulator. One i s  t o  use L. s igna l  control computer t o  s t o r e  t h e  
da ta  f o r  each simulator and cont ro l  d a t a  t r ans fe r  by sensing ex terna l  i n t e r r u p t  
signals.  The o ther  i s  to  use separate storage and control log ic  f o r  each simulator. 
For the AC case the  s ing le  computer approach appears t o  be marginal as far as 
preserving the  phase r e l a t ionsh ip  of the da ta  t r ans fe r .  
access, computer t r ans fe r  rates f o r  a s ing le  output channel a r e o n  the  order  of 
1p second. 
servicing up t o  30 simulators i m p l i e s  t h a t  a minimum of 30 pseconds  are required 
t o  provide one da ta  sample t o  each simulator and i t  i s  more l i k e l y  t h a t  2 o r  3 
memory cycles would be required.  
it i s  seen t h a t  phase e r r o r s  i n  t h e  order of h0 t o  125 can be expected. 
With d i r e c t  memory 
Considering t h a t  memory readout would have t o  be t i m e  multiplexed f o r  
Since lo of phase a t  400 Hz represents  7p seconds, 
The separa te  s torage lcont ro l  approach, on t h e  other hand, can e a s i l y  
provide da t a  t r a n s f e r s  i n  t h e  order of 1 - 5 1  seconds depending on memory cycle 
time selected.  The advantages of t h i s  approach are t h a t  t h e  simulation can be 
performed independently a t  various loca t ions  and t h e  number of simulators can be 
expanded by s imply  adding N more u n i t s ,  whereas the  s i n g l e  computer approach 
would have t o  be sized f o r  t he  mairimum number of simulators planned. The s torage  
could be loaded manually,considering t h a t  t he  number of d a t a  samples are s m a l l ,  
25 or  100. This f e a t u r e  would lend i t s e l f  t o  independent operation. However, t o  
f a c i l i t a t e  operation with multiple simulators, loading could be accomplished 
using a s m a l l  computer with d i g i t a l  tape input. I n  t h i s  case the  simulators 
would be t r ea t ed  as an ex terna l  device. 
of R ( t )  cont ro l  s ince  the  s tored  values could be changed during a simulation run 
t o  simulate "slow11 va r i a t ions  of R ( t ) .  
This a l so  provides f o r  another l eve l  
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5.3 I M I ? L ~ N T A T I O N  
Major items of 
formance c a p a b i l i t i e s  
requirements. 
OF EQUIPMENT REQUIR~ENTS 
eqiipment have been i d e n t i f i e d  and the necessary ,per- 
defi-ned on t h e  bas i s  of preliminary interrogator/simulator 
5.3.1 In te r roga t ion  System 
The in te r roga t ion  system cons i s t s  of th ree  bas i c  subsystems, d a t a  
acquis i t ion ,  ana log- to-d ig i ta l  conversion, and computer. These a r e  discussed 
i n  Paragraphs 5.3.1 through 5.3.'3, below,and shown i n  Figure 5-10. 
5.3.1.1 Data Acquisition Subsystem' 
Output s igna l s  from voltage and cur ren t  sensors will be conditioned 
t o  the  range of 1 to  10 v o l t s  and recorded on an intermediate band instrumentation 
magnetic tape recorder using FM techniques. This w i l l  provide information band- 
widths from 0 t o  40 kHz a t  120 inches/second and a channel signal-to-noise r a t i o  
of 50 db. 
voltages,  3 phase cur renfs ,  neut ra l  current,and 3-phase t o  neut ra l  voltages.  
Additional channels w i l l  be provided €or recording voice annotation, t i m e  code 
and servo reference frequency. A 1" - 14-track configuration i s  required. FM 
record and FM reproduce e l ec t ron ic s  w i l l  be provided f o r  a l l  tape speeds, 120 
t o  1-7/8 inches/sec, i n  order t h a t  time-base expansion techniques can be used 
i n  subsequent da t a  processing operations. 
5kHz frequency response capab i l i t y  is  required f o r  quick-look d a t a  d isp lay  and 
t i m e  ed i t i ng .  
f a c i l i t a t e  loca t ing  areas of i n t e r e s t  recorded on the  tape. 
Capabili ty w i l l  be provided f o r  recording 10 d a t a  channels - 3 phase 
A 12-channel oscil lograph recorder with 
A time-code generator and time-code t r a n s l a t o r  a r e  required t o  
5.3.1.2.' Analog-to-Digital Conversion Subsystem 
The A/D convertor w i l l  perform a 10-b i t  conversion on bi-polar 
s igna ls  i n  the  range of 1-10 vo l t s .  
cons is ten t  with the  simulator dynamic range requirement. A sampling rate of 
20,000 samples per second w i l l  provide the  capab i l i t y  required t o  sample two 
functions,  voltage and cur ren t ,  a t  10,000 samples/second. Capabili ty f o r  mul- 
t ip lex ing  2 input channels with simultaneous sample and hold i s  required t o  
preserve AC phase re la t ionship .  
magnetic t a p e  i n  standard computer-compatible format. 
the e f f ec t ive  sampling rate can be increased by using t i m e  base expansion techni- 
ques during d a t a  playback, i .e. reducing the  playback speed by a f a c t o r  of 8 
provides an e f f ec t ive  sampling rate of 160,000. 
included f o r  commanding s t a r t / s t o p  of conversion a t  pre-selected t i m e s ,  sample 
r a t e  cont ro l ,  d i g i t a l  output monitor, and ca l ib ra t ion  source. 
5.3.1.3 Computer Subsys t e i  
This provides a 1OOO:l r e so lu t ion  which i s  
The A/D output w i l l  be recorded on a d i g i t a l  
It should be noted t h a t  
Operating f ea tu res  w i l l  be 
* 
The computer w i l l  accept the  d i g i t a l  magnetic tape produced by t h e  
A/D subsystem and perform the  necessary d i g i t a l  operations t o  provide input  
da ta  f o r  t he  simulators. The computational requirements are as follows: 
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(B Data Cal ibra t ion  
e Linear In te rpola t ion  
e Division 
e Model Optimization 
e Determine component s t r e s s  r a t ings  
The computer hardware configuration w i l l  include: 
Central Processor Unit - 16-bi t  word, 32K memory s i z e ,  
2 k s e c  memory cycle t i m e ,  with 
multiply/divide hardware. 
,/ 
/ 
Ae 1 etypewr i ter 
2 Dig i t a l  Magnetic Tapes 
Card Reader 
Desirable, but not required 
The computer software w i l l  include such standard i t e m s  as: 
Assembly Program 
Fortran I V  Compiler 
A r  i thme t i c Sub - rout  i n  es 
Floa t ing  Point 
Computer programs w i l l  be required t o  perform the  indicated operations.  
The s i g n i f i c a n t  in te r roga tor  computer performance c h a r a c t e r i s t i c s  a r e  
summarized i n  Table 5-3. 
A p i c t o r i a l  view of such a system i s  shown i n  Figure 5-11. 
5.3.2 Simulator System 
The simulator system w i l l  cons is t  of a1 s m a l l  control computer and ind i -  
vidual s torage  and cont ro l  log ic  f o r  each simulator,  see Figure 5-12. 
The control computer w i l l  have the  following capabi l i ty :  
Memory cycle time 2 microseconds 
Memory word length 12 b i t s  
Memory capacity 8000 words 
External In t e r rup t s  30 
Other f ea tu res  required are d i g i t a l  magnetic t a p e  input,  t e l e type  input /  
output, d i r e c t  memory access channel, and a real-time clock. Assembly language and 
real-t ime executive monitor software a r e  required. 
The simulator s torage  w i l l  have the  capab i l i t y  f o r  s to r ing  one hundred 
10-bit  da t a  samples, thus i t  provides adequate capacity f o r  both the  AC and DC 
cases. For t h e  AC case, t he  d a t a  sample t r ans fe r  w i l l  be synchronized t o  the  
external power source frequency, within 2' of phase and the  t r ans fe r  rate w i l l  
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be 10,000 samples/second. For the  DC case, da t a  sample t r ans fe r  w i l l  occur a t  
be 1,000 samples/second. 
as an ex terna l  output device which w i l l  allow f o r  loading s torage  from d i g i t a l  
magnetic tape. 
t o  allow independent operation a t  a remote si te.  
T i n t e r v a l s ,  s e l ec t ab le  from 0.1 t o  10 seconds, and t h e  t r ans fe r  rate w i l l  
The storage w i l l  be in te r faced  t o  the  cont ro l  computer 
Provisions w i l l  a l so  be included f o r  loading s torage  manually 
Control log ic  w i l l  provide capab i l i t y  f o r  i n i t i a t i n g  da ta  t r ans fe r  from 
an external switch closure,  switch opening w i l l  reset s torage  t o  t h e  i n i t i a l  
value, and f o r  cont ro l l ing  d a t a  t r ans fe r  from an ex terna l  clock s igna l .  
. The device used f o r  synchronizing the  ex terna l  clock s igna l  t o  the  AC 
source frequency w i l l  maintain phase coherence within 2 0 .  
response t i m e  i n  the  order of 0.1 second w i l l  be required. 
Phase-lock-loop 
The output of t h e  s torage  w i l l  i n t e r f a c e  wi th  a d ig i ta l - to-ana log  con- 
ve r t e r .  
and operating speeds i n  the  order of 5-10 microseconds. Output f i l t e r i n g  w i l l  be 
provided t o  minimize switching d i scon t inu i t i e s .  The output voltage range w i l l  be 
compatible with the  requirements of t he  var iab le  device, 0-10 vo l t s .  
The D/A w i l l  provide capab i l i t y  f o r  a 10-b i t  conversion, 0.1% accuracy, 
. The s i g n i f i c a n t  simulator computer performance c h a r a c t e r i s t i c s  are 
summarized i E  Table 5-4. 
A p i e t a r i a l  view of a simulator, including the  computer ( s torage  and 
control u n i t s ) ,  i s  provided i n  Figure 5-13. 
accommodate up t o  s i x  simulators simultaneously. 
5.4 INTERFACES 
A s ing le  console as shown can 
The interrogation/simulation process j u s t  described w i l l  have th ree  
major i n t e r f aces .  
1. In te r roga tor /uni t  under t e s t  
2. Interrogator/simulator 
3 .  Simulator/system under test..  
These are shown i n  simplified block diagram form i n  Figure 5-14, and 
discussed b r i e f l y  i n  the  following paragraphs. 
5.4.1 Interrogator/Unit  Under T e s t  I n t e r f ace  
This i n t e r f a c e  i s  the  point i n  the  system a t  which the  in te r roga t ion  
measurements are obtained. 
a unique power connector. 
nectors with t h e  common connector on the  in te r roga tor .  
Typically,  each load t o  be in te r roga ted  w i l l  have 
Provisions must be made f o r  i n t e r f ac ing  these  con- 
Additionally, provisions must be made f o r  sensing t h e  voltage and cur ren t  
. a t  t he  i n t e r f a c e  and rout ing  such d a t a  t o  t h e  appropriate measurement device. 
The voltage t o  the  device may be DC o r  AC (both s i n g l e  and three-phase) 
and a t  high power leve ls .  
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FIGURE 5-13 DYNAMIC LOAD SIMULATOR, P I C T O R I A L  DIAGRAM 
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5.4.2 Interrogator/Simulator.Interface 
The i n t e r f a c e  between the  in te r roga t ion  system and simulation system 
primarily involves the t r ans fe r  of the impedance-time h i s to ry  parameters , as 
determined by the  in te r roga t ion  process, t o  the  simulation system i n  a compati- 
b l e  format. 
The primary requirement f o r  the in te r roga tor / s imula tor  i n t e r f a c e  i s ,  
therefore ,  compatibil i ty of information t r ans fe r .  That is ,  the  output of t he  
in te r roga tor  system should be compatible with t h e  s imula tor ' s  input  requirements. 
The i n t e r f ace  i s  a function of t he  p a r t i c u l a r  concept chosen. 
t he  in te r roga t ion  system output i s  i n  the  form of d i g i t a l  d a t a  recorded on 
magnetic tape, then t h e  simulation system must be capable of accepting d i g i t a l  
d a t a  recorded on magnetic tape as an input. 
I f ,  f o r  example, 
The information t r ans fe r  between the  in te r roga t ion  and simulation systems 
can take place e i t h e r  i n  real t i m e  o r ,  by use of a s u i t a b l e  s torage  medium, i n  
elapsed time. 
5.4.3 Simulator/System Under Tes, t  I n t e r f ace  
It i s  an t ic ipa ted  t h a t  a family of simulators w i l l  be required t o  
accommodate t h e  various spacecraft  electrical loads. Each of these simulators 
w i l i  be capable of representing (one-at-a-time) a number of loads, depending 
on the p a r t i c u l a r  programming information entered i n  t h e  simulator. Typically, 
each load w i l l  have a unique power connector. Provisions must be made f o r  each 
simulator t o  accommodate a number of d i f f e r e n t  i n t e r f aces .  
I n  addi t ion ,  i t  might be des i r ab le  t o  provide means f o r  voltage and 
current da t a  sensing a t  these  in t e r f aces  to  permi t  measurements t o  be made 
dut-ing system operation. 
5 . 5  THREE-PHASE POWER CONSIDERATIONS 
A review of t he  spacecraf t  load c l a s s i f i c a t i o n  t a b l e  (Table 3-31 shows 
t h a t  a number of the  loads t o  be t r ea t ed  are operated by three-phase power. 
discussions of t he  various in te r roga t ion  and simulation methods thus f a r  have not 
considered the  s p e c i f i c  na ture  of t he  input power. 
are , generally,  appl icable  whether t he  normal operating power of t h e  device i s  
DC o r  single-phase AC. 
The 
The in te r roga t ion  techniques 
Simulation of single-phase AC devices i s  somewhat more complicated than 
i n  the  DC case, but t he  techniques described apply i n  e i t h e r  case. 
It would seem t h a t  t he  three-phase AC case can be t r ea t ed  by using the  
same techniques t h a t  apply t o  the  single-phase case. That i s ,  a three-phase 
device would be in te r roga ted  by monitoring the vol tage  between a l l  s i g n i f i c a n t  
pairs of wires (e.g., between each p a i r  o r  phases and between each phase and 
neu t r a l )  and t h e  cur ren t  i n  each cur ren t  carrying wire. 
t h i s  would r equ i r e  a ten-channe$ measurement system. 
in te r roga t ion  might be accomplished i n  severa l  passes, each one t r e a t i n g  a 
d i f f e r e n t  combination of phases. 
I n  t h e  worst case, 
Al te rna t ive ly ,  t he  
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.In any event,.Ghe data; once obtained, would be processed as though 
the measurements bad been made on a number of single-phase devices. Simulators 
would then be programmed to treat each case and interconnected in a three-phase 
configuration. 
interrogation and would automatically be programmed into the individual 
simwlators . 
Any inferaction between the phases would be observed during 
. .  
. .  , < . .  , 
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6. ASSESSMENT OF FEASIBILITY 
In the overall interrogation/simulation process described ',in paragraph 5 , 
two key elements requiring consideration from the standpoint of feasibility 
/-- 
are : 
1. Development of network models whose response can be made to 
match accurately that of a specific load by appropriate 
adjustment of the values of elements in the model. 
2. Development of variable resistance devices capable of 
operating at high voltage and current levels. 
These elements are discussed in paragraph 6.1 and 6.2, respectively. 
6.1 MODEL DEVELOPMENT 
Examination of various models has resulted in development of: 
(1) several preliminary models of motors, and (2) a generalized model for 
representing a general load, such as that presented by an electronic device. 
A significant consideration in model development is the selection of an 
optimization criterion for judging a given model's ability to reflect faith- 
fully the response of an actual load. 
a comparison may be made bemeen the model's response and the actual load's 
response (that is, the error) may be judged. These include the use of: 
There are numerous criterions by which 
1. The sum of the absolute values of the error. 
2. The sum of the squares of the errors. 
3. The sum of the absolute errors between the derivative 
of the model's response and the derivative of the load's 
response. 
In the computer optimization routine, iteration is performed to minimize the 
error defined by these various criterions. Selection of the criterion to be 
specified is based on engineering experience and judgment. To that extent, 
the selection is subjective. 
The problem of assessing the feasibility of developing and implementing 
network models lies in the great variety of possible loads and consequent 
potentially great variety of responses. Arbitrary assignment of accuracy 
or cost requirements (or any combination of similar mutually dependent 
requirements) applicable to all possible loads presents a formidable problem, 
one that may, in fact, be virtually insoluble. It appears more practical to 
develop models for selected loads and to demonstrate the suitability of these 
models in the laboratory. 
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The investigations made 3n this study indicate that given an unrestricted 
number of model parameters or an unspecified.mode1 response accuracy, the 
concept of modeling is entirely feasible for use in a system identification/ 
simulation process. To be practical, of course, the number of model parameters 
must be limited (perhaps to less than 10) to permit optimization to be 
completed in a reasonable period of time. Also, some limit must be placed 
on the model accuracy. 
The optimization computer programs used in the modeling investigations were 
However, the models showed good correspondence with the 
adapted from existing software and, thus, were not as efficient as might 
be required. 
actual devices. 
6.2 VARIABLE RESISTANCE DEVICE DEVELOPMENT 
The second key element from the aspect of determining process 
feasibility is the variable resistance element used for dynamic operation. 
Several techniques for implementing this element have already been examined 
and tested in the laboratory. One technique employs a resistance rotator. 
Laboratory tests were conducted on a rotator used to provide a dynamic 
response. The results of the experiment clearly demonstrated that a variable 
resistance device can simulate the response of a dynamic load, and, furthermore, 
that the variable resistance control signal can be derived from interrogation 
data, stored in digital ormat, and subsequently retrieved. Although this 
experiemnt was conducted at low voltage and current levels (approximately 40 
volts and 1 ampere), the operating principles are equally applicable at higher 
voltage and current leve s .  Methods of handling these higher values have been 
described in the monthly progress reports. 
6.3 COMPUTER HARDWARE AVAILABILITY 
The interrogation system requirements are well within the capabilities 
of presently existing equipment. For example, the data acquisition system 
can be realized using an Ampex Model FR-1900 instrumentation recorder, CEC 
Model 5-133 oscillograph recorder and Astrodata Model 5200 time-code generator/ 
translator. The A/D conversion system presently exists as an Astrodata - 
Model AD-1 system. The digital computer hardware requirements are satisfied 
by any of a number of general-purpose computers and, with the exception of model 
optimization, all of the necessary computations as well as the data acquisition 
and A/D conversion are currently being routinely performed in Avco's data 
processing operation. 
Simulator system requirements are also well within the capabilities of presently 
existing equipment. For example; the control computer requirements are satisfied 
ments would be more than satisfied using a standard product such as the General 
Automation Model SPC-12 controller. However, it may be more cost effective to 
using the Digital Equipment Corp. Model PDP_/8/L. The storage and control require- /- 
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design a special unit using standard core memory and logic components. 
be spread over several units. The phase synchronization could be achieved 
using phase lock loop techniques currently used in bit rate synchronizer and tape 
recorder servo speed control applications. The digital-to-analog converter 
requirements are met using an Analog Device Model DAG-T unit. 
This 
would depend on how many units were required such that the design cost could 
. 
6 . 4  SUMMARY 
The load interrogator and simulator concept is feasible. This conclusion 
is based on careful consideration of the following-listed results obtained during 
this study: 
1. The computer and data processing software and hardware for 
implementing the process are available. 
2. The variable impedance hardware's performance has been 
successfully demonstrated at low voltage and current 
levels; methods for handling higher levels have been 
proposed. 
3 .  The development of network models to simulate the steady- 
state and turn-on/turn-off transient characteristics of 
loads is feasible when loads are considered on an individual 
basis. 
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7. RECOMMEIWATIONS 
The study has i d e n t i f i e d  and inves t iga ted  various methods of in te r roga-  
/ t i n g  and simulating electrical equipment. 
hardware system capable of implementing t h e  t o t a l  process. 
on the  more c r i t i c a l  elements of t h e  process have demonstrated t h e  proposed 
system's f e a s i b i l i t y .  
Further, t h e  study has described a 
Laboratory tests 
The next s t e p  i n  t h e  evolution of dynamic load in te r roga tors  and simula- 
t o r s  i s  implementing t h e  proposed system t o  demonstrate i t s  p r a c t i c a l i t y  and t o  
assess i n  laboratory experiments i t s  usefulness and completeness. 
Table 7-1 summarizes hardware and software requirements f o r  implement- 
ing the  interrogation/simulation system and i d e n t i f i e s  t h e  a v a i l a b i l i t y  of t h e  
required i t e m s .  
b le .  Only those elements pecul ia r  t o  load simulation would need development.' 
A s  t he  t a b l e  ind ica tes ,  most of t h e  hardware i s  r ead i ly  ava i l a -  
The following s ix-s tep  program designed t o  demonstrate the  p r a c t i c a l i t y  
of the  proposed approach i s  recommended as a minimum-cost next s t ep  i n  t h e  
system's evolution. 
1. 
2 .  
3. 
4 .  
5. 
6 .  
..J' 
In te r roga t ion  of Real Equipment - Use ex i s t ing  da ta  acqu i s i t i on  ,A P 
equipment t o  acquire voltage and cur ren t  da t a  on a number .of ( t en  
o r  fewer) i t e m s  o f  ac tua l  spacecraft  hardware stimulated i n  
t h e i r  various modes of operation. 
/J 
Analog-to-Digital Conversion - Convert the analog d a t a  obtained 
i n  l., above, i n t o  a d i g i t a l  format cons is ten t  with d a t a  processing 
needs. 
t h i s  task.  
Existing processing hardware i s  ava i l ab le  and adequate f o r  
Optimization Software Development - Develop software f o r  computer 
optimization of network models. 
(e.g., t h e  Avco program described i n  t h i s  r epor t )  can serve as 
a baseline.  Evaluation and se l ec t ion  of s u i t a b l e  c r i t e r i o n s  f o r  
judging model accuracy would be a concurrent task. 
Existing optimization programs 
Se lec t ion  of One Representative Equipment - Selec t  one of the  
equipments f o r  which da ta  had been acquired and processed. The 
equipment se lec ted  should be one t h a t  provides maximum exercise 
of t h e  hardware and software, and provides a s u i t a b l e  test-bed 
f o r  system evaluation. 
Simulator Design4and Development - Design and develop one load 
simulator t o  provide the  hardware quired t o  simulate t h e  one 
equipment i t e m  se lec ted  i n  4 . ,  . The development and use 
of continuously va r i ab le  imped e n t s  should rece ive  par- 
t i c u l a r  emphasis. This simula be  t e s t ed  and delivered 
f o r  evaluation and u s e  by the  c 
Documentation - Provide a compl of drawings, spec i f ica-  
t ions ,  and manuals (operating a enance) t o  support t he  
delivered hardware. The doeum should include the 
3-1 
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computer software f o r  model opfimization, along with a l l  ocher 
software peculiar t o  the  process. ._.-..-. 
The objec t ive  of t h i s  program would be t o  develop software and hardware compati- 
b l e  with software and hardware to be developed subsequently f o r  a complete stand- 
alone system. 
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8 .  BIBLIOGRAPHY 
As in any comprehensive study, compilation of a bibliography received high 
priority. 
All of the publications listed there have been reviewed and found significant in 
reference to the dynamic load simulator study. 
The results of AVCO'S efforts in this area are summarized in Appendix C. 
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APPENDIX A 
This appendix summarizes t h e  f i v e  monthly progress r epor t s  
published by Avco Systems Division under t h e  Dynamic Load 
Simulators f o r  Electrical Systems T e s t  F a c i l i t y  Study, NASA 
Contract No. NAS-9-10429. 
A - 1  
1. F i r s t  Monthly Progress Report, f o r  t h e  period 29 December 1969 t o  
31 January 1970. 
February 1970 
Avco Document No. AVSD-0065-70-CR, dated 5 
SUMMARY 
Describes Avco's e f f o r t s  i n  t h e  following two areas  of concentration: 
1. Ident i fy ing  spacecraf t  electrical loads. 
2. Ident i fy ing  candidate in te r roga t ion  and simulation techniques. 
2 .  Second Monthly Progress Report, f o r  t h e  period 1 February 1970 t o  
28 February 1970. Avco Document No. AVSD-0108-70-CR, dated 6 March 
1970 
SUMMARY 
Covers e f f o r t s  i n  the  fo l lowing- l i s ted  areas: 
1. Completion of spacecraft  e l e c t r i c a l  load iden t i f i ca t ion .  
2. Establishment of requirements f o r  developing and evaluating 
in te r roga t ion  and simulation techniques. 
3 .  Iden t i f i ca t ion  of t he  in te r roga t ion  and simulation techniques 
to be inves t iga ted .  
4 .  Establishment of contact with se lec ted  vendors i n  the  areas 
of power d i s s i p a t i v e  devices,  v a r i a b l e  impedance elements, 
network analyzers,  and measurement devices. 
3 .  Third Monthly Progress Report, f o r  t h e  period 1 March 1970 t o  
31 March 1970. Avco Document No. AVSD-0157-70-CR, dated 6 A p r i l  1970. 
Describes e f f o r t s  i n  the  areas of :  
1. Examination of t he  various in te r roga t ion  and simulation 
techniques. 
da t a  processing considerations,  and on non- l inear i ty  and 
three-phase power considerations.  
P a r t i c u l a r  emphasis was placed on measurement and 
2 .  Preliminary inves t iga t ion  of system in t e r f aces .  
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4 .  Fourth Monthly Progress Report, for the period 1 A p r i l  1970 to 30 April 
1970. Avco Document No. AVSD-0216-70-CR, dated 6 May 1970. 
SUMMARY 
Describes efforts in the areas of: 
1. Continuation of the examination of interrogation and simulation 
techniques. 
2. Establishment of requirements for the three major system inter- 
faces. 
3 .  Development of a total system concept and preliminary findings 
regarding the feasibility of implementing the concept. 
5. Fifth Monthly Progress Report, for the period 1 May 1970 to 31 May 1970. 
Avco Document No. AVSD-0259-70-CR, dated 12 June 1970. 
SUMMARY 
Describes efforts in the areas of: 
1. Investigation of the feasibility of using noise- and cross-correlation 
techniques for determining the system driving point immitance. 
Investigation of a computer program that uses a frequency-domain 
technique for optimizing network models. 
2. 
3 .  Investigation of the feasibility of constructing general network models 
for use in synthesizing time-domain iterative networks. 
4 .  Demonstration in laboratory tests of an interrogation and simulation 
'process based on a variable resistance technique. 
5. Conduct of a trade-off study in the areas of interrogation and 
simulation techniques and their hardware implementation. 
Development of a preliminary design for implementing an interrogation 
and simulation process. 
6 .  
7. Appraising the feasibility of implementing this process in hardware. 
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APPENDIX B 
OPTIMIZATION PROCEDURES 
The following descr ip t ion  of Avco's optimization pro- 
cedures f o r  computer handling of network modelling 
has been extracted (with minor e d i t o r i a l  changes) from 
Avco Document No. AVSSD-B798-610-6782, dated 23 April 
1970 (pages 27 through 44, and pages 48 and 49) .  
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2. 3 . 2  Penalty Function Transformation 
The penalty function proposed for this program allows the constrained 
optimization problem to be solved as a sequence of unconstrained problems. 
This section contains descriptions of the penalty function equation, the 
technique €or  defining a dummy function if  the cur ren t  s ea rch  point is aut - 
side the capability of the analysls modules, and the techniques for  tightening 
a constraint  af ter  each unconstrained search .  
2 . 3 . 2 .  1 Function Evaluation 
The analysis portion of the program charac te r izes  the specifics of each 
design by a se t  of numbers called yi. 
bination of these quantities to be used in the penalty function is made by the 
use r  by means of input codes.  
described in the section called sequential optimization. 
The selection of the des i red  com- 
The actual penalty function equation is 
An alternate way of describing the calculation of the value of the penalty 
function, F, is as follows. Let F be the s u m  of the NP individual con- 
s t ra in t  t e r m s ,  f i  : 
NP 
I:= fi 
i = l  
where each term is: 
0.0 if the constrained quantity i s  within the limits 
f. = i  
' I  k; ( I amount out of the limits I )' if not within limits 
where ki  and I a r e  inputs. 
within all the constraints.  
magnitude represents  the "amount" that th i s  design is unacceptable. The 
penalty function thus reduces the ent i re  set of performance h is tor ies  and 
design constraint  situations to a single number (F). 
can then be applied to find the designs which r e su l t  in smaller values of the 
penalty function until a design is found which has  a penalty function value of 
zero.  This would then complete one tfsolution-findingl' operation. The 
detail of the process  of utilizing a sequence of solution-finding operations 
to obtain an optimum solution will be discussed in the section called 
sequential optimization. 
If the penalty function, F, is zero ,  the design is 
If the penalty function is not ze ro ,  then its 
Optimization techniques 
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2 .  3. 2 . 2  Screening Operations' 
It is possible for an  optimizer to specify that a design be evaluated which is 
not physically meaningful o r  which is outside the capability of the analysis 
modules. 
situatiohs and defines a value for the penalty function, F, which is equal to 
the s u m  of the l a s t  calculated value f r o m  the penalty function equation, D, 
plus the amount the design failed the screening tes t :  
A testing procedure has been se t  up which "screens" out such 
- 
F = D +  <LL; -xi>* + <Xi - ULi>* 
. -  
i =  1 
where S i  is input; and the design pa rame te r s ,  X i ,  the lower l imi t s ,  LLi , 
and the upper l imi t s ,  ULi , a r e  specified within the program.  
assumed in  this formulation that the initial design is input so that it passes  
the screening test. 
It is 
2 . 3 . 2 . 3  Sequential Optimization 
A technique for  formulating the solution-finding problem was discussed in  
the Function Evaluation section. 
performance and design constraints to be included in  the s e a r c h  for an 
optimum design. 
s t ra ined optimization problem onto a sequence of solution-finding problems 
which a r e  solved using unconstrained optimization techniques. 
is based on the Schmidt and Fox penalty function equation of Reference 15  
which will be considered in the following form: 
This technique has  been extended to allow 
The extended technique effectively t r ans fo rms  the con- 
The technique 
M 
i = 2 '  
where: 
F 
k l  
y1 
UBI 
E 
M 
ki 
LBi 
yi 
UBi 
is the penalty function which is searched for  a zero o r  a minimum by the 
optimizer 
is the multiplier (scale  factor)  for the quantity being minimized 
is the quantity being minimized 
is an upper bound on the quantity being minimized 
is the exponent which is normally 2 but can be se t  to 1 for special  
problems 
is the total  number of terms in the penalty equation 
is the multiplier (scale  factor)  for  each constraint  
is the lower bound for each constraint  
is the value of each item being constrained 
is the upper bound for  each constraint  
A if A is positive 
<*> is ! 
I 0.0 if A is  zero or negative 
- 
B-3 
There  a r e  two cases  to be considered. The first is where the quantity being 
minimized is a calculated value or  a design var iable  and the second is where 
the quantity is an input quantity which is not an active design variable.  
F o r  the cases  where the quantity being minimized, y1 ,  is a calculated value o r  
a design var iable ,  the procedure is to input the exponents, the upper and lower 
bounds, and the multipliers.  The first upper bound, UBI , is selected to be 
reasonable la rge  (based on experience and judgment). The mult ipl iers ,  ki , 
a r e  allowed for  numerical  purposes and do not theoretically enter  into the 
process  at all. 
initial design. The optimizer modifies the design until every  constraint  is 
satisfied. At  this point every  t e r m  of the penalty equation i s  zero and the 
value of the penalty function, F ,  is therefore  zero.  The parameters  
describing this  acceptable design a r e  c a r r i e d  over to descr ibe the initial con- 
figuration f o r  the next solution-finding step.  
reduced f o r  the second solution-finding operation. 
to find an acceptable design, the constraint  is tightened by a fac tor ,  WRF , and 
the process  is repeated: 
The first solution-finding operation is initiated f r o m  an input 
The first upper bound, UB1, is 
Each t ime that it is possible 
After a s e r i e s  of solution-finding problems,  the constraint  will have become so 
tight that a solution is no longer possible.  
procedure finds that F has a minimum and that it is not possible to find a design 
where F equals zero,  thus it is not possible to find a design which sat isf ies  all 
the imposed constraints.  
optimum (within the tolerance implied by the factor ,  WRF). 
This technique of approaching the optimum f r o m  the "acceptable" side has  been 
found to be a pract ical  technique for  design work. 
In this  situation, the sea rch  
The next-to-the -last design then is declared the 
A paral le l  procedure is used when the quantity being minimized, y 1 ,  is an input 
which has not been identified as a design var iable .  
solution-finding operation, the value of the input itself is changed: 
Af t e r  each successful  
Again, the solution-finding process  is repeated until it is no longer possible to 
find a solution. 
the implied tolerance).  
The next -to -last design is then declared the optimum (within 
I 
When the general  multivariable opt imizers  a r e  used, the exponents in the penalty 
equation must  have a value of two so that the first derivatives of the function 
with respec t  to  the design var iables  will be continuous. However, since the 
Fibonacci techniques do not have any continuity res t r ic t ions ,  the exponents can 
be se t  to a value of one and the constrained optimum can  be searched for  directly.  
F o r  one - and two -variable problems where Fibonacci techniques a r e  applicable, 
setting the exponents to one and providing suitable ki  multipliers eliminates the 
need for  the series of solution-finding operations discussed above. 
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2. 3.  3 
When required,  the gradient of the penalty function'is calculated using finite 
differences.  The increments ,  AX;, a r e  inputs to the program.  Each element of 
the gradient is calculated as :  
Gradient Of The Penalty Function 
2 . 3 . 4  Search  Logic 
i = 1 ,  Number of design var iables  
Four  separate  se rach  techniques will  be mechanized for possible selection by 
the use r .  
which is a multivariable unconstrained technique. It uti l izes the gradient and 
an approximation of the ma t r ix  of second par t ia l  derivatives to locate the 
minimum. 
which locates the unconstrained minimum of a multivariable function without 
the direct  calculation of the gradient. 
Fibonacci method which locates the minimum of an unimodel function within 
a specified interval.  
method which locates the minimum within a specified region by obtaining the 
minimum of a s e r i e s  of one-variable solutions. In fulfillment of the ADTECH 
111 and IV contracts (References 12 and 13), Avco reviewed the s ta te  of the art 
in optimizing nonlinear functions subject to nonlinear constraints.  
concluded that there  is no technique which has simultaneously the charac te r  - 
is t ics  of superior  reliability and superior  efficiency for a l l  types of functions. 
The effectiveness of a given optimizer frequently depends on the depth of 
understanding that the user  has  of the mathematical charac te r i s t ics  of the 
function current ly  being optimized. 
through selections of s tar t ing designs, control constants, and stopping 
tolerances.  
formulated with the dual objectives of allowing initial studies to be performed 
with minimum required input and allowing continuing studies to be performed 
more efficiently with input bes t  suited to the situations a t  hand. 
The first is the Davidon Variable Metric Method for  Minimization 
The second technique is the Rosenbrock Rotating Coordinate Method 
The third technique is the one-variable 
The fourth technique is the two -variable Fibonacci 
It was 
This understanding is implemented 
The opt imizers  being proposed for this p rogram have been 
Of the opt imizers  investigated in the ADTECH studies,  four were selected 
for incorporation into the Optimum Decoy Design P r o g r a m  (Section 2.4) .  
Davidon Variable Metric Method is judged to be one of the most suitable 
optimizers f r o m  the c l a s s  of gradient methods while the Rosenbrock Rotating 
Coordinate Method is one of the most  suitable f r o m  the c l a s s  which does not 
calculate the gradient directly.  Each  of these techniques had advantages and 
disadvantages and neither is superior  for  a l l  problems. Rather than a r b i -  
t r a r i l y  select  one o r  the other ,  both have been mechanized and the use r  may 
select  e i ther  based on his  experience with h i s  problem. The two Fibonacci 
techniques a r e  provided a s  options for  the special  situations where one- o r  
two -variable optimizations a r e  required to  be solved with high reliability. 
The 
- .  
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The four proposed sea rch  techniques wil l  be discussed in more detail  in the 
following sections.  
2 . 3 . 4 .  1 Davidon Method 
The Variable Metric Method for  Minimization is a multivariable technique 
which uses  special  gradient methods to locate unconstrained minimums o r  
zeros  of a function. 
in F igure  14. 
A simplified flow char t  of the Davidon Method is shown 
This method is a modified gradient technique having more  sophistication than 
the first -order  steepest-descent methods and far less computational requi re  - 
ments per  s tep  than the second-order gradient methods. 
requi res  an  initial s tar t ing coordinate (initial design point), Xp, an est imate  
of the inverse of the mat r ix  of second par t ia l  derivatives of the function with 
respect  to the design var iab les ,  H, and a procedure for  evaluating the 
function, F, and its gradient,  G. 
and a sea rch  direction based on the modified gradient,  HG. 
to be evaluated, X, is determined f r o m  the matrix equation: 
The program 
The Davidon method se lec ts  a s tep s ize ,  A ,  
The next design 
The s tep s ize  is est imated by the program (based on the value of the function, 
the gradient,  and the est imate  of H) t o  overstep o r  bracket  the minimum along 
the search  direction. If the minimum has been bracketed, an interpolation is 
made for  the approximate minimum. Based on the behavior of the function 
during the overstep and the interpolation, the met r ic  H is modified and the 
process  is repeated f r o m  the best  point available. 
typically used for  the initial es t imate  of H unless other information is. 
available. 
The identity mat r ix  is 
It is  the use of f i r s t -o rde r  calculations (gradient) to improve the est imate  of the 
second-order parameter  H which gives the Davidon technique its power and 
efficiency. 
has been obtained and the problem is complete. 
beoomes less than a tolerance,  6 , a nonzero minimum has  been located. 
This implies that it is not possible to reduce the function fur ther .  
If the penalty function becomes zero ,  an acceptable design 
If the t ransformed-gradient  
If the est imated s tep  s ize  does not bracket  the minimum, the Davidon p rogram 
modifies the H mat r ix  and se lec ts  a new sea rch  direction. An al ternate  
approach which is more  consistent with the basic  theory is to change the 
estimated s tep s ize  until the n8w point does bracket the minimum. 
this  approach is theoretically sound, actual experience in running both 
approaches has  indicated that the original approach is f a s t e r  for  most problems.  
Although 
Another var ia t ion away f r o m  the basic  theory is included in the p rogram at the 
point where the minimum in the sea rch  direction has  been bracketed. Calcu- 
lations are made to es t imate  whether the function is behaving in  such a way 
that a "perpendicular I '  s tep  would be more advantageous than back-tracking to 
interpolate fo r  the minimum in the sea rch  direction. 
a t t ract ive because of the charac te r i s t ics  of cer ta in  functions. Safeguards are 
This  possibil i ty is 
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included in the program so that the process  is stable.  
perpendicular s tep is worse than expected, the program re turns  to the normal  
logic and interpolates fo r  the minimum in the sea rch  direction. 
F o r  example, if the 
The program,  as current ly  mechanized, differs f r o m  the description in the 
Ref, 16 
In the program the s tep length is: 
with r ega rd  to the limits on the maximum size of the s tep length, 
2 .o 1 
- M(f/gs) 
h = smaller of 
whe& M is an input which may be adjusted by the use r  
ae random step operations descr ibed for  subroutine STUFF (Ref. 16) have not been 
mechanized since they would tend to interfere  with the sequential constrained /' optimization process .  
/ 
The Davidon technique has  been applied to severa l  functions in o rde r  to  
investigate its capabilities and limitations in the solution-finding mode. 
a r e  a number of c lass ica l  check problems in  the optimization l i t e ra ture  which 
have been intentionally designed to emphasize the weaknesses of var ious 
optimization techniques. 
to include the fea tures  of the penalty function equation. 
been graded in  var ious levels of difficulty. One of the most difficult two- 
dimensional functions is one developed by Rosenbrock (see  ReferencelL7), 
which has a narrow curved valley with s teep  s ides .  The problem is to start 
f r o m  various points and search  for  the region of acceptable solutions. 
There 
F o r  this study, these functions have been modified 
The check cases  have 
An example. of the search  path obtained using the Davidon method is shown in 
Figure 15. In Figure 15, the search  is s ta r ted  on one of the constraints .  F o r  
this check case ,  it was necessary  for  the optimizer to calculate the function 
and the gradient a t  8 points. Since this is a two -dimensional problem and 
since finite difference techniques a r e  being used to calculate the gradient,  
th ree  evaluations of the function a r e  required at each point for a total of 24 
evaluations. 
The number of function evaluations required for  each check case  a r e  labeled 
"time units" in the figures.  
Another example is shown in Figure 16. The Davidon technique in an 
optimization mode is applied to a quadratic function. 
labeled in the f igure,  th ree  evaluations of the function a r e  performed in order  
to obtain the function and the gradient. The Davidon technique is par t icular ly  
efficient for  quadratic OF near ly  quadratic functions. 
F o r  each of the points 
2 . 3 . 4 . 2  Rosenbrock Method 
The Rosenbrock Rotating Coordinate Minimization Technique (Reference 17) 
is an algori thm for  selecting trial values for  the input pa rame te r s  of a given 
sys tem model in such a way that a function of the performance of the sys t em is 
optimized. 
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The technique is referred to a s  "rotating coordinates'' because of the fashion 
in which the variables a re  perturbed. 
of the system model one -at-a-time, this method rotates the coordinate system 
in parameter space so that one axis points in the "best" direction of search. 
The remaining axes for exploration, which a re  mutually orthogonal, a r e  
obtained with a Gram-Schmidt orthogonalization procedure. 
along each of these directions one at a time using the logic which is described 
below, and then a new set of axes a re  developed. 
are  shown in Figures 17 and 18. 
Rather than varying the input parameters 
A search is taken 
Flow charts for the technique 
The search technique involved consists of taking t r ia l  steps along each of the 
coordinate axes. The trial  is a tlsuccessll if the functional value is less  than 
the value on the previous tr ial;  otherwise it is a "failure. 
are  determined in the following manner. 
quantity. 
by a constant a, (a 7 1) 
the next trial. After a 81failure, the previous step size is multiplied by -33 
(O--B e 1) and this is added to the previous value. If this stepping procedure 
produces a functional value within a specified tolerance level (TOIL) of the 
previous functional value the step is called a "success. I t  The trials in a given 
direction a re  complete when there has been a %uccesslt followed by a "failure. 
The initial step in the new search (i. e . ,  after the rotation of the coordinate 
axes) is dependent upon the total of the successful steps from the previous 
search. In particular, if d, is the algebraic sum of all successful tr ials in 
the nth direction, then the initial t r ia l  of the next search in the nth direction 
will  be Y %, ( y 7  0), where y is a preset constant. Although all of the above 
constants, a, B, y, TOIL , are  preset, they may be input as  different values to 
suit the need of a particular problem. 
The step sizes 
An initial step size (AX) is an -hput 
and this is added to the previous value used to locate 
After a successful trial, the length of the previous step is multiplied 
After a set of tr ials has been completed in one direction, the program searches 
along the next orthogonal direction until all N directions have been treated. 
new set of directions is  then.calculated. A l l  of the trials along the N directions 
and the subsequent calculation of a new set of directions is called a "stage. l t  
A 
The rotating coordinate axes a re  related to the parameter axes by the direction 
parameter changes. For the first  stage,[Cfn]is a unit matrix so that each 
step, en, corresponds to a change in only one of the system parameters X . . 
For each subsequent stage, a new direction cosine matrix is computed using 
the Gram-Schmidt procedure as follows: 
Let i l o ,  t z o s  ...., 
tions in the original staje.  
steps in the direction t1 , etc. 
cosine matrixlC;8nj, I with which steps in a given direction can be resolved into 
- 
be the set  of orthogonal unit vectors defining the direc- 
Suppose that dl is the algebraic sum of all successful 
0 Then define the set  of vectors: 
.. 
A2 = 
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N The orthogonal unit vectors , f, , . . 6 for the dext stage are now 
obtained using the following vector equations: - - 
81 = A1 
j - 1  
& 6N/1&) 
The new direction cosine matrix is obtained by taking the transpose of the matrix 
nate system defined, the search s repeated in each of the new directions in turn, 
The result of applying these equ tions several times is to ensure that 8 1  lies along 
the direction of fastest advance, 2 along the best direction which can be found 
normal to p1 and so on. 
The stoppiig logic is based on 
that is undefined, an e r ro r  me  
same thing happens i f  the total 
straints equals an input limit. 
ing functional values a re  withi 
sidered to have been found. 
cessive functional values whi 
comprised of the components of 2~ 1 along the parameter axes. With the new coordi- 
‘ 
i 
I 
value of the function. For  a value of the function 
ge is printed out and the search is stopped. The 
ber of function evaluations for a given set  of con- 
e value of the function is zero or  i f  three succeed- 
fined interval of each other, a solution is con- 
ring the diagram below, the intervals for suc- 
e a solution are 
F s . 1  - F * + 2  
F , - F s + 1  
C RATU (F, - F, + 2) <‘DEI 
where DEL and RATU a re  input lipits. \ 
S + L  
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NTRIA = 0 
NSTAG = 0 
INDEX = 0 
I CALL FEV (NMAX. P. u) I 
L .  - L A  - -  A - 
IS ITERM = 0 El 
+ + .- 
[INDEX = INDEX + 1 I ]WRITE: I 
ITERM -L 1 
USTAG = u 
UPREV = u 
NSUCC = 0 
ISU< ULAST (1 + T I L )  
SUCCESS FAILURE 
NTRlA = 1 
Ei = Eoi (i = 1, NMAX) 
c.. = * i = j  i = l ,  NMAX 
N = l  
I J  O . = j  j = l , N M A X  
P(i) = DP(i) + P(i) 
- 
Figure 17 1 ROSENBROCK FLOW CHART, PART 1 
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ULlM = UPREV - DEL (UPREV) i 
+ 
UPREV - USTAG 
f 
IS ULAST > ULIW 
IS. USTAG = UPREV -j 
\ r  1 r  
YES I NO + 1 . -  
1 UPREV = USTAG 1 IS USTAG > ULlM YES I NO 
'-E&- 
1' 
. -  
WRITE: 
i = (1- NMAX) 
N UCC = 
Figure 18. ROSENBROCK FLOW CHART, PART 2 
The functional values, F,, Fstl, F s t Z ,  a r e  those obtained when the trial steps 
have been completed for all the system orientation@. 
Figure 19 illustrates the operation of the Rasenbrock Method in an unconstrained 
optimization mode. A total of 35 trials organized in 4 stages (coordinate systems) 
a r e  required to obtain the optimum and meet the stopping criteria. 
trials a r e  shown in Figure 19 to illustrate the coordinate rotations and general pattern 
of the trials. 
Eleven selected 
2.  3.4.3 One-Variable Fibonacci Method 
The Fibonacci search technique is a search scheme for finding the maximum o r  mini- 
mum of a one-variable function within defined limits. 
piecewise con inuous, single valued, and also have only one optimum (i. e . ,  maximum 
or  minimu .) within the interval. These restrictions define a unimodal function 
(pp. 10-,,%3 of Reference 18). , The initial interval, L1 , is defined by an upper 
bound. B, and a lower bound, A , where 
The function has to be at least 
1
L i = B - A  / Either the number of function evaluations, F, to be made during the search or  an end- 
of -search accuracy limit, A,, 
units away from the actual maximum or  minimum within the interval has to be 
given. 
defined in terms of a number of independent variable 
The technique is based on direct comparison of values of the function, which a r e  used 
to exclude parts of the search interval. 
is continued until the interval is sufficiently small o r  until the function is zero. 
points a r e  located so as to maximize the interval to be excluded at each step. 
The placement and comparison of the points 
The 
The location of the first two points in the initial search interval is dependent upon the 
total number of function evaluations to be made during the search. If +he accuracy is 
given, a trial Fibonacci number, FNT, is defined 
The actual Fibonacci number is obtained through an iteration process where 
Fn = Fn - 1 + F n - 2  n = 3, 4, 5, - - -  
The iteration process is continued until the first value of n 
is found. 
limit is then: 
at which Fn 2 FnT 
The number of function evaluations to be used within a given accuracy 
B-15 
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Likewise, i f  the number of function evaluations is given the assd'ciated Fibonacci 
number is found by applying the above process in reverse order. 
The two evaluation points in the first interval a r e  located as follows: 
the corresponding functional values, Y1 and Y2 a r e  computed. Comparing the Y o functional values and choosing one of the associated evaluation points to be a 
new end point yields a new interval for computing the next evaluation point. For  
instance, in the search for a maximum the evaluation point associated with the smallest 
functional value becomes an end point for the new interval containing the other evalua- 
tion point and the remaining end point. Then a new evaluation point is placed in the 
new interval a distance of A X units from the end point retained from the previous 
inter V a l .  
' N K  j = 3, 4, --- 
where the subscript j 
for that interval. The new functional value for the interval is computed and compared 
with the functional value retained from the previous interval so that a new interval can 
be determined. 
evaluations have been made. 
by directly comparing the functional value of the final evaluation point, the evaluation 
point retained from the last interval, and the new end point for the last interval. 
2. 3.4.4 Two-Variable Fibonacci Method 
is the number of the particular evaluation point being found 
This process is repeated until the appropriate number of function 
The maximum o r  minimum of the function is obtained 
The Fibonacci search technique for a two-variable function in a bounded region 
is the application of the one-variable Fibonacci search to each variable. Taking 
one of the variables to be the secondary independent variable and the other to be 
the primary independent variable, the method employed in this technique is the 
optimization of the primary independent variable during each step of the optimization 
of the secondary independent variable. 
during the optimization of the secondary variable, the primary independent 
variable is optimized. 
a r e  stored in a table. This process is repeated until the desired number of 
evaluations have been made on the secondary independent variable. 
then searched f o r  the optimum secondary value, producing also the associated 
optimum primary value. 
The restriction of unimodality (see description of one variable Fibonacci) applies 
in a stricter sense for the two-variable Fibonacci technique. Not only does the two- 
variable function have to be unimodal, but the associated one -variable functions for 
the one-variable Fibonacci searches must also be unimodal. For a unimodal two- 
variable function, whether or  not the two one-variable functions a r e  unimodal some - 
times depends on which independent variable is chosen to be the secondary variable. 
Thus, the choice of which variable is to be the secondary independent variable is 
imp0 rtant. 
That is for each evaluation point selected 
Then, the secondary value and the optimum primary value 
The table is 
- - - _ I _ -  
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dynamic load simulator study. 
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tion, simulation, computer technology, interfacing, 
analysis, and synthesis. 
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