Ein adaptives Prognosesystem zur Unterstützung von Produktionsplanungsprozessen by Hildebrand, Wolfgang
Universität Leipzig
Institut für Mathematik und Informatik
Institut für Informatik
Ein adaptives Prognosesystem zur Unterstützung von
Produktionsplanungsprozessen
Diplomarbeit
Leipzig, Mai 2000 vorgelegt von
Wolfgang Hildebrand
brought to you by COREView metadata, citation and similar papers at core.ac.uk
provided by Qucosa - Publikationsserver der Universität Leipzig
Kurzfassung
Die vorliegende Diplomarbeit vergleicht statistische Verfahren und neuronale Netze als In-
strumente der Vorhersage von Zeitreihen und zeigt Stärken und Schwächen beider Modelle
auf. Der Nachweis wird anhand von Daten aus der Produktionsplanung von Industrieunter-
nehmen sowie aus dem Bereich der Kieferorthopädie geführt. Ausgehend von den Ergebnissen
werden Möglichkeiten zur Verbesserung der Vorhersage im Bezug auf die Datenmodellierung
sowie die Architektur und die Eigenschaften neuronaler Netze diskutiert, sowie ein Vergleich
der prinzipiellen implementierten Netztypen untereinander hinsichtlich der Vorhersagequa-
lität und die Vorhersage betreender Charakteristika durchgeführt.
Im praktischen Teil der vorliegenden Arbeit wurden weitergehend die zur Vorhersage ver-
wendeten neuronalen Netze in einer universell verwendbaren Bibliothek implementiert. Für
den obig erwähnten Anwendungsbereich der Produktionsplanung mit Hilfe neuronaler Netze
wurde ein kommerziell verwendbares Programmodul entwickelt. In diesem Zusammenhang
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In unserer Umwelt existieren Zusammenhänge in Systemen, deren Erklärung und Model-
lierung nur schwer realisierbar ist, da die Einuÿgröÿen und deren Wirkungsweise auf das
Gesamtsystem nicht vollständig bekannt sind. Die Formulierung eines Modells würde er-
möglichen, die Wirkungsweisen des Systems zu verstehen und seine zukünftige Entwick-
lung vorherzusagen. Insbesondere interessant ist in diesem Zusammenhang die Vorhersage
der Entwicklung zeitlich abhängiger Meÿgröÿen, sogenannter ökonomischer oder natürlicher
Zeitreihen, wie sie beispielsweise in der Wirtschaft oder in der Natur vorkommen.
Der Verlauf solcher Zeitreihen wird klassisch mit Hilfe statistischer Verfahren prognostiziert,
es werden aber auch regelbasierte Ansätze bzw. Expertensysteme eingesetzt. Die meisten
statistischen Verfahren erklären vorwiegend lineare Zusammenhänge. Für die Erkennung
komplexer, insbesondere hochgradig nichtlinearer Interdependenzen sind die meisten stati-
stischen Verfahren jedoch weniger geeignet.
Seit einigen Jahren werden künstliche neuronale Netze zur Vorhersage ökonomischer Zeitrei-
hen verwendet. Es ist bewiesen, daÿ neuronale Netze universelle Funktionsapproximatoren
sind, d.h. jede beliebige dierenzierbare Funktion kann mit einer denierten Genauigkeit
durch ein neuronales Netz angenähert werden [22]. Neuronale Netze sind in der Lage, hoch-
gradig nichtlineare Zusammenhänge zu erkennen und modellieren. Aus diesem Grund wird
vielfach die Überlegenheit künstlicher neuronaler Netze gegenüber konventionellen Vorhersa-
geverfahren angenommen. Andererseits besitzen neuronale Netze auch eine Reihe von Nach-
teilen. Unter gewissen Bedingungen tendieren sie zur Überanpassung an die zu approximie-
rende Funktion und interpretieren Zusammenhänge im System falsch. Das Training neuro-
naler Netze besitzt keine nachgewiesene Systematik und erfordert theoretische Kenntnisse
des Fachgebietes.
1.2 Konzeption und Zielsetzung
1.2.1 Theoretischer Teil
Ausgehend von den obigen Ausführungen setzt sich die vorliegende Arbeit folgende Ziele:
 Zunächst soll die Eignung neuronaler Netze in der Praxis untersucht werden, also ihre
Fähigkeit, real existierende ökonomische bzw. natürliche Zeitreihen prognostizieren zu
können. In diesem Zusammenhang wird festgestellt, ob neuronale Netze in konkreten
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Anwendungsbereichen ausgewählten statistischen Vorhersageverfahren überlegen sind,
und somit als Alternative oder Ergänzung zu statistischen Verfahren geeignet sind.
Ausgehend von den vorhandenen Daten soll konkreter ermittelt werden, in welchen
Problemstellungen der Einsatz neuronaler Netze besonders vorteilhaft ist bzw. wann
ein statistisches Verfahren vorzuziehen ist.
 Für einen realistischen Vergleich mit statistischen Verfahren erscheint es notwendig,
für eine bestimmte Problemstellung jeweils dasjenige neuronale Netz mit dem kleinsten
Vorhersagefehler heranzuziehen. Aus diesem Grund wird nach Möglichkeiten gesucht,
den Prozeÿ von der Analyse der Rohdaten der Zeitreihe bis zum fertig trainierten
neuronalen Netz zu optimieren, mit dem Ziel, die Vorhersageergebnisse zu verbessern:
 Im Rahmen der Aufbereitung der Rohdaten der Zeitreihe für das neuronale Netz
soll ein geeignetes Datenmodell gefunden werden, welches die Eingabevariablen
des Netzes deniert. Es wird geklärt, inwieweit eine Aufbereitung der Rohdaten
der Zeitreihe notwendig ist und in welcher Form die Trainingsdaten für die neuro-
nalen Netze vorzuliegen haben. Weiterhin wird der mögliche Einsatz statistischer
Verfahren zur Voranalyse der Rohdaten der Zeitreihe diskutiert.
 Für den Fall des Vorliegens mehrerer Zeitreihen für ein inhaltlich ähnliches Lern-
problem werden Möglichkeiten untersucht, die möglicherweise für das Training
eines neuronalen Netzes zu geringe Anzahl der Trainingsbeispiele durch geeignete
Vereinigung der Datenmengen mehrerer Zeitreihen zu vergröÿern. Dadurch soll
das Risiko einer Fehlinterpretation von Zusammenhängen durch das neuronale
Netz gesenkt und das Vorhersageergebnis verbessert werden.
 Im nächsten Schritt sollte die optimale Topologie und Parametrisierung eines
neuronalen Netzes für bestmögliche Prognoseergebnisse gefunden werden. Es wird
ein Verfahren zur Automatisierung der Parametereinstellung mit dem Ziel der
Vereinfachung des Trainings vorgeschlagen.
 Neben dem Ziel des Findens eines optimal trainierten neuronalen Netzes für ein Lern-
problem werden die Eigenschaften verschiedener Netztypen verglichen. Es wird un-
tersucht, ob einer der betrachteten Netztypen Backpropagation, Cascade Correlation,
Kohonen oder Radial Basis Function für spezielle Problemstellungen besonders geeig-
net ist.
 Im Rahmen der Anwendung in der Praxis wird die Problematik der Vorhersage dyna-
mischer Zeitreihen diskutiert. Bei dynamischen Zeitreihen ändert sich der Verlauf durch
eine driftende oder sprunghafte Änderung der Wirkungszusammenhänge. In diesem Zu-
sammenhang wird das Verhalten neuronaler Netze bei Eingabe untypischer Trainings-
beispiele sowie ihre Fähigkeit, sich neu ergebende Zusammenhänge nachzutrainieren,
untersucht.
 In der anschlieÿenden Diskussion steht insbesondere die Lösung praktischer Probleme
im Vordergrund. Ausgehend von der Problematik der Prognose dynamischer Zeitreihen
wird ein Mechanismus vorgeschlagen, welcher einen Toleranzbereich für die Abweichung
eines prognostizierten Wertes von dem tatsächlichen Resultat angibt. Weiterhin wird
eine Möglichkeit der Kompensation fehlender Datenwerte einer Zeitreihe angegeben.
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1.2.2 Praktischer Teil
Ein weiterer grundlegender Aspekt ist die praktische Umsetzung der Theorie.
Zunächst werden die neuronalen Netze und die Lernalgorithmen selbst als Bausteine einer
Bibliothek entwickelt. Eine ausführliche Beschreibung dieser Bibliothek ist im Kapitel 4 (Die
Neuronale Netze-Bibliothek), S.44 zu nden. Aufbauend auf dieser Bibliothek werden die
theoretischen Betrachtungen und gezogenen Schlüsse anhand von real existierenden Daten
aus zwei Anwendungsbereichen der Vorhersage von Zeitreihen validiert:
 Im Rahmen der in der Firma smartec entwickelten Produktionsplanungssoftware smart-
Plan soll die Vorhersage von Auftragsmengen von Produkten einiger Industrieunter-
nehmen untersucht werden. Zu diesem Zweck wird ein kommerziell einsetzbares Modul,
das Auftragsprognosemodul, entwickelt. Für die Beschreibung der Software smartPlan
und des Auftragsprognosemoduls wird an dieser Stelle auf den Abschnitt 5.3 (smart-
Plan), S.59 verwiesen.
 Die ebenfalls in der Firma smartec entwickelte Software smartViso für die Kieferortho-
pädie visualisiert die zeitliche Entwicklung bestimmter Meÿpunkte der Kiefer von Pa-
tienten mit Fehlbildungen. Darauf aufbauend wird die prä- und postoperationale Ent-
wicklung dieser Meÿpunkte mit neuronalen Netzen prognostiziert. Für eine genauere
Beschreibung sei auf den Abschnitt 5.4 (smartViso-Kieferorthopädie), S.65 verwiesen.
Ausgehend von den auftretenden Problemen des konkreten Einsatzes in diesen Program-
men sollen Mechanismen und Möglichkeiten der Verbesserung der Prognoseergebnisse un-
tersucht werden. Es war insbesondere nicht gefordert, theoretisch komplexe und in der Pra-
xis unkontrollierbare Anwendungen zu schaen. Vielmehr sollte die Programmnutzung bei
gleichzeitiger gröÿtmöglicher Erhaltung der Flexibilität denkbar vereinfacht werden. Durch
den praktischen Einsatz der Software ergaben sich vor allem folgende zusätzliche Restriktio-
nen:
 Das Auftragsprognosemodul sollte ein homogener Bestandteil der Software smartPlan
werden, und nicht als eine selbständige Anwendung verstanden werden. Es benutzt
insbesondere die smartPlan-eigenen Modellierungsstrukturen. Damit ist das Auftrags-
prognosemodul ein integrierter Bestandteil von smartPlan und kann nicht als selbstän-
dige Software mit einer eigenen Struktur herausgelöst werden. Aufgrund der weniger
komplexen Modellwelt verhält sich die Anwendung smartViso weniger restriktiv.
Daher konnte nicht die Möglichkeit genutzt werden, ein bereits bekanntes und gete-
stetes System zur Prognose von Zeitreihen zu verwenden, wie etwa den Stuttgarter
Simulator für Neuronale Netze SNNS [26]. Dieser wurde jedoch zur Validierung der
Prognoseergebnisse der implementierten Netze und Lernalgorithmen herangezogen.
 Resultierend aus dem praktischen Einsatz von smartPlan und smartViso sollte die Vor-
hersage mittels neuronaler Netze möglichst in allen Fällen sinnvolle Ergebnisse liefern.
Insbesondere das schwer kontrollierbare Verhalten der Prognose muÿte berücksichtigt
werden, und gerade im medizinischen Bereich sollten ausschlieÿbare Fehler der Pro-
gnose möglichst vermieden werden. In diesem Zusammenhang muÿte unter anderem
bedacht werden, daÿ die Software von Nutzern bedient werden sollte, denen der Begri
neuronales Netz nichts sagte, welche, einfach gesagt, nur auf einen Button clicken
wollten, um eine korrekte Prognose für den vorgegebenen Zeitraum zu erhalten. Im
Vordergrund stand folglich auch eine hohe Benutzerfreundlichkeit.
KAPITEL 1. EINFÜHRUNG UND MOTIVATION 8
 Die semantische Unabhängigkeit der genannten Bibliothek muÿte gewährleistet werden.
Die Prognose sollte in beiden Projekten smartPlan und smartViso verwendet werden,
und es lag nahe, eine potentielle Integrationsmöglichkeit für weitere Anwendungen
zu schaen. Andererseits besitzt jede der Anwendungen ihre eigene Semantik, welche
nur ebendort verwendet wird. Es muÿten also einfache Schnittstellen zur Integration
geschaen werden.
 Aus speicherplatz- und geschwindigkeitsbedingten Gründen sollten nur die jeweils tat-
sächlich benötigten Programmbausteine der Bibliothek in eine Anwendung physisch
integriert werden. Verschiedene Programme verwenden neben der Kernstruktur der Bi-
bliothek aufgrund des unterschiedlichen Verwendungszweckes weitere in der Bibliothek
enthaltene optionale Funktionalitäten, wie z.B. Trainingsvisualisierung und -kontrolle.
Es sollte folglich ein System geschaen werden, mit dessen Hilfe leicht Funktionalitäts-
bausteine in die Bibliothek eingefügt bzw. aus der Bibliothek entfernt werden können.
1.3 Überblick
Die Arbeit wurde entsprechend der Konzeption in einen theoretischen und in einen prakti-
schen Teil untergliedert.
Im Kapitel 2 werden unabhängig von den konkreten Anwendungen neben einer kurzen Ein-
führung in neuronale Netze die prinzipiellen für die Vorhersage verwendeten Netztypen Back-
propagation, Cascade Correlation, Kohonen und Radial Basis Function vorgestellt. Ebenfalls
hier werden die zum Vergleich verwendeten statistischen Verfahren erläutert.
Das Kapitel 3 stellt Konzepte der Datenaufbereitung für die Prognose sowie die verwen-
deten Trainingsverfahren für neuronale Netze vor. Es werden weiterhin Kriterien deniert,
welche die Qualität einer erfolgten Prognose charakterisieren.
Im Kapitel 4 werden die wichtigsten für die Implementierung einer Bibliothek mit neu-
ronalen Netzen verwendeten Programmkonstrukte diskutiert.
Darauf aufbauend wird im Kapitel 5 die konkrete Funktion des Auftragsprognosemoduls
im Rahmen der Software smartPlan sowie die Anwendung smartViso vorgestellt. Anhand
des Entwicklungswerkzeuges PNeuro wird der gesamte Trainingsprozeÿ für ein neuronales
Netz erläutert.
Im Kapitel 6 werden die Ergebnisse aus den konkreten Anwendungsbereichen zusammenge-
faÿt. Daran schlieÿt sich eine Diskussion im Hinblick auf die theoretischen Vorüberlegungen
an.
Das Kapitel 7 umfaÿt theoretische Modelle, welche den Einsatz neuronaler Netze insbe-
sondere in der Praxis vereinfachen und die Vorhersagequalität verbessern können.
Das Kapitel 8 schlieÿt mit einer Zusammenfassung der erzielten Resultate der Arbeit.
Der Anhang enthält eine Kurzzusammenfassung der wichtigsten Konzepte der objektori-




Auf dem Gebiet der Prognose mit neuronalen Netzen wird in den letzten Jahren viel ge-
forscht, insbesondere auf dem Gebiet der Finanzprognose. Es gibt zahlreiche wissenschaftli-
che Beiträge zu Lösungs- und Verbesserungsmöglichkeiten der Vorhersage. Da das Ergebnis
der Vorhersage in hohem Maÿe von dem Kontext der Aufgabenstellung abhängt, gibt es bis
heute keinen goldenen Weg, kein anerkanntes universelles Verfahren, wie in anderen Pro-
blembereichen, welches eine bestmögliche Vorhersage erzielen kann. Auällig ist das Fehlen
von praktischen Auswertungen der theoretischen Ansätze. Vor allem auf dem Gebiet der
Finanzprognose werden sicherlich viele wichtige Forschungsergebnisse geheimgehalten, aber
auch aus anderen Bereichen existieren kaum reale Anwendungen.
In diesem Kapitel wird die Theorie der Netztypen Backpropagation, Cascade Correlation,
Kohonen und Radial Basis Function im Hinblick auf die Lösung des Problems der Vorher-
sage vorgestellt. Dabei soll in geringem Maÿe auf die als allgemein bekannt vorausgesetzte
Theorie der neuronalen Netze Wert gelegt werden. Vielmehr werden alternative Netztypen
zur Vorhersage mit ihren Vor- und Nachteilen diskutiert. Die relevanten Eigenschaften der
Netztypen werden insbesondere im Hinblick auf die Zeitreihenvorhersage erläutert. Daneben
werden kurz einige in der Auswertung verwendete statistische Verfahren beschrieben.
2.1 Lösungsansätze für die Prognose natürlicher Zeitreihen
2.1.1 Zeitreihen
Eine zeitlich geordnete Folge (xt)t2T von Beobachtungen einer Gröÿe wird als Zeitreihe
bezeichnet. Für jeden Zeitpunkt t einer Menge T von Beobachtungszeitpunkten liegt da-
her genau eine Beobachtung vor. Die Beobachtung xt kann hier auch ein Vektor sein. In
den betrachteten Zeitreihen ist die sogenannte Parametermenge T eine endliche, diskrete
Menge von äquidistanten Zeitpunkten. Man numeriert dann in der Regel durch und setzt
T = f1; 2; :::; Ng. [17]
Bei den hier zu untersuchenden Zeitreihen handelt es sich um sogenannte natürliche oder öko-
nomische Zeitreihen. Man versteht darunter Daten, die von Prozessen in Natur oder Technik
generiert werden. Zur Beschreibung natürlicher Zeitreihen wird das klassische Kompo-
nentenmodell vorgeschlagen, welches von vier Komponenten ausgeht:
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1. Trend: langfristige, systematische Veränderung des mittleren Niveaus der Zeitreihe.
2. Konjunkturkomponente: langfristige, nicht notwendig regelmäÿige Schwankung.
3. Saison: jahreszeitlich bedingte Schwankungskomponente, die sich relativ unverändert
jedes Jahr wiederholt.
4. Restkomponente: faÿt nicht zu erklärende Einüsse und Störungen zusammen.
Die ersten beiden Komponenten werden bisweilen auch zu einer einzigen, der glatten Kom-
ponente vereinigt. Alternativ faÿt man manchmal die zweite und dritte Komponente zur
sogenannten zyklischen Komponente zusammen. [17]
Ausgehend von diesem Modell ist abhängig von dem Maÿ des Einusses der Restkomponente
ein hinreichend genaues Bildungsgesetz für die Zeitreihe formulierbar. Aufgrund der hohen
Komplexität und der Überlagerung vieler Einüsse sind diese Bildungsgesetze weitgehend
unbekannt.
Für die prinzipielle Vorhersagbarkeit einer natürlichen Zeitreihe geht man davon aus, daÿ
ein Bildungsgesetz für diese Zeitreihe existiert, welches jedoch unbekannt ist. Es gibt zahl-
reiche Möglichkeiten für die Vorhersage von Zeitreihen, wie beispielsweise statistische Aus-
wertungsverfahren, Expertensysteme oder regelbasierte Ansätze. In diesem Zusammenhang
sollen künstliche neuronale Netze als Instrument zur Vorhersage betrachtet werden.
Neuronale Netze besitzen insbesondere die Fähigkeit, komplexe verborgene Gesetzmäÿigkei-
ten zu erfassen und nachzubilden. Sie können Störeinüsse und Rauschen eliminieren und die
in den Zeitreihen enthaltenen Regelmäÿigkeiten erfassen. Voraussetzung ist dabei, daÿ der
Einuÿ der Restkomponente nicht zu groÿ wird, in diesem Fall erhält man zufällige Werte,
die man mit keinem Verfahren sinnvoll vorhersagen kann.
2.1.2 Neuronale Netze
Bei der Entwicklung neuronaler Netze als Instrument der Analyse und Entscheidungsn-
dung wird versucht, die Funktionsweise biologischer Nervenzellen und der Informationsver-
arbeitung im Gehirn in einem drastisch vereinfachten Modell einzufangen, indem man sie als
einfachste funktionale Äquivalente natürlicher neuronaler Netze in biologischen Algorithmen
auaÿt. Auf dem Computer simulierte neuronale Netze werden als künstliche neuronale
Netze bezeichnet, der Einfachheit halber soll im folgenden der Begri neuronale Netze
verwendet werden.
Grundbausteine eines jeden neuronalen Netzes sind funktionale Modelle von Nervenzellen,
sogenannte Neuronen. Auf das Neuron treen als externe Eingabe der Auÿenwelt oder von
anderen Neuronen gesendete Signale. Das Neuron ltert diese Signale nach ihrer Relevanz
und ignoriert einige völlig, indem die zugehörige Verbindungsstärke zwischen den Neuro-
nen als gleich Null angenommen wird. Im nächsten Schritt werden die erhaltenen Signale
zu einem Gesamtsignal, der sogenannten Aktivierung des Neurons, zusammengeführt. An-
schlieÿend kann man aus der Aktivierung des Neurons sein Ausgangssignal, seinen Output
ableiten, also ein an andere, nachfolgende Neuronen oder an die externe Auÿenwelt gesen-
detes Signal. Das könnte beispielsweise eine Ja-oder-Nein-Entscheidung sein. Die Stärke
der Verbindungen zwischen den Neuronen wird durch sogenannte synaptische Gewichte
festgelegt.
Unter dem Lernen in einem neuronalen Netz wird eine Anpassung der synaptischen Gewich-
te innerhalb des Netzwerkes in der Art verstanden, daÿ ein zu erzielendes Eingabe-Ausgabe-
Verhalten mit einem möglichst geringen Fehler realisiert wird.
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Eine wichtige Eigenschaft neuronaler Netze ist, daÿ zwar die Zusammenhänge zwischen Ursa-
che und Wirkung des zu lösenden Problems existieren müssen, aber durchaus aufgrund ihrer
Komplexität nicht bekannt zu sein brauchen. Es ist ausreichend, das Problem durch eine
möglichst erschöpfende Zusammenfassung alle denkbaren Einuÿgröÿen in entsprechenden
Beispielen zu beschreiben. Neuronale Netze eignen sich besonders zur Erfassung komplexer,
theoretisch nicht genau beschreibbarer Wirkungszusammenhänge linearer und nichtlinearer
Art. Auÿer der Prognose zukünftiger Entwicklungen in der Technik und in der Ökonomie,
z.B. der Aktien- und Währungskursprognose, werden neuronale Netze vor allem in der Bil-
derkennung, Sprach- und akustischer Signalverarbeitung erfolgreich eingesetzt. [27]
Die Anwendung neuronaler Netze mit dem Ziel der Zeitreihenvorhersage gründet sich
insbesondere auf ihre Fähigkeit, nichtlineare Zusammenhänge zu approximieren. Anhand ei-
ner ausreichenden Anzahl von vorgelegten Beispielen können sie einen solchen funktionalen
Zusammenhang erkennen und reproduzieren. Das gilt insbesondere auch in dem Fall, daÿ
die Eingabemuster in einem gewissen Maÿe fehlerbehaftet, also verrauscht sind. Die gän-
gige Methode ist, den neuronalen Netzen als Eingabedaten eine oder mehrere erfolgreiche
vergangene Beobachtungen (Messungen) vorzulegen, um den prognostizierten Wert oder die
prognostizierten Werte als Ausgabe zu erhalten. Man kann folglich diese Methode mit
xk+1 = NN(xk) (2.1)
bzw.
xk+1 = NN(xk; xk 1; :::; xk l) (2.2)
beschreiben, wobei NN() die vom neuronalen Netz realisierte Prognosefunktion repräsen-
tiert, und l die Anzahl der einbezogenen vergangenen Beobachtungen ist. Mit bezeichnet mit
l auch die Breite des Prognosezeitfensters.
Es handelt sich hierbei um sogenannte autoprojektive oder autokorrelierte Methoden
der Prognose, da auÿer den aus der Zeitreihe selbst gewonnenen Daten keine weiteren In-
formationen herangezogen werden. Man kann natürlich auch Werte xk+m vorhersagen, den
oben gezeigten speziellen Fall m = 1 nennt man daher Einschrittprognose. Diese Progno-
se eignet sich insbesondere für kurz- und mittelfristig entfernte Zeitpunkte. Eine langfristige
Prognose würde als Grundlage nur noch bereits durch die Prognose selbst generierte Daten
verwenden (freie Prognose).
2.1.3 Statistische Vorhersagemethoden
Den neuronalen Netzen gegenüber stehen statistische Methoden der Zeitreihenanalyse, wel-
che hier aus Gründen des Vergleichs mit der Leistungsfähigkeit von Netzen beschrieben
werden sollen:
Lineare Regression Im einfachsten Falle verwendet man eine lineare Regression, d.h. es
wird ein linearer Zusammenhang für die Bildungsvorschrift der Zeitreihe angenommen. Die
Beobachtung
xt = mt + ut (2.3)
zum Zeitpunkt t mit der Bildungsvorschrift mt und dem Einuÿ der Restkomponente ut
kann durch eine Gerade mt = + t repräsentiert werden:
xt = (+ t) + ut: (2.4)
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Man erhält also
ut = xt     t; t = 1; 2; :::; N: (2.5)





(xt     t)2: (2.6)
Die geschätzten Werte ̂ und ̂ werden ermittelt, indem Q als Funktion in  und  aufgefaÿt










(xt     t)2 = 0: (2.8)
Nach Auösen erhält man schlieÿlich als optimale Parameter für mt = + t:






mit den Durchschnitten x; t; tx und t2 über allen Beobachtungszeitpunkten. [17]
Moving Average MA(m) (Gleitender Durchschnitt GD(m)) Die Annahme, daÿ der
zeitlichen Entwicklung ein linearer Trend zugrunde liegt, ist durch keine Theorie begründet,
und ist in hohem Maÿe unsicher. Angemessener wäre eine Trendbestimmung mit Hilfe einer
nichtlinearen Trendfunktion, bzw. einer Methode, die keine Funktion als Trend voraussetzt.
Ein gleitender Durchschnitt MA(m) ist eine Folge von arithmetischen Mitteln, die aus den
Beobachtungen über dem Zeitintervall gebildet werden. Er sei hier mit xt bezeichnet. Im
Idealfall wird ein MA aus einer gleichbleibenden Anzahl zeitlich jeweils benachbarter Beob-
achtungszeitpunkte berechnet und dem in der Mitte des so gewählten Zeitintervalls liegenden
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für m=2k. Für einen zukünftigen prognostizierten Wert xt+1 werden folglich die letzten m
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ARMA-Prozesse Man kann fordern, daÿ die Zeitreihenwerte xt; xt 1; :::; xt l durch ein
Polynom P angenähert werden können:
xi = a0 + a1i+ a2i
2 + :::+ al 1i
l 1; i = t; :::; t   l: (2.14)
Damit verläuft das Polynom P durch alle Datenpunkte (i; xi); i = t; :::; t  l. Aufgrund des
hohen Grades von P schwankt der Funktionsverlauf zwischen den Stützwerten sehr stark,
was mit hoher Wahrscheinlichkeit nicht dem tatsächlichen, glatteren Verlauf der Zeitreihe
entspricht. Daraus ist u.a. ersichtlich, daÿ eine sehr gute Anpassung des Kurvenverlaufs an
die Stützwerte nicht unbedingt eine hohe Prognosegüte einschlieÿt.
Eine einfachere Erzeugungsvorschrift ist, die Werte der Zeitreihe als Realisationen von Zu-
fallsvariablen Yt anzusehen, welche als Glieder einer Folge geschrieben werden können:
Yt = '0 + '1Yt 1 + :::+ 'pYt p + Ut: (2.15)
Dabei ist Ut die Störvariable, das sogenannte weiÿe Rauschen (white noise), '0; :::; 'p Pa-
rameter. Eine solche Folge von Zufallsvariablen bezeichnet man als linearen autoregressiven
Prozeÿ der Ordnung p (AR(p)). Für einen zukünftigen prognostizierten Wert erhält man
demnach
xt+1 = '0 + '1xt + :::+ 'pxt+1 p: (2.16)
Für die Schätzung der Parameter '0; :::; 'p sowie die Bestimmung der Ordnung p des Pro-
zesses sei hier auf [17] verwiesen.
Das weiÿe Rauschen Ut kann durch einen MA-Prozeÿ der Ordnung q ersetzt werden:
Ut   1Ut 1   2Ut 2   :::  qUt q: (2.17)
Die Kombination eines AR(p) mit einem MA(q)-Prozeÿ wird kurz als ARMA(p,q) bezeich-
net. Lineare ARMA-Prozesse mit Trend- und Periodenerkennung bilden die Grundlage für
viele statistische Prognoseverfahren, wie etwa das Box-Jenkins-Modell [17].
2.2 Neuronale Netze : Allgemeine Einführung und Grundbe-
grie
Dieser Abschnitt dient der Denition einiger grundlegender verwendeter Begrie. In den
jeweiligen Kapiteln für die implementierten Netztypen wird das Lernverfahren vorgestellt
und die konkreten Charakteristika und Eigenschaften des implementierten Netzes diskutiert.
Auf die mathematische Herleitung der Lernverfahren wurde verzichtet.
Netzarchitektur Künstliche neuronale Netze bestehen aus miteinander verbundenen Zel-
len, welche eine Ein- und Ausgabe besitzen, den sogenannten Neuronen. Diese besitzen zu
einem Zeitpunkt t einen Zustand a(t). DieAktivierungsfunktion fact des Neurons legt fest,
wie sich der neue Zustand a(t+1) aus dem alten Zustand und der am Neuron anliegenden
Eingabe net(t) errechnet:
a(t) = fact(a(t); net(t)): (2.18)
Die Ausgabefunktion fout deniert die aus der Aktivierung des Neurons resultierende
Ausgabe. In den meisten Fällen wird jedoch für fout die Identitätsfunktion verwendet. Die
Verbindungen zwischen Neuronen sind mit den Gewichten wij versehen, welche die Stärke
der Verbindungen zwischen den Neuronen i und j festlegen. Die Eingabe des Neurons j
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Die Neuronen sind in Schichten (Ebenen) angeordnet. Gibt es im Netzwerk keine Zyklen,
d.h. sind die Verbindungen nur in eine Richtung gesetzt, dann spricht man von einem feed-
forward-Netzwerk. In diesem Fall bezeichnet man die erste Schicht als Eingabeschicht.
Die Neuronen dieser Schicht bekommen ihre Eingabe nicht von den Neuronen der vorher-
gehenden Schicht, sondern aus einer externen Quelle, also von auÿen. Analog nennt man
die letzte Neuronenschicht, die ihre Ausgabe nach auÿen weiterleitet, die Ausgabeschicht.
Alle übrigen Schichten des Netzwerkes bezeichnet man als verdeckte Schichten. Synonym
soll für die Begrie Eingabe der Begri Input, für Ausgabe der Begri Output verwendet
werden.
Lernverfahren Das Lernverfahren ist spezisch für einen jeweiligen Netztyp. Das Ziel des
Lernverfahrens ist es, daÿ das neuronale Netz für alle vorgegebenen Eingaben die richtige
(vorgegebene) Ausgabe liefert. Man kann sich diese vorgegebenen Ein- und Ausgaben als
Stützstellen zur Approximation der gesuchten Funktion vorstellen. Man nennt die Eingaben
auch Patterns oder Muster, wobei ein Pattern immer aus einem Paar von Eingabe und
zugehöriger Ausgabe besteht. Da man die Ein- und Ausgaben auch als Vektoren in einem n-
bzw. m-dimensionalen Raum betrachten kann, wird auch der Begri der Trainingsvektoren
verwendet. Das Lernen erfolgt meist durch eine sukzessive Modikation der Gewichte der
Verbindungen zwischen den Neuronen des Netzwerkes. Ein Lernen kann ebenfalls durch
Verändern der Netztopologie erfolgen, wie etwa dem Hinzufügen oder Löschen von Zellen
bzw. Verbindungen. Auch eine Modikation der Aktivierungsfunktion im Laufe des Lernens
ist möglich. Das Lernverfahren für den jeweiligen Netztyp wird im entsprechenden Kapitel
konkretisiert.
online- und oine-Lernen Setzt man eine Anzahl N von Trainingsmustern für ein gege-
benes Netz voraus, so besteht die Möglichkeit, dem Netz alle N Trainingsmuster auf einmal
zu präsentieren, und anschlieÿend die Gewichtsanpassung in einem Schritt durchzuführen.
Dieses Trainingsverfahren nennt man oine-Lernen (batch-Lernen). In der Praxis erweist
es sich oft besser, jeweils ein Trainingsmuster zu präsentieren und daran anschlieÿend sofort
eine Gewichtsanpassung durchzuführen. Dieses Verfahren heiÿt online-Training.
Überwachtes und unüberwachtes Lernen Beim überwachten Lernen (supervised
learning) kennt das Netz während des Trainings zu einem vorgegebenen Eingabemuster auch
die zugehörige (richtige) Ausgabe. Das Prinzip bei dieser Methode ist, daÿ das Netz durch
wiederholtes Präsentieren der Trainingsmuster den Dierenzbetrag zwischen der von ihm
erzeugten Ausgabe (Ist-Ausgabe) und der Soll-Ausgabe, also letztendlich den Fehler, mög-
lichst minimiert. Ist dieses Optimum erreicht, sollte das Netz nun auch für neue, unbekannte
Eingabemuster eine Ausgabe generieren, welche genügend gut die Soll-Ausgabe annähert.
Dieses Verfahren wird beispielsweise in Backpropagation-Netzen verwendet.
Beim unüberwachten Lernen (unsupervised learning) sind entsprechend die Ausgabemu-
ster dem Netz unbekannt. Das Netz ist also lediglich in der Lage, ähnliche Eingabemuster
zu identizieren und sie zu klassizieren, also selbstgebildeten Klassen (Clustern) zuzuord-
nen. Ein trainiertes Netz ordnet unbekannte Eingaben bereits bekannten Klassen zu, indem
es Ähnlichkeiten zwischen Eingaben ndet. Damit sind Netze, die mit unüberwachtem Ler-
nen trainieren, z.B. das Kohonennetz, für Klassikationsaufgaben geeignet.
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Training für die Vorhersage von Zeitreihen Wie beschrieben, soll der bereits aus
der Vergangenheit bekannte Verlauf einer Zeitreihe in der Zukunft fortgesetzt werden. Diese
Fortsetzung soll durch ein neuronales Netz vorhergesagt werden. Die Gleichung (2.2) liefert
den Ansatz: Man erzeugt ein Fenster der Intervallbreite l für vergangene Werte der Zeitreihe.
Die Werte xk; :::; xk l dieses Fensters dienen als Netzeingabe. Die Ausgabe des Netzes soll
den zukünftigen Wert xk+1 erzeugen. Auf der Grundlage einer Datenbasis aus vergangenen
Zeiträumen erfolgt auch das Netztraining. Es gilt:
xk = NN(xk 1; :::; xk l 1)
xk 1 = NN(xk 2; :::; xk l 2)
usw:
Die Werte xk; :::; xk l p seien sämtlich bekannt, demzufolge kann man zum Zeitpunkt k die
Menge der Eingabevektoren (xk i; :::; xk l i) und der zugehörigen Ausgabevektoren (xk i+1)
als Trainingsmuster verwenden, i=1,...,p. Die Qualität der Prognose hängt natürlich entschei-
dend von der verfügbaren Anzahl p der Trainingsmuster ab. Prinzipiell gilt: je mehr, desto
besser. Es macht wenig Sinn, eine hochgradig nichtlineare Funktion durch ein neuronales
Netz approximieren zu wollen, welchem nur eine einstellige Anzahl von Trainingsmustern
vorliegt.
Bevor die Trainingsmuster dem Netz vorgelegt werden, unterliegen sie einer Vorverarbeitung.
Dazu gehört zunächst eine Skalierung der Werte auf einen festgelegten Bereich. Die Aus-
gabevektoren müssen auf den Wertebereich der verwendeten Aktivierungsfunktion skaliert
werden, während die Eingabevektoren auf diesen Bereich skaliert werden sollten, dies aber
nicht zwingend notwendig ist. Weiterhin kann man überlegen, ob es sinnvoll ist, den Eingabe-
vektor aus allen Werten xk i; :::; xk l i zu erstellen. Möglicherweise sind für die Vorhersage
des Wertes xk i+1 nicht alle diese Werte relevant. Beispielsweise ist es für die Vorhersage
eines Wertes für einen Wochentag wahrscheinlich eher wichtig, was am gleichen Wochentag
der letzten Woche geschah als an anderen Wochentagen. Prinzipiell sind Netze dazu geeig-
net, solche irrelevanten Parameter von allein zu ltern, indem die Verbindungsgewichte der
zugehörigen Eingabeneuronen im Laufe des Trainings auf Werte nahe Null sinken. Das Netz
läuft jedoch trotzdem Gefahr, auf der Grundlage solcher irrelevanter Parameter falsche Zu-
sammenhänge zu erkennen. Darüberhinaus vergröÿern solche nutzlosen Eingabeneuronen
nur die Komplexität des Netzwerkes, verlangsamen somit das Lernen und verschlechtern die
Lernqualität. Allgemein ist es vorteilhaft, sämtliche a priori bekannten und erkannten Zu-
sammenhänge über das Verhalten der spezischen Zeitreihe, wie z.B. Trend oder Periode,
im Vorfeld bereits zu ltern. Näheres zur Modellbildung aus den Daten der Zeitreihen ndet
sich im Abschnitt 3.1.1 (Modellbildung aus den Eingabevariablen), S.33.
2.3 Backpropagation Netz
2.3.1 Theorie
Das Backpropagation-Verfahren ist das am häugsten in den für das Problem der Zeitreihen-
vorhersage relevanten Anwendungen verwendete Netzmodell. Für das Lernverfahren werden
mehrschichtige feed-forward-Netze verwendet. Man legt für ein bestimmtes Lernproblem die
Fehlerfunktion des Netzes E(W ) zugrunde, wobei W die Menge der veränderlichen Gewichte
des Netzwerkes ist. Als Fehlerfunktion verwendet man üblicherweise den quadratischen Ab-
stand zwischen der Soll-Ausgabe und der tatsächlich vom Netz erzeugten Ausgabe, summiert
über alle Trainingsmuster. Es wird versucht, durch einen Abstieg in Gradientenrichtung von
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E(W ) den vom Netz generierten Fehler zu minimieren, indem die Gewichte wij des Netzes
entsprechend angepaÿt werden. Das Lernverfahren ist folglich überwacht, zu jedem Eingabe-
muster muÿ auch das zugehörige Ausgabemuster bekannt sein, um den vom Netz erzeugten
Fehler bestimmen zu können. Als Lernregel wird die verallgemeinerte Delta-Regel verwendet,
auf deren Herleitung hier verzichtet wird. Diese kann z.B. in [25] nachgelesen werden. Nach
der Delta-Regel gilt für die Änderung des Gewichtes wij zwischen den Neuronen i und j bei
der Eingabe des Trainingsmusters p:
pwij = opiÆpj ; (2.20)
wobei  die Lernrate, opi die von Neuron i erzeugte Ausgabe bei Anlegen des Trainingsmusters








Æpkwjk : falls j Neuron einer verdeckten Schicht ist. (2.21)
Hier ist netpj die Summe aller Eingaben des Neurons j, tpj die Sollvorgabe, der teaching
output des Neurons j bei Eingabe des Trainingsmusters p. Bei diesem Verfahren erfolgt das
Training online, das bedeutet also, die Anpassung der Gewichte erfolgt folglich direkt nach
der Eingabe jedes einzelnen Trainingsvektors. Die Änderung erfolgt dabei schichtenweise,
also in topologischer Ordnung : zuerst die Eingabeneuronen, dann die erste verdeckte Schicht
usw. bis zur Ausgabeschicht. Vor dem Training werden die Gewichte mit zufälligen kleinen
Werten initialisiert.
Schematisch kann man den Lernprozeÿ so darstellen:
1. (zufällige) Initialisierung der Netzgewichte
2. wiederhole für jedes Trainingsmuster p aus der Trainingsmenge
(a) Forward-Schritt: Eingabemuster an der Eingabe des Netzes anlegen
(b) die Ausgabe des Netzes für dieses Muster berechnen
(c) durch Vergleich von Sollausgabe und Netzausgabe den Netzfehler berechnen
(d) Backward-Schritt: Gewichte des Netzes nach Gleichung (2.20) anpassen.
(e) teste, ob das Abbruchkriterium erreicht ist
2.3.2 Charakteristika
Aktivierungsfunktionen Bei der Wahl der netzspezischen Aktivierungsfunktion fact
für das Netz ergab sich im Vorfeld der Untersuchungen mit einfachen Funktionen, daÿ die
Wahl der Aktivierungsfunktion mit der besten Generalisierungsfähigkeit abhängig von der
Problemstellung war, d.h. es konnte keine Aktivierungsfunktion gefunden werden, welche in
allen Fällen die besten Trainingsergebnisse bei gleichen sonstigen Bedingungen lieferte. Aus
diesem Grunde wurde die Wahl der Aktivierungsfunktion parametrisierbar implementiert.
Als Ausgabefunktion wurde der einfachste Fall der Identität gewählt. Neben dem prinzipiel-
len Funktionstyp wurden auch die Parameter der Aktivierungsfunktion parametrisiert. Für
jede Aktivierungsfunktion können ihr Minimum min, ihr Maximum max, sowie ihr Anstieg
slope festgelegt werden. Diese Parameter werden im folgenden näher beschrieben. Es stehen
folgende prinzipielle Funktionstypen zur Verfügung:
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Nummer Bezeichnung Aktivierungsfunktion




2 TANHFUNC fTANHFUNC(netpj) = tanh(netpj  slope)
3 LGTHFUNC fLGTHFUNC(netpj) =
fBLOGFUNC(netpj)+fTANHFUNC (netpj)
2
4 LFUNC fLFUNC(netpj) =
8><
>:
max : slope  netpj > max
slope  netpj : min  netpj  max
min : sonst
Alle gewählten Aktivierungsfunktionen für Backpropagation haben einen annähernd sig-
moiden Funktionsverlauf. Damit legen die Wertemax und min das Maximum und Minimum
fest.
Eine besondere Rolle spielt der Anstieg slope. Generell gilt: je gröÿer der Anstieg der Funk-
tion, desto genauer das Schaltverhalten der Neuronen, d.h. desto genauer werden die
vorgelegten Trainingsmuster gelernt. Andererseits geht bei einem sehr steilen Anstieg die
Verallgemeinerungsfähigkeit des Netzes verloren, das Netz trainiert also sehr gut die vorge-
legten Eingabemuster, kann aber unbekannte Muster nicht erkennen. Aus diesem Grunde ist
ein guter Kompromiÿ zwischen einer Aktivierungsfunktion mit geringem Anstieg und einer
Aktivierungsfunktion mit groÿem Anstieg zu nden. In der Implementierung wurde dieses
Dilemma gelöst, indem in allen Funktionen der Anstieg slope als Temperaturparameter T
geführt wird. Das Training wird mit einem sehr geringen Anstieg begonnen, welcher im Lau-
fe des Trainings allmählich bis zu einem Maximalwert erhöht wird. Damit konnte im ersten
Teil des Trainingszyklus zunächst eine genügend gute Generalisierung des Netzes erreicht
werden, während bei allmählicher Erhöhung des Anstiegs das genaue Lernen der Eingabe-
muster ermöglicht wurde.
Die Abbildung (2.1) zeigt die Kurvenverläufe der verwendeten Funktionen. Unter BLOG-
FUNC ndet sich die gewöhnlich mit Backpropagation verwendete logistische Funktion, le-
diglich mit dem Anstieg slope der Funktion als Parameter und auf den Bereich [min;max]
skaliert. Des weiteren wurde mit TANHFUNC die ebenfalls in ihrem Anstieg parametrisier-
bare Tangenshyperbolicusfunktion realisiert. Die LGTHFUNC bildet den Mittelwert aus der
logistischen und der Tangenshyperbolicusfunktion und ist somit auf den Bereich [(min  
1)=2; (max+ 1)=2] skaliert. Die LFUNC ist eine einfache lineare Funktion bis zur Sättigung
mit dem Anstieg slope, welche bei einem sehr groÿen Betrag von netpj konstant ist. Sie
wird verwendet, falls das Backpropagation-Netz nicht selbständig existent ist, sondern Be-
standteil eines Netzes mit radialen Basisfunktionen (siehe Abschnitt 2.7 Netze mit radialen
Basisfunktionen, 28).
Lernrate Bei der Wahl der Lernrate (Schrittweite)  des Lernverfahrens muÿ man zwei
verschiedene Probleme berücksichtigen: Wählt man einerseits eine sehr kleine Lernrate, d.h.
der Gradientenabstieg vollzieht sich nur langsam, so kann leicht die Dauer des Trainingsver-
fahrens inakzeptabel hoch werden. Andererseits bewirkt eine hohe Lernrate, daÿ eventuelle
Minima, vor allem sehr schmale und tiefe Täler der Fehlerfunktion, bei einem Trainings-
schritt übersprungen werden. Dieses Dilemma wurde versucht zu lösen, indem nicht mehr
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Abbildung 2.1: Überblick über die Aktivierungsfunktionen des Backpropagation Netzes
nur noch der Trainingsfehler des letzten Trainingsschrittes ausgewertet wird, sondern die
Trainingsfehler der letzten n Traininszyklen (z.B. n = 5) zwischengespeichert und zur Anpas-
sung der Lernparameter, unter anderem auch der Lernrate, verwendet wurden. Damit kann
eine kontinuierlichere Entwicklung des Fehlers als Grundlage für die Parameteranpassung
verwendet werden. Die genaue Änderungsvorschrift ndet sich weiter unten im Abschnitt
(Parameteranpassung und Abbruchkriterium für den Trainingszyklus).
Weight Decay (Gewichtsabnahme) Die Methode des Weight Decay (Werbos 88, [25])
wird folgendermaÿen motiviert:
 Durch das Lernverfahren können manche Gewichte im neuronalen Netz sehr groÿ wer-
den. Dieser Eekt bewirkt, daÿ die Fehlerfunktion weniger glatt verläuft. Im Laufe des
Trainings des neuronalen Netzes nimmt daher die Wahrscheinlichkeit unkontrollierter
Sprünge und von Oszillation zu.
 Es kann vorkommen, daÿ im neuronalen Netz Verbindungen nicht genutzt werden, da
beispielsweise nicht alle Eingabevariablen des Netzes für die Lösung des Lernproblems
relevant sind. Die Gewichte solcher Verbindungen gehen im Laufe des Trainings auf
sehr kleine Werte zurück, jedoch werden sie nicht vollständig auf Null gesetzt. Damit
verrauschen sie, zwar nur geringfügig, die trainierten Ausgabewerte und vergröÿern den
Ausgabefehler des Netzes.
Deshalb wird das Vorkommen zu groÿer Gewichte durch Subtraktion eines zusätzlichen
Terms bestraft:
pwij(t) = opiÆpj   d  wij(t  1): (2.22)
Der Parameter d wird dabei etwa im Bereich von 0,01 gewählt.
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Backpropagation mit Momentum-Term und Fastback-Konstante Weitere Proble-
me im Verlauf des Trainings können auftreten, wenn die Fehlerfunktion ache Plateaus ent-
hält. Dann ist der Gradient entsprechend nahe Null, und damit erfolgt keine oder nur eine
sehr geringe Anpassung der Gewichte. Dies hat zur Folge, daÿ auf solchen Plateaus das
Lernverfahren verhältnismäÿig viel Zeit benötigt, da das Verlassen der Fläche viele Trai-
ningsschritte benötigt.
Ein anderes Problem sind sehr schmale und steile Täler der Fehlerfunktion. Bei einer genü-
gend groÿen Lernrate wird das Minimum übersprungen. Im nächsten Schritt wird aufgrund
des entgegengesetzten Anstiegs auf der gegenüberliegenden Seite wieder zurückgesprungen.
Das Verfahren fängt folglich an, zu oszillieren.
Um diesen beiden Problemen aus dem Wege zu gehen, wurde ein Koezient, der -Term
eingeführt ( 2 (0; 1)), welcher zum Zeitpunkt t die bereits zum Zeitpunkt t   1, also im
letzten Trainingsschritt, vollzogene Gewichtsänderung mit berücksichtigt. Dieser Koezient
bewirkt eine Beschleunigung des Lernverfahrens, wenn die Änderung der Gewichte nur ge-
ringfügig ist, und andererseits ein Abbremsen, wenn sich die Gewichte sehr stark ändern.
Für die Änderung des Gewichtes wij zwischen den Neuronen i und j bei der Eingabe des
Trainingsmusters p galt bisher (Gleichung 2.20):
pwij(t) = opiÆpj :
Mit Aufnahme des -Terms erhält man:
pwij(t) = opiÆpj + pwij(t  1): (2.23)
Eine weitere Verbesserung bewirkt man, wenn man den Einuÿ der voraussichtlichen Ge-
wichtsänderung zum Zeitpunkt t+ 1 mittels der Fastback-Konstante (fastback 2 (0; 1))
berücksichtigt. Damit erhält man
pwij(t) = opiÆpj + pwij(t  1) + fastback  ÆpjÆpi: (2.24)
Die Konstanten -Term und fastback werden ähnlich wie die Lernrate ebenfalls während
des Trainings modiziert. Diese endgültige Formel wird in der vorliegenden Implementierung
von Backpropagation verwendet.
Parameteranpassung und Abbruchkriterium für den Trainingszyklus Im folgen-
den wird schematisch dargestellt, zu welchem Zeitpunkt das Lernverfahren abbrechen soll,
obwohl die maximale Schrittzahl oder der minimal zu erreichende Trainingsfehler noch nicht
erreicht sind. Hier muÿ unterschieden werden, ob auf den geringsten Trainingsfehler hin trai-
niert wird, oder eine möglichst gute Generalisierung erreicht werden soll (siehe Abschnitt 3.3
Qualitätsanalyse des Trainings, S.42). Da beide Fälle sich prinzipiell ähneln, wird hier nur
der einfachere erste Fall des Trainings auf den geringsten Trainingsfehler vorgestellt.
Es werden die letzten n Trainingsfehler ausgewertet, und daraus der kleinste Fehler mintrain,
der gröÿte Fehler maxtrain sowie der durchschnittliche Fehler averagetrain ermittelt. Der
zeitlich zuerst ermittelte Trainingsfehler sei mit firsttrain, der zeitlich zuletzt ermittelte mit
lasttrain bezeichnet. Schematisch läÿt sich die Auswertung folgendermaÿen beschreiben:
// der Trainingsfehler nimmt konstant ab
if ((lasttrain  averagetrain) and (averagetrain  firsttrain))
{
// Netz lernt nicht mehr, soll Training abgebrochen werden?
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if (j firsttrain   lasttrain j< 0:0001  lasttrain)
{
// Anstieg der Aktivierungsfunktion erhöhen
slope = slope  koeffizientslope;
// falls bereits Maximum erreicht, dann Abbruch
if (slope  slopemax) exit_und_abbruch;
}
// Netz lernt in der richtigen Richtung
if ((firsttrain   lasttrain) > 0:1  lasttrain) zaehler++;
}
// starke Schwankungen, Netz lernt in der falschen Richtung
if ((firsttrain < lasttrain) and ((maxtrain  mintrain) > 2  (firsttrain   lasttrain)))
{
 = =reduktionsfaktor;
 = =(2  reduktionsfaktor   1);
fastback = fastback=(2  reduktionsfaktor   1);
}
// über Minimum hinweggelaufen






// lernte einige Zeit in richtiger Richtung,erhoehe Lernrate
if (zaehler > 5)
{
 =   reduktionsfaktor;
 =   (1 + (reduktionsfaktor   1)=2);




2.4 Cascade Correlation Netz
2.4.1 Theorie
Die Struktur des Cascade Correlation Netzes (Scott, Fahlman 1990, [14]) ist analog zu der
des Backpropagation-Netzes. Auch hier handelt es sich um ein mehrschichtiges feed-forward-
Netz. Das Lernverfahren basiert auf dem Lernverfahren von Backpropagation. Der signi-
kante Unterschied besteht darin, daÿ neben den Gewichten auch die Topologie des Netzes
selbst erst zum Zeitpunkt des Lernens festgelegt wird. Das Lernverfahren beginnt mit einer
voreingestellten minimalen Netzarchitektur, d.h. mit einer minimalen Neuronenanzahl. Im
Verlauf des Trainings werden mit dem Ziel der Minimierung des Trainingsfehlers jeweils neue
Neuronen zwischen die Ein- und Ausgabeschicht in die Struktur eingefügt.
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Netzarchitektur Zu Beginn des Lernverfahrens besteht das Cascade Correlation Netz
lediglich aus einer Ein- und Ausgabeschicht, deren Neuronen stets sämtlich miteinander
verbunden sind. Im Laufe des Trainings werden neue verdeckte Schichten mit jeweils ei-
nem Neuron je Schicht in der Struktur erzeugt. Das neu eingefügte Neuron wird mit allen
Neuronen der davorliegenden Schichten, also aller davorliegenden verdeckten Schichten und
der Eingabeschicht, verbunden. Im Gegensatz zum vollständig ebenenweise verbundenen
Backpropagation-Netz existieren hier also zusätzlich sogenannte shortcut connections, d.h.
es existieren auch Verbindungen zwischen nicht benachbart liegenden Ebenen. Damit erhal-
ten die Neuronen mit wachsender Topologien einen immer höher dimensionalen Eingabevek-
tor. Zum anderen wird das neu eingefügte Neuron mit den Neuronen der Ausgabeschicht
verbunden.Damit entstehen im Gegensatz zu anderen Netztypen relativ schmale und tiefe
Netzwerktopologien. In Abbildung (2.2) ist eine solche Architektur im ersten Trainingszyklus
veranschaulicht.
Abbildung 2.2: Cascade Correlation Netz ohne verdeckte Schicht mit zwei Kandidatenneu-
ronen
Lernverfahren Das Lernverfahren startet zunächst ohne verdeckte Schichten und trai-
niert wie ein gewöhnliches Backpropagation-Netz. Nach einer Anzahl von Trainingsschritten
stabilisiert sich der vom Netz erzeugte Trainingsfehler. Sobald die Änderung des Fehlers
einen gewissen Wert  unterschreitet, wird eine neue verdeckte Schicht mit einem Neuron
in die Architektur wie oben beschrieben eingefügt. Sofort nach dem Einfügen werden seine
Eingangsgewichte auf im folgenden beschriebene Weise bestimmt und anschlieÿend einge-
froren, d.h. sie werden durch das Lernverfahren nicht mehr verändert (Abb. 2.2a). Trainiert
werden lediglich die Eingangsgewichte des neu eingefügten Neurons. Dieser Vorgang wird
wiederholt, bis das Abbruchkriterium für das Training erreicht ist. Damit wird jedes Neuron
auf die Erkennung eines bestimmten Teilmusters der Eingabe trainiert.
Bestimmung der Eingangsgewichte der Neuronen Das neu hinzuzufügende Neuron j
wird als Kandidatenneuron bezeichnet. Während seine Eingaben mit allen Neuronen der
vorangehenden verdeckten Schichten sowie mit den Eingabeneuronen verbunden werden,
wird seine Ausgabe zunächst nicht mit dem Netzwerk verbunden (Abb. 2.2c). Das Ziel der
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nachfolgenden Trainingsschritte ist es, die Summe der Beträge der Korrelation zwischen
oj, der Ausgabe der Kandidatenzelle, und Æk, dem Fehler des Ausgabeneurons k, für alle






(opj   oj)(Æpk   Æk): (2.25)
Dabei ist opj die Ausgabe des Kandidatenneurons j bei Eingabe des Trainingsmusters p, oj
die mittlere Ausgabe von Neuron j über alle Trainingsmuster p, Æpk der Fehler des Ausgabe-
neurons k bei Eingabe des Trainingsmusters p und Æk der mittlere Fehler des Ausgabeneurons
k über alle Trainingsmuster p.
Um Sj maximieren zu können, wird die partielle Ableitung
ÆSj
Æwij
von Sj nach jedem Einga-






k  f 0act(netpj)opi(Æpk   Æk): (2.26)
Dabei ist k das Vorzeichen der Korrelation zwischen der Ausgabe des Kandidatenneurons
j und dem Fehler des Ausgabeneurons k für das Eingabemuster p. Nach den berechneten
partiellen Ableitung kann nun ein Gradientenaufstieg wie bei Backpropagation durchgeführt
werden, um Sj zu maximieren. Ändert sich Sj nur noch geringfügig, wird das Kandidaten-
neuron in beschriebener Weise in die Netzwerktopologie eingefügt und seine berechneten
Eingangsgewichte werden eingefroren (Abb. 2.2b).
Schematischer Lernalgorithmus Der Lernalgorithmus kann also wie folgt dargestellt
werden:
1. Initialisierung des Netzwerkes
2. wiederhole, bis Abbruchkriterium erreicht ist
(a) erzeuge Kandidatenneuronen mit zufälligen Gewichten
(b) verbinde ihre Eingangsgewichte mit Eingangsneuronen und verdeckten Neuronen
(c) wiederhole, bis Sj jedes Neurons j sich nicht mehr ändert
i. führe Gradientenaufstieg zur Maximierung von Sj durch
(d) füge bestes Kandidatenneuron in das Netzwerk ein
2.4.2 Charakteristika
Allgemein sind durch die Implementierung bedingt die Charakteristika des Cascade Correla-
tion Netzes durch die des Backpropagation-Netzes bestimmt, da das Lernverfahren und die
Netzarchitektur bei beiden Netztypen ähnlich sind. Es besteht jedoch die Möglichkeit, nicht
nur Neuronen mit sigmoiden Aktivierungsfunktionen zu verwenden, sondern beispielsweise
auch Neuronen mit radialen Basisfunktionen. Solche gemischten Netzwerke sind nach [14]
kompakter und eleganter. Diese Möglichkeit wurde jedoch nicht untersucht.
Anzahl von Kandidatenneuronen Eine Ergänzung des Verfahrens wurde vorgenom-
men, indem statt eines einzelnen Kandidatenneurons j nun eine bestimmte Anzahl von Kan-
didatenneuronen mit zufällig gesetzten initialen Gewichten unabhängig voneinander (par-
allel) trainiert wird. Dasjenige Kandidatenneuron mit dem maximalen trainierten Sj wird
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als Siegerneuron in die Netztopologie eingefügt, die anderen Kandidaten werden verworfen.
Damit wird die Wahrscheinlichkeit verringert, daÿ ein Kandidat in die Topologie aufgenom-
men wird, bei dem das Gradientenaufstiegsverfahren in einem lokalen Maximum terminiert.
Erfahrungsgemäÿ ist eine Anzahl n = 3::13 von Kandidatenneuronen sinnvoll.
2.4.3 Vergleich von Cascade Correlation-Netzen mit Backpropagation-
Netzen
Vergleicht man die Topologien der beiden Netztypen, so kann man feststellen, daÿ das Cas-
cade Correlation Netz im allgemeinen kleiner ist. Dem Lernverfahren nach entstehen sehr
schmale (nur ein Neuron pro verdeckte Schicht) und sehr tiefe Netze. Aus diesem Grund
ist die Geschwindigkeit des Lernens hier auch höher, und ändert sich bei Hinzufügen neuer
Schichten nur geringfügig, während sie bei Backpropagation drastisch abnimmt. Ein weite-
rer Vorteil des konstruierenden Lernverfahrens ist, daÿ das Netz eine minimale (optimale)
Topologie quasi selbst einstellt. Deshalb gibt es auch wenige tote Verbindungen zwischen
Neuronen, also Verbindungen, deren Gewichte nahe Null sind.
Ein nächster wichtiger Punkt ist die Möglichkeit des Nachtrainings des Cascade Correlation
Netzes zu einem späteren Zeitpunkt. Dies kann interessant sein, wenn sich im Laufe der Zeit
die trainierten Eingabemuster immer mehr verschieben. Damit vergröÿert sich der vom Netz
erzeugte Fehler und ein Nachtraining wird notwendig. Nun ist es notwendig, daÿ bereits vom
Netz erlernte Zusammenhänge möglichst nicht zerstört werden, wie dies bei einem Nach-
training denkbar wäre. Bei beiden Lernverfahren versucht ein einzelnes Neuron, sich auf ein
Teilmuster der Eingabe zu spezialisieren. Bei Backpropagation ändern sich alle Gewichte in
einem Trainingsschritt. Damit wird die Aufgabe jedes Neurons, zu einem Detektor für ein be-
stimmtes Teilmuster zu werden, erschwert, weil andere Gewichte sich zum gleichen Zeitpunkt
verändern. Der in einem Trainingszyklus generierte Fehler des Netzes deniert das Problem,
welches die Neuronen versuchen zu lösen, durch die gleichzeitige Änderung aller Neuronen
ändert sich jedoch auch dieses Problem ständig. Im schlimmsten Fall oszillieren die Gewich-
te der Neuronen, welche ständig versuchen, zwei Teilprobleme zu lösen, von denen jeweils
die Lösung des einen das Wiederauftauchen des anderen Problems bedingen. Im Fall des
Cascade Correlation Netzes ist dies hingegen nicht möglich, da einmal bestimmte Eingangs-
gewichte nicht mehr verändert werden, d.h. bereits bestehende Neuronen erkennen weiterhin
ihr trainiertes Teilmuster korrekt. Neu hinzugefügte Neuronen können entsprechend neue
Zusammenhänge trainieren.
2.5 Vektorquantisierer
Die Verfahren der Vektorquantisierung haben zunächst wenig mit der Vorhersage von Zeitrei-
hen zu tun. Jedoch können die Verfahren der Quantisierung zur Klassizierung von Daten
nach bestimmten Ähnlichkeiten verwenden. Diese Möglichkeit ndet im Vorfeld der Progno-
se, bei der Analyse der verwendeten Trainingsdaten, ihre Anwendung, wie in den nachfol-
genden Kapiteln beschrieben wird.
2.5.1 Theorie
Das hier beschriebene Verfahren hat zunächst keinen Bezug zu neuronalen Netzen, der er-
läuterte Ansatz läÿt sich jedoch unter zusätzlichen Bedingungen auch durch neuronale Netze
realisieren, wie im darauolgenden Kapitel beschrieben wird. Das Problem der Vektorquan-
tisierung läÿt sich folgendermaÿen formulieren: Es existieren n Vektoren X1; :::;Xn 2 Rm.
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Diese Vektoren sollen in c disjunkte Mengen (Klassen, Cluster) N1; :::;Nc zerlegt werden.
Bedingung für diese Zerlegung ist, daÿ die Daten (Vektoren) im selben Cluster ähnlicher
zueinander sind als Daten in verschiedenen Clustern. Es wird eine Funktion Je deniert, wel-
che die Güte der beschriebenen Partitionierung beschreibt. Man betrachte den Vektor mi,
welcher das Clusterzentrum des Clusters Ni darstellt, als Mittelwert der dem Cluster zu-
gehörigen Vektoren Xj . Diesen Vektor, welcher diesen Cluster kodiert bzw. repräsentiert,
nennt man hier Codebookvektor oder Referenzvektor. Alle dem Cluster zugehörigen
Vektoren werden durch diesen Codebookvektor beschrieben. Sei weiterhin ni die Anzahl der







Betrachtet man als Gütekriterium der Partitionierung die Summe der quadratischen Abwei-






k X  mi k 2: (2.28)
Für eine optimale Partitionierung ist Je minimal. Die Minimierung von Je stellt hierbei
ein NP-hartes Problem dar, d.h. in abschätzbarer Zeit kann keine Lösung gefunden werden.
Verhältnismäÿig einfach läÿt sich jedoch ein Suboptimum für Je bestimmen:
Hierarchisches Clustering Zu Beginn der Partitionierung existieren n VektorenX1; ::;Xn
und n Cluster, wobei jeder Vektor eine Klasse genau eine Klasse repräsentiert. Damit sind die
Xi und die Codebookvektoren mi zunächst identisch, d.h. Je = 0. Man gibt eine minimale
zu erreichende Anzahl von Clustern c vor. Sei ĉ die aktuelle Anzahl der Cluster, initial gilt:
ĉ = n. Der Algorithmus besteht darin, die zwei sich am nächsten zueinander bendlichen





k mi  mj k 2: (2.29)
Damit erhält man:
1. Finde zwei Cluster Ni und Nj, für welche d(Ni;Nj) minimal ist.
2. Verschmelze die Ni und Nj zu Ni, lösche Nj
3. ĉ = ĉ  1
4. Abbruch, wenn ĉ < c.
Mit dieser Methode kann eine ausreichend gute Partitionierung gefunden werden [5].
2.6 Kohonennetz
Das Kohonennetz ist ein einschichtiges neuronales feed-forward-Netz ohne verdeckte Schicht,
d.h. die Eingabe ist direkt mit der Ausgabe verbunden. Das Lernverfahren ist unüberwacht,
es existiert also keine Sollausgabe für ein bestimmtes Ausgabemuster. Das Kohonennetz
bietet zwei unterschiedliche Einsatzmöglichkeiten für die Problematik der Vorhersage, es
kann zum einen direkt zur Prognose, und zum anderen, was seiner hauptsächlichen Aufgabe
entspricht, als Klassikator genutzt werden.
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2.6.1 Theorie
2.6.1.1 Kohonennetz als Klassikator
Das Prinzip des Klassikators ist prinzipiell identisch mit dem Verfahren der Vektorquanti-
sierung. Die c Ausgabeneuronen des Kohonennnetzes repräsentieren hier die Clusterzentren,
ihre jeweiligen Eingangsgewichtsvektoren mi nennt man entsprechend Referenz- oder Code-
bookvektoren. Jedes Neuron repräsentiert eine bestimmte Klasse von Eingabevektoren. Die
n Eingabevektoren Xi werden nacheinander an den Eingabeneuronen angelegt. Dasjenige
Neuron s, dessen Clustermittelpunkt am nächsten zum Eingabevektor liegt, d.h. dessen Ab-
stand k X  ms k verglichen mit allen anderen Referenzvektoren mi minimal ist, wird als
Siegerneuron bezeichnet. Analog zur Vektorquantisierung wird beim Lernvorgang der Vektor
X in den Cluster s aufgenommen, und der neu berechnete Clustermittelpunkt ms verschiebt
sich geringfügig in Richtung des neu aufgenommenen Vektors. Bis hierhin kann demzufolge
die Arbeitsweise mit der im vorangehenden Kapitel beschriebenen Arbeitsweise des Vektor-
quantisierers verglichen werden. Die Kohonennetze zeichnen sich jedoch durch eine weitere
Eigenschaft aus: es wird angenommen, die Ausgabeneuronen des Kohonennetzes seien auf
einem Gitter der Dimension m angeordnet. Damit läÿt sich eine Abstands- oder Nachbar-
schaftsbeziehung zwischen Neuronen beschreiben. Die Wahl der Dimension m ist dabei prin-
zipiell frei wählbar, meist wird jedoch ein ein-, zwei- oder dreidimensionaler Raum gewählt.
Das Trainingsverfahren wird jetzt dahingehend modiziert, daÿ sich nunmehr nicht nur der
Clustermittelpunkt ms des Siegerneurons s in Richtung des Eingabevektors x verschiebt,
sondern innerhalb eines gewissen Nachbarschaftsradius auch die Clusterzentren mj der auf
dem Gitter benachbart liegenden Neuronen. Mit steigender Entfernung vom Siegerneuron
erfolgt die Verschiebung kontinuierlich schwächer. Durch dieses modizierte Lernverfahren
werden die Codebookvektoren mi derart umgeordnet, daÿ sie die Eingabevektoren räumlich
geordnet repräsentieren. Der kontinuierliche Raum der Eingabemuster wird folglich auf einen
diskreten Ausgaberaum der Neuronen topologisch abgebildet. Insbesondere sind danach an
Stellen der Häufung ähnlicher Eingabevektoren auch entsprechend viele Clusterzentren zu
nden, d.h. an diesen Stellen wird eine hohe Auösung erreicht und umgekehrt.
Lernverfahren Für die Bestimmung des Siegerneurons wird wie bei der Vektorquantisie-
rung der euklidische Abstand verwendet. Der Gewichtsvektor des Siegerneurons s muÿ also
folgende Eigenschaft erfüllen:
k X  ms kk X  mi k ; 8i = 1; :::; c: (2.30)
Anschlieÿend wird das Clusterzentrum des Siegerneurons s sowie in einem geringeren Ma-
ÿe die in einem festgelegten Nachbarschaftsradius bendlichen Clusterzentren benachbarter
Neuronen auf den Eingabevektor X zu verschoben. Sei hjs(djs) die Nachbarschaftsfunk-
tion, welche diesen Radius deniert. Dabei deniert djs den Abstand der Neuronen j und
s im Neuronengitter. Wenn also die Position eines Neurons j im Gitter mit dem Vektor rj
beschrieben wird, so gilt
djs =k rj   rs k : (2.31)
Der Abstand berechnet sich hierbei, je nachdem welche Dimension und welche Anordnung
(orthogonal,hexagonal,...) für das Neuronengitter gewählt wurde. Wohlbemerkt ist der Ab-
stand djs unabhängig davon, wie weit die Gewichtsvektoren mj und ms voneinander ent-
fernt sind. Die Nachbarschaftsfunktion hjs ist symmetrisch um ihr Maximum bei djs = 0,
hjs(0) = max. Mit steigendem djs fällt hjs(djs) monoton ab, wobei hjs = 0,wenn djs !1
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gilt. Dies ist eine notwendige Bedingung für die Konvergenz des Lernverfahrens.





Dabei deniert die Variable  die Varianz der Gaussfunktion. Je gröÿer , desto gröÿer der
Nachbarschaftseinuÿ von hjs. Ebenfalls möglich sind rechteckige Nachbarschaftsfunktionen:
hjs(djs) =
(
1 : falls j 2 Ns
0 : sonst
;
wobei Ns eine Nachbarschaft um das Neuron s ist. Eine weitere Forderung ist, daÿ im Laufe
des Trainings der Nachbarschaftseinuÿ verringert werden soll, d.h. hjs(djs) eine zeitabhän-
gige Funktion ist: hjs(djs; t) oder hjs(djs; n), wobei n die Schrittzahl im Trainingsverfahren
ist. Man faÿt dann die Varianz  als zeitabhängige Funktion auf:
(n) = 0  e
 n
 ;  ist Reduktionsfaktor.
Man erhält also




Mit der denierten Nachbarschaftsfunktion erfolgt nun die Anpassung der Gewichte in jedem
Trainingsschritt n für jedes Neuron j:
mj(n+ 1) = mj(n) + (n)hjs(djs; n)(X  mj(n)); j = 1; :::; c: (2.33)
Die Lernrate  ist ebenfalls zeitabhängig und wird wie  abgekühlt:
(n) = 0  e
 n
 ;  ist Reduktionsfaktor.
Die Gewichte mj(0) werden vor dem Training im einfachsten Fall zufällig mit verschiede-
nen Eingabevektoren Xi initialisiert. Damit kann das Lernvefahren schematisch wie folgt
beschrieben werden:
1. Initialisierung der Eingangsgewichte der Ausgangsneuronen
2. wiederhole für jedes Trainingsmuster x aus der Trainingsmenge
(a) bestimme das Siegerneuron s
(b) Update seiner Gewichte und der Gewichte aller Neuronen im Nachbarschafts-
radius
(c) teste, ob das Abbruchkriterium erreicht ist
2.6.1.2 Kohonennetz zur Vorhersage
Das Kohonennetz kann neben Klassizierungsaufgaben auch zur direkten Vorhersage genutzt
werden. Diese Variante wurde hier jedoch nicht implementiert. Es sei an dieser Stelle auf [3]
verwiesen.
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2.6.1.3 Neural Gas
Der Neural Gas Algorithmus (Martinetz, Schulten 1991, [4]) unterscheidet sich vom klassi-
schen Kohonenalgorithmus in der Bestimmung der zum Siegerneuron s benachbarten Neu-
ronen j im Nachbarschaftsradius, d.h. djs ist hier anders deniert. Während der Kohonen-
algorithmus die auf dem m-dimensionalen Gitter liegenden benachbarten Neuronen mit den
Koordinaten rj betrachtet, also nach Gleichung (2.31) djs =k rj rs k, sind beim Neural Gas
Algorithmus die Gewichtsvektoren mj der Neuronen für die Nachbarschaft entscheidend. Es
wird eine Folge fakg von Gewichtsvektoren mj gefunden, deren Folgenelemente nach ihrer
Entfernung zum Referenzvektor ms des Siegerneurons s geordnet sind.
fakg = fmjg; k ak1  ms k <k ak2  ms k 8 k1 < k2: (2.34)
Je weiter entfernt also der Gewichtsvektor mj vom Gewichtsvektor ms ist, desto geringer
die Gewichtsänderung für diesen Vektor. Mit dieser Formulierung ist der Index k der Folge
fakg der auf diese Weise bestimmte Abstand zum Siegerneuron:
djs = k; ak = mj : (2.35)
Der Algorithmus bleibt bis auf diese modizierte Bestimmung der Nachbarneuronen analog
zu dem des Kohonennetzes. Man kann sich den Unterschied als eine einfache Umbenennung
oder Vertauschung der Neuronen auf dem Gitter vorstellen. Diejenigen Neuronen, deren Ge-
wichtsvektoren ohnehin schon nahe beieinander liegen, werden auf dem Gitter möglichst
nahe beieinander angeordnet. Die topologische Abbildung wie beim Kohonennetz bleibt da-
bei erhalten. Der Algorithmus sollte aufgrund der ezienteren Anordnung der Neuronen
und insbesondere bei einer Vorinitialisierung der Clusterzentren auf dem Gitter durch ein
einfaches Vektorquantisierungsverfahren schneller sein als der Kohonenalgorithmus für die
gleiche Problemstellung.
2.6.2 Charakteristika











Wahl der Gitterdimension m und der Anordnung Im Prinzip ist die Wahl der Di-
mension m des Gitters und der Anordnung der Neuronen auf dem Gitter freigestellt. Aus
Implementierungsgründen wird meist eine orthogonale(quadratische) Gitterform gewählt, es
sind aber auch andere Anordnungen möglich. Beispielsweise empehlt Kohonen ein hexago-
nales Gitter. Eine vorrangige Rolle bei der Überlegung spielt eine vereinfachte Visualisierung.
Bei der Wahl der Dimension m ist aus Visualisierungsgründen eine niederdimensionale Git-
terstruktur zu wählen, etwa eine Kette (eindimensionaler Fall), ein zweidimensionales Gitter
oder ein Quader(Würfel). Sieht man jedoch vom Kriterium der Darstellbarkeit ab, so spielt
das gestellte Lernproblem eine entscheidende Rolle für die Wahl der Gitterdimension. Die
Eingabevektoren besitzen eine Dimension n, aber häug ist es so, daÿ die Gesamtheit aller
Eingabevektoren nach Elimination des Rauschens innerhalb dieses n-dimensionalen Raumes
nur eine m̂-dimensionale Struktur ausbilden, m̂ < n. Das bedeutet, daÿ nicht jede Dimen-
sion des Raumes ausgenutzt wird. Das Kohonennetz wird versuchen, diese m̂-dimensionale
Struktur möglichst gut auf das m-dimensionale Gitter abzubilden. Ist dabei m̂ > m, so wird
sich die Abbildung falten, um den m̂-dimensionalen Raum möglichst gut auszufüllen. Für
m̂ = m ist keine solche Faltung gegeben.
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Abbruchkriterium Das beschriebene Verfahren konvergiert, d.h. ab einem bestimmten
Zeitpunkt unterschreitet die Änderung der Gewichtsvektoren ein gewisses . Die Konvergenz
des Algorithmus hängt jedoch von der geeigneten Abkühlung des Nachbarschaftseinusses
hjs(djs; n) ab. Bei zu schnellem Abkühlen können Defekte in der Topologie wie Verdrehun-
gen oder Verzerrungen auftreten. Um diesem Eekt entgegenzuwirken, wird das Verfahren
ebenfalls abgebrochen, wenn die Anzahl der sogenannten Topologieverletzungen signi-
kant ansteigt. Eine Topologieverletzung ist gegeben, wenn für die Neuronen i,j,k auf dem
Neuronengitter gilt:
dij =k ri   rj k <k ri   rk k= dik und k mi  mj k >k mi  mk k : (2.37)
Das bedeutet, obwohl die Neuronen i und j auf dem Gitter näher beieinander liegen als die
Neuronen i und k, sind die Gewichtsvektoren von i und k ähnlicher als die der Neuronen i
und j.
Das Verfahren wird ebenfalls bei Überschreitung einer vorgegebenen Schrittzahl abgebro-
chen.
2.7 Netze mit radialen Basisfunktionen
2.7.1 Theorie
Für die Zeitreihenvorhersage werden seltener als Backpropagation-Netze die sogenannten
Netze mit radialen Basisfunktionen (Radial Basis Function Networks) eingesetzt, welche
im folgenden als RBF-Netze bezeichnet werden. Ihre sie vom Standard-Backpropagation-
Modell auszeichnenden Eigenschaften bieten für die Vorhersage natürlicher Zeitreihen eine
Reihe von Vorteilen. Prinzipiell können folgende Unterschiede festgestellt werden:
 Architektur des Netzwerkes Die RBF-Netze besitzen nur eine Schicht verdeckter
Neuronen, d.h. zwischen Ein- und Ausgabeschicht bendet sich stets nur genau eine
weitere verdeckte Schicht. Damit ist die Komplexität der Architektur eingeschränkt,
was beim Lernen einen Geschwindigkeitsvorteil gegenüber Netzen mit vielen verdeckten
Schichten bringt. Insbesondere kann in einer Variante des Lernverfahrens eine direkte,
also nichtiterative Berechnung der Gewichte durchgeführt werden.
 Aktivierungsfunktionen Die Neuronen der verdeckten Schicht besitzen radialsym-
metrische Aktivierungsfunktionen (Zentrumsfunktionen), z.B. die Gaussfunktion.
Aus dem Funktionsverlauf ergibt sich, daÿ die Aktivierungsfunktion nur in einem loka-
len eingegrenzten Bereich des Eingaberaumes groÿe Werte liefert, und sonst gegen Null
tendiert, im Gegensatz zu sigmoiden Aktivierungsfunktionen, welche beliebige Werte
liefern können. Dies bewirkt eine schnellere Konvergenz des Lernverfahrens.
Prinzip der RBF-Netze Dem Lernen mit RBF-Netzen liegt die Idee einer möglichst ge-
nauen Approximation einer Funktion f : Rm ! R durch radiale Basisfunktionen zugrunde.
Der Verlauf der Funktion ist a priori noch unbekannt, als Stützstellen dienen die vorhan-
denen Trainingsmuster, also die n Paare von Eingabevektoren Xj = ((x1)j :::(xm)j)T und
Ausgabevektoren Yj = (y1)j = yj; j = 1:::n. Man ordnet jedem Neuron i der verdeckten
Schicht eine Aktivierungsfunktion hi(k X  Wi k ); i = 1:::c zu, wobei X ein beliebiger Ein-
gabevektor, und Wi der Gewichtsvektor der Eingangsgewichte des Neurons i sei. Es soll auch
hier der euklidische Abstand für die Berechnung verwendet werden. Die Vektoren X und Wi
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bi  hi(k X  Wi k ): (2.38)
Die in diesem Gleichungssystem zu bestimmenden Unbekannten sind zum einen die Kon-
stanten bi und zum zweiten die für jedes Neuron spezischen Aktivierungsfunktionen hi.
Legt man für die Aktivierungsfunktion eines Neurons i die Gleichung





zugrunde, dann legen der Mittelwert Wi sowie die Varianz i eindeutig den Funktions-
verlauf der jeweiligen Aktivierungsfunktion fest. Der Mittelwert Wi ist dabei das Zentrum
der gröÿten Erregung für einen Eingabevektor X, d.h. hi ! max für X = Wi. Mit wach-
sender Entfernung des Eingabevektors X vom Mittelwert fällt hi dagegen schnell gegen Null
ab. Die Varianz i deniert den Radius des Einuÿbereichs des Neurons i im Raum der
Eingabevektoren. Je gröÿer die i, desto glatter die approximierte Funktion.
Mit dem Lernverfahren sind folglich die bi sowie die Parameter der Aktivierungsfunktionen
Wi und i zu bestimmen. [6].
Abbildung 2.3: Approximation einer Funktion durch drei Gausskurven
Die Abbildung 2.3 zeigt eine auf einem festgelegten Intervall von drei Gaussfunktionen
approximierte Funktion f(X). Es gilt h1(k X  W1 k ) = e (kX 2;0k)=2;0, h2(k X  W2 k ) =
e (kX 3;0k)=0;5 und h3(k X  W3 k ) = e (kX 2;5k)=0;3. Die Funktion f(X) berechnet sich
gemäÿ f(X) = 0; 5  h1   1; 2  h2 + 0; 3  h3.
Lernverfahren der RBF-Netze Das Lernen wird in zwei Phasen aufgeteilt. Im ersten
Schritt werden die Parameter Wi und i bestimmt, welche die Aktivierungsfunktionen hi
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denieren.
Um eine möglichst gute Approximation durch die Zentrumsfunktionen zu erreichen, erscheint
es plausibel, daÿ an denjenigen Stellen des Eingaberaumes, an denen besonders viele Einga-
bevektoren Xi vorkommen, auch möglichst viele Teilfunktionen hi ihr Zentrum (ihren Mit-
telwert) haben, um die Genauigkeit der Approximation zu erhöhen. Andererseits braucht an
den Stellen, an denen wenige oder keine Eingabevektoren vorkommen, weniger genau appro-
ximiert zu werden. Die Wahl der Mittelwerte Wi ist folglich so zu treen, daÿ der Eingabe-
raum möglichst ezient durch sie abgedeckt wird. Für die Wahl derWi sind also lediglich die
Eingabevektoren Xj , nicht aber die Ausgabevektoren Yj von Bedeutung. Dies legt ein un-
überwachtes Lernverfahren einer einfachen Quantisierung der Vektoren Xj ; j = 1:::n nahe.
Die Codebookvektoren (Clusterzentren) sind also in diesem Falle die Wi. Praktisch können
dafür die implementierten und in den Abschnitten 2.5, S.23 und 2.6, S.24 beschriebenen
Verfahren der Vektorquantisierung oder des Kohonentrainings eingesetzt werden. Im letzte-
ren Fall kann konkreter derjenige Teil der Netzarchitektur, welcher aus der Eingabeschicht
und der verdeckten Schicht besteht, als Kohonennetz realisiert werden, dessen Ausgabe-
neuronen nun radialsymmetrische Aktivierungsfunktionen erhalten. Die topologieerhaltende
Eigenschaft der Kohonennetze hat insofern keine Bedeutung, daÿ das Kohonennetz hier die
Funktion eines einfachen Quantisierers der Eingabevektoren übernimmt. Einen Vorteil bietet
das Kohonennetz gegenüber dem Vektorquantisierer trotzdem : während der Vektorquantisie-
rer lediglich eine möglichst gleichmäÿige Verteilung der Zentren im Eingaberaum vornimmt,
kann er ohne Topologieerhaltung nicht erkennen, daÿ unter Umständen die Eingabevektoren
im m-dimensionalen Eingaberaum eine m̂-dimensionale Struktur beschreiben, m̂ < m. Das
Kohonennetz hingegen wird durch eine entsprechende Verteilung der Referenzvektoren des
Eingaberaumes versuchen, diese Struktur nachzubilden. Ein weiterer Vorteil des Kohonennet-
zes ist, daÿ die Varianzen i durch dieses Verfahren ebenfalls bestimmt werden können, falls
das Kohonennetz lokale Aktivierungsfunktionen mit lokalen Parametern verwendet. Gibt es
nur eine globale Aktivierungsfunktion oder verwendet man statt eines Kohonennetzes einen
einfachen Vektorquantisierer, müssen die i gemäÿ den im Abschnitt 2.6 (Kohonennetz),
S.24 beschriebenen Gleichungen bestimmt werden.
Damit sind in diesem ersten Schritt die Aktivierungsfunktionen hi für jedes verdeckte Neu-
ron i bestimmt.
Es bleibt die Berechnung der Konstanten bi durchzuführen. Diese Konstanten werden im
RBF-Netz durch die Eingangsgewichte der Neuronen der Ausgabeschicht repräsentiert. Die
Berechnung geschieht durch ein überwachtes Gradientenabstiegsverfahren, wie im Abschnitt
2.3 (Backpropagation Netz), S.15 beschrieben ist. Die Berechnung der Gewichte kann dabei
direkt, also nichtiterativ erfolgen, bzw. iterativ durch das Backpropagation-Verfahren. In der
Implementierung wurde die letztere Variante realisiert.
Zusammenfassend wird also im ersten Schritt eine direkte Bestimmung der Parameter der
Aktivierungsfunktionen vorgenommen und anschlieÿend mit diesen vorgegebenen Parame-
tern mittels Backpropagation die Anpassung der Gewichte bi von der verdeckten Schicht zur
Ausgabeschicht vorgenommen. Wenn man davon ausgeht, daÿ die Einstellung der Zentren
Wi durch die Quantisierung nicht optimal ist, kann man mit dem Backpropagation-Verfahren
theoretisch auch diese Parameter nachtrainieren. Im allgemeinen erweist sich jedoch bereits
die anfängliche Initialisierung der Zentren im Kohonennetz als eine genügend gute Approxi-
mierung. Aus diesem Grunde wurde diese Möglichkeit nicht implementiert.
Das Training läÿt sich schematisch folgendermaÿen darstellen:
1. zufällige Initialisierung der Gewichte des Netzes
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2. unüberwachtes Training der Eingangsgewichte der verdeckten (Kohonen-)Schicht nach
dem Kohonenalgorithmus
3. überwachtes Training der Eingangsgewichte der Ausgabe(Backpropagation-)schicht nach
dem Backpropagation Algorithmus
2.7.2 Charakteristika
Aufgrund dessen, daÿ das RBF-Netz als aus einem Kohonennetz und einem Backpropagation-
Netz zusammengesetztes hybrides Netz implementiert wurde, entsprechen auch die Eigen-
schaften des RBF-Netzes denen der Teilnetze. Ergänzende Charakteristika sind:
Aktivierungsfunktionen Wie auch beim Backpropagation-Netz stehen mehrere Aktivie-
rungsfunktionen zur Wahl. Der Funktionsverlauf muÿ den oben beschriebenen Eigenschaften
der Aktivierungsfunktionen genügen, d.h. sie müssen radialsymmetrisch, wie beispielsweise
die Gaussfunktion, sein. Folgende prinzipielle Funktionstypen stehen zur Verfügung:
Nummer Bezeichnung Aktivierungsfunktion
1 RBF_GAUSS fRBF_GAUSS(p) = e
p
2
2 RBF_MQUAD fRBF_MQUAD(p) = 12pp+
3 RBF_TPSPLINE fRBF_TPSPLINE(p) = 2  p  ln  pp
Dabei ist p =k X  Wi k festgelegt. Die Funktion RBF_GAUSS ist die bereits beim
Kohonennetz beschriebene (normalisierte) Gaussfunktion. Einen ähnlichen Verlauf hat die
multiquadratische Funktion RBF_MQUAD. Abweichend verhält sich die Thinplate-Spline-
Funktion RBF_TPSPLINE: im Gegensatz zu den anderen Aktivierungsfunktionen gilt hi !
min für X = Wi. Mit wachsender Entfernung des Eingabevektors X vom Mittelwert gilt
dagegen hi !1. Beim Training des RBF-Netzes konnten mit allen drei Typen der Aktivie-
rungsfunktionen gute Trainingsergebnisse erzielt werden.
Abbruchkriterium Es wird zunächst das Kohonentraining ausgeführt, bis das dafür fest-
gelegte Abbruchkriterium erfüllt ist, anschlieÿend das Backpropagation-Training. Das Trai-
ning des RBF-Netzes ist beendet, wenn beide Teilnetze trainiert sind.
2.7.3 Vergleich von RBF-Netzen mit Backpropagation-Netzen
Beide Netztypen approximieren Funktionen, unterscheiden sich jedoch signikant in ihrer
Architektur und dem Lernverfahren:
 Ein Backpropagation-Netz kann eine oder mehrere verdeckte Schichten haben, während
ein RBF-Netz stets nur genau eine verdeckte Schicht besitzt.
 In einem Backpropagation-Netz arbeiten alle Neuronen nach dem gleichen Modell, un-
abhängig davon, ob sie in einer verdeckten Schicht oder in einer Ausgabeschicht loka-
lisiert sind. Die Aktivierungsfunktionen sind sämtlich sigmoid. Im RBF-Netz besitzen
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Abbildung 2.4: Überblick über die Aktivierungsfunktionen des RBF-Netzes
die Neuronen der verdeckten Schicht und der Ausgabeschicht jeweils ein unterschiedli-
ches Modell und unterschiedliche Aktivierungsfunktionen. Die Aktivierungsfunktionen
der verdeckten Schicht haben die Form der Gaussfunktion, währen die Aktivierungs-
funktionen der Ausgabeschicht linear sind.
 Das Lernen im Backpropagation-Netz ist überwacht. Im RBF-Netz werden lediglich
die Eingangsgewichte der Ausgabeschicht überwacht trainiert, während die Eingangs-
gewichte der verdeckten Schicht unüberwacht trainiert werden.
Kapitel 3
Erweiterungen der Zeitreihenprognose
Nachdem die prinzipiellen Netztypen mit ihren spezischen Eigenschaften deniert sind,
können darauf aufbauend weitere Überlegungen zur Verbesserung der Prognoseergebnisse
und des Trainingsprozesses selbst angestellt werden. Im folgenden Kapitel wird die Auswahl
der Trainingsdaten, die sogenannte Datenvorverarbeitung erläutert. Es werden weiterhin die
genutzten Trainingsverfahren beschrieben, welche auf den existierenden Netztypen arbei-
ten, sowie die Kriterien deniert, welche letztendlich die Qualität einer erfolgten Vorhersage
charakterisieren.
3.1 Vorverarbeitung der Trainingsdaten
3.1.1 Denition des Datenmodells
Wie bereits in der Einführung des vorangegangenen Kapitels diskutiert wurde, stellt sich die
Frage, wie der Eingabevektor X für die Prognose des zukünftigen Wertes xk+1 zu bestim-
men ist. Der einfachste Fall ist, daÿ X = (xk; :::; xk l)T bei einer festgelegten Fensterbreite
l angenommen wird. Die Werte der Zeitreihe werden dabei zunächst skaliert.
Es erweist sich jedoch als sinnvoll, jegliches a priori vorhandenes Wissen über die Zeitreihe
möglichst im Vorfeld des Vorhersageprozesses von der Prognose mit dem neuronalen Netz
loszulösen. Damit wird das Netz von der Aufgabe befreit, bereits bekannte Zusammenhänge
zu trainieren, und das Risiko einer unnötigen Verfälschung der Ergebnisse sinkt.
Das Problem wird anhand der im weiteren betrachteten Vorhersage von Auftragsmengen
in der Produktionsplanung verdeutlicht. Die Abbildung (3.1) zeigt einen typischen Auf-
tragsverlauf für ein Produkt im Verlauf eines Jahres. Die Aufträge sind täglich ausgewertet
worden. Man kann leicht zwei Zeitreihenkomponenten ermitteln:
 Saisonkomponente Zusammenhängend mit Konjunkturunterschieden in den Jahres-
zeiten Sommer und Winter fällt die Auftragslage unterschiedlich aus. Wie die Nähe-
rungskurve des gleitenden Durchschnitts MA(7) zeigt, ist die Auftragslage im Winter
deutlich schlechter als im Sommer. Diese Schwankung wiederholt sich relativ unverän-
dert jedes Jahr. Ein neuronales Netz kann mit einer autokorrelierten Vorhersage diese
Saisonkomponente nicht erkennen, da es die zu einer Beobachtung gehörende Jahres-
zeit nicht bestimmen kann. Eine Möglichkeit wäre hier, die Breite des Fensters l so groÿ
zu wählen (mindestens über mehrere Monate), daÿ das Netz anhand der Unterschiede
in den Auftragswerten in den Eingabevariablen die Jahreszeit erkennen kann. Das Netz
kann die Tatsache lernen, daÿ niedrige Auftragswerte vor sechs Monaten in höheren
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Abbildung 3.1: Zeitreihe mit saisonalen und wöchentlichen Schwankungen und gleitender
Durchschnitt MA(7) der Zeitreihe
Auftragsmengen zum jetzigen Zeitpunkt resultieren. Dabei verfügt es aber weiterhin
über keine präzise Kenntnis der Jahreszeiten.
Eine andere Möglichkeit ist hier die explizite Kodierung der Jahreszeit in einer geeig-
neten Form innerhalb des Eingabevektors. Man würde damit vom Konzept der ein-
fachen Autokorrelation abweichen, da andere, externe Daten in den Eingabevektor
aufgenommen werden. Für die Kodierung der Jahreszeit werden zusätzliche Neuro-
nen in die Eingabeschicht des Netzes eingefügt. Dabei muÿ beachtet werden, daÿ die
Jahreszeiten nicht gewichtet oder geordnet werden können, da sie nur verschiedene
Zustände darstellen. Aus diesem Grunde kann man nicht alle Jahreszeiten durch ein
einzelnes Neuron kodieren, beispielsweise durch die Eingabe 0=Frühjahr, 1=Sommer,
2=Herbst, 3=Winter. Das Netz würde dann annehmen, daÿ der Winter in irgendeiner
Weise mehr oder besser als alle anderen Jahreszeiten ist. Vielmehr muÿ pro Jahres-
zeit ein Eingabeneuron verwendet werden, an welchem eine binäre Eingabe anliegt: es
ist beispielsweise immer genau ein Wert auf Eins gesetzt und alle anderen Neuronen-
eingaben auf Null. Der Eingabevektor für die Prognose des Wertes xk+1 würde dann
in der Form dargestellt werden:
( xk . . . xk l bFrühjahr bSommer bHerbst bWinter )
T ,
wobei mit Jz_Name 2 fFrühjahr; Sommer; Herbst; Winterg gilt:
bJz_Name =
(
1 : falls Tag (k+1) in der Jahreszeit Jz_Name liegt
0 : sonst
(3.1)
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Die am wenigsten fehleranfälligste Methode ist die statistische Bereinigung der Saison-
komponente mit einem anschlieÿenden Netztraining ohne die diskutierte notwendige
Anpassung der Eingabevektoren.
 kurzfristige Perioden Aus Abbildung (3.1) läÿt sich eine periodische Schwankung
mit der Länge der Periode von einer Woche erkennen. So gehen in diesem Beispiel z.B.
an den Wochenenden nahezu keine Aufträge ein, während in der Woche die Auftrags-
mengen sprunghaft ansteigen. Anders formuliert, hängt die Auftragsmenge für einen
Wochentag mehr vom gleichen Wochentag der letzten Woche ab als vom Vortag. Es ist
folglich wenig sinnvoll, alleWerte eines vergangenen Zeitfensters in den Eingabevektor
aufzunehmen. Auch hier bieten sich analog zur Problematik der Saisionkomponente die
folgenden Lösungsmöglichkeiten:
1. Beschränkung des Eingabevektors auf die relevanten vergangenen Werte, anstelle
von (xk; :::; xk l) beispielsweise (xk 6; xk 13; xk 20), also die Werte der letzten
drei Wochen am gleichen Wochentag,
2. Kodierung des Wochentages durch zusätzliche Eingabeneuronen, also wiederum
Abweichung von der autokorrelierten Prognose. Ein Eingabevektor hat dann die
Gestalt (xk; :::; xk l; bMontag ; bDienstag; :::; bSonntag); wobei mit




1 : falls Tag (k+1) ist ein Wt_Name
0 : sonst,
(3.2)
3. statistische Periodenbereinigung vor dem eigentlichen Netztraining,
4. eine gleichzeitige Nutzung einer Auswahl der Varianten 1. bis 3., beispielsweise
sowohl eine Einschränkung der Eingabevektoren auf relevante Werte als auch eine
zusätzliche Wochentagskodierung.
Es kann sich ebenfalls als sinnvoll erweisen, zusätzlich Durchschnitte von mehreren Da-
tenwerten in den Eingabevektor aufzunehmen:
xkl1l2 =
xk l1 + :::+ xk l2
l2   l1
; l1; l2  0; l1 < l2: (3.3)
Diese Redundanz vereinfacht für das Netz die Erkennung von Trends, also langfristiger, sy-
stematischer Veränderungen des mittleren Niveaus der Zeitreihe. Wenn dem Netz die Werte
xk l1 ; :::; xk l2 andererseits einzeln vorliegen, sollte es allerdings einen mit der obigen Va-
riante gefundenen Zusammenhang ebenfalls nden, wenn auch gegebenenfalls mit höherem
Lernaufwand.
Die Trendkomponente kann jedoch auch vor dem Netztraining mit Hilfe wenig aufwendiger
statistischer Methoden herausgeltert werden. Nach der Elimination aller bekannten Zu-
sammenhänge kann das Netz die bisher unbekannten noch vorhandenen Zusammenhänge
versuchen zu erlernen.
Um die in einen Eingabevektor aufgenommenen Daten einheitlich beschreiben zu können,
wird in diesem Zusammenhang die Menge VConf, die sogenannte Vektorkonguration
eingeführt:
V Conf = f(l1; l2)g; l1; l2  0; l1  l2: (3.4)
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Eine Dimension des Eingabevektors wird dabei jeweils durch ein Paar (l1; l2) repräsentiert,
welches wie folgt deniert ist:
(l1; l2) =
(
xk l1 : falls l1 = l2
xkl1l2 : sonst.
(3.5)
Neben der VConf können wie erläutert Informationen über die zeitliche Lokalisierung des
Eingabevektors, wie die Kodierung des Wochentages oder der Jahreszeit, in den Eingabe-
vektor aufgenommen werden.
3.1.2 Ermittlung der Prognostizierbarkeit von Zeitreihen mit Klassika-
toren
Im Laufe der Voruntersuchungen der von den Unternehmen für die Auftragsprognose be-
reitgestellten Rohdaten ergab sich bereits nach visueller Kontrolle das Problem, daÿ einige
Zeitreihen oensichtlich überhaupt nicht prognostizierbar waren, da jegliche Bildungsvor-
schrift fehlte und lediglich die Restkomponente die eigentliche Zeitreihe bildete. Der zeitliche
Verlauf dieser Reihen war völlig zufällig. Bei den von der Kieferorthopädie bereitgestellten
Meÿdaten trat dieses Problem naturgemäÿ nicht auf, da die Kieferentwicklung doch einer
Gesetzmäÿigkeit folgt und nicht zufällig ist. Deshalb wird dieses Problem hier auf die Auf-
tragsprognose eingeschränkt, jedoch für allgemeine Zeitreihen betrachtet.
Dem Verlauf der meisten natürlichen Zeitreihen liegen mehr oder weniger komplexe Ge-
setzmäÿigkeiten zugrunde. Es kann jedoch sein, daÿ der Verlauf einer Zeitreihe völlig zufällig
ist, also nur aus dem Einuÿ der Restkomponente besteht. Insbesondere kann die autokor-
relierte Prognose, welche die Einüsse externer Variablen nicht berücksichtigt, sondern nur
aus Gesetzmäÿigkeiten im Verlauf der Zeitreihe auf Zusammenhänge schlieÿen kann, solche
Einüsse nur als Rauschen interpretieren.
Beispielsweise existieren in der Produktionsplanung einige Produkte, welche relativ häug
und in groÿen Mengen verkauft werden. Daraus resultieren regelmäÿige Aufträge und damit
erkennbare Gesetzmäÿigkeiten. Bei anderen Produkten, welche für Spezialzwecke eingesetzt
werden, ist der Bedarf hingegen verhältnismäÿig gering. Die Aufträge erfolgen nur in groÿen
Abständen. Wann diese Aufträge erfolgen, kann viele mögliche Ursachen haben. Damit ist
die Auftragsprognose solcher Produkte problematisch.
Die Abbildung (3.2) zeigt eine stochastische Zeitreihe mit einem zufälligen Verlauf. Für
das angegebene Zeitfenster ist oensichtlich keine Gesetzmäÿigkeit zu erkennen. Es war folg-
lich interessant, solche oensichtlich für eine Prognose ungeeigneten stochastischen Zeitreihen
bereits im Vorfeld der Untersuchung zu erkennen und von denen zu trennen, bei denen eine
Vorhersage mehr Erfolg versprach.
Sei eine Anzahl n von Zeitreihen für ein semantisch gleiches Lernproblem vorhanden, wel-
che über den Index i indiziert und auf einen einheitlichen Wertebereich skaliert sind. Faÿt
man eine Zeitreihe (xt)i; t 2 T mit t = 1; 2; :::;m; i = 1; 2; :::; n als einen Vektor Xi =
((x1)i; :::; (xm)i)
T in einem m-dimensionalen Raum auf, so läÿt sich die Aufgabe auf ein Klas-
sikationsproblem reduzieren, welches mittels eines Vektorquantisierers oder eines Kohonen-
klassikators gelöst werden kann. Die n Eingabevektoren werden durch den Klassikator auf
eine Anzahl c von Codebook- bzw. Referenzvektoren verteilt, welche den Eingaberaum mög-
lichst gut abdecken. Jeder Referenzvektor Wi; i = 1; :::; c repräsentiert dabei eine Klasse
von Eingabevektoren. Damit kann jedem Eingabevektor eindeutig seine Klasse zugeordnet
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Abbildung 3.2: Beispiel für eine stochastische Zeitreihe
werden, d.h. jede Zeitreihe wird klassiziert. Es ist zu erwarten, daÿ Zeitreihen, welche in
ihren Komponenten ein ähnliches Verhalten aufweisen, und damit ähnlichen Gesetzmäÿigkei-
ten folgen, zu der gleichen Klasse zugeordnet werden. Die Anzahl der Klassen c wird hierbei
von der Anzahl der Neuronen in der Ausgabeschicht des Kohonennetzes bzw. durch eine
Festlegung im Falle des Vektorquantisierers bestimmt. Je höher diese Zahl, desto genauer
die Klassizierung. Im Extremfall wird jeder Eingabevektor seine eigene Klasse erhalten,
was jedoch wenig sinnvoll ist. Eine niedrige Klassenanzahl würde die Klassizierungsgüte
verschlechtern.
In diesem Zusammenhang ist es interessant zu untersuchen, ob zu gleichen Klassen gehöri-
ge Zeitreihen auch hinsichtlich der Qualität ihrer Prognose, also hinsichtlich des mit einem
festgelegten neuronalen Netz erzeugten Fehlers, ähnliche Ergebnisse zeigen. Geht man da-
von aus, daÿ zwei Zeitreihen, deren Verlauf als ähnlich klassiziert wurde, auch ähnlichen
Gesetzmäÿigkeiten folgen, dann repräsentieren sie auch ein ähnliches Lernproblem. Dder bei
ihrer Prognose entstandene Fehler wäre in diesem Falle vergleichbar. Diese Tatsache hätte
unter anderem den unmittelbaren Vorteil, daÿ man die Vereinigungsmenge aller zu einer
Klasse gehörender Trainingsmuster verschiedener Zeitreihen für das Training eines einzigen
neuronalen Netzes nutzen könnte, womit die Anzahl der verwendbaren Daten für das Netz
um ein Vielfaches erhöht werden könnte. Damit könnte unter Umständen eine Verringerung
des Datenrauschens, also eine bessere Generalisierung, erreicht werden. Eine im Rahmen
der Vorverarbeitung der Rohdaten erfolgte Klassikation der erzeugten Zeitreihen setzt sich
also als primäres Ziel einerseits eine Gruppierung nach der Güte ihrer Prognostizierbarkeit,
und darauf aufbauend durch Vereinigung der zu einer Klasse gehörenden Trainingsdaten als
sekundäres Ziel die Verringerung des Prognosefehlers durch bessere Generalisierung.
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3.2 Trainingsverfahren
3.2.1 Verfahren zur Minimierung des Test- und Trainingsfehlers
TrainError und TrainGeneral Während des überwachten Netztrainings erhält das Netz
Trainingsmuster, welche jeweils aus einem Paar von Eingabe- und Ausgabevektoren beste-
hen. Bei der Eingabe des Trainingsmusters p generiert das trainierte Netz einen Fehler Fp.
Der mittlere quadratische Fehler über allen Trainingsmustern p sei mit F bezeichnet.
Beim Training neuronaler Netze tritt oft ein Eekt auf, der als Übergeneralisierung oder
Overtting bezeichnet wird. Man kann sich für ein besseres Verständnis die dem Netz prä-
sentierten Trainingsmuster p als Stützstellen einer zu approximierenden Funktion vorstellen,
wobei der Eingabevektor das Argument, und der Ausgabevektor den Funktionswert der
zu approximierenden Funktion darstellt. Das neuronale Netz kann beim Training nicht die
durch die Stützstellen repräsentierte Funktion erkennen, und paÿt sich folglich perfekt an
die möglicherweise verrauschten Trainingsmuster an, ohne den gesamten Funktionsverlauf
reproduzieren zu können. Dies tritt insbesondere auf, wenn die Eingabevektoren hochdi-
mensional sind, also viele Parameter enthalten, und dafür die Anzahl der Trainingsmuster
relativ gering ist. Das Netz kann somit die gesuchten Gesetzmäÿigkeiten anhand der Trai-
ningsbeispiele nicht erkennen, und erkennt dafür andere, nicht korrekte, Zusammenhänge.
Insbesondere werden verrauschte Daten nicht korrekt erkannt und korrigiert.
Diesem Problem wird begegnet, indem die (möglichst groÿe) Menge der Trainingsmuster p in
die sogenannte Trainingsmenge und Testmenge aufgespaltet wird. Mit allen Trainings-
mustern aus der Trainingsmenge wird das Netz wie bisher trainiert, die Trainingsmuster der
Testmenge werden nun nicht mehr zum Netztraining eingesetzt, sie dienen vielmehr nur noch
der Bestimmung des vom Netz auf diesen Mustern erzeugten Fehlers. Die Menge der Stütz-
stellen wird also künstlich verkleinert, und auf den für das Netz nun nicht mehr sichtbaren
Stützstellen wird seine Generalisierungsfähigkeit geprüft. Die mittleren quadratischen auf
der Trainings- bzw. Testmenge generierten Fehler seien mit FTrain bzw. FTest bezeichnet.
Der Testfehler FTest beschreibt die Fähigkeit der Generalisierung des Netzes, bzw. wie gut
das bereits trainierte neuronale Netz ihm bisher unbekannte Trainingsmuster vorhersagt.
Damit ist der für die Prognose eigentlich interessante Fehler der Testfehler FTest.
Aus diesem Grunde wurde zunächst die Möglichkeit der Aufspaltung der Menge der Trai-
ningsmuster in eine zufällige Trainings- und Testmenge in einem beliebigen Verhältnis ge-
schaen. Das allgemeine Trainigsverfahren zur Minimierung des Gesamtfehlers wurde in die
beiden Verfahren TrainGeneral und TrainError aufgeteilt, welche sich jeweils ein Training
zur Minimierung von FTest bzw. FTrain zum Ziel setzen. Der Unterschied besteht dabei
hauptsächlich in den Abbruchkriterien der Trainingsverfahren.
TrainDirect Dieses Verfahren ist insbesondere für Gradientenabstiegsverfahren, also für
Netze vom Typ Backpropagation und ähnliche Netztypen geeignet. In Abschnitt 2.3.2 (Cha-
rakteristika des Backpropagation Netzes), S.16 wurde bereits die Problematik der lokalen
Minima behandelt: das Lernverfahren verfängt sich in einer suboptimalen Lösung des Pro-
blems und kann nicht das globale Minimum nden. Die Methode TrainDirect begegnet
diesem Problem, indem nach jedem Trainingsschritt das zuletzt trainierte Netz abgespei-
chert wird, dann die eingestellten Gewichte zufällig um kleine Beträge geändert werden, und
anschlieÿend weitertrainiert wird. Der Sinn dieser Methode, auf diese Weise aus einem mög-
lichen lokalen Minimum herauszuspringen. Eine kurzfristige Erhöhung der Lernrate hätte
einen ähnlichen Eekt. Steigt nach der Änderung der Gewichte der Netzfehler signikant
gegenüber dem des zuletzt gespeicherten Netzes an, so wird das aktuelle Netz verworfen und
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das letzte gute Netz wieder verwendet.
MultiTrain Auch dieses Verfahren setzt sich die Vermeidung lokaler Minima zum Ziel.
Es wird ein vollständiger Trainingszyklus durchgeführt, das trainierte Netz wird gespeichert.
Das Training wird anschlieÿend neu begonnen, jedoch mit einer anderen zufälligen Initialisie-
rung der Startgewichte. Nach Beendigung des Trainingszyklus wird der Netzfehler mit dem
des vorher gespeicherten Netzes verglichen und das Netz mit dem gröÿeren Fehler verworfen.
Diese Methode wird für eine gewisse Anzahl von Trainingszyklen ausgeführt.
Entsprechend ist MultiTrain auch um ein Vielfaches langsamer als die anderen Trainings-
verfahren.
3.2.2 Das Trainingsverfahren TrainAutomatic
3.2.2.1 Motivation für ein automatisiertes Netztraining
Viele existierende Anwendungen für die Entwicklung und das Training neuronaler Netze
haben gemeinsam, daÿ eine relativ umfangreiche Kenntnis der Theorie vorausgesetzt wird.
Aufgrund der Tatsache, daÿ es für ein gestelltes Lernproblem bisher kein mathematisch ex-
aktes Verfahren gibt, ein neuronales Netz mit einer optimalen Topologie und einer optimalen
Einstellung der Lernparameter zu bestimmen, wird diese Problematik meist dem Anwender
überlassen. Sowohl die Einstellung der Topologie des Netzes sowie das Setzen der Lernpara-
meter erfolgen zumeist per Hand, und können nur empirisch durch viele Testläufe gefunden
werden. Man kann nie mit Sicherheit behaupten, eine optimale Lösung für ein gestelltes
Lernproblem gefunden zu haben.
In Abbildung (3.3) ist der vollständige Weg vom gestellten Lernproblem bis zum trainierten
neuronalen Netz aufgezeichnet.
Abbildung 3.3: Prozeÿ der Lösung eines Lernproblems durch ein neuronales Netz
Zunächst liegen die zu prognostizierenden Zeitreihen als Rohdaten vor. Vor einer Bear-
beitung durch ein neuronales Netz müssen diese skaliert und eventuell statistisch bereinigt
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werden, d.h. bekannte Zusammenhänge werden ltriert und fehlerhafte Daten beseitigt. Nach
der durchgeführten Aufbereitung erfolgt die Erzeugung der Eingabe- und Ausgabevektoren-
paare für das neuronale Netz. Dafür muÿ bekannt sein, welche Breite l des Zeitfensters
gewählt werden soll, welche Gröÿen in den Eingabevektor einieÿen sollten und in welcher
Form die Daten eventuell kodiert werden. Jetzt erfolgt auf der Grundlage des Verlaufs der
Zeitreihe die Entscheidung für den zu verwendenden Netztyp. Damit verbunden sind Kennt-
nisse über Vor- und Nachteile der verschiedenen Netztypen, und welcher Netztyp für welche
Problemstellung besonders geeignet ist. Die Wahl der im Training verwendeten Parameter
wird nur empirisch durchgeführt, im Laufe des Trainings kann man durch gezielte Änderung
bestimmter Parameter einige Aspekte des Lernverhaltens verstärken oder abschwächen. Auch
hier wird vom Nutzer eine gewisse Kenntnis über die Einstellung der Parameter gefordert.
Es muÿ bekannt sein, in welchen Grenzen ein Parameter verändert werden kann, welches
spezische Teilproblem welche Änderung erfordert und welche Parametereinstellungen sich
gegenseitig ausschlieÿen. Schlieÿlich erhält man auf diese Weise ein hinreichend akzeptabel
trainiertes Netz. Die Entwicklung und das Training neuronaler Netze erfordert also stets die
Anwesenheit eines Experten.
Aus diesem Grund entstand die Idee, das Training zu vereinfachen, indem ein Verfahren
zumindest eine Teilaufgabe automatisch übernimmt. In diesem Kapitel wird eine Lösung
für den letzten Teilschritt, das selbständige Finden der Lernparametereinstellung für einen
bestimmten Netztyp mit einer festgelegten Topologie vorgeschlagen.
3.2.2.2 Zweistuges Gradientenverfahren zur Parameterbestimmung
Alle parametrisierbaren Eigenschaften eines bestimmten Netztyps sind als Elemente einer
Menge, dem sogenannten Eigenschaftensatz ES deniert. Die Elemente des ES können
dabei verschiedene Datentypen besitzen. Beispielsweise kann der ES eines Netzes vom Typ









Eine naive Möglichkeit besteht darin, während des Trainings sämtliche Elementkombinatio-
nen für einen ES auszuprobieren. Dies führt jedoch selbst bei einer geringen Anzahl von
Elementen zu einer kombinatorischen Explosion der vorhandenen Möglichkeiten. Wenn man
bedenkt, daÿ die Dauer des Netztrainings eher im Sekundenbereich anzusiedeln ist, sieht
man, daÿ eine solche Lösung nicht durchführbar ist.
Als alternative Lösungsmöglichkeit wird ein Gradientenabstiegsverfahren zur Minimierung
des Testfehlers FTest mit den Elementen des Eigenschaftensatzes ES als Parameter vorge-
schlagen.
Man nimmt an, daÿ FTest neben den Gewichten des Netzes als Funktion seiner im ES
zusammengefaÿten Parameter aufgefaÿt werden kann. Es existiert also eine Kombinati-
on dieser Parameter, sodaÿ ein mit einer solchen Konguration trainiertes Netz ein mi-
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nimales FTest liefert. Anstatt diese Kombination durch bloÿes Herumprobieren zu n-
den, kann stattdessen ein das eigentliche Netztraining in sich einschlieÿendes Gradientenab-
stiegsverfahren über den Parametern R = r1; :::; rn des Netzes erfolgen. Die Richtung des
stärksten Zuwachses der Fehlerfunktion F (r1; :::; rn) ist durch die Richtung des Gradienten
(Fr1(r1; :::; rn); :::; Frn (r1; :::; rn)) von F gegeben. Für die Bestimmung des Minimums entfernt
man sich um einen Bruchteil des negativen Gradienten der Fehlerfunktion R =  l rF (R)
vom aktuell erhaltenen Punkt. Damit ergibt sich für den Datenwert eines Parameters rj im
Trainingsschritt k+1 des Verfahrens:
rk+1j = r
k
j   l  Frj (rk1 ; :::; rkn) l > 0; j = 1; :::; n: (3.6)
Das Verfahren wird solange fortgesetzt, bis ein minimales FTest gefunden ist.
Da FTest nicht nur von r1; :::; rn abhängt, sondern vor allem auch von den Gewichten wij des
Netzes, muÿ dies im obigen Verfahren berücksichtigt werden. Das eigentliche Training des
Netzes, also die Bestimmung der optimalen wij für die Minimierung der Fehlerfunktion F,
wird in das beschriebene Gradientenverfahren eingeschlossen. Das bedeutet, daÿ mit einem
bestimmten rk1 ; :::; r
k
n im Gradientenschritt k das Netz mit einem Trainingsverfahren auf die
Minimierung des Testfehlers auch die optimale Gewichtseinstellung ndet. Da das neuronale
Netz durch verschiedene Gewichtsinitialisierungen nicht immer das minimale FTest liefert,
sollte jeweils ein mehrmaliges Training für jede Parameterkombination erfolgen. Aus diesem
Grund wird anstatt der Methode TrainGeneral die Trainingsmethode TrainDirect verwen-
det. Damit wird in jedem Schritt k ein annähernd minimales F kTest gefunden.
Zunächst tritt im beschriebenen Verfahren das Problem auf, daÿ nicht alle Parameter nu-
merisch sind. Die Eigenschaft, welche z.B. die Aktivierungsfunktion im ES_BACKPROP
festlegt, ein Aufzählungstyp. Damit läÿt sich kein Vergleichsoperator für solche Datentypen
festlegen und somit kann das Gradientenverfahren auf solche Parameter nicht angewendet
werden. Aus diesem Grund wird das Verfahren zweistug durchgeführt. In der ersten Stufe
werden die nichtnumerischen Eigenschaften durch Aufzählen aller vorhandenen Möglich-
keiten geändert, in der zweiten Stufe wird das Gradientenverfahren über den numerischen
Eigenschaften wie beschrieben ausgeführt. Im folgenden werden für die Beschreibung des Al-
gorithmus die Begrie des nichtnumerischen Schrittes und des numerischen Schrittes
eingeführt.
Nichtnumerischer Schritt Aus der Menge der nichtnumerischen Eigenschaften wird ein
Element ausgewählt. Der Wert dieser Eigenschaft wird auf den nächsten Aufzählungswert ge-
setzt, während alle anderen Elemente der Menge den alten Wert beibehalten. Auf diese Weise
können alle möglichen Kombinationen von Werten durchlaufen werden. Ein nichtnumerischer
Schritt gilt als nicht mehr durchführbar, wenn alle Kombinationen von Eigenschaftswerten
bereits getestet wurden.
Numerischer Schritt Für jedes Element aus der Menge der numerischen Eigenschaften
wird im Trainingsschritt k+1 der Gradient der Fehlerfunktion bestimmt. Anschlieÿend wird
der neue Wert der Eigenschaft gemäÿ der Gleichung (3.6) bestimmt. Es muÿ beachtet werden,
daÿ r(k+1)j nach der Berechnung möglicherweise wieder in den richtigen Datentyp konvertiert
werden muÿ.
Im Algorithmus wird also zunächst ein nichtnumerischer Schritt ausgeführt. Anschlieÿend
wird ein numerischer Schritt ausgeführt, das Netz mit einem der vorgestellten Trainingsver-
fahren, z.B. TrainDirect, trainiert und der Testfehler FTest bestimmt. Ist FTest bereits klein
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genug, wird das Verfahren abgebrochen. Ansonsten wird erneut ein numerischer Schritt aus-
geführt, das Netz trainiert und FTest bestimmt, solange, bis sich FTest nicht mehr oder nur
noch geringfügig ändert. Jetzt wird ein nichtnumerischer Schritt ausgeführt und das Ver-
fahren wiederholt. Das Verfahren gilt als beendet, wenn kein nichtnumerischer Schritt mehr
möglich ist, d.h. alle Kombinationen nichtnumerischer Parameter durchlaufen sind.
Bestimmung von Frj (r
k
1 ; :::; r
k
n) Der Gradient für eine bestimmte numerische Eigenschaft
kann im Gegensatz zu den Gradienten für die Gewichte wij nicht rechnerisch bestimmt wer-
den. Stattdessen wird die Richtung der partiellen Ableitung von Frj nach rj an dieser Stelle
ermittelt. Während die Werte aller anderen numerischen Eigenschaften festgehalten werden,
wird der Wert von rk+1j um eine minimale Schrittweite geringfügig erhöht bzw. erniedrigt und
jeweils mit einem Trainingsverfahren die zugehörigen Testfehler F>Test bzw. F
<
Test bestimmt.
Durch den Vergleich der beiden Testfehler kann man feststellen, ob die partielle Ableitung
















Diskussion Das angegebene Verfahren zum Finden der optimalen Parametereinstellung
ist trotzdem ein stochastisches Verfahren. Insbesondere ist nicht erwiesen, daÿ das Verfahren
TrainDirect zum Training der Gewichte für eine eingestellte Parameterkombination stets
dasjenige Netz mit einem minimalen FTest liefert.
Darüberhinaus ist TrainDirect verglichen mit TrainGeneral relativ langsam. Insbesondere
bei einer groÿen Anzahl von Parametern rechtfertigt eine nicht bewiesenermaÿen optimale
gefundene Lösung nicht den benötigten Zeitaufwand.
Stattdessen erscheint eine Reduzierung der Parameteranzahl durch ihre Klassizierung nach
Relevanz für das Lernergebnis sinnvoll. Beispielsweise ist der Einuÿ der Lernrate auf die
Fehlerfunktion vergleichsweise gröÿer als die Wahl der Aktivierungsfunktion. In Verbindung
mit einem schnelleren Trainigsverfahren wie TrainGeneral sollten in kürzerer Zeit ausrei-
chend gute Ergebnisse erzielbar sein.
Die programmiertechnische Umsetzung des Verfahrens wird im Abschnitt 4.3 (Implemen-
tierung des Verfahrens TrainAutomatic), S.49 beschrieben.
3.3 Qualitätsanalyse des Trainings
Um eine Aussage treen zu können, wie gut oder schlecht ein Netz trainiert ist, und
um Netze hinsichtlich ihrer Qualität vergleichen zu können, muÿ man zunächst festlegen,
welche Kriterien über die Qualität des Netztrainings entscheiden, bzw. welche dieser Kri-
terien insbesondere die Güte einer Prognose widerspiegeln. Man kann prinzipiell folgende
Qualitätskriterien für Netze geordnet nach Relevanz diskutieren:
 Test- und Trainingsfehler Der Testfehler FTest ist hierbei wichtiger als der Trai-
ningsfehler FTrain, da das Netz im realen Einsatz unbekannte Trainingsmuster vorher-
sagen muÿ, also keine Trainingsmuster, mit denen das Netz vorher speziell trainiert
wurde. Damit entsprechen diese unbekannten Trainingsmuster inhaltlich den im Trai-
ning verwendeten Testvektoren.
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 Verhalten gegenüber untypischen Trainingsmustern Von Vorteil ist, wenn das
gelernte Netz bei dem Vorlegen völlig untypischer Trainingsmuster von sich aus indi-
ziert, daÿ die Prognose unzuverlässig ist, indem beispielsweise auch die Ausgabe einen
charakteristischen (untypischen) Wert zurückgibt.
 Möglichkeit des Nachtrainings des Netzes Ändert sich das Verhalten der Zeitreihe
im zeitlichen Verlauf nach Abschluÿ des Netztrainings signikant, steigt FTest an und
das neuronale Netz liefert wenig brauchbare Ergebnisse. Von Vorteil ist es aus diesem
Grund, wenn das Netz nach (möglichst selbständiger) Erkennung dieses Problems auf
der Grundlage der neuen Trainingsdaten nachtrainiert werden könnte. Dabei sollten
eventuell noch geltende bisherige Zusammenhänge nicht durch das erneute Training
zerstört werden.
 Trainingsgeschwindigkeit Mit wachsender Komplexität des Netzes nimmt die Trai-




Dieses Kapitel dient der Beschreibung der technischen Umsetzung der vorangegangenen theo-
retischen Überlegungen in objektorientierten Programmcode. Die Neuronale Netze-Bibliothek,
im weiteren mit NNLIB abgekürzt, stellt eine von anderen Anwendungen unabhängige Bi-
bliothek dar, welche sämtliche mit den neuronalen Netzen zusammenhängenden Algorithmen
und Datenstrukturen beinhaltet. Genauer sind dies zunächst die Datenstrukturen für die
neuronalen Netze selbst, weiterhin Möglichkeiten zum Training der Netze, zur Reproduzie-
rung und Auswertung der Trainingsergebnisse, zum Datenimport und -export sowie visuelle
Komponenten zur Kontrolle des Trainingsprozesses.
Im folgenden werden die wichtigsten Klassenkonstrukte und ihre Funktionalität vorgestellt.
Für benötigte Grundbegrie der objektorientierten Programmierung sowie verwendete Ver-
einbarungen sei an dieser Stelle auf den Anhang A, S.94 verwiesen.
4.1 Gesamtüberblick über die Bibliothek NNLIB
4.1.1 Systemanforderungen
Für die Auswahl von Hardware sowie Software standen geringe Wahlmöglichkeiten zur Verfü-
gung. Die smartec GmbH entwickelt ihre Software, darunter auch smartPlan und smartViso,
ausschlieÿlich für die Betriebssysteme Windows NT 4.0, Windows 95 und Windows 98. Als
Entwicklungswerkzeug wird zur Zeit der Borland Builder 3.0 mit dem Borland C++ Com-
piler 5.3 verwendet. Das primär verwendete Datenbanksystem ist Microsoft Access.
Ausgehend von diesen Voraussetzungen wurde die hier beschriebene Software mit dem Bor-
land Builder 3.0 in objektorientiertem C++-Code erstellt. Dieser entspricht bis auf einige
Einschränkungen bzw. Erweiterungen im wesentlichen dem Ansi-C++-Standard. Zusätzlich
wurden für die Denition der Datenstrukturen die Standard Template Library STL [19] so-
wie für die Entwicklung der graphischen Oberäche die Borland Visual Component Library
VCL verwendet. Als Hardware wurden die in der smartec GmbH zur Verfügung stehenden
PCs mit dem Betriebssystem Windows NT 4.0 verwendet.
4.1.2 Komponenten der Bibliothek NNLIB
Das allgemeine Schema der NNLIB ist in der Abbildung (4.1) verdeutlicht. Die mit einem
Stern (*) gekennzeichneten Komponenten sind hierbei optional und können bei Bedarf phy-
sisch aus der NNLIB entfernt werden, das heiÿt, sie werden beim Linken der Bibliothek nicht
berücksichtigt. Die anwendungsunabhängige Schnittstelle wird über das NetManager-Objekt
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Abbildung 4.1: Konzept der NNLIB
realisiert, welches alle existenten neuronalen Netze und ihre Funktionalität verwaltet. Dar-
überhinaus wird vom NetManager die Verwaltung der Trainingsdaten übernommen. Wie
der Abbildung zu entnehmen ist, enthält die Bibliothek zunächst die Struktur der neu-
ronalen Netze vom Typ Backpropagation, Kohonen, Radial Basis Function und Cascade
Correlation, welche auf einem abstrakten Netztyp NeuroNet basieren. Es existieren weitere,
experimentelle Netztypen. Jeweils in der Struktur der Netze implementiert stehen für das
Training die Methoden TrainError, TrainGeneral, TrainDirect, MultiTrain und optio-
nal TrainAutomatic zur Verfügung. Ebenso optional sind die visuellen Kontrollmöglichkei-
ten der Netzeinstellungen und des Trainingsvorganges. Schlieÿlich sind noch Schnittstellen
für den Zugri auf Microsoft Access-Datenbanken und auf ASCII-Dateien sowie Microsoft
Excel-Dateien implementiert.
4.2 Neuronale Netze
4.2.1 Die Klasse SNetManager
Diese Klasse stellt die für den Nutzer sichtbare Schnittstelle für die Verwaltung der neu-
ronalen Netze dar. Im Prinzip reicht die Kenntnis der Klasse SNetManager dazu aus, alle
Funktionen der NNLIB ausnutzen zu können. Der NetManager erfüllt folgende Aufgaben:
 Vektoren von Netzen Der NetManager besitzt seinerseits Kenntnis von der abstrak-
ten Klasse SNeuroNet (siehe Abschnitt 4.2.2 Die Klasse SNeuroNet, S.46), welche ein
beliebiges neuronales Netz repräsentiert. Damit kann er auf ein neuronales Netz di-
rekt zugreifen. In der Implementation wurde jedoch eine Variante integriert, welche
die gleichzeitige Nutzung mehrerer neuronaler Netze zuläÿt:
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std::vector<SNeuroNet*> netze;
Die Möglichkeit, mehrere Netze gleichzeitig nutzen zu können, bietet den Vorteil, Netze
hinsichtlich ihrer Lernergebnisse direkt vergleichen zu können. Alle in einem solchen
Vektor bendlichen Netze sind mit denselben Trainingsdaten initialisiert, sie lösen folg-
lich das selbe Trainingsproblem, und können so direkt verglichen werden. Damit ist die
zukünftige Möglichkeit des competitive learning geschaen, d.h. die Ermittlung eines
Siegernetzes für ein Lernproblem (des Netzes mit dem kleinsten FTest). Beispielsweise
kann mittels der Trainingsmethode TrainAutomatic (Abschnitt 3.2.2, S.39) für jeden
Netztyp das jeweils beste Netz ermittelt werden, und anschlieÿend durch direkten Ver-
gleich das gesamtbeste Netz ausgewählt werden. Damit könnte die Komplexität des
Netztrainings aus Nutzersicht auf ein Minimum reduziert werden.
Der Vektor netze besitzt zu jedem Zeitpunkt ein jeweils aktives Netz, d.h. auf dieses
Netz beziehen sich standardgemäÿ alle durchgeführten Aktionen, wenn nicht explizit
ein anderes Netz angegeben wurde. Damit kann man stets auch nur mit einem einzigen
neuronalen Netz arbeiten.
 Verwaltung der Trainingsdaten Allen im Vektor netze neu erzeugten oder gelade-
nen Netzen liegt die gleiche Datenmenge zugrunde. Diese wird zentral vom Netmanager
verwaltet, welcher diese Trainingsdaten von auÿen bekommt und ihre notwendige Vor-
verarbeitung vornimmt. Er übernimmt die Aufspaltung der Daten in die Trainings-
und Testmenge sowie die Skalierung der Werte.
 Schnittstelle für Speichern und Laden von Netzen Die Routinen für das Spei-
chern und Laden der Netze besitzen keine Kenntnis über die zu verwendenden Da-
teiformate (ASCII, MS-Access). Sie kommunizieren schreibend und lesend mit einem
abstrakten Stream-Objekt. Das Wissen über das aktuell genutzte Dateiformat hat so-
mit der NetManager, welcher das abstrakte Objekt mit den jeweils konkret für das
Verarbeiten dieses Formats notwendigen Methoden ausstattet.
4.2.2 SNeuroNet und abgeleitete Netztypen
Die Klasse SNeuroNet stellt die Basisklasse für alle Netztypen dar. SNeuroNet selbst ist
eine abstrakte Klasse, d.h. es kann kein Netz vom Typ SNeuroNet existieren, sondern nur
stets ein Netz von einem von SNeuroNet abgeleiteten Netztyp. Es wird hier ausgenutzt, daÿ
Netze, obwohl sie sich in ihren Eigenschaften unterscheiden können, doch nach dem glei-
chen Architekturprinzip aufgebaut sind und einige gleiche Charakteristika aufweisen. Diese
Gemeinsamkeiten werden in der Implementierung von SNeuroNet berücksichtigt.
Netzarchitektur Jedes neuronale Netz besteht aus Neuronenschichten, welche ihrerseits
aus einzelnen Neuronen bestehen. Aus der Anzahl der Ein- und Ausgabeneuronen deniert
sich die Dimension der Ein- und Ausgabevektoren des Netzes. Jedes Netz besitzt einen













Netzcharakteristika und Netztraining Diejenigen Eigenschaften, welche von (nahezu)
allen Netztypen verwendet werden, sind in der Klasse SNeuroNet deniert. Dazu zählen die
globale Lernrate des Netzes, die vom Nutzer denierte maximale Schrittzahl für das Training,
der minimal zu erreichende Test- bzw. Trainingsfehler, die verwendete Aktivierungsfunktion
und ihre Eigenschaften u.a. Weiterhin werden hier die verfügbaren Möglichkeiten des Netz-
trainings festgelegt, welche von allen Netztypen genutzt werden können.
Für die Initialisierung und das Training des Netzes verwendete Methoden werden hier virtuell
deklariert oder es wird eine Standardimplementierung vorgegeben. Diese virtuellen Methoden
werden in den abgeleiteten Klassen jeweils neu deniert. Damit kann der gleiche Mechanis-
mus, lediglich mit dierierenden Implementierungen für die einzelnen Netztypen verwendet
werden.
Eigenschaftensatz des Netzes Für den Zugri auf spezische Netzcharakteristika wurde
versucht, trotz der unterschiedlichen Datentypen der Eigenschaften einen einheitlichen Lese-
und Schreibzugri darauf zu ermöglichen.
Dieser wird über die Methoden NeuroSetEigenschaft() bzw. NeuroGetEigenschaft() rea-
lisiert. Die Identizierung der Eigenschaften erfolgt eindeutig über ihre Namen, als Text
übergeben. Jede Eigenschaft wird als Gleitkommawert behandelt, die Konvertierung in den
jeweils korrekten Datentyp wird von demjenigen Netztyp durchgeführt, welcher durch diese
Eigenschaft gekennzeichnet ist. Dieser Mechanismus ermöglicht den einheitlichen Zugri auf
beliebige Eigenschaften der Netze, unabhängig von deren Typ. Damit werden die konkreten
Implementierungen der Charakteristika vor dem Nutzer verborgen, und es ist möglich, alle
Netzeigenschaften in gleicher Weise zu betrachten. Das Konstrukt, welches alle Netzeigen-
schaften typunabhängig mit einer einheitlichen Schnittstelle für den Zugri zusammenfaÿt,
ist damit äquivalent zum im Abschnitt 3.2.2 (Das Trainingsverfahren TrainAutomatic), S.39
denierten Eigenschaftensatz ES eines neuronalen Netzes.
Abgeleitete Netztypen Alle bestehenden prinzipiellen Netztypen werden jeweils durch
eine von SNeuroNet abgeleitete Klasse repräsentiert. Unterscheiden sich die Netze nicht in ih-
rem prinzipiellen funktionellen Typ, sondern lediglich in geringfügigen Modikationen des Al-
gorithmus (z.B. der Art der Aktivierungsfunktion), werden diese Unterschiede in den Eigen-
schaftensatz des Basisnetztyps aufgenommen und über die Methoden NeuroSetEigenschaft()
bzw. NeuroGetEigenschaft() aufgelöst. Es existieren folgende Klassen für Netztypen mit
den beschriebenen Eigenschaften:
 SNeuroBackprop Das von SNeuroNet abgeleitete Netz vom Typ Backpropagation mit
Momentum Term und Weight Decay.
 SNeuroCascadeCorr Das Cascade-Correlation-Netz, abgeleitet von SNeuroBackprop.
Es erhält damit auch neben seiner spezischen Implementierung alle Eigenschaften
eines Netzes vom Typ Backpropagation.
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 SNeuroKohonen Das Kohonennetz als Klassikator, sowohl nach dem Kohonenalgorith-
mus als auch nach dem Neural Gas Algorithmus einsetzbar.
 SNeuroRadialBasisFunction Das RBF-Netz wurde als hybrides Netz von SNeuroNet
abgeleitet (es besitzt also die Eigenschaften eines allgemeinen untypisierten neuro-
nalen Netzes), wurde jedoch gleichzeitig aus einem Backpropagation-Netz und einem
Kohonennetz zusammengesetzt. Strukturell gesehen besteht deshalb ein Objekt der
Klasse SNeuroRadialBasisFunction aus zwei kommunizierenden Objekten der Klassen
SNeuroBackprop und SNeuroKohonen. Entsprechend besteht die verdeckte Schicht aus
Kohonenneuronen und die Ausgabeschicht des Netzes aus Backpropagation-Neuronen.
Aus Vergleichszwecken wurde die Klasse SVektorQuantisierer implementiert, welche
von keinem neuronalen Netz abgeleitet wurde. Sie kann mittels des Verfahrens des hierar-
chischen Clustering eine Quantisierung von Vektoren vornehmen.
4.2.3 SNeuron und abgeleitete Neuronentypen
Ähnlich wie für die Netztypen existiert auch eine allgemeine abstrakte Basisklasse für Neuro-
nen. Die Idee dahinter ist, daÿ auch Neuronen prinzipiell die gleiche Struktur und Arbeitswei-
se aufweisen, sich aber bei unterschiedlichen Netztypen auch teilweise in ihrer Funktionalität
unterscheiden.
Neuronenarchitektur Die abstrakte Basisklasse SNeuron deniert im wesentlichen die
Architektur des Neurons. Dieses hat immer Ein- und Ausgangsgewichte, eine Aktivierungs-
und Ausgabefunktion, sowie eine Berechnungsvorschrift seiner Ausgabe aus der angelegten
Eingabe und seiner Aktivierung. Einige gemeinsame Charakteristika wie z.B. Schwellwert
und Lernrate sind in dieser Klasse deniert. Weiterhin sind Methoden zum Laden und Spei-
chern einzelner Neuronen implementiert.
Abgeleitete Neuronentypen Diejenigen Neuronentypen, welche spezielle Eigenschaften
besitzen, sind von SNeuron vererbt:
 SInputNeuron Das Neuron dient lediglich als Eingabeneuron, es ist also in der Ein-
gabeschicht des neuronalen Netzes lokalisiert. Es besitzt keine Eingabegewichte, da
die Eingabe von einer externen Quelle (von auÿen) erfolgt. Diese wird direkt an die
Ausgabe weitergeleitet.
 SBackpropNeuron Ein Neuron, wie es mit Ausnahme der Eingabeschicht in einem
Backpropagation-Netz enthalten ist. Es sind nur sigmoide und lineare Aktivierungs-
funktionen zugelassen.
 SCascadeCorrNeuron Ein von SBackpropNeuron abgeleitetes Neuron, wie es in einem
Netz vom Typ Cascade-Correlation enthalten ist. Es enthält zusätzliche Methoden zur
Berechnung der Summe der Korrelationen Sj.
 SKohonenNeuron Ein in einem Kohonennetz mit Ausnahme der Eingabeschicht ent-
haltenes Neuron. Es sind nur glockenförmige (gaussförmige) Aktivierungsfunktionen
zugelassen.
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4.2.4 Beispiel für Initialisierung und das Training eines Netzes
Auf der Grundlage der verwendeten Klassen läÿt sich die Konstruktion und das Training eines











Zunächst wird eine Schnittstelle zu einem neu generierten neuronalen Netz vom Typ
Backpropagation deniert. Das Netz wird zunächst mit den Trainingsmustern initialisiert,
und anschlieÿend seine Topologie festgelegt. Vor dem Training können beliebige Elemente
des Eigenschaftensatzes des Netzes modiziert werden. Das Netz wird mit dem Verfahren
TrainGeneral trainiert, bis der angegebene minimale Testfehler erreicht wurde.
4.2.5 UML-Diagramm der wichtigsten Konstrukte der NNLIB
Das nachfolgende UML-Diagramm (Abbildung 4.2) verdeutlicht die Relationen der erläuter-
ten Strukturen untereinander.
Abbildung 4.2: UML-Diagramm für die Bibliothek NNLIB
4.3 Implementierung des Verfahrens TrainAutomatic
Zunächst wird das Element eines Eigenschaftensatzes ES, also eine beliebige Eigenschaft
eines Netzes, erweitert und in einer abstrakten Templateklasse SRestriktion<T> gekapselt.
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Der zunächst unspezizierte Typ T ist dabei der Datentyp der jeweiligen Eigenschaft. Neben
dem eigentlichen Datenwert der Eigenschaft beinhaltet die Klasse SRestriktion auch Infor-
mationen über die Intervallgrenzen, in denen der Wert einer Eigenschaft änderbar ist, sowie
die minimale Schrittweite für die Änderung des Datenwertes. Des weiteren werden in dieser
Basisklasse virtuelle Methoden zur Änderung der Datenwerte der Eigenschaften vereinbart.
Dies hat den Vorteil, daÿ die Änderung des Datenwertes unabhängig vom Datentyp stets
durch den gleichen Methodenaufruf erfolgt.








In der nächsten Ebene werden von dieser Basisklasse für eine Restriktion die beiden ab-
strakten Klassen SNumerischeRestriktion und SNichtNumerischeRestriktion abgeleitet.
Diese Unterscheidung in beide Typen ist auf das bereits genannte Problem zurückzuführen,
daÿ nichtnumerische Restriktionen nicht in das eigentliche Gradientenverfahren aufgenom-
men werden können, sondern bereits in der ersten Stufe als Aufzählungsparameter vollständig
durchlaufen werden müssen. Nichtnumerische Restriktionen sind beispielsweise Aufzählungs-
typen enum oder boolesche Werte; numerische Restriktionen können Gleitkommazahlen, na-
türliche Zahlen usw. sein. Durch die Aufteilung in beide Klassen kann entschieden werden,
ob eine bestimmte Eigenschaft in der ersten oder in der zweiten Stufe des Verfahrens als
Parameter verwendet wird.





virtual void operator++() {datenwert+=min_schrittweite;}
virtual void operator  () {datenwert-=min_schrittweite;}
...
};
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In der dritten Vererbungsebene werden letztendlich für jeden konkret existenten Datentyp
(natürliche Zahl, Gleitkommazahl, Aufzählungstyp usw.) die jeweiligen korrespondierenden
Klassen abgeleitet. In diesen erfolgt die konkrete Implementierung der virtuellen Methoden
für die Änderung des Datenwertes der Eigenschaft, die Bereichsüberprüfungen usw., also
sämtliche Operationen, die die konkrete Kenntnis des Datentyps erfordern. Die beschriebene
Hierarchie wird in Abbildung 4.3 dargestellt.
Abbildung 4.3: UML-Diagramm der Vererbungshierarchie der verwendeten Restriktionsty-
pen
Mit dieser Vereinbarung erhält man eine Menge von Netzeigenschaften, welche jeweils
durch ein Objekt restriktion der Klasse SRestriktion repräsentiert sind. Äquivalent zur
semantischen Struktur des Eigenschaftensatzes ES eines neuronalen Netzes ist die Klasse
SRestriktionsVektor. Jedes neuronale Netz besitzt einen Verweis auf einen solchen Vek-
tor, welcher die Eigenschaften des Netzes mit ihren aktuellen Datenwerten zusammenfaÿt.
class SNeuroNet { ... SRestriktionsVektor *restriktionsvektor; ... };








Die Methode TrainAutomatic des Netzes führt auf dem Restriktionsvektor das zweistu-
ge Gradientenverfahren durch:
Anfangs werden alle Datenwerte der Restriktionen des Netzes auf Initialwerte zurückgesetzt.
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Danach beginnt das Netztraining.
Zunächst wird ein nichtnumerischer Schritt ausgeführt, d.h. der Datenwert einer der nicht-
numerischen Eigenschaften des vollständig neu initialisierten Netzes wird auf den nächstfol-
genden Aufzählungswert gesetzt, während alle anderen Eigenschaften unverändert die Da-
tenwerte beinhalten. Mit dieser neu eingestellten Kombination der Eigenschaftenwerte der
nichtnumerischen Restriktionen wird nun in der zweiten Stufe auf den numerischen Restrik-
tionen solange das Gradientenverfahren ausgeführt, bis die optimalste Lösung gefunden ist,
d.h. diejenige Kombination aller Datenwerte numerischer Eigenschaften, für die das Netz im
Trainingslauf mit der Methode TrainDirect einen minimalen Testfehler FTest liefert. Das
trainierte Netz mit dem minimalsten FTest wird zurückgehalten. Das Gradientenverfahren
in der zweiten Stufe bricht ab, wenn das minimalste erhaltene FTest sich nur noch um einen
Wert kleiner als  gegenüber dem bisher kleinsten FTest verbessert.
Damit ndet man nach einem Schritt in der ersten Stufe und dem Durchlaufen des Gradi-
entenverfahrens in der zweiten Stufe ein Netz mit einem zumindest suboptimalen FTest. Ist
FTest dieses Netzes kleiner als F altTest des bisher besten (zuletzt gespeicherten) Netzes, so wird
das alte Netz verworfen und das neu erhaltene anstelle des alten Netzes abgespeichert. Nun
wird erneut ein Schritt in der ersten (nichtnumerischen) Stufe des Verfahrens ausgeführt,
d.h. ein Datenwert einer nichtnumerischen Restriktion wird geändert, während alle anderen
Datenwerte nichtnumerischer Restriktionen beibehalten werden. Anschlieÿend wird über den
Datenwerten der numerischen Restriktionen in der zweiten Stufe erneut ein Gradientenver-
fahren durchgeführt usw.
Das Verfahren terminiert erfolgreich, falls der erzielte Testfehler FTest den vom Nutzer vor-
gegebenen minimal zu erreichenden Testfehler unterschreitet. Anderenfalls ist es spätestens
beendet, wenn alle Datenwertkombinationen der nichtnumerischen Restriktionen in der er-
sten Stufe durchlaufen sind.
In jedem Fall erhält man nach Beendigung des Verfahrens ein neuronales Netz mit einem
minimalen erreichten FTest sowie derjenigen Kombination der Datenwerte der numerischen
und nichtnumerischen Eigenschaften des ES des Netzes, welche diesen Testfehler erzeugte.
Schematisch kann das Verfahren TrainAutomatic so dargestellt werden:
1. initialisiere RestriktionsVektor
2. solange ein nichtnumerischer Schritt in 1.Stufe möglich
(a) führe nichtnumerischen Schritt aus
(b) solange j F altTest   FTest j > 
i. bestimme Gradienten r
ii. führe numerischen Schritt in 2.Stufe aus
iii. führe TrainDirect aus und bestimme FTest
(c) wenn F altTest > FTest, dann speichere neues Netz.
Kapitel 5
Auf NNLIB basierende Anwendungen
Anschlieÿend an die Strukturbeschreibung der NNLIB im vorangegangenen Kapitel wird die
Arbeitsweise der Anwendungen beschrieben, welche auf der NNLIB aufbauen. Nach einem
Gesamtüberblick über den strukturellen Zusammenhang der Programme wird die Funktio-
nalität der einzelnen Anwendungen vorgestellt.
Anhand des Entwicklungswerkzeugs PNeuro wird der Prozeÿ der Erstellung und des Trai-
nings eines neuronalen Netzes beschrieben. Das im Rahmen dieser Arbeit realisierte Pro-
grammodul der Auftragsprognose (smartPlan) sowie die Anwendung NeuroP (smartViso)
demonstrieren den praktischen Einsatz neuronaler Netze als Instrumente der Zeitreihenvor-
hersage.
5.1 Gesamtkonzept der Bibliothek NNLIB und der darauf ba-
sierenden Anwendungen
Die Abbildung (5.1) gibt einen Überblick über die Anwendungen wieder, welche die NNLIB
verwenden.
Im unteren Teil des Bildes ist zunächst die in Kapitel 4, S.44 beschriebene NNLIB darge-
stellt. Wie bereits erläutert, stellt sie eine anwendungsunabhängige Bibliothek dar, welche
die Datenstrukturen und Lernalgorithmen neuronaler Netze enthält. Sämtliche Anwendun-
gen kommunizieren mit Hilfe bereitgestellter Funktionen über eine einheitliche Schnittstelle,
den NetManager, mit den Komponenten der NNLIB. Auf diese Weise sind die Daten und
Methoden der NNLIB gekapselt und vor unerlaubten Zugrien geschützt. Separat existiert
eine Schnittstelle zum Datenimport und -export mit Microsoft Access-Datenbanken sowie
über den Umweg der ASCII-Dateien eine analoge Möglichkeit mit Microsoft Excel-Tabellen.
Trainierte neuronale Netze und die korrespondierenden Vektorkongurationen VConf können
über die Access-Schnittstelle für die Verwendung in anderen Programmen in einer Datenbank
abgespeichert werden. Die Schnittstelle für ASCII- und Excel-Dateien dient vor allem dem
temporären Abspeichern neuronaler Netze in der Trainings- und Testphase, dem Einlesen der
Rohdaten von zu prognostizierenden Zeitreihen sowie dem Export von Trainingsergebnissen
in Excel-Tabellen, um eine komfortablere Datenauswertung vornehmen zu können.
Die Software smartPlan dient der Erleichterung der Produktionsplanung für Unternehmen.
Auf der Grundlage eines Modells des Industriebetriebes kann die optimale und kostengünstig-
ste Nutzung aller Ressourcen unter gleichzeitiger Erfüllung der Produktionsziele ermittelt
werden. Das Datenmodell umfaÿt sämtliche eine Betriebsstruktur modellierenden Zusam-
menhänge und enthält alle von der gesamten Anwendung smartPlan benötigten vergangenen
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Abbildung 5.1: Gesamtkonzept aller auf NNLIB basierenden Anwendungen
und aktuellen Daten, wie etwa Ressourcenstrukturen, Randbedingungen für den Produkti-
onsprozeÿ bzw. Produktionspläne. Zu einer starken Vereinfachung des Zugris auf das Modell
verhilft das Modellstruktur-Interface, welches die benötigten Datenstrukturen bereits aufbe-
reitet zur Verfügung stellt. Die diesem Modell zugrundeliegenden Daten werden in smartPlan
in einer Microsoft Access-Datenbank, der Prozeÿdatenbank (PDB) gespeichert. Für den
einfachen Zugri auf die PDB existiert eine Datenbank-Schnittstelle, die AccessDB.
Getrennt nach ihrer Funktion untergliedert sich smartPlan in mehrere selbständige Kom-
ponenten, sogenannte Programmodule. Neben dem Auftragsprognosemodul sind dabei die
Module Auftragseditor und Planeditor von besonderer Relevanz für die Zeitreihenvorhersage.
Das Auftragsprognosemodul, als Modul in smartPlan integriert, verwendet die NNLIB,
um für einen Industriebetrieb zukünftige zu produzierende Auftragsmengen vorherzusagen.
Die Prognose erfolgt auf der Grundlage vorhandener Produktionspläne vergangener Zeiträu-
me, welche als Teil des Modells in der PDB abgespeichert sind. Die für die Prognose verwen-
deten Netze sind bereits auf vergangenen Auftragsdaten trainiert und sind ebenfalls in der
PDB gespeichert.
Innerhalb von smartPlan kommuniziert das Auftragsprognosemodul über die Modellstruktur-
Schnittstelle primär mit dem Planeditor, welcher Daten gelaufener Produktionspläne aus
vergangenen Zeiträumen zur Verfügung stellt. Der Auftragseditor liefert die Rahmenbedin-
gungen für die Prognose und nutzt seinerseits die prognostizierten Auftragsmengen als Ziel-
bedingung für die Erstellung zukünftiger Produktionspläne. Für eine genaue Erklärung des
Ablaufes der Produktionsplanung sei auf den nachfolgenden Abschnitt 5.3 (smartPlan), S.59
verwiesen.
Weiterhin verwendet die momentan separat und nur als Prototyp existierende Anwendung
NeurOP die NNLIB. Dieses in smartViso zu integrierende Modul dient der Prognose des
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Kieferwachstums von Patienten mit Fehlbildungen. Eine Vorstellung über seine Funktions-
weise kann man im Abschnitt 5.4 (smartViso), S.65 bekommen.
Eine weitere auf der NNLIB aufbauende Anwendung ist PNeuro (Abschnitt 5.2 PNeuro,
S.55). Dieses Programm ist ausschlieÿlich für den internen Gebrauch innerhalb der smartec
GmbH vorgesehen und dient als Entwicklungs- und Testwerkzeug für neuronale Netze sowie
der Durchführung des Netztrainings. PNeuro hat im Gegensatz zu anderen Anwendungen
über die Schnittstellen einen uneingeschränkten Zugri auf die Möglichkeiten der NNLIB. Es
sind sowohl Visualisierungs- und Kontrollmöglichkeiten des Trainings von neuronalen Netzen
sowie experimentelle und in Entwicklung bendliche Konzepte verfügbar. Innerhalb der An-
wendung PNeuro besteht die Möglichkeit, mit Hilfe der beschriebenen Vektorkonguration
VConf Rohdaten zu einem Datenmodell für neuronale Netze aufzubereiten. Die von einem
Industriebetrieb zur Verfügung gestellten Auftragsdaten vergangener Jahre liegen dabei ge-
wöhnlich im Microsoft Excel-Format vor. Sie werden in PNeuro eingelesen und geeignet in
Eingabedaten für neuronale Netze umgewandelt.
Auf diesen Daten trainierte neuronale Netze können mit PNeuro beispielsweise in der PDB
abgespeichert werden und stehen anschlieÿend für andere Anwendungen zur Verfügung.
5.2 PNeuro
Die Anwendung PNeuro ist für den internen Gebrauch innerhalb der smartec GmbH vorge-
sehen und dient als ein Kontroll- und Testwerkzeug für die implementierten Netzvarianten.
Mit Hilfe von PNeuro kann relativ leicht ein neuronales Netz erstellt und initialisiert, die not-
wendigen Trainingsdaten bereitgestellt und ein anschlieÿendes Training durchgeführt werden.
Vor und während des Trainings kann dieser Prozeÿ überwacht und gesteuert werden. Trai-
nierte Netze können anhand von vereinheitlichten Bewertungskriterien direkt miteinander
verglichen werden. Weiterhin besteht die Möglichkeit einer Vorverarbeitung der Trainings-
daten und der Denition eines Datenmodells. Schlieÿlich können Trainingsinformationen,
Ausgabewerte von Netzen und letztendlich die trainierten Netze über eine Schnittstelle in
andere Datenformate exportiert werden. Der Trainingszyklus eines neuronalen Netzes erfolgt
grob eingeteilt in fünf Schritten, welche nachfolgend beschrieben werden:
5.2.1 Denition des Datenmodells
Die Grundlage für eine Prognose mit einem neuronalen Netz ist stets ein Satz von Eingabe-
und Ausgabevektoren, welche die Daten enthalten, auf deren Grundlage die Vorhersage er-
folgen soll. Sie repräsentieren gewissermaÿen das gestellte Lernproblem.
Die Rohdaten der Zeitreihen sind im allgemeinen als eine Menge von Zeitpunkten gegeben,
denen jeweils ein Datenwert zugeordnet wird. Zunächst können die Rohdaten mittels eines
externen Statistikprogrammes, beispielsweise SPSS, vorverarbeitet werden. Unter einer Vor-
verarbeitung wird vor allem die Bereinigung der Zeitreihen von Trend-, Konjunktur- und
Saisonkomponente verstanden, soweit dies möglich ist (siehe Abschnitt 3.1.1 Denition des
Datenmodells, S.33). Anschlieÿend wird das Datenmodell erstellt, indem die Zeitreihe für
das Netztraining in einen Satz von Eingabe- und Ausgabevektoren aufgegliedert wird. Dies
kann entweder per Hand erfolgen, bzw. eine der in PNeuro denierbaren Vorgaben verwendet
werden: Es wird zunächst festgestellt, welches Zeitfenster der Länge l für die Eingabevekto-
ren verwendet werden soll. Man kann ebenfalls festlegen, ob alle oder nur spezielle denierte
Werte des Zeitfensters als Grundlage für die Vorhersage in die Eingabevektoren eingehen
sollen, oder auch durchschnittliche Werte über einem Teilbereich des Zeitfensters der Län-
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ge l1; l1  l in den Eingabevektor aufnehmen. Soll keine rein autokorrelierte Prognose
durchgeführt werden, können zusätzlich Informationen über die zeitliche Lokalisierung des
jeweiligen Eingabevektors aufgenommen werden.
Der Satz an Informationen über die Zusammensetzung der Trainingsvektoren wurde als Trai-
ningsvektorkonguration VConf im Abschnitt 3.1.1, S.33 deniert. Jedem trainierten Netz
ist eine solche Konguration zugeordnet. Die Abbildung (5.2) zeigt ein Beispiel einer solchen
Konguration der Trainingsvektoren. Die vergangenen Verkaufsdaten für die Zementsorte
B liegen in der Datei Sorte_B_Funktionswerte.dat vor. Die Verkäufe wurden tagesgenau
registriert, d.h. die kleinste Einheit der Zeitreihe ist ein Tag. Die Rohdaten sollen in einen
Satz von Eingabe- und Ausgabevektoren unterteilt werden. Während der Ausgabevektor
den erfolgten Verkauf xt am Tag t enthält, sollen in den korrespondierenden Eingabevektor
die Verkäufe der letzten drei Wochen am jeweils gleichen Wochentag aufgenommen werden
(xt 7; xt 14; xt 21). Zusätzlich soll das Mittel xt8;1 der Verkäufe der letzten acht Tage aufge-
nommen werden. Als externe Information kodiert jeweils ein zusätzliches Neuron die sieben
Wochentage.
Abbildung 5.2: Trainingsvektorkonguration VConf für ein neuronales Netz
Aus einer Menge von Rohdaten und einer denierten VConf können jetzt die Eingabe-
und Ausgabevektoren erzeugt werden. Diese können über die Schnittstelle zum Datenaus-
tausch in separaten ASCII-Dateien abgelegt werden. Die für das Training des Netzes be-
nötigte VConf wird zunächst netzunabhängig gespeichert, um sie gegebenenfalls für andere
Netze verwenden zu können. Zu einem späteren Zeitpunkt wird die endgültige Konguration
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zusammen mit dem trainierten neuronalen Netz gespeichert.
Wie im Abschnitt 3.2 (Trainingsverfahren), S.38 beschrieben, wird der Satz der Trainings-
muster in einem frei denierbaren Verhältnis in Trainings- und Testvektoren aufgeteilt.
Damit sind die Trainingsdaten vollständig aufbereitet und das neuronale Netz kann initiali-
siert werden.
5.2.2 Initialisierung und Einstellung des Netzes
Zunächst wird der Netztyp (Backpropagation, Cascade Correlation, Radial Basis Functi-
on bzw. Kohonen) festgelegt. Die Topologie des Netzes (Anzahl der Schichten, Anzahl der
Neuronen pro Schicht) kann, inwieweit der festgelegte Netztyp zuläÿt, frei deniert werden,
mit Ausnahme der Eingabe- und Ausgabeschicht, deren Dimension jeweils aus den Informa-
tionen über die Eingabe- und Ausgabevektoren automatisch ermittelt wird. Jetzt kann das
Netz physisch erzeugt werden, die Topologie wird generiert und die Trainingsmuster werden
dem Netz vorgelegt. Bevor das Netz trainiert werden kann, muÿ dessen Eigenschaftensatz
ES (siehe Abschnitt 3.2.2 Das Trainingsverfahren TrainAutomatic, S.39) deniert werden.
Anhand des gewählten Netztyps wird ein ES automatisch erstellt und die benötigten Infor-
mationen vorgeschlagen. Diese können jetzt bearbeitet werden.
Die Abbildung (5.3) zeigt einen Teil eines ES für ein RBF-Netz an. Da ein RBF-Netz aus
einem Kohonennetz und einem Backpropagation-Netz modelliert wurde, sind die Eigenschaf-
tensätze dieser beiden Netztypen im Eigenschaftensatz des RBF-Netzes vereinigt. Hier sind
die vorgeschlagenen Eigenschaften für das Kohonen-Teilnetz gezeigt. Die gaussförmigen Ak-
tivierungsfunktionen werden mit einer anfänglichen Varianz von  = 3 initialisiert. Ausge-
hend von der Netzarchitektur wird ein zweidimensionales 6  6-Kohonengitter mit einem
anfänglichen maximalen Nachbarschaftsradius Nc = 6 generiert. Nach einer durchlaufenen
Schrittzahl von 500 Einzelschritten soll das Training spätestens abgebrochen werden. Für das
Training des Kohonennetzes sollen die Trainingsmuster sowohl der Trainings- als auch der
Testmenge, also die gesamte Menge der Trainingsmuster verwendet werden. Die Zentren der
Kohonenneuronen werden nicht vorinitialisiert. Der Koezient Kernel dient experimentellen
Zwecken.
Ebenfalls hier werden allgemeine, nicht netz-, sondern trainingsspezische Informationen,
wie die maximale Schrittzahl für einen Trainingszyklus bzw. der minimal zu erreichende Test-
oder Trainingsfehler, deniert.
5.2.3 Netztraining
Vor Beginn des Trainings wird die Trainingsart (TrainError, TrainGeneral, TrainDirect, Mul-
tiTrain bzw. TrainAutomatic) deniert. Anschlieÿend wird das Training gestartet. Der Ver-
lauf des Trainings kann wie in Abbildung (5.4) gezeigt visuell mitverfolgt werden. Insbeson-
dere ist die Entwicklung des Testfehlers (rot eingezeichnet) und des Trainingsfehlers (blau
eingezeichnet) von Interesse. Weiterhin wird die zeitliche Änderung der Lernparameter des
Netzes angezeigt. Falls Kohonennetze oder RBF-Netze trainiert werden, wird für ein ein- oder
zweidimensionales Kohonengitter die Entfaltung der Kohonenkarte visualisiert. Das Training
kann jederzeit unterbrochen werden, um die aktuellen Eigenschaften des Netzes überprüfen
und eventuell zu ändern. Das Training bricht ab, wenn das Abbruchkriterium erreicht ist.
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Abbildung 5.3: Teil eines Eigenschaftensatzes für ein RBF-Netz
5.2.4 Trainingsergebnisse
Nach erfolgtem Training kann die Qualität des trainierten Netzes untersucht werden. Zu-
nächst wird der absolute erreichte Trainings- und Testfehler ermittelt. Dieser genügt, um
neuronale Netze für das gleiche Lernproblem hinsichtlich ihrer Güte zu vergleichen, aber
aufgrund verschiedener Datengröÿen lassen sich verschiedene Lernprobleme auf diese Weise
nicht direkt vergleichen. Aus diesem Grund wird auch der relative (prozentuale) Trainings-
und Testfehler des Netzes ermittelt. Aus den Trainings- und Testfehlern wird der gesamte
absolute und relative Netzfehler bestimmt.
Zusätzlich kann man einzelne Trainings- und Testvektoren auswählen und vom Netz vor-
hersagen lassen, und anschlieÿend die Soll- und Istwerte vergleichen. Ebenfalls können per
Hand neue, dem Netz unbekannte Eingabewerte speziziert und die Ausgabe des Netzes
für den auf diese Weise neu erzeugten Eingabevektor untersucht werden. Dies dient vor al-
lem dazu, um festzustellen, inwieweit das Netz nicht gelernte, untypische Eingaben korrekt
verarbeiten kann. Die Trainingsergebnisse können zusammen mit den Eingabe- und Aus-
gabevektoren über die Datenschnittstelle exportiert werden, um beispielsweise in Microsoft
Excel weitergehende Untersuchungen durchführen zu können.
5.2.5 Datenschnittstelle
Nach erfolgtem Training kann das neuronale Netz in einer ASCII-Datei zwischengespeichert
werden, um es später erneut verwenden zu können. Endgültig bestätigte Varianten wer-
den zusammen mit ihrer korrespondierenden Vektorkonguration in eine Microsoft Access-
Datenbank exportiert, beispielsweise in die smartPlan-eigene Prozeÿdatenbank PDB. In der
PDB abgelegte Netze und Kongurationen stehen dann für die Prognose von Auftragsmen-
gen zur Verfügung.
Damit ist der vollständige Trainingszyklus für ein neuronales Netz, also die Erstellung des
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Abbildung 5.4: Visualisierung des Trainingsverlaufes
Datenmodells, Generierung und Initialisierung des Netzes sowie Training und Speichern des
Netzes, durchlaufen.
5.3 smartPlan
5.3.1 Produktionsplanungssysteme und smartPlan
Industrielle Planungsaufgaben sind derart umfangreich und kompliziert, daÿ sie nur mit
Hilfe maschineller Planungsverfahren bewältigt werden können. Voraussetzung für den com-
putergestützten Planungsprozeÿ ist die Formulierung der Planungsaufgabe einschlieÿlich des
Planungsziels. In diesem Zusammenhang muÿ das Planungsproblem in der Gestalt eines Pla-
nungsmodells beschrieben werden. Dieses Modell dient dazu, das in der Realität gegebene
Entscheidungsfeld und dessen gestalterische Freiheitsgrade darzustellen. Damit umschreibt
das Modell zunächst alle zulässigen Lösungen einer Planungsaufgabe. Durch Vorgabe ei-
nes Zielkriteriums oder einer expliziten Zielfunktion kann aus der Menge der zulässigen die
optimale Planung ausgewählt werden. Da insbesondere bei kombinatorischen Planungspro-
blemen die Bestimmung der optimalen Lösung wegen des damit verbundenen exponentiell
anwachsenden Rechenaufwandes in vielen Fällen nicht möglich ist, gibt man sich in der Pra-
xis mit suboptimalen Planungsergebnissen, den sogenannten guten Lösungen, zufrieden.
Da oftmals bereits die Ausgangsdaten ungenau oder verrauscht sind, ist eine solche Vorge-
hensweise auch deshalb durchaus gerechtfertigt.
Die computergestützten Planungsverfahren werden in optimierende Verfahren und heuristi-
sche Ansätze unterteilt [27].
Die smartec GmbH beschäftigt sich überwiegend mit der Entwicklung des intelligenten op-
timierenden Produktionsplanungssystems smartPlan für Prozeÿindustrien. Auch hier liegt
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dem Planungsproblem ein vollständig beschriebenes mathematisches Planungsmodell, die
sogenannte Ressourcenstruktur zugrunde. Wie jedoch bereits der Name intelligentes Pla-
nungssystem vermuten läÿt, übernehmen in smartPlan intelligente Verfahren, welche dem
Bereich der künstlichen Intelligenz entnommen sind, die Optimierung der Zielfunktion unter
dem Gesichtspunkt der Kostenminimierung.
Es soll hier angemerkt werden, daÿ auf die innere Strukturierung und den theoretischen
Hintergrund von smartPlan und insbesondere der Optimierung, sowie einer ausführlichen
Betrachtung aller in smartPlan integrierten Module hier nur insoweit eingegangen werden
soll, wie es für das Verständnis der vorliegenden Arbeit notwendig ist. Eine ausführliche
Betrachtung ist an dieser Stelle überüssig und würde den Rahmen dieser Arbeit sprengen.
5.3.2 Eingliederung des Auftragsprognosemoduls in smartPlan
Das Planungsmodell von smartPlan berücksichtigt die für die Minimierung der Zielfunktion
notwendigen Randbedingungen, welche die Freiheitsgrade für diese Zielfunktion festlegen. In
einem realen Fertigungsprozeÿ können beispielsweise Lagerkapazitäten, Anlagenstillstände
und Wartungszeiten für bestimmte Ressourcen (z.B. Maschinen), Lieferwege und -zeiten,
Rohstomengen, Energiekontingente u.a. solche Randbedingungen repräsentieren. Im Vor-
dergrund für einen Industriebetrieb steht selbstverständlich die Einhaltung der abgeschlos-
senen Aufträge, die er gegenüber seinen Abnehmern zu erfüllen hat. Davon ausgehend wird
vom Planer der Bedarf aller am Produktionsprozeÿ beteiligten Rohstoe und Materialien
ermittelt. Als eine grundlegende Randbedingung sind folglich die zu produzierenden Auf-
tragsmengen an Endprodukten in die Planung mit einzubeziehen.
Für die Festlegung der zukünftigen Auftragsmengen für den denierten Planungszeitraum
tritt das Problem auf, daÿ diese Mengen zum jetzigen Zeitpunkt eventuell noch unbekannt
sind. Prinzipiell kann zwischen fest vereinbarten, also auch für einen zukünftigen Zeitraum
exakt erfaÿbaren Auftragsmengen, und nicht genau denierbaren, weil nicht vereinbarten,
Auftragsmengen unterschieden werden. Beispielsweise können in der stark von den aktuel-
len Witterungsbedingungen abhängigen Zementindustrie Aufträge von einem Tag auf den
anderen erfolgen, je nachdem, ob zu diesem konkreten Zeitpunkt günstige Baubedingungen
herrschen oder nicht. Die zu liefernde Menge an Zement muÿ dann bereits produziert und
gelagert worden sein, um eine sofortige Auslieferung möglich zu machen. Die Gruppe der
nicht genau denierbaren Aufträge stellt den Planer vor ein grundlegendes Problem. Da
ausgehend von diesen der gesamte optimale Rohsto- und Ressourceneinsatz ermittelt wird,
sollte die Abschätzung des Bedarfs so genau wie nur möglich erfolgen. Um die Abweichung
der geschätzten Auftragsmengen von den letztendlich tatsächlich angeforderten möglichst
gering zu halten, wird sich der Planer an der Auftragslage in den vergangenen kurz-, mittel-
und langfristigen Zeiträumen orientieren. Ausgehend von diesen Daten sollte er Konjunktur-
trends, zeitabhängige Schwankungen, welche monats-, wochen- oder tagesgenau sein können
sowie periodisch auftretende Schwankungen berücksichtigen. Damit sieht er sich mit einer
sehr groÿen Datenmenge konfrontiert, deren komplette Auswertung einen unter Umständen
inakzeptablen Zeitaufwand mit sich bringen würde. Es liegt aus diesem Grunde der Gedanke
nahe, diese Auswertung rechnergestützt vorzunehmen.
Diese Aufgabe übernimmt in smartPlan das im Rahmen dieser Arbeit entwickelte Auftrags-
prognosemodul. Mit diesem Modul können in einer festgelegten Planungssituation und auf
der Grundlage einer Datenbasis, welche vergangene Planungszeiträume erfaÿt, Auftragsmen-
gen mit neuronalen Netzen vorhergesagt werden. Nach deren Überprüfung und Validierung
durch den Planer dienen sie dann als Grundlage für die weitere Rohsto- und Ressourcen-
einsatzplanung.
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5.3.3 Semantik der Modellstruktur
Zunächst sollen einige Begrie der zugrundeliegenden Struktur vereinbart werden. Da smart-
Plan ursprünglich für die Zementindustrie entwickelt wurde, entstammen viele intern ver-
wendeten Bezeichnungen diesem Industriebereich.
Alle für die Produktion eines Industriebetriebes benötigten Ressourcen und ihre Eigenschaf-
ten werden unter dem Begri der Ressourcenstruktur zusammengefaÿt. Unter den Ressour-
cen eines Betriebes faÿt man sowohl die für eine Produktion benötigten Rohstoe, als auch
die letztendlich produzierten Erzeugnisse auf. Ebenso sind die diese Rohstoe verarbeiten-
den Maschinen sowie Rohstoager, Energie u.a. als Ressourcen aufzufassen. Eigenschaften
von Ressourcen können beispielsweise Rohstomengen, Lagerkapazitäten, Energietarife oder
Auftragsmengen sein.
Sämtliche für die Erstellung eines Produktionsplanes benötigten Eigenschaften von Ressour-
cen, sowie die Zielvorgaben des Planes, werden in einer gemeinsamen Datenstruktur, dem
Produktionsrahmen zusammengefaÿt, welcher für einen bestimmten Planungszeitraum
erzeugt wird. Diejenigen Ressourcen, welche die letztendlich produzierten Erzeugnisse reprä-
sentieren, werden als Endproduktressourcen oder Sorten bezeichnet. Nachdem Endpro-
duktressourcen produziert worden sind, werden sie für den Verkauf in Silos gelagert. Um
den kontinuierlichen zeitlichen Anschluÿ eines Produktionsrahmens an einen darauolgenden
zu gewährleisten, werden jeweils für jede Endproduktressource die tatsächlichen Anfangssi-
lofüllstände zu Beginn des Planungszeitraumes sowie die theoretischen Endsilofüllstände zu
Ende des Planungszeitraumes unter Berücksichtigung von Produktion und Verkauf in den
Produktionsrahmen aufgenommen.
Die für einen vollständig denierten Produktionsrahmen einzugebenden Restriktionen kön-
nen in sortenspezische und sortenunabhängige (betriebsspezische) Restriktionen unterglie-
dert werden. Sortenspezische Restriktionen sind beispielsweise:
 Anfangs- und Endsilofüllstande (zu Beginn und Ende des Planungszeitraumes in den
Silos gelagerte Ressourcenmengen)
 Auftragsmengen (Zeitpunkt und Menge des geplanten Verkaufs von Endprodukten)
 Randjobs (Arbeitsgänge auf Maschinen, die im vorherigen Planungszeitraum noch
nicht beendet waren und in den aktuellen hineinreichen bzw. über das Ende des Pla-
nungszeitraumes hinausgehende Arbeitsgänge auf Maschinen)
Sortenunabhängige Restriktionen sind z.B.:
 Elektroenergieverbrauch
 Maschinenstillstandszeiten, Sperrungen (Wartungszeiten, Zeiten mit hohen Energieta-
rifen etc.)
5.3.4 Auftragseditor
Wenn man auf der Grundlage einer Werksstruktur für einen zukünftigen Zeitraum einen
Produktionsplan erstellen will, müssen basierend auf den aus der Werksstruktur resultieren-
den Produktionseigenschaften die Bedingungen (Restriktionen) festgelegt werden, welche
die Freiheitsgrade für die Gestaltung des Planes denieren. Als spezielle Restriktion kann
weiterhin die Einhaltung der Produktionsaufträge angesehen werden: für die Erstellung eines
Planes muÿ deniert sein, welches Ziel mit der Durchführung dieses Planes angestrebt wird.
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Damit wird folglich die Zielfunktion für das Planungsproblem festgelegt. Der Produktions-
plan repräsentiert unter Minimierung aller Kosten und unter Einhaltung der festgelegten
Restriktionen die Erfüllung der Zielfunktion.
Die Eingabe der Zielvorgaben sowie der Restriktionen für den Planungsprozeÿ erfolgt mit
Hilfe des Auftragseditors zusammengefaÿt in einen Produktionsrahmen. Ausgehend von
einer Produktionsstruktur ist ein Produktionsrahmen vollständig deniert durch:
 Bezeichnung des Produktionsrahmens,
 Planungszeitraum,
 betriebsspezische Restriktionen,
 sortenspezische Restriktionen (darunter die Auftragsmengen).
Abbildung 5.5: Auftragseditor mit Produktionsrahmen KW 27
Die Abbildung (5.5) zeigt die Erstellung des Produktionsrahmens Kalenderwoche KW
27 für ein Zementwerk. Als Planungszeitraum ist die Woche vom 2.August 1999 bis 9.August
1999 festgelegt. Von besonderem Interesse sind dabei die festgelegten Auftragsmengen: im
Laufe dieser kommenden Woche sollen voraussichtlich insgesamt 1200t der Zementsorte CEM
I 42,5 R aus dem Silo 5, sowie insgesamt 150t der Zementsorte CEM I 52,5 R aus dem Silo 7
verkauft werden. Der Verkauf erfolgt dabei an zwei verschiedenen Tagen, am 5.8.1999 sowie
am 7.8.1999 jeweils um 11.00 Uhr.
5.3.5 Planeditor
Auf der Grundlage eines Produktionsrahmens wird anschlieÿend mit Hilfe einer Simulation
einer Plantafel, dem Planeditor, der eigentliche Produktionsplan erstellt. Aus dem Pro-
duktionsrahmen werden zunächst der Planungszeitraum sowie die Zielfunktion für diesen
Zeitraum übernommen, also welche Endproduktmengen für den Verkauf produziert werden
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müssen. Ebenfalls werden die einzuhaltenden sonstigen Restriktionen für den Planungspro-
zeÿ berücksichtigt. Auf dieser Grundlage werden entweder vom Planer selbst per Hand oder
durch die automatische Planoptimierung ein oder mehrere zumindest suboptimale Pläne ge-
neriert, welche den theoretischen Ablauf der Produktion für den Planungszeitraum genau
festlegen, also die zeitliche Auslastung aller bekannten Ressourcen des Betriebes denieren.
Aus der Anzahl der Pläne wird der als am besten bewertete ausgewählt und im Planungs-
zeitraum zur Ausführung gebracht.
Da es aufgrund von Ungenauigkeiten, unvorhergesehenen Ereignissen, Störfallen o.ä. stets
zu Abweichungen vom theoretisch berechneten Produktionsprozeÿ kommen kann, besteht
für den Planer die Möglichkeit, in einem laufenden oder bereits gelaufenen Plan eventuellle
Korrekturen an den Werten vorzunehmen. Insbesondere kann die tatsächliche Auftragslage
von der theoretischen abweichen, es wird also eine geringere bzw. gröÿere Menge eines End-
produktes verkauft als ursprünglich vorgesehen. Solche Änderungen lassen sich durch eine
kontinuierliche Korrektur der produzierten Mengen sowie der momentanen Silofüllstände für
jedes Endprodukt durchführen. Nach Ablauf des Planungszeitraums liegt also der theore-
tische Plan vor, ergänzt um Korrekturen, welche sich während der Ausführung des Planes
ergeben hatten. Ein solcher gelaufener Plan wird als Ist-Plan bezeichnet.
Abbildung 5.6: Planeditor mit Plan 1 für den Produktionsrahmen KW 27
Die Abbildung (5.6) zeigt einen Ausschnitt eines Ist-Planes, basierend auf dem Produk-
tionsrahmen Kalenderwoche KW 27. Auf den Zementmühlen sind jeweils die Produktions-
zeiten für die Produktion der beiden zu verkaufenden Zementsorten CEM I 42,5 R sowie
CEM I 52,5 R eingezeichnet. Darunter sind in blau die zeitlich korrespondierenden Silofüll-
stände für beide Zementsorten eingezeichnet. Zum Verkaufszeitpunkt am 5.8.1999 um 11.00
werden die Silofüllstände um die entsprechenden Auftragsmengen vermindert. Geht man für
eine Sorte s von dem Zusammenhang
Vs = AFs  EFs   Ps (5.1)
aus, wobei Vs die zu verkaufende Auftragsmenge, EFs der Silofüllstand zu Ende des Pla-
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nungszeitraumes, AFs der Silofüllstand zu Anfangs des Planungszeitraumes und Ps die pro-
duzierte Menge ist, können aus den Silofüllständen und der Produktion auftretende Abwei-
chungen vom Produktionsrahmen für beide Endprodukte überprüft werden.
Setzt man das beschriebene Protokollierungsverfahren für einen längeren Zeitraum fort, so
erhält man nach dessen Ablauf eine Anzahl von Produktionsrahmen, korrespondierend mit
einer Anzahl gelaufener Ist-Pläne.
5.3.6 Auftragsprognosemodul
Jeder bei der Voruntersuchung als prognostizierbar ermittelten Endproduktressource ist ein
neuronales Netz zugeordnet. Die Prognose erfolgt tagesgenau. Soll eine Prognose mit einem
neuronalen Netz für einen vorgegebenen Planungszeitraum erfolgen, benötigt das neuronale
Netz Informationen über die Auftragsmengen eines vergangenen Zeitintervalls. Die Breite des
Zeitfensters l, welche speziellen Informationen dieses Zeitfensters sowie welche zusätzlichen
(externen) Daten benötigt werden, ist durch die Vektorkonguration VConf des jeweiligen
neuronalen Netzes festgelegt. Es wird folglich ermittelt, für welche vergangenen Tage (t  i)
aus dem Zeitfenster die Auftragsmengen xt i für die Vorhersage der Auftragsmenge xt+1
benötigt werden.
Auswertung der Ist-Pläne Für die Beschaung dieser Informationen werden zunächst
die in der PDB gespeicherten Ist-Pläne untersucht. Fällt der Zeitraum, in dem ein Produkti-
onsplan gelaufen ist, mit einem Zeitraum oder Zeitpunkt zusammen, für den Informationen
benötigt werden, wird dieser Ist-Plan ausgewertet. Da die Auftragsmengen nicht direkt im
Plan gespeichert werden, müssen die erfolgten Verkäufe aus den Schwankungen der Silo-
füllstände für die jeweiligen Endproduktressourcen unter Berücksichtigung der laufenden
Produktion nach der Formel (5.1) bestimmt werden:
Vs = AFs  EFs   Ps:
Unter Umständen müssen direkt vorangehende oder direkt anschlieÿende Pläne ebenfalls un-
tersucht werden, da die zeitliche Auösung der Pläne unter Umständen kleiner als ein Tag
sein kann.
Aufgrund eines möglicherweise nichtkontinuierlichen Produktionsverlaufs bzw. einer vom
Planer nicht konsequent durchgeführten Ist-Korrektur der Pläne können zeitliche Lücken
in der Folge der Ist-Pläne auftreten, die die Berechnung der Auftragsmengen für bestimmte
Zeitpunkte erschweren. Kleinere zeitliche Lücken können durch Interpolation beseitigt wer-
den, Lücken über gröÿere Zeiträume führen dagegen zu fehlenden Datenwerten. Damit tritt
das Problem auf, daÿ der Eingabevektor für das neuronale Netz in seinen Komponenten nicht
vollständig erzeugt werden kann. Eine Behandlung dieses Problems ndet sich im Abschnitt
7.1 (Kompensation fehlender Eingabewerte mittels EVN), S.85.
Anderenfalls kann aus den ermittelten Daten der vollständige Eingabevektor für das neuro-
nale Netz generiert werden.
Prognosevorgang Für jeden zu ermittelnden Wert des Prognosezeitraums wird ein Ein-
gabevektor erzeugt und an der Eingabeschicht des neuronalen Netzes angelegt. Der pro-
gnostizierte Wert wird als Ausgabe des Netzes abgelesen. Konnte der Eingabevektor nicht
vollständig erzeugt werden, wird die Prognose nicht durchgeführt. Es erfolgt ein Hinweis
darauf, für welche Zeitpunkte noch Daten benötigt werden, um die Prognose durchführen zu
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können. Nach Abschluÿ der Prognose für den vorgegebenen Zeitraum besteht die Möglich-
keit, prognostizierte Werte nachzukorrigieren bzw. fehlende Werte selbst einzutragen. Damit
ist die Prognose aus der Sicht des Nutzers denkbar vereinfacht, da dieser keinerlei Einstel-
lungen vorzunehmen hat und über keinerlei Kenntnisse über das im Programm verborgene
neuronale Netz verfügen muÿ.
Anschlieÿend an die erfolgte Prognose und Korrektur können die Auftragsmengen in den
mit einem korrespondierenden Produktionsrahmen geöneten Auftragseditor übernommen
werden.
Abbildung 5.7: Auftragsprognose für den Produktionsrahmen KW 27
Die Abbildung (5.7) zeigt die Prognose der Auftragsmengen der Zementsorte CEM I 42,5
R für den Produktionsrahmen Kalenderwoche KW 27, welche bisher per Hand eingegeben
wurden. Für einige Zementsorten existiert kein neuronales Netz für die Vorhersage, da sie
aufgrund des zufälligen Verlaufs der korrespondierenden Zeitreihe als nicht vorhersagbar ein-
gestuft wurden. Die Auftragsmengen dieser Netze müssen demzufolge wie bisher per Hand
eingegeben werden.
Aufgrund des Fehlens einiger Werte für die Erzeugung des Eingabevektors kann nicht für
alle Tage eine Prognose erstellt werden. Beispielsweise sind für den 9.8.1999 die für die Pro-
gnose erforderlichen Daten aus bereits gelaufenen Produktionsplänen nicht vorhanden. Für
Donnerstag, den 5.8.1999 und Sonnabend, den 7.8.1999 werden hingegen Auftragsmengen
prognostiziert, welche anschlieÿend in den Auftragseditor übernommen werden können.
5.4 smartViso-Kieferorthopädie
In der smartec GmbH wird weiterhin für den medizinischen Bereich der Kieferorthopädie die
Software smartViso entwickelt. Die Aufgabe der Kieferorthopädie ist es, fehlgebildete oder
deformierte Kiefer operativ zu korrigieren. Um eine solche Fehlbildung und ihren Charakter
festzustellen, werden mit Hilfe des Meÿmikroskops oder von Röntgenbildern im mensch-
lichen Kiefer bestimmte, genau festgelegte Punkte, Strecken, Abstände zwischen Punkten
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und Winkel zwischen Strecken ermittelt. Im Zusammenhang mit dem Wachstum des Kiefers
im Kindesalter verändert sich eine solche Deformation zeitlich. Im Laufe der Beobachtung
eines Patienten werden aus diesem Grund nach festgelegten zeitlichen Abständen periodisch
Messungen mit dem Meÿmikroskop dokumentiert. Auf der Grundlage der Gesamtheit dieser
Daten kann daran anschlieÿend eine Diagnose gestellt werden und, falls erforderlich, operativ
eingegrien werden.
smartViso beschränkte sich zunächst auf eine graphische Visualisierung der zeitlichen Ent-
wicklung des beschriebenen Wachstumsprozesses, um eine weitere Entwicklung bereits durch
das bloÿe Auge erkennbar zu machen. Hinzu kommen statistische Auswertungen und der
Vergleich von Meÿdaten mehrerer Patienten. Die Gesamtheit oder Teile der Meÿdaten über
einem festgelegten Beobachtungszeitraum können sowohl zweidimensional als auch dreidi-
mensional visualisiert werden.
Aus dem Gedanken der Visualisierung der weiteren Entwicklung einer Fehlbildung entstand
die Idee einer numerischen Vorhersage des Zustandes für einen bestimmten zukünftigen Zeit-
punkt, d.h. einer möglichst genauen Prognose der relevanten Punkte, Strecken, Abstände und
Winkel. Damit kann der Arzt mit relativ hoher Genauigkeit entscheiden, zu welchem Zeit-
punkt eine Operation durchzuführen ist. Des weiteren kann man die weitere Entwicklung
des Kiefers nach einem operativen Eingri zu verschiedenen Zeitpunkten visualisieren und
somit anhand der Ergebnisse entscheiden, wann eine Operation am erfolgversprechendsten
ist. Diese Aufgabe wird von der momentan nur als Prototyp existierenden Anwendung Neu-
rOP übernommen.
Da NeurOP nicht vom Autor entwickelt und programmiert wurde, soll auf die Funktionswei-
se hier nicht näher eingegangen werden. Die Abbildung (5.8) zeigt die Vorhersage einiger den
Kiefer in der Seitenansicht charakterisierender Meÿpunkte mittels eines neuronalen Netzes.
Dabei werden gleichzeitig die Vorhersage des Operationsergebnisses sowie das reale Ergebnis
der tatsächlich realisierten Operation angezeigt.
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Entsprechend den Anwendungsgebieten der Programme smartPlan und smartViso standen
Daten aus dem Bereich der Auftragsmengenprognose und der Vorhersage von Kieferentwick-
lungen für die Untersuchungen zur Verfügung.
smartPlan Da smartPlan traditionell für die Zementindustrie entwickelt wurde, erfolgte
das Training der neuronalen Netze zunächst auf Daten aus der Baustobranche.
Jedes Unternehmen stellt eine Reihe von Zementsorten her, welche bedingt durch ihre spe-
zischen Eigenschaften für unterschiedliche Zwecke genutzt werden. Für die Auswertung





K des Unternehmens <y>, sowie zwei Sorten S
<z>
A  S<z>B des Unternehmens
<z>, deren Verkäufe für einen längeren Zeitraum aufgezeichnet waren, herangezogen. Da-
bei ist die Anzahl der zur Verfügung stehenden Trainingsmuster signikant unterschiedlich:
für <x> standen durchschnittlich 19 Trainingsmuster pro Sorte zur Verfügung, während im
Falle von <y> und <z> durchschnittlich 345 Trainingsmuster pro Sorte für das Training
verwendet werden konnten.
Die verschiedenen Zementsorten werden bestimmten Bauzwecken gerecht und unterscheiden
sich folglich in der Menge und zeitlichen Verteilung der Aufträge. Grob unterteilt kann man
von Normal-Zementsorten sowie Zementsorten mit stochastischem Verlauf spre-
chen, also einerseits Sorten, deren häuger und regelmäÿiger Einsatz über das Jahr einen kon-
tinuierlichen Verkauf groÿer Mengen garantiert, und andererseits nur für bestimmte Zwecke
verwendete Sorten, deren Verkauf eher punktweise erfolgt. Innerhalb dieser beiden Grup-
pen können natürlich periodische Schwankungen auftreten, beispielsweise steigt im Sommer
naturgemäÿ der Zementverbrauch gegenüber den Wintermonaten etwas an. Man kann al-
so zwischen Sorten mit kontinuierlichem Verlauf sowie Sorten mit periodischen
Schwankungen in den Verkaufsmengen unterscheiden. Schlieÿlich kann nach Auswertung
der Trendkomponente nach Sorten mit konstantem Trend, Aufwärts- oder Abwärts-
trend unterschieden werden. Da die verwendeten Daten bereits Ist-Werte darstellen, also
dokumentierte vergangene Aufträge, ist die Datenmenge exakt und fehlerfrei.
smartViso Es wurden die mit einem Meÿmikroskop aufgezeichneten Kieferdaten mehrerer
Patienten über einen festgelegten Zeitraum aufgezeichnet. Die Datensätze lassen sich in
bestimmte Meÿstrecken, -punkte und -winkel unterteilen. Für einen einzelnen Patienten ist
dabei aufgrund der eher geringen Anzahl der Messungen die Datenmenge sehr gering, es
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existieren höchstens zehn Meÿzeitpunkte. Diese sind noch einmal aufgeteilt in Meÿwerte,
welche vor bzw. nach der eventuellen Operation aufgenommen wurden. Eine Unterteilung
wurde deshalb vorgenommen, weil die Operation einen extern verursachten Strukturbruch
in der Zeitreihe darstellt, welcher zum Operationszeitpunkt die Werte der Meÿpunkte stark
verändert. Zu jedem Meÿwert existieren also jeweils zwei Zeitreihen. Zur Genauigkeit der
genannten Werte ist zu bemerken, daÿ aufgrund des Fehlers des Meÿmikroskops die Daten
nicht vollständig exakt sind. Bei der Betrachtung der unten genannten Ergebnisse sollte
berücksichtigt werden, daÿ die relative Meÿungenauigkeit etwa 10% beträgt.
Training auf den kleinsten Testfehler Im folgenden soll der Begri des kleinsten (be-
sten) erzielten Testfehlers für ein bestimmtes Problem verwendet werden. Es sollte ein neu-
ronales Netz gefunden werden, welches einen möglichst kleinen Testfehler liefert. Für die
Ermittlung dieses Netzes wurden jeweils 50 Trainingsläufe mit verschiedenen Parameterkon-
gurationen und Netzarchitekturen für einen spezischen Netztyp mit dem Ziel der Mini-
mierung des Testfehlers durchgeführt. Dabei wurde die Methode TrainDirect verwendet,
um pro Trainingslauf möglichst das globale Minimum der Fehlerfunktion zu nden.
Der minimale Fehler soll im weiteren mit F TestSorte bezeichnet werden. Der vom gleichen
Netz erzeugte Trainingsfehler F TrainSorte muÿ dabei nicht notwendigerweise minimal sein.
Dieser läÿt sich bei einer ausreichenden Netzkomplexität auf nahezu Null absenken, dabei
würde aber der Testfehler wieder ansteigen (Übergeneralisierung). Da das eigentlich rele-
vante Kriterium der Testfehler ist, wird das Netztraining abgebrochen, sobald dieser sein
Minimum erreicht hat.
Aufgrund der groÿen Anzahl der Trainingsläufe für ein jeweiliges Lernproblem sind die er-
zielten minimalen Testfehler auf etwa eine Nachkommastelle genau anzusehen. Die relativen
Test- bzw. Trainingsfehler werden jeweils in % angegeben.
6.2 Analyse des Datenmodells
6.2.1 smartPlan
Im Kapitel (3.1.1 Denition des Datenmodells, S.33) wurde die Notwendigkeit der Analyse
der Trainingsdaten vor dem eigentlichen Training sowie die Formulierung eines Datenmodells
für die Eingabemuster diskutiert.
Nr. Konguration VConf Kodierung Trend Saison F TestSorte(%)
1 (-7,-7) - - - 21,33
2 (-7,-7),(-14,-14),(-21,-21) - - - 20,68
3 (-1,-1),...,(-21,-21) - - - 22,46
4 (-7,-7),(-14,-14),(-21,-21),(-7,-1) - - - 21,31
5 (-7,-7),(-14,-14),(-21,-21) WO - - 21,97
6 (-7,-7),(-14,-14),(-21,-21) - x x 20,18
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Die Tabelle zeigt für die Sorte S<z>A die jeweils kleinsten erzielten Testfehler für verschie-
dene Datenmodelle. Die Denition der Vektorkonguration VConf ist wie im Abschnitt 3.1.1
(Denition des Datenmodells), S.33 angegeben. Das Kürzel WO in der Spalte Kodierung
des Modells 5 bedeutet die Kodierung des Wochentages im Eingabevektor durch zusätzliche
Neuronen. Diese Kodierung wurde aufgrund der wöchentlichen periodischen Schwankung der
Verkaufsmenge eingefügt. Im Datenmodell 6 werden statistische Verfahren zur Trend- und
Saisonbereinigung verwendet. Neben diesen zusätzlichen Informationen sind für die verschie-
denen Modelle unterschiedliche Informationen über vergangene Verkäufe in den Eingabevek-
toren repräsentiert. Die Modelle 2,4,5 und 6 beinhalten Informationen über die Verkäufe der
vergangenen drei Wochen jeweils am gleichen Wochentag. Im Modell 4 ist zusätzlich das
Mittel der Verkäufe aller Tage der letzten Woche repräsentiert. Im Modell 1 sind hingegen
lediglich die Verkaufsmengen vom gleichen Tag der letzten Woche vorhanden. In das Modell
3 werden vollständig alle Verkäufe der vergangenen drei Wochen aufgenommen.
Die Unterschiede in den Testfehlern verschiedener Datenmodelle sind eher gering. Das läÿt
den Schluÿ zu, daÿ das Netz aus den verfügbaren Eingabevariablen tatsächlich die relevan-
ten Informationen selbst extrahieren kann. Insbesondere wird dies im Modell 3 deutlich, bei
dem lediglich drei von 21 Eingabeneuronen eine wirklich verwertbare Information liefern. Je-
doch zeigt das Modell 2, welches eben nur diese drei relevanten Eingabeneuronen verwendet,
daÿ sich durch eine gezielte Auswahl der Testfehler weiter verkleinern läÿt. Eine theoriefreie
Bildung des Datenmodells erlaubt folglich, die prinzipiellen vorhandenen Zusammenhänge
zu bestimmen, jedoch sollte für optimale Vorhersageergebnisse ein theoretisch begründetes
Datenmodell verwendet werden.
Ein weiterer Schluÿ ist die Verschlechterung des Testfehlers durch unnötige bzw. redundante
Informationen. Der Vergleich der Modelle 2 und 5 zeigt, daÿ das Netz aus den Verkaufswerten
der letzten drei Wochen am gleichen Wochentag die periodische Schwankung der Zeitreihe
ermitteln kann. Die Kodierung des Wochentages ist somit überüssig. Da die Verbindungs-
gewichte zu toten Eingabeneuronen nie ganz auf Null zurückgesetzt werden, verrauschen
solche überüssigen Eingabevariablen die Ausgabe des Netzes und verschlechtern den Test-
fehler. Darüberhinaus wächst insbesondere bei einer geringen Datenmenge die Gefahr der
Falschinterpretation von Zusammenhängen durch das neuronale Netz, d.h. in den wenigen
Trainingsmustern zufällig wiederkehrende Verlaufscharakteristika werden als Gesetzmäÿig-
keit interpretiert. Dieses Falschlernen kann den Testfehler entsprechend signikant vergrö-
ÿern.
Es existieren Verfahren zum Aunden solcher irrelevanter Eingabevariablen. Beispielsweise
kann die Addition eines zusätzlichen Weight-Decay-Terms bei der Berechnung der Gewich-
te eines Backpropagation-Netzes den Testfehler in solchen Fällen meist verringern, indem
die unbenutzten Verbindungsgewichte ganz auf Null zurückgesetzt werden. Untersuchungen
des Schaltverhaltens solcher irrelevanter Eingabeneuronen zeigen jedoch auch, daÿ oftmals
zusätzlich Fehlinterpretationen entstehen, welche durch solche Verfahren nicht korrigiert wer-
den können.
Den kleinsten Testfehler weist das um Trend und saisonale Schwankungen berichtigte Modell
6 auf. In diesem Fall sollte das Netz nur diejenigen Zusammenhänge lernen, die nicht schon
vorher feststanden. Auf diese Weise wird ein Rauschen oder die Gefahr einer Fehlinterpreta-
tion verhindert.
Zusammenfassend wird durch die Verwendung verschiedener Datenmodelle die Eignung neu-
ronaler Netze als Erklärungsmodell deutlich. Durch Hinzunehmen oder Weglassen bestimm-
ter Eingabeparameter und Vergleich der resultierenden Testfehler läÿt sich deren Einuÿ auf
das Datenmodell empirisch belegen. Analog kann man auf diese Weise redundante Informa-
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tionen im Datenmodell ermitteln. Die Untersuchung zeigte weiterhin, daÿ ein theorieloses
Datenmodell mit allen bekannten Eingabeparametern gute Prognoseergebnisse liefern kann.
Das beweist die Eigenschaft neuronaler Netze, relevante von irrelevanten Informationen tren-
nen und daraus Zusammenhänge herleiten zu können. Für optimale Trainingsergebnisse ist
es jedoch notwendig, mit Hilfe theoretischer Betrachtungen und vergleichender Testläufe das
minimale Datenmodell zu ermitteln, welches nur noch auf die wirklich existenten Zusammen-
hänge zwischen Eingabe- und Ausgabewerten reduziert ist. Falls plausible Zusammenhänge
bereits erkennbar sind, so können sie bereits vor der Prognose ermittelt und herausgeltert
werden.
6.3 Klassikation der Zeitreihen mittels Kohonennetzen
Im Kapitel (3.1.2 Ermittlung der Prognostizierbarkeit von Zeitreihen mit Klassikatoren,
S.36) wurden hinsichtlich der Klassikation von Zeitreihen nach ihrem Verlauf folgende Fra-
gen gestellt:
 Können durch eine Klassikation diejenigen Zeitreihen, die mit hoher Wahrschein-
lichkeit nicht oder schlecht prognostizierbar sind, von denen getrennt werden, deren
Prognose bessere Ergebnisse liefert?
 Läÿt sich der Prognosefehler der Zeitreihen innerhalb eines auf diese Weise generierten
Clusters vergleichen?
 Kann man möglicherweise durch Zusammenfassung der Datenwerte der Zeitreihen eines
Clusters die vorher geringe Anzahl der Trainingsmuster erhöhen und somit bessere
Prognosergebnisse durch Verringerung des Testfehlers FTest erreichen?
6.3.1 smartPlan
Die Klassikation wurde aufgrund der gröÿten Anzahl verschiedener Zementsorten für das
Unternehmen <x> durchgeführt. Zunächst wurden die Zeitreihenwerte auf einen einheitli-
chen Wertebereich skaliert, um die Verlaufscharakteristik herauszultern und betrachten zu
können.
Klassikation der Zeitreihenverläufe Die Abbildung (6.1) zeigt die Kohonenkarte für
die Zementsorten von <x>. Aus Visualisierungsgründen wurde eine orthogonale zweidimen-
sionale Form des Kohonengitters gewählt. Es wurde ein 6 6-Kohonengitter verwendet, die
Anzahl der Neuronen der Kohonenschicht beträgt also 36.
In der Abbildung (6.1) sind zunächst drei gebildete Cluster zu erkennen. Die Cluster

















O ) bezeichnet. Weiterhin konnten einige Sorten











S<x>P ). Die nicht zugeordneten Sorten haben sämtlich einen stochastischen Verlauf, ledig-
lich die Sorten S<x>A und S
<x>
E lassen eine jährliche Schwankung erkennen. Die Sorten des
Clusters &1 verlaufen kontinuierlich mit einem konstanten Trend. Der Cluster &2 beinhaltet
Sorten, deren Verlauf ebenfalls kontinuierlich ohne jährliche Schwankungen erfolgt. Sie haben
dagegen einen aufsteigenden Trend. Im kleinsten Cluster &3 sind Sorten mit einer jährlichen
Schwankung und einem leichten Abwärtstrend enthalten.
Es besteht also zunächst die Möglichkeit einer visuellen Kategorisierung der Zeitreihen, wel-
che der Clusterung entspricht.
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Abbildung 6.1: Klassikation der Zeitreihenverläufe auf einer zweidimensionalen Kohonen-
karte
Vergleichbarkeit der Prognoseergebnisse in einem Cluster Nachdem die Cluste-
rung auf diese Weise bestimmt wurde, konnte anschlieÿend untersucht werden, inwieweit
Zeitreihen, welche zu einem Cluster gehören, auch vergleichbare Prognoseergebnisse liefern.
Dazu wurde jeweils ein Netz NetSorte für jede Zeitreihe eines Clusters mit den beschrie-
benen Prognoseverfahren trainiert und jeweils der beste erzielte Testfehler F TestSorte sowie
der dazugehörige Trainingsfehler F TrainSorte als Grundlage für die Auswertung festgelegt.







Q mit konstantem Trend sowie den Cluster &2 mit den Zement-




K mit aufsteigendem Trend im Vergleich.
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Zunächst einmal ist in der Regel der Trainingsfehler signikant kleiner als der Testfeh-
ler. Vergleicht man die Testfehler der jeweiligen Zementsorten der Cluster &1 und &2, so
kann man feststellen, daÿ diese sich innerhalb der Cluster meist geringfügig unterscheiden,
während die Unterschiede der Testfehler von Zementsorten unterschiedlicher Klassen hier
signikant sind.
Da die Quantisierung letztendlich Abstände von Vektoren berechnet, ist dieses Ergebnis
auch nicht unplausibel. Als ähnlich klassizierte Zeitreihen haben i.A. einen ähnlichen Ver-
lauf, ein ähnliches Pattern. Damit ist das gestellte Lernproblem ein ähnliches, und aus
diesem Grunde liefert das neuronale Netz auch ähnliche Testfehler. Dabei ist nicht gesagt,
daÿ Zeitreihen, welche zu verschiedenen Clustern gehören, unbedingt verschiedene Testfeh-
ler liefern müssen, es kann durchaus sein, daÿ die beiden verschiedenen Lernprobleme die
gleiche Komplexität haben und damit auch gleiche Testfehler erzeugen. Beispielsweise liefern
Zeitreihen, die lediglich um einen Bruchteil der Periode verschoben sind, ähnliche Testfehler,
da ihr Verlauf identisch mit einer zeitlichen Verschiebung ist. Aber aufgrund dieser Verschie-
bung werden sie auf der Kohonenkarte höchstwahrscheinlich voneinander entfernt liegen. Mit
anderen Worten, auf der Karte voneinander entfernte Zeitreihen können durchaus den glei-
chen Testfehler haben. Damit kann die erste gestellte Frage, ob durch Klassizierung sich
schlecht prognostizierbare von gut prognostizierbaren Zeitreihen separieren lassen, negativ
beantwortet werden. Es läÿt sich keine Ordnung der Cluster &i nach Qualität der Progno-
se festlegen. Vielmehr wird die Tatsache geschluÿfolgert, daÿ auf der Kohonenkarte nahe
beieinander liegende Zeitreihen auch ähnliche Testfehler liefern. Damit lassen sich aus dem
Training eines Repräsentanten eines Clusters &i Rückschlüsse auf die Trainierbarkeit der ver-
bleibenden Repräsentanten des Clusters ziehen. Die Frage, ob die Testfehler der Zeitreihen
innerhalb eines Clusters ähnlich sind, kann somit positiv beantwortet werden.
Hätte man eine gröÿere Anzahl von Zementsorten zur Verfügung, und könnte man die Koho-
nenkarte komplett mit diesen Sorten überdecken,so wäre es möglich, aus den Testfehlern der
trainierten Netze für die jeweiligen Zementsorten auf der Kohonenkarte ein Testfehlergebirge
für die Menge der Zementsorten zu konstruieren.
Zusammenfassung der Daten eines Clusters Um zu untersuchen, ob die zusammen-
gefaÿte Datenmenge eines Clusters möglicherweise bessere Prognoseergebnisse liefert, wurde
die Datenmenge der Zeitreihen der Cluster &1 und &2 jeweils zusammengefaÿt und darauf je-
weils ein Netz NetCluster für jeden Cluster trainiert. Der beste erzielte Testfehler über dieser
Datenmenge wird mit FTestCluster bezeichnet. Die Tabelle zeigt die Gegenüberstellung der
Testfehler der jeweils einzeln trainierten Zementsorten mit den Testfehlern des über einem
Cluster trainierten Netzes für die jeweilige Sorte sowie den durchschnittlichen Gesamttest-
fehler sowie den Gesamttrainingsfehler von NetCluster für die Vereinigungsmenge der Daten
eines Clusters.
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Sorte F TestSorte(%) F

TrainSorte




S<x>B 27,12 14,89 23,18 18,79
S<x>J 21,07 5,92 21,96 17,63
S<x>L 24,91 20,18 30,37 16,88
S<x>N 21,09 6,60 19,01 9,49
S<x>Q 29,69 8,06 17,01 32,11
S<x>B;J;L;N;Q - - 22,64 22,16
Sorte F TestSorte(%) F

TrainSorte




S<x>H 34,26 9,06 41,89 14,84
S<x>I 53,59 6,16 46,87 29,86
S<x>K 54,30 13,62 48,95 42,81
S<x>H;I;K - - 45,87 27,65
Es kann festgestellt werden, daÿ der Testfehler von NetCluster für die jeweilige Sorte im
allgemeinen niedriger ist als der Testfehler von NetSorte. Von dieser Regel abweichende Sor-
ten sind gerade diejenigen, deren Testfehler im Vergleich zu den übrigen Sorten des Clusters
ohnehin niedriger war. Der Trainingsfehler einer Sorte von NetCluster steigt hingegen gegen-
über dem Trainingsfehler von NetSorte drastisch an.
Die Erklärung für dieses Verhalten liegt im Overtting-Problem der neuronalen Netze. Ist
nur eine geringe Menge an Daten vorhanden, und ist die Komplexität des Lernproblems
sehr hoch (insbesondere viele Eingabevariablen, groÿes Zeitfenster l), so tendiert das Netz
zur Überanpassung an die Datenstruktur, d.h. jeder einzelne Datenpunkt wird auswendig
gelernt. Darauf weisen auch die jeweils sehr kleinen Trainingsfehler beim Training der ein-
zelnen Sorten hin. Durch Vereinigung der Datenmenge des Clusters vervielfacht man die
Datenmenge, und gibt damit dem Netz eine bessere Generalisierungsmöglichkeit. Die Vor-
aussetzung, daÿ die Daten ein gleiches oder ähnliches Problem modellieren, ist durch die
Zugehörigkeit zu einem Cluster &i erfüllt. In der graphischen Veranschaulichung ist der von
NetCluster prognostizierte Verlauf entsprechend wesentlich glatter als der Verlauf der von
NetSorte prognostizierten Sorte. Wie im Fall der Sorten S<x>H bzw. S
<x>
L kann es natür-
lich sein, daÿ das Netz die tatsächlichen oder vermeintlichen (Overtting) Eigenschaften der
Sorte erkennt und damit eine relativ gute Approximation erreichen kann.
Die letzte Frage nach der Verbesserung des Testfehlers nach Vereinigung der Datenmenge
eines Clusters kann also bestätigt werden. Die Möglichkeit einer Klassizierung der Sorten in
Cluster und dem anschlieÿenden Training und Einsatz von NetCluster lohnt sich vor allem in
denjenigen Fällen, wenn die Anzahl der Trainingsmuster objektiv gesehen zu gering ist, um
bereits Eigenschaften der Zeitreihe wie Trend oder Periode mit Sicherheit durch ein neuro-
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nales Netz ermitteln zu können. Die Methode ist hierbei vorteilhaft hinsichtlich der Glättung
(Verringerung des Einusses von abweichenden Werten, Verringerung des Rauschens) und
Generalisierung (Vermeidung von Overtting). Der Vorteil dieses Verfahrens wird vereinzelt
mit der Vergröÿerung des Testfehlers für relativ gut approximierte Zeitreihen erkauft.
6.4 Prognose der Zeitreihen
6.4.1 smartPlan: Prognose von Auftragsmengen in der Zementindustrie
Um die Leistungsfähigkeit der neuronalen Netze zu überprüfen, wurde für jede betrachtete
Zementsorte dasjenige Netz mit dem jeweils kleinsten F TestSorte und dem korrespondierenden
F TrainSorte betrachtet. Im Vergleich dazu stehen die beschriebenen statistischen Verfahren,
eine einfache lineare Regression, das Verfahren des Moving Average MA(m) für die Intervall-
breiten m=3, m=5 und m=7 sowie ARMA(p,q)-Prozesse. Die Tabellen zeigen die Gegen-
überstellung der Vorhersageergebnisse der neuronalen Netze mit den statistisch ermittelten
Prognosedaten.
Sorte F TestSorte(%) F

TrainSorte
(%) F TestCluster(%) bestes stat. Verfahren (%)
S<x>B 27,12 14,89 23,18 20,27
S<x>H 34,26 9,06 41,89 29,33
S<x>I 53,59 6,16 46,87 48,21
S<x>J 21,07 5,92 21,96 16,95
S<x>K 54,30 13,62 48,95 33,02
S<x>L 24,91 20,18 30,37 19,42
S<x>N 21,09 6,60 19,01 16,92
S<x>Q 29,69 8,06 17,01 21,91
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Sorte lin. Reg.(%) MA(3)(%) MA(5)(%) MA(7)(%) ARMA(p,q)(%)
S<x>B 20,27 24,64 22,80 22,89 23,92
S<x>H 31,92 30,36 29,33 31,58 29,98
S<x>I 50,01 50,01 48,21 48,45 50,82
S<x>J 16,95 21,94 21,11 21,18 27,61
S<x>K 33,02 38,51 36,45 33,83 36,33
S<x>L 19,42 23,92 24,37 22,82 23,00
S<x>N 16,92 18,80 21,45 22,51 26,56
S<x>Q 21,91 25,72 22,97 23,73 31,21
Sorte F TestSorte(%) F

TrainSorte
(%) bestes stat. Verfahren (%)
S
<y>
A 34,92 21,92 48,24
S
<y>
C 39,70 32,40 55,45
S
<y>
G 47,31 36,80 56,12
S
<y>
I 31,61 30,24 40,59
S
<y>
J 25,43 22,42 41,98
Sorte lin. Reg.(%) MA(3)(%) MA(5)(%) MA(7)(%) ARMA(p,q)(%)
S
<y>
A 65,80 72,27 71,61 61,14 48,24
S
<y>
C 57,07 66,21 65,17 55,45 57,69
S
<y>
G 73,32 80,28 80,33 66,42 56,12
S
<y>
I 67,41 65,41 64,72 53,58 40,59
S
<y>
J 58,05 62,68 62,87 52,43 41,98
In der ersten und dritten Tabelle sind die jeweils besten Trainingsergebnisse der neurona-
len Netze demjenigen statistischen Verfahren mit dem jeweils kleinsten relativen Testfehler
gegenübergestellt, die zweite und vierte Tabelle zeigt die relativen Testfehler aller verwende-
ten statistischen Verfahren im Überblick.
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Wie bereits am Anfang des Kapitels bemerkt, ist die Menge an verfügbaren Trainingsmustern
des Unternehmens <x> im Vergleich zu <y> eher gering. Damit lassen sich die Unterschiede
in den Ergebnissen erklären:
 Der Trainingsfehler der Sorten von <x> ist oft signikant kleiner als derjenige der
Sorten von <y>. Aufgrund der geringen Anzahl der Datensätze tendiert das neurona-
le Netz bei <x> eher zur Übergeneralisierung. Die wenigen vorhandenen Datensätze
werden auswendig gelernt, eventuell ohne alle Zusammenhänge korrekt zu erfassen.
Bei <y> zeigt der hohe Trainingsfehler hingegen, daÿ besser generalisiert wurde.
 Für die Sorten von <x> konnte mindestens ein statistisches Verfahren in jedem Fall
einen kleineren Testfehler als das jeweils beste neuronale Netz liefern, d.h. ein sta-
tistisches Verfahren war in jedem Fall überlegen. Die Ursache hierfür ist wiederum
vorrangig in der geringen Datenmenge zu suchen: das neuronale Netz kann keine hin-
reichend gute Generalisierung durchführen. Der vom Netz prognostizierte Kurvenver-
lauf schwankt wie der tatsächliche Verlauf der Zeitreihe sehr stark, während die sta-
tistischen Verfahren eher glattere Zeitreihenverläufe vorhersagen. Erhöht man wie im
vorangehenden Kapitel erläutert die Trainingsmenge durch Zusammenfassung der Da-
ten von Zeitreihen mit ähnlichem Verlauf und trainiert darauf ein gemeinsames Netz
NetCluster, so können immerhin in zwei von acht Fällen mit statistischen Verfahren
vergleichbare Testfehler sowie in weiteren zwei Fällen sogar geringere Testfehler erzielt
werden. Damit sind neuronale Netze den statistischen Verfahren nur in vier von acht
Fällen unterlegen.
Im Fall von <y> sind die statistischen Verfahren den neuronalen Netzen in allen fünf
Fällen unterlegen. Der Grund hierfür liegt für die Verfahren der linearen Regression und
des MA(x) in den periodischen Schwankungen der Zeitreihen innerhalb kurzer Zeitin-
tervalle, welche von diesen statistischen Verfahren aufgrund ihrer zu starken Glättung
nur schwer modellierbar sind. Lineare ARMA-Prozesse berücksichtigen hingegen solche
Schwankungen, was in einem deutlich kleineren Testfehler resultiert. Trotzdem liefern
auch sie schlechtere Lernergebnisse als neuronale Netze.
Oensichtlich liegen den Zeitreihen komplexere Zusammenhänge zugrunde, die durch
lineare Verfahren nicht modellierbar sind. Die neuronalen Netze hingegen erkennen
solche bestehenden Zusammenhänge.
Die von einem neuronalen Netz vorhergesagten Werte sind mit einem relativen Testfeh-
ler zwischen 15-50% behaftet. Die Ursache für eine solche groÿe Abweichung liegt in der
Modellbildung. Die prinzipielle Fähigkeit der Netze ist es, verborgene Zusammenhänge zwi-
schen Ein- und Ausgabedaten zu ermitteln und diese zu modellieren, ohne daÿ eine explizite
Bildungsvorschrift oder Formel vorliegt. Die Modelle der Auftragsmengenprognose besitzen
zwei Eigenschaften, welche direkt im Widerspruch zur Erfüllung dieser Aussage stehen:
 Es ist nicht vollständig bekannt, welche Einuÿgröÿen den Zementverkauf steuern. Die
Auftragsmengen sind wie bereits erläutert wochentags- und monatsabhängig, d.h. der
Wochentag und der Monat sind solche relevanten Eingabegröÿen. Eine weitere Varia-
ble könnte die Auÿentemperatur bzw. die Niederschlagsmenge im Produktionsgebiet
sein, welche die Verkäufe in der Baubranche beeinuÿt. Eine durchgeführte statistische
Untersuchung konnte dies jedoch nicht beweisen. Weitere Gröÿen sind nur noch spe-
kulativ. Das bedeutet, daÿ bereits das Datenmodell für eine Prognose möglicherweise
nur unvollständig ist, da die internen Wirkungszusammenhänge nicht einmal qualitativ
bekannt sind. Dieser Nachteil beeinuÿt natürlich die Güte der Prognose.
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 Die Vorhersage erfolgt zusätzlich zum inkompletten Datenmodell lediglich autokorre-
liert, d.h. für die Prognose einer Auftragsmenge einer Sorte steht ausschlieÿlich eine
Menge von Auftragsdaten aus früheren Zeiträumen zur Verfügung. Es können lediglich
die Einuÿgröÿen Wochentag und Monat zusätzlich (als einzige) Eingabevariablen in
das Datenmodell aufgenommen werden.
Aus diesem Grund können nur Zusammenhänge modelliert werden, die
1. aus den Einuÿgröÿen Wochentag und Monat resultieren, z.B. Perioden,
2. aus dem vergangenen Zeitreihenverlauf resultieren, z.B. Trends.
Das Netzmodell geht weiterhin von einer Strukturinvarianz der Zeitreihe aus, welche aber
nicht gegeben sein muÿ. Man kann folglich aufgrund der fehlenden Einuÿgröÿen nicht vor-
aussagen, zu welchem Zeitpunkt ein ansteigender Trend wieder abfällt. Plötzliche oder drif-
tende Strukturbrüche aufgrund externer Einüsse können von einem neuronalen Netz nicht
berücksichtigt werden, da es nicht über die nötigen Einuÿgröÿen verfügt. Aus diesem Grund
kann auch keine höhere Approximation erreicht werden, weil die Ursache für die vergleichbar
kleineren Schwankungen der Zeitreihe nicht bekannt ist und deshalb als zufällig interpretiert
werden muÿ. Versucht das Netz, diese imaginären Zusammenhänge dennoch zu erlernen,
ist dies unter Umständen sogar falsch, da der gelernte Sachverhalt nicht zwingend aus den
dem Netz bekannten Eingabegröÿen (vergangenen Daten) resultiert. Deswegen ist der Test-
fehler für eine Sorte stets kritisch zu betrachten. Im folgenden Abschnitt wird noch gezeigt,
wie sich die Prognose bei plötzlichen Verlaufsänderungen von Zeitreihen verhält. In diesem
Fall kann als einzige Möglichkeit lediglich ein Nachtraining des Netzes auf der Grundlage der
neuen Daten erfolgen, um den neuen Strukturverlauf modellieren zu können.
Zusammenfassend kann gesagt werden, daÿ die Vorhersagegenauigkeit von Auftragsmen-
gen mittels neuronaler Netze gegenüber statistischen Verfahren bei ausreichender Menge von
Trainingsmustern vergleichbare oder bessere Ergebnisse liefert. Ist die Anzahl der Trainings-
muster zu gering, tendieren neuronale Netze zur Übergeneralisierung und sind schlechtere
Vorhersager als statistische Verfahren. Neuronale Netze sind in der Lage, Gesetzmäÿigkei-
ten aus dem vergangenen Verlauf der Zeitreihe zu erkennen und geeignet zu approximieren.
Der hauptsächliche von neuronalen Netzen beanspruchte Vorteil, unbekannte komplexe Zu-
sammenhänge zu erkennen, konnte bei der Auftragsmengenprognose aufgrund des Fehlens
externer Einuÿgröÿen im Datenmodell jedoch nicht ausreichend genutzt werden. Die Ein-
üsse externer Variablen können vielmehr bei einer autokorrelierten Prognose nicht model-
liert werden und bei neuronalen Netzen insbesondere bei geringen Datenmengen aufgrund
von Übergeneralisierung deren Testfehler vergröÿern.
6.4.2 smartViso: Prognose von Kieferentwicklungen
Im Fall der Kieferprognose existieren für eine Anzahl von Patienten mehrere Meÿpunkte für
bestimmte Strecken, Punkte und Winkel des Kieferknochens. Die Meÿdaten für jeweils einen
spezischen Meÿpunkt (-strecke,-winkel) wurden für alle Patienten auf ein einheitliches Ni-
veau skaliert, um eine Vergleichbarkeit zu ermöglichen. Nach dem Training sollte das Netz in
der Lage sein, den Meÿwert aus den bereits bekannten Meÿwerten eines Patienten für einen
zukünftigen Zeitpunkt vorhersagen zu können. Die Tabelle zeigt die Trainingswerte für einige
Meÿwerte aus dem kompletten Datensatz eines Kiefers. Die Abkürzungen prä und post
bedeuten entsprechend dem präoperationalen bzw. postoperationalen Verlauf der Zeitreihe.
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Meÿpunkt F TestMepunkt(%) F

TrainMepunkt
(%) bestes stat. Verfahren (%)
bc prä 2,83 0,62 3,74
bc post 2,17 0,18 2,89
nn2 prä 10,89 5,86 18,28
nn2 post 15,07 4,13 14,04
ss2 prä 41,05 4,31 36,70
ss2 post 28,84 2,71 33,28
pp2 prä 30,28 0,01 29,74
pp2 post 38,24 6,24 38,54
Sorte lin. Reg.(%) MA(3)(%) MA(5)(%) MA(7)(%) ARMA(p,q)(%)
bc prä 3,74 6,03 5,27 4,78 6,28
bc post 2,98 3,33 3,21 3,32 2,89
nn2 prä 18,28 22,42 19,16 19,25 24,94
nn2 post 14,04 16,98 17,28 15,72 20,38
ss2 prä 36,70 47,48 49,58 44,74 42,23
ss2 post 33,28 35,63 37,69 40,71 46,74
pp2 prä 29,74 38,49 39,88 35,45 37,57
pp2 post 38,54 46,98 52,98 48,78 52,56
Wie die Ergebnisse zeigen, sind neuronale Netze in den meisten Fällen bessere Vorhersa-
ger als statistische Verfahren. In wenigen Fällen sind die Resultate etwa gleichwertig.
Im Vergleich zur Zeitreihenprognose der Auftragsmengen in der Zementindustrie lassen
sich folgende Kriterien feststellen:
 Es ist ebenfalls nicht vollständig bekannt, welche Einuÿgröÿen die Kieferentwicklung
in welcher Weise steuern. Man kann jedoch bei denjenigen Meÿwerten, bei denen deren
zeitliche Entwicklung bei nahezu allen Patienten ähnlich verläuft, davon ausgehen, daÿ
die Abhängigkeit der Kieferentwicklung formal nur vom aktuellen Zeitpunkt sowie den
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vergangenen Meÿwerten angenommen werden kann. Damit ist in diesem speziellen Fall
das Datenmodell signikant weniger komplex als das Datenmodell der Auftragsprogno-
se. Mit einer autokorrelierten Prognose, also einer Berücksichtigung der Datenpunkte
vergangener Zeiträume sowie einer zusätzlichen Zeiteingabe kann dieses reduzierte Da-
tenmodell bereits beschrieben werden. Während also bei unterschiedlichen Entwicklun-
gen bestimmter Meÿwerte bei unterschiedlichen Patienten das Problem des adäquaten
Datenmodells wie bereits bei der Auftragsprognose beschrieben auftritt, können bei
ähnlichen Entwicklungen von Meÿwerten unterschiedlicher Patienten reduzierte Da-
tenmodelle angenommen werden.
 In der Zeitreihe können (abgesehen von der Kieferoperation) zumindest keine plötz-
lichen Strukturbrüche auftreten, da externe Einüsse sich weniger gravierend auf die
Entwicklung auswirken und diese folglich nur driftenden Änderungen unterliegt. Mit
der Prämisse der Strukturinvarianz ist das neuronale Netz wesentlich besser in der
Lage, die xen Zusammenhänge zu erlernen.
Mit diesen Prämissen können insbesondere bei vielen Patienten ähnlich verlaufende Ent-
wicklungen von Datenpunkten mit neuronalen Netzen gut modelliert werden. Die stets wie-
derkehrenden Zusammenhänge können vom neuronalen Netz erkannt und approximiert wer-
den. Bei Zeitreihen mit unterschiedlichen Verläufen bei verschiedenen Patienten ist das Pro-
gnoseergebnis entsprechend schlechter. Durch diese Tatsache sind auch die Unterschiede in
den Testfehlern verschiedener Datenpunkte zu erklären.
Im Fall der Anwendung neuronaler Netze in der Kieferdatenprognose konnte deren Über-
legenheit gegenüber statistischen Verfahren gezeigt werden. Dieses Ergebnis ist insbesondere
auf einen geringeren Einuÿ externer, unbekannter Einuÿgröÿen auf die Zeitreihenentwick-
lung sowie daraus resultierend das Fehlen plötzlicher Strukturbrüche im Verlauf zurückzu-
führen.
6.5 Vergleich der Netztypen hinsichtlich ihrer Eigenschaften
6.5.1 Vorhersage FTest; FTrain
In den Untersuchungen sollte die Prognosefähigkeit der verwendeten Netztypen untereinan-
der verglichen werden. Insbesondere waren folgende Fragen interessant:
 Welcher Netztyp hat eine gute Approximationsfähigkeit, minimiert also FTrain?
 Welcher Netztyp hat eine gute Generalisierungsfähigkeit, minimiert also FTest?
 Kann man Netztypen nach Eignung für bestimmte Problemklassen unterscheiden?
In den durchgeführten Testläufen konnte keine oensichtliche Überlegenheit eines Netz-
typs über einen anderen festgestellt werden. Es gibt folglich keinen universell überlegenen
Netztyp oder sogar ein überlegenes spezisches Netz. Die Begründung dafür läÿt sich fol-
gendermaÿen nden: Es ist gezeigt, daÿ Backpropagation-Netze universelle Approximierer
sind, d.h. es kann jede beliebige dierenzierbare Funktion sowie mit Einschränkungen auch
stückweise dierenzierbare Funktionen mit beliebiger Genauigkeit approximiert werden (Cy-
benko, 1988; Funahashi, 1989; Hornik et al., 1989,1990). Vorausgesetzt ist dabei, daÿ die
Komplexität des Netzes als nach oben unbeschränkt angenommen wird. Es existiert ebenso
ein formaler Beweis, daÿ RBF-Netze universelle Approximierer sind (Park, Sandberg, 1991).
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(Aufgrund der spezischen Architektur der Cascade-Correlation-Netze wird angenommen,
daÿ nicht alle Lernprobleme gelöst werden können. (Der, 1999). Bei den betrachteten Zeitrei-
hen wurde jedoch kein solches Problem festgestellt.)
Das legt die Schluÿfolgerung nahe, daÿ zu einem RBF-Netz stets ein korrespondierendes
Backpropagation-Netz (Cascade-Correlation-Netz) existiert, welches jeweils die gleiche Funk-
tionsapproximation liefert, und umgekehrt. Aus diesem Grund kann auch keine in spezischen
Lernproblemen überlegene Netzarchitektur ermittelt werden.
Die unterschiedliche Architektur und Funktionsweise der Netze bedingen jedoch gewisse Un-
terschiede im Approximations- und Generalisierungsverhalten. Das Backpropagation-Netz
(Cascade-Correlation-Netz) generiert eine globale Approximierung der Lernfunktion über
dem gesamten Eingaberaum, unabhängig davon, ob in einem spezischen Teilbereich des
Eingaberaumes Trainingsmuster vorhanden sind oder nicht. Die RBF-Netze hingegen appro-
ximieren lokal in denjenigen Bereichen des Eingaberaumes, in denen auch Trainingsmuster
vorkommen. Um eine adäquate globale Approximierung des Eingaberaumes zu erreichen,
muÿ die Anzahl der verwendeten radialsymmetrischen Aktivierungsfunktionen relativ hoch
sein. Im folgenden sind die Approximationsfunktionen der beiden Netztypen Backpropaga-
tion und Radial Basis Function (2.38) gegenübergestellt:










FRBF (X;W ) =
cX
i=1
bi  hi(k X  Wi k ):
Dabei sind '() die sigmoiden Aktivierungsfunktionen, wij das synaptische Gewicht von Neu-
ron i zum Neuron j. Das Neuron a ist das Ausgabeneuron, während die Neuronen e die Einga-
beneuronen sind. Während also FBP (X;W ) ein Schema geschachtelter sigmoider Funktionen
darstellt, ist FRBF (X;W ) die Summe gaussförmiger Funktionen. Ausgehend vom Charakter
dieser beiden grundsätzlichen Funktionstypen ist zu erwarten, daÿ Backpropagation-Netze
(Cascade-Correlation-Netze) eine höhere Tendenz zum Übergeneralisieren(Overtting) ge-
genüber RBF-Netzen aufweisen. Mit anderen Worten, die erstgenannten Netztypen sind die
besseren Approximierer. Experimentell konnte bestätigt werden, daÿ Backpropagation-Netze
eine wesentlich höhere Tendenz zum Overtting haben und daÿ der Trainingsfehler meist si-
gnikant kleiner als der Testfehler ist. Andererseits erwiesen sich RBF-Netze aufgrund des
glatteren Approximationsfunktionsverlaufs als bessere Generalisierer. Insbesondere waren
Trainings- und Testfehler nicht signikant unterschiedlich.
Die Generalisierungsfähigkeit von Backpropagation-Netzen kann jedoch verbessert werden,
indem der Anstieg der sigmoiden Aktivierungsfunktionen generell verringert wird. Damit
geht zunehmend der Schwellencharakter der Aktivierungsfunktionen verloren, im Extremfall
erhält man eine lineare Funktion. Andererseits kann durch Verringerung der Varianz der
gaussförmigen Aktivierungsfunktionen sowie eine Erhöhung der Anzahl c der Aktivierungs-
funktionen eine bessere Approximierungsfähigkeit der RBF-Netze erreicht werden (höher-
auösendes Kohonengitter).
Zusammenfassend kann gesagt werden, daÿ Backpropagation-ähnliche Netze zu einer bes-
seren Approximierung neigen, während RBF-Netze durch einen glatteren Approximations-
funktionsverlauf eher eine bessere Generalisierung erreichen. Es konnte kein prinzipiell über-
legener Netztyp für ein bestimmtes Lernproblem ermittelt werden.
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6.5.2 Verhalten gegenüber untypischen Trainingsmustern
Die vorhandenen Netztypen wurden auf ihr Vorhersageverhalten im Bezug auf nicht trainier-
te Eingabemuster untersucht, d.h. Daten aus Teilbereichen des Eingaberaumes, aus welchen
beim Training kein Daten zur Verfügung standen. In der Praxis kann ein solcher Sachverhalt
auftreten, wenn plötzliche oder driftende Strukturbrüche aufgrund externer Einüsse den
Verlauf der Zeitreihe plötzlich ändern.
Der Vergleich der Approximationsfunktionen der beiden prinzipiellen Netztypen Backpropa-
gation und Radial Basis Function zeigte in der Untersuchung ein unterschiedliches Verhalten.
Durch den globalen Approximierungscharakter der Backpropagation-Netze kann FBP (X;W )
in Teilbereichen des Eingaberaumes, in denen während des Netztrainings keine Trainings-
muster vorkamen, relativ unvorhersagbare Ergebnisse liefern. Diese können die tatsächlichen
Werte der approximierten Funktion grob annähern. Mit zunehmender Entfernung von den
Bereichen des Eingaberaumes, in denen Trainingsmuster vorliegen, steigt der Testfehler stark
an. Die Tatsache, daÿ FBP (X;W ) im festgelegten Wertebereich nahezu beliebige Ergebnisse
liefern kann, erschwert die Erkennung untypischer Eingabemuster, auf deren Grundlage die
Vorhersage nur bedingt als zuverlässig zu betrachten ist. Strukturbrüche in mit Backpropa-
gation trainierten Zeitreihen sind daher nur schwer erkennbar.
Aufgrund des lokalen Approximierungscharakters der RBF-Netze verhalten sich diese bei
untypischen Eingabemustern anders. Da in diesem Fall für jede Aktivierungsfunktion hi mit
ihrem Gewichtsvektor Wi der Betrag k X   Wi k sehr groÿ ist, fällt die Gaussfunktion
mit zunehmendem Abstand vom Mittelwert Wi auf Null ab. Aus diesem Grund liefert ein
RBF-Netz für Teilbereiche des Eingaberaumes, für die zum Training keine Trainingsmuster
vorlagen, Werte nahe Null. Damit kann die Zuverlässigkeit der Vorhersage einfacher über-
prüft werden.
Einige Lösungsvorschläge für diese Problematik nden sich im Abschnitt 7.2 (Vorhersage der
Fehlergenauigkeit mittels FBN), S.86.
6.5.3 Nachtraining von Netzen
Wenn wie im vorigen Abschnitt beschrieben die Zeitreihe ihren Verlauf ändert, steigt der
Testfehler des trainierten Netzes bei der Vorhersage an. Im Extremfall kann die Prognose
nach einiger Zeit völlig unbrauchbare Ergebnisse liefern. Diesem Problem wird durch ein
Nachtraining des Netzes auf der Grundlage der sich im zeitlichen Verlauf neu ergebenden
sowie der bisherigen Daten begegnet. Dabei sollen einerseits die neuen Zusammenhänge er-
lernt werden, bereits bestehende jedoch eventuell nicht verlernt werden. Andererseits werden
durch die Änderung des Verlaufs bisher richtig erkannte und gelernte Zusammenhänge un-














Backpropagation 19,35 47,40 38,55 22,84
Cascade Correlation 20,72 50,56 39,96 23,42
Radial Basis Function 20,28 44,75 38,57 19,13
Die Tabelle zeigt die Trainingsergebnisse für eine Zeitreihe, bei welcher sich ab einem
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gewissen Zeitpunkt sprunghaft der Trend und die Periode ändern. Die Komplexität des
Lernproblems vor und nach dem Zeitpunkt der Änderung der Dynamik ist dabei jeweils
gleich.
Die jeweiligen Netztypen werden zunächst auf den Trainingsmustern des ersten Abschnit-
tes A (vor dem Zeitpunkt der Änderung der Dynamik der Zeitreihe) trainiert. Der dabei
erhaltene minimale Testfehler ist mit F (NetzA)TestA bezeichnet. Nachdem dem jetzt trainierten
Netz die Trainingsmuster des zweiten Abschnittes B (nach dem Zeitpunkt der Änderung
der Dynamik der Zeitreihe) präsentiert werden, verschlechtert sich der Testfehler F (NetzA)TestB
erwartungsgemäÿ, da das Netz weiter die Dynamik des ersten Abschnittes vorhersagt.
Anschlieÿend wird das gleiche Netz auf folgende Weise nachtrainiert: jedes der nach seiner
zeitlichen Reihenfolge des Auftretens sortierten Trainingsmuster des Abschnittes B wird dem
Netz vorgelegt. Dieses trainiert wiederholt mit einer geringen Lernrate dieses Trainingsmu-
ster. Das Nachtraining ist abgeschlossen, wenn alle Trainingsmuster des Abschnittes B den
Trainingsprozeÿ durchlaufen haben. Die geringe Lernrate bewirkt, daÿ bestehende Zusam-
menhänge nicht sofort durch neue Zusammenhänge zerstört werden, sondern nur dann, wenn
sie langfristig nicht mehr auftreten. Der Testfehler F (NetzB)TestB zeigt, daÿ das Netz die neuen
Zusammenhänge korrekt erlernt hat. Der Abschnitt A wird hingegen nicht mehr korrekt




In den Untersuchungen zeigte sich, daÿ neuronale Netze nach einem Training unter Hin-
zunahme der durch die sich neu ergebenen Strukturzusammenhänge erhaltenen Datenmenge
ausreichend gut in der Lage sind, sich ändernde Zusammenhänge zu modellieren. In der
Praxis erönet dies die Möglichkeit, ein kontinuierliches Training eines Netzes mit dem zeit-
lichem Fortlauf der Zeitreihe durchzuführen. In festgelegten zeitlichen Abständen könnte ein
Nachtraining erfolgen, und so die Gefahr der Verschlechterung des Testfehlers durch Struk-
turbrüche vermieden werden.
6.5.4 Geschwindigkeit
Prinzipiell gilt, daÿ mit zunehmender Komplexität des Netzes, also wachsender Anzahl von
Schichten, Verbindungen und Neuronen, die Trainingsgeschwindigkeit dramatisch abnimmt.
In der Tabellen sind für die Sorte S<y>A die gemessenen Trainingszeiten dargestellt. Für
jeweils alle 345 Trainingsmuster wurden 500 Trainingszyklen mit dem Netztyp Backpropa-
gation durchlaufen. Beim Radial Basis Function Netz wurden entsprechend 500 Trainings-
zyklen für das Training des Kohonen-Teilnetzes und weitere 500 Trainingszyklen für das
Training des Backpropagation-Teilnetzes durchgeführt. Da das Cascade Correlation Netz
seine Struktur ausgehend von einem minimalen Netz dynamisch erzeugt, wurde dieser Netz-
typ von der Auswertung ausgenommen. Aufgrund der sehr schmalen Netztopologie ist es dem
Backpropagation-Netz hinsichtlich der Geschwindigkeit überlegen. Beim hybriden RBF-Netz
wurde die akkumulierte Trainingszeit für das Kohonen-Teilnetz und das Backpropagation-
Teilnetz betrachtet. Es zeigt sich, daÿ die Trainingszeit in etwa linear von der Anzahl der
Verbindungen im Netzwerk abhängt.
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Netztyp Verbindungen Neuronen Schichten Zeit(s)
Backpropagation 30 11 1 4
Backpropagation 60 16 1 7
Backpropagation 85 21 2 10
Backpropagation 120 26 1 11
Backpropagation 185 31 3 18
Backpropagation 300 56 1 27
Backpropagation 600 106 1 58
Backpropagation 1510 116 2 93
Netztyp Verbindungen Neuronen Schichten Zeit(s)
Radial Basis Function 54 15 1 24
Radial Basis Function 96 22 1 36
Radial Basis Function 150 31 1 52
Radial Basis Function 216 42 1 72
Radial Basis Function 294 55 1 90
Kapitel 7
Verbesserungsmöglichkeiten
7.1 Kompensation fehlender Eingabewerte mittels EVN
Bei der Prognose von Zeitreihen geht man im allgemeinen vom Fall aus, daÿ die für das Nach-
training zur Verfügung stehende Datenmenge vollständig ist. Genauer, will man den Wert
xt+1 der Zeitreihe vorhersagen, so setzt man voraus, daÿ der Eingabevektor (xt; :::; xt l)
vollständig ist, d.h. die Vektorkomponenten xt; :::; xt l sind bekannt.
Bespielsweise kann es beim Einsatz von smartPlan, wie im Abschnitt 5.3.6 (Auftragsprogno-
semodul), S.64 beschrieben, zu mehr oder weniger groÿen Unterbrechungen in der zeitlichen
Abfolge der gelaufenen Ist-Pläne kommen. Dementsprechend sind nicht alle vergangenen
Werte der Zeitreihe verfügbar und die Eingabevektoren für die Prognose der Auftragsmen-
gen können nur unvollständig gebildet werden. Neuronale Netze sind durch ihre Arbeitsweise
in der Lage, solche Defekte in gewissem Maÿe zu kompensieren. Es ist klar, daÿ wenn signi-
kant viele Komponenten xi; i = t; :::; t   l für die Bildung des Eingabevektors nicht zur
Verfügung stehen, auch keine Prognose erfolgen kann. Für den Fall jedoch, daÿ nur wenige
xi aus dem Eingabevektor fehlen, kann eine Netzprognose dennoch möglich sein, wenn auch
mit einer höheren Fehleranfälligkeit.
Im folgenden werden Möglichkeiten für eine Kompensation fehlender Werte in den Eingabe-
vektoren vorgestellt. Diese Aufgabe erfüllt neben dem ursprünglichen neuronalen Netz PN,
welches die eigentliche Prognose durchführt, ein zweites, korrespondierendes neuronales Netz.
Es soll im weiteren als Eingabevervollständigungsnetz EVN bezeichnet werden.
7.1.1 Klassikation des Eingabevektors mittels Kohonennetz als EVN
Man kann versuchen, den vervollständigten Eingabevektor über Ähnlichkeiten mit anderen
vorhandenen Eingabevektoren zu nden. Dazu kann das Kohonennetz als Klassikator ein-
gesetzt werden. Das PN wird wie bisher auf den vorhandenen Trainingsmustern trainiert.
Parallel wird dazu ein Kohonennetz auf den gleichen Trainingsmustern trainiert. Jedem Ein-
gabevektor aus dem Eingaberaum kann also mittels des Kohonennetzes ein naheliegender
Referenzvektor zugeordnet werden. Nach Abschluÿ des Trainings werden beide Netze, so-
wohl das PN als auch das korrespondierende EVN, zusammen abgespeichert.
In der Prognosephase wird dem PN wie bisher der eventuell unvollständige Eingabevektor
XUncomplete vorgelegt. Ist dieser in seinen Komponenten vollständig, dann führt das PN die
Prognose wie bisher durch, das EVN wird in diesem Falle nicht benötigt. Andererseits, ist
XUncomplete wenig vollständig (es fehlt eine signikante Anzahl seiner Komponenten), so
wird aufgrund der zu hohen Fehleranfälligkeit keine Prognose durchgeführt. Tritt keiner der
beiden Fälle ein, dann ist der Eingabevektor in seinen Komponenten im wesentlichen voll-
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ständig, enthält jedoch einige unbestimmte xi.
Der Eingabevektor XUncomplete wird dem EVN vorgelegt. Das Siegerneuron s des Kohonen-
netzes kann jetzt nicht wie bisher durch das Finden des am nächsten zum Eingabevektor
liegenden Referenzvektors ms bestimmt werden, da aufgrund der Unvollständigkeit des Vek-
tors keine euklidischen Abstände mehr berechnet werden können.
Sei BCOMP = fx(j)i g; i 2 t; :::; t   l die Menge der in XUncomplete bestimmten Kom-









T . Dann wird dasjenige Neuron s zum Siegerneuron, dessen Referenz-












2;8k 6= s; x(j)i 2 BCOMP: (7.1)
Damit wird dem unvollständigen Eingabevektor XUncomplete der ihm ähnlichste Referenz-
vektor zugeordnet. Dieser ist in allen seinen Komponenten vollständig und kann seinerseits
als Eingabevektor für das PN zur Vorhersage verwendet werden.
7.1.2 Prognose des vollständigen Eingabevektors mittels EVN
Ausgehend von einem partiell unvollständigen Eingabevektor soll der korrespondierende voll-
ständige Eingabevektor, der seinerseits für die eigentliche Prognose mit dem PN verwendet
wird, durch ein Netz vorhergesagt werden. Das PN wird wie bisher auf den Trainingsmustern
trainiert. Das korrespondierende EVN wird parallel trainiert. Es erhält als Eingabe die glei-
chen n-dimensionalen Eingabevektoren Xi wie das PN. Dabei werden jetzt jedoch willkürlich
Komponenten dieser Eingabevektoren als unbestimmt festgelegt, und anstelle der entfernten
Vektorkomponente x(j)i wird an der j-ten Dimension eine Null in den Eingabevektor ein-
getragen. Weiterhin besitzt jetzt die Eingabeschicht des EVN neben den ursprünglichen n
Neuronen für den Eingabevektor nun weitere n Eingabeneuronen. Diese jeweils einer Dimen-
sion des Eingabevektors zugeordneten Schaltneuronen dienen dazu, dem Netz mitzuteilen,
ob die jeweilige Komponente bestimmt oder unbestimmt ist. Für den Fall der Bestimmtheit
der Dimension j des Eingabevektors liegt am Eingabeneuron n+j der Wert 1 an, sonst -1.
Als zu einem unvollständigen Eingabevektor zugeordneten Ausgabevektor erhält das EVN
den vollständigen bekannten Eingabevektor. Das EVN wird folglich darauf trainiert, aus
einem unvollständigen Eingabevektor den vollständigen vorherzusagen. Der vorhergesagte
Ausgabevektor wird seinerseits als Eingabevektor im PN für die eigentliche Vorhersage ver-
wendet.
Die Abbildung (7.1) zeigt ein EVN, welches den unvollständigen Eingabevektor p ver-
vollständigt und das korrespondierende PN, welches auf dem vervollständigten Vektor eine
Prognose durchführt.
Das beschriebene Verfahren ist jedoch ungenau, da das EVN ebenfalls einen Testfehler
FTest(EV N) generiert, und sich somit die Fehler beider Netze multiplizieren.
7.2 Vorhersage der Fehlergenauigkeit mittels FBN
Neuronale Netze können im Idealfall eine Zeitreihe mit einer unbekannten Bildungsvorschrift
beliebig genau annähern, falls diese Bildungsvorschrift existiert. Bei natürlichen Zeitreihen,
welche hier verwendet werden, bestimmt naturgemäÿ der Einuÿ der Restkomponente, also
der Prozentsatz des Rauschens, die Vorhersagbarkeit. Je höher der Einuÿ dieser Restkom-
ponente ist, desto schlechter wird das Prognoseergebnis durch das neuronale Netz ausfallen.
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Abbildung 7.1: Vorhersage des vollständigen Eingabevektors aus einem partiell unvollstän-
digen Eingabevektor
Andererseits, je geringer ihr Einuÿ, desto genauer das prognostizierte Ergebnis. Wird ein
Netz auf einer derartigen Zeitreihe trainiert, so wird es auf der Basis der vorhandenen Daten
versuchen, die Bildungsvorschrift, das Pattern dieser Zeitreihe von der Restkomponente zu
trennen. Das auf diesem Pattern trainierte Netz generiere einen Testfehler FTest.
Nach Abschluÿ der Trainingsphase werden dem Netz neue, ihm unbekannte Eingabemuster
vorgelegt. Je genauer sie in die vom Netz trainierte Bildungsvorschrift passen, je typi-
scher oder bekannter sie für das Netz sind, desto besser die Vorhersage, da sie dem bisher
gelernten Verhalten entspricht. Das Netz wird auf deren Grundlage eine Ausgabe mit ei-
nem ähnlichen Testfehler FNewPatTest  FTest erzeugen. Angenommen jedoch, der Verlauf, das
Pattern der natürlichen Zeitreihe ändert sich aufgrund eines Strukturbruchs, d.h. die sich
aus den Trend-, Konjunktur- und Saisonkomponenten zusammensetzende Bildungsvorschrift
wird aufgrund der Änderung des Einusses der Eingabevariablen im Modell modiziert. Das
neuronale Netz bekommt in diesem Falle Eingabemuster, die ihm entweder als untypisch
oder als unbekannt vorkommen. Dementsprechend wird die Prognose schlechter ausfallen,
das das Netz auf diesen Mustern nur unzureichend oder überhaupt nicht trainiert ist, d.h.
FNewPatTest  FTest. Ein solcher Fall wurde bereits in den Abschnitten (6.5.2 und 6.5.3, S.82)
diskutiert.
Das beschriebene Problem stellt zwei zusätzliche Anforderungen an ein neuronales Netz:
1. Das Netz muÿ den externen Lehrer erkennen lassen, wann es ein spezielles Eingabe-
muster nicht prognostizieren kann, bzw. wenn solche Eingabemuster gehäuft auftreten,
wann das Netz nicht mehr sinnvoll vorhersagen kann.
2. Tritt der in 1. beschriebene Fall ein, muÿ ein Nachtraining des Netzes möglich sein,
d.h. ohne daÿ möglicherweise die bisherigen gelernten Zusammenhänge zerstört werden,
müssen neue hinzugelernt werden.
Die Erkennung untypischer Eingabemuster führt also verallgemeinert zu der Aufgabe, ne-
ben der eigentlichen Prognose eines Eingabemusters auch die Güte der Prognose zu bestim-
men, einfach gesagt, inwieweit der prognostizierte Wert auch glaubwürdig ist. Man könnte
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für den prognostizierten Wert einen Toleranzbereich angeben, dessen Gröÿe in Abhängigkeit
davon schwanken kann, als wie sicher die Prognose eingestuft wird.
Diese Aufgabe erfüllt ein zweites neuronales Netz, welches dem ursprünglichen Netz, welches
die Prognose durchführen soll, zugeordnet ist. Das erste Netz soll im weiteren als Progno-
senetz PN, das zweite als Fehlerbestimmungsnetz FBN bezeichnet werden.
7.2.1 Klassikation mittels Kohonennetz als FBN
Man kann für die Typisierung der Eingabemuster wiederum das Kohonennetz als Klassika-
tor verwenden. Parallel zum Training des PN, welches zur Vorhersage genutzt wird, muÿ auf
den gleichen Eingabevektoren ein FBN-Kohonennetz trainiert werden, welches diese Einga-
bedaten kartiert. Jedes der Eingabemuster kann also nach Konvergenz des Kohonenalgorith-
mus einem Neuron, dessen Gewichtsvektor das zugehörige Clusterzentrum charakterisiert,
zugeordnet werden. In einem abschlieÿenden Durchlauf mit allen Eingabevektoren wird der
durchschnittliche Abstand aller Eingabevektoren Xi zu ihren zugehörigen Referenzvektoren
mj der Siegerneuronen j bestimmt:
dKoh =
Pn
i=1 k Xi   (mj)i k
n
; j 2 f1; :::; cg: (7.2)
Dabei ist (mj)i der Gewichtsvektor mj des Siegerneurons j für den Eingabevektor Xi.
Beide Netze, das die Prognose durchführende PN-Netz sowie das korrespondierende FBN-
Netz, werden zusammen gespeichert.
In der Prognosephase wird der unbekannte Eingabevektor XNewPat beiden Netzen vorgelegt.
Während das PN die Prognose wie gewöhnlich durchführt, bestimmt das Kohonennetz wie-
derum das Siegerneuron j für XNewPat. Anschlieÿend wird der Abstand von XNewPat und
mj bestimmt:
dNewPat =k Xnewpat  mj k : (7.3)
Durch den Vergleich von dKoh und dNewPat kann man ein Maÿ dafür nden, inwieweit
XNewPat ein typischer Eingabevektor für das Netz ist. Dieses Maÿ kann als Gütemaÿ für die
Prognose verwendet werden.
Gibt man einen Toleranzbereich (den relativen Testfehler FRelTest(XNewPat) des PN) für




FRelTest : dNewPat  dKoh
FRelTest  (1 + (dNewPat 
dKoh
dKoh
))2 : dKoh  1:5  dNewPat > dKoh
keine Prognose : sonst
(7.4)
Dabei ist FRelTest der relative Testfehler des Netzes über allen Trainingsmustern. Im ersten
Fall ist also im Mittel der Eingabevektor XNewPat genausoweit von einem Referenzvektor
entfernt als die anderen Eingabevektoren, oder er liegt im Mittel sogar näher. Aus diesem
Grund wird auch der bisherige relative Testfehler des Netzes angegeben. Umgekehrt, ist
der Abstand signikant höher, so wird die Prognose nicht durchgeführt. Ist der Abstand
geringfügig höher, wird mit wachsendem Abstand der bisherige relative Testfehler um einen
quadratisch wachsenden Faktor vergröÿert. Die Toleranzgrenze von 50% ist in der Gleichung
(7.4) empirisch festgelegt.
7.2.2 Prognose des Testfehlers der Prognose
Die Idee besteht darin, auch den vom PN generierten Testfehler FTest von einem neuronalen
Netz vorhersagen zu lassen.
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Das PN wird wie im üblichen Prognoseverfahren auf den Trainingsmustern vollständig trai-
niert. Nach dem Training kann zu jedem Trainingsmuster die Abweichung des Soll-Wertes
(des Soll-Ausgabevektors) vom prognostizierten Wert, also dem Ist-Ausgabevektor, bestimmt
werden. Ein zweites neuronales Netz FBN mit nur einem Ausgabeneuron wird generiert (z.B.
Backpropagation), welches die gleichen Eingabevektoren wie das PN erhält. Im Unter-
schied zum PN sind jetzt anstatt der zugehörigen Ausgabevektoren die vom PN generierten
korrespondierenden Testfehler für den jeweiligen Eingabevektoren die neuen Soll-Werte. Das
FBN-Netz trainiert also, zu einem vorgegebenen Eingabevektor Xi den Betrag des Testfehlers
FTest(Xi) für diesen Vektor, welcher vom PN erzeugt wurde, vorherzusagen. In Abbildung
7.2 wird dieser Zusammenhang dargestellt.
Abbildung 7.2: PN und FBN zur Prognose des Testfehlers
Dieses Verfahren erscheint jedoch aufgrund der Tatsache, daÿ auch das FBN selbst einen
Testfehler FTest(FBN) erzeugt, relativ unsicher. Die Fehler beider neuronalen Netze multi-
plizieren sich hierbei. Aus diesem Grund ist das im vorigen Abschnitt vorgestellte Verfahren
vorzuziehen.
7.3 Komplexitätsreduktion neuronaler Netze
Während die Komplexität des gestellten Lernproblems invariant ist, kann die Komplexität
des korrespondierenden neuronalen Netzes durch Modikation der Netztopologie geändert
werden. Sie sollte so gut wie möglich mit der der Lernproblems korrespondieren. Ist die Netz-
topologie zu komplex, verliert das neuronale Netz seine Fähigkeit zur Generalisierung und
beginnt, die Trainingsdaten auswendig zu lernen (Overtting). Ist andererseits die Komple-
xität des neuronalen Netzes zu gering, so können unter Umständen nicht alle verborgenen
Zusammenhänge des Lernproblems vom neuronalen Netz erfaÿt werden. Die Topologie wird
durch die Anzahl der Schichten und der Neuronen in den Schichten festgelegt, und ist somit
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bei korrekt gelernten Zusammenhängen so gering wie möglich zu halten. Die Topologiemini-
mierung ist grundsätzlich auf zwei Wegen denkbar:
 dynamischer Aufbau des Netzes während des Lernprozesses
 Topologieverkleinerung eines bereits trainierten Netzes
Das Cascade-Correlation Netz erfüllt das erste Kriterium. Es startet mit einer minimalen
Topologie und fügt im Laufe des Lernprozesses sukzessive neue Schichten und Neuronen in
die bestehende Topologie ein. Das Verfahren bricht ab, wenn sich der Fehler des Netzes nur
noch geringfügig ändert. Damit hat das resultierende Netz eine für das gestellte Lernproblem
minimal erforderliche Komplexität.
Der entgegengesetzte Fall der Topologieverkleinerung wird auch als pruning des Netzes
bezeichnet. Die Verbindungsgewichte und nicht mehr mit dem Netz verbundene Neuronen
werden schrittweise entfernt, ohne daÿ die gelernten Zusammenhänge verloren gehen. Bei-
spielsweise können Verbindungen zwischen Neuronen mit betragsmäÿig sehr kleinen Gewich-
ten gelöst, und anschlieÿend nicht mehr verbundene Neuronen entfernt werden.
Das Entfernen von betragsmäÿig kleinen Gewichten kann sukzessive im Laufe des Lernpro-
zesses erfolgen. Parallel können während des Lernens auch betragsmäÿig zu groÿe Gewichte
mit einem zusätzlich addierten Term bestraft werden (Weight Decay, Abschnitt 2.3, S.15).
Ein Spezialfall des eben genannten Verfahrens ist das sogenannte input pruning [28]. In-
dem der Testfehler FTest des ungeänderten Netzes mit dem Testfehler F
(k)
Test nach Entfernung
des k-ten Eingabeneurons verglichen wird, kann eine Gröÿe E(k) = FTest   F (k)Test ermittelt
werden, welche die Relevanz der k-ten Eingabekomponente determiniert. Gilt E(k)  0, so
ist der Testfehler nach Eliminierung kleiner als der ursprüngliche Testfehler, damit kann
die k-te Eingabekomponente und ihre ausgehenden Verbindungen entfernt werden. Anders-
herum ist die k-te Eingabekomponente relevant, wenn E(k) < 0 gilt. Auf diese Weise kann
auch das minimal notwendige Datenmodell und damit auch die relevanten Eingabegröÿen
für ein gestelltes Lernproblem gefunden werden. Für die genauere Beschreibung existierender
Verfahren sei auf [25] und [28] verwiesen.
Kapitel 8
Zusammenfassung und Diskussion
8.1 Analyse des Datenmodells
In der Problematik eines optimalen Datenmodells konnte zunächst die Fähigkeit neuronaler
Netze gezeigt werden, für das Modell relevante von irrelevanten Eingabedaten zu trennen
und die bestehenden Zusammenhänge korrekt zu modellieren. Durch Berücksichtigung aller
bekannnten und möglichen Eingabeparameter können hinreichend gute Prognoseergebnisse
erreicht werden.
Für ein optimales Prognoseergebnis ist jedoch dem theorielosen Ansatz ein minimales Da-
tenmodell vorzuziehen, welches alle wirklich für das Modell relevanten Eingabeparameter
enthält. Unwichtige und redundante Informationen sollten eliminiert werden, da sie die Aus-
gabe des Netzes unnötig verrauschen und die Gefahr der Fehlinterpretation von Zusammen-
hängen erhöhen. Sind plausible Zusammenhänge bereits vor der Prognose mit einem Netz
feststehend, so können sie durch statistische Verfahren eliminiert werden. Damit wird die
Möglichkeit des Falschlernens ausgeschlossen.
Die Fähigkeit neuronaler Netze, automatisch relevante von irrelevanten Informationen tren-
nen zu können, ist ein entscheidender Vorteil gegenüber statistischen Verfahren. Sie un-
terstreicht insbesondere die mögliche Aufgabe neuronaler Netze, durch Vergleich der Trai-
ningsergebnisse mit verschiedenen Datenmodellen vorhandene Wirkungszusammenhänge zu
erklären und empirisch zu belegen. Neben der eigentlichen Aufgabe der Vorhersage ist ein
Einsatz neuronaler Netze als Erklärungsmodell denkbar. Da die geeignete Auswahl des Da-
tenmodells von der eigentlichen Prognoseaufgabe losgelöst ist, sollten neuronale Netze und
statistische Verfahren in dem Sinne nicht als konkurrierende Verfahren betrachtet werden,
vielmehr führt eine Kombination zu einem neuro-statistischen Modell zu minimalen Fehlern
in der Vorhersage.
8.2 Klassizierung von Zeitreihen mittels Kohonennetzen
Durch Zusammenfassung der Datenmengen von Zeitreihen mit ähnlichem Verlauf mittels
eines Kohonen-Klassikators kann die Anzahl der für das neuronale Netz zur Verfügung ste-
henden Trainingsmuster um ein Vielfaches erhöht werden. Gleichzeitig kann auf diese Weise
in gewissem Maÿe eine Glättung und Verringerung des Datenrauschens erreicht werden. Mit
diesen Voraussetzungen ist der Testfehler desjenigen Netzes, welches über der zusammenge-
faÿten Datenmenge trainiert wurde, in den meisten Fällen geringer als der Testfehler eines
über jeweils einer Zeitreihe trainierten Netzes. Der Grund liegt in der Verringerung der Ge-
fahr des Overtting aufgrund der höheren Anzahl der Trainingsmuster und einer daraus
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resultierenden besseren Generalisierungsfähigkeit des Netzes.
8.3 Vergleich von Netztypen hinsichtlich der Prognoseleistung
Es wurde gezeigt, daÿ keiner der untersuchten Netztypen generell oder für einen bestimm-
ten Lernproblemtyp den anderen überlegen ist. Zu einem trainierten Netz eines bestimmten
Netztyps kann man stets ein äquivalentes Netz eines anderen Netztyps konstruieren, wel-
ches die gleiche Funktion approximiert. Im allgemeinen neigen Backpropagation (Cascade-
Correlation)-Netze eher zum genauen Approximieren der vorgelegten Trainingsmuster und
damit zur Übergeneralisierung, während RBF-Netze glattere Funktionsverläufe mit einer
besseren Generalisierung liefern.
8.4 Statistische Verfahren vs. Neuronale Netze
Die Ergebnisse der Untersuchungen anhand der verfügbaren realen Daten zeigen, daÿ neuro-
nale Netze bei ausreichend groÿer Menge von Trainingsmustern mit statistischen Verfahren
vergleichbare Vorhersageergebnisse liefern können. Die Eignung neuronaler Netze als In-
strument zur Vorhersage wurde bestätigt. Die durchschnittlichen Fehler der Prognose sind
bei neuronalen Netzen als auch bei statistischen Verfahren relativ groÿ. Dies hängt zum
einen damit zusammen, daÿ eine autokorrelierte Prognose die Zusammenhänge mit externen
Variablen aufgrund ihres Fehlens nicht erkennen kann und somit die entsprechenden Ver-
laufscharakteristika nur als Rauschen interpretieren kann. Gleiches gilt auch für statistische
Verfahren. Zum anderen steht die Frage oen, inwieweit bei den vorliegenden Daten genera-
lisierungsfähige Zusammenhänge existieren, welche einen niedrigen Testfehler rechtfertigen
würden.
In der Untersuchung wurden einige Schwächen neuronaler Netze deutlich:
 Bei kleinen Datenmengen tendieren neuronale Netze zur Übergeneralisierung, welche
ein Ansteigen des Testfehlers zur Folge hat. In solchen Fällen sind statistische Verfahren
überlegen.
 Im Gegensatz zu statistischen Verfahren muÿ ein Datenmodell für die neuronalen Net-
ze entwickelt werden. Ein theorieloses Modell kann zwar gute, aber keine optimalen
Trainingsergebnisse liefern. Für ein optimal trainiertes Netz ist es notwendig, Überle-
gungen über relevante Einuÿgröÿen und erkennbare Zusammenhänge im Verlauf der
Zeitreihe in das Datenmodell eingehen zu lassen.
 Trainierte neuronale Netze reagieren bei Strukturbrüchen im Verlauf der Zeitreihe mit
einer Vergröÿerung des Testfehlers. Diese Eigenschaft kann jedoch durch sukzessives
Nachtraining eliminiert werden.
 Für das Erreichen optimaler Trainingsergebnisse muÿ die optimale Netztopologie sowie
die optimale Parametereinstellung für das Training gefunden werden. Dieser Prozeÿ ist
sehr kompliziert, da keine allgemeine Theorie oder Vorschrift für beide Teilprobleme
existiert. Bei statistischen Verfahren kann man allerdings äquivalent die Frage nach
dem geeigneten statistischen Vorhersageverfahren stellen.
Wie bereits in der Analyse des Datenmodells besprochen, wird vor allem deutlich, daÿ
statistische Verfahren und neuronale Netze als sich gegenseitig ergänzende Verfahren be-
trachtet werden sollten. Während statistische Verfahren eine sichere Erkennung plausibler
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Zusammenhänge beweisen, können neuronale Netze komplexere und höherauösende Zusam-
menhänge besser beschreiben. Für die Denition des Datenmodells sind statistische Untersu-
chungen notwendig. Andererseits können neuronale Netze dazu beitragen, bisher unbekannte
Zusammenhänge im Modell zu nden. Das kombinierte neuro-statistische Modell vereint die






Beim objektorientierten Ansatz betrachtet man die verwendeten Daten und die mit diesen
Daten arbeitenden Operationen als eine Einheit, die sogenannte Klasse. Die Klasse vereint
die Denition des Typs einer Datenstruktur und die darauf zugreifenden Methoden, sie
beschreibt ein allgemeines Konzept. Die interne Implementierung ist dabei von auÿen nicht
sichtbar, idealerweise sollte auf die Daten nur mittels der denierten Methoden zugegrien
werden. Von jeder Klasse können Instanzen, die man als Objekte bezeichnet, angelegt wer-
den, bei denen die Daten der Klasse mit konkreten Werten belegt sind. Diese Sichtweise
ermöglicht eine Reihe zusätzlicher Eigenschaften, die bei der Implementierung angewendet
werden können:
Vererbung Aus einer bereits bestehenden Klasse kann eine neue Klasse mit veränderten
Eigenschaften gebildet werden. Diesen Vorgang nennt man Ableiten oder Vererben, die
neu entstandene Klasse ist die abgeleitete oder vererbte Klasse und die ursprüngli-
che Klasse bezeichnet man als Basisklasse. Beim Vererben werden alle Eigenschaften und
Methoden von der Basisklasse geerbt, d.h. sie bleiben weiterhin für die abgeleitete Klasse
verfügbar. In der abgeleiteten Klasse hingegen wird nur noch das von der Basisklasse abwei-
chende Verhalten implementiert, insbesondere neue Daten zur bestehenden Datenstruktur
hinzugefügt bzw. neue Methoden implementiert oder bestehende geändert. Dies bedeutet
eine Verringerung des Entwicklungsaufwandes sowie die Möglichkeit der Wiederverwendung
von bestehendem Code. Einen Spezialfall stellen die abstrakten Klassen dar: sie enthalten
bewuÿt keine vollständigen Datenstrukturen und zugehörigen Methoden. Aus diesem Grund
können von abstrakten Klassen auch keine Objekte erzeugt werden. Die fehlenden Eigen-
schaften werden in den abgeleiteten Klasen ergänzt. Solche abstrakte Klassen stellen häug
nicht real existente Oberbegrie für konkrete Begrie dar, beispielsweise kann man konkret
ein Kohonennetz, aber nicht ein allgemeines neuronales Netz implementieren.
Dynamisches Binden Beim dynamischen Binden wird erst zur Laufzeit des Program-
mes die Einsprungadresse für die Methode eines Objektes festgelegt. Damit kann der gleiche
Methodenaufruf für unterschiedliche Objekte in der Ausführung unterschiedlichen Codes
resultieren, jedes Objekt legt eine eigene Reaktion auf den Methodenaufruf fest (Polymor-
phismus). Man kann dadurch Methoden in einer abstrakten Klasse als Prototyp denieren
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und in den abgeleiteten Klassen konkret realisieren oder ergänzen. Solche Methoden nennt
man virtuell, da sie in der konkreten abgeleiteten Klasse eine andere Funktionalität besit-
zen, obwohl der Name der Methode gleichbleibt.
Templates Templates sind parametrisierte Klassen, deren Datenrepräsentation in Abhän-
gigkeit von den Anforderungen änderbar ist. Die Klasse kann also deniert werden, ohne daÿ
es notwendig ist, sämtliche von ihr verwendeten Datentypen im voraus zu spezizieren. Die
unspezizierten Daten werden in der Implementation als Parameter von einem unbestimm-
ten Typ T gehandhabt. Ein Listentemplate ist beispielsweise eine Liste, welche untypisierte
Elemente vom Typ T enthält.
A.2 Zusätzliche Vereinbarungen
Für die Beschreibung der Klassen und Objekte, insbesondere die graphische Darstellung der
Klassenhierarchie, wird der gebräuchliche Unied Modeling Language(UML)-Standard
genutzt [21]. Die UML ist eine Sprache, welche zur Spezizierung, Visualisierung und Be-
schreibung von Konstrukten, insbesondere des angelehnten objektorientierten Ansatzes dient.
Die aus dem Programm entnommenen Quellcodebeispiele sind in (Ansi-)C++-Code geschrie-
ben. Eine Ergänzung hierfür stellt die Standard Template Library(STL) [19] dar, eine
C++-Bibliothek für Containerklassen, Algorithmen und Iteratoren, sie enthält viele grund-
legende in der Programmierung verwendete Algorithmen und Datenstrukturen. An dieser
Stelle wird der oft verwendete Konstrukt std::vector<T> vereinbart.
 std::vector<T> Ein Vektor ist ein Container beliebiger Länge, dessen Elemente vom
Datentyp T einer strikten linearen Ordnung unterliegen. In einen Vektor können Ele-
mente eingefügt bzw. entfernt werden.
Für die Syntax der Quelltexte sollen noch einige zusätzliche Vereinbarungen getroen
werden:
 Die Klassennamen bestehen aus der funktionellen Beschreibung der Klasse, der Buch-
stabe S vorangestellt, z.B. SNetManager.
 Spricht man von einem existierenden Objekt einer Klasse, so wird der kleingeschriebene
Name der Klasse ohne das führende S verwendet, z.B. netmanager.
 Spricht man vom funktionellen Begri, also dem Konstrukt, welches durch eine Klasse
repräsentiert wird, so wird der groÿgeschriebene Name der Klasse ohne das führende
S verwendet, z.B. NetManager.
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