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A novel method to probe and characterize the nature of the transport of passive scalars carried out by a
turbulent flow is introduced. It requires the determination of two exponents which encapsulate the
statistical and correlation properties of the component of interest of the Lagrangian velocities of the flow.
Numerical simulations of a magnetically confined, near-critical turbulent plasma, known to exhibit
superdiffusive radial transport, are used to illustrate the method. It is shown that the method can easily
detect the change in the dynamics of the radial transport that takes place after adding to the simulations a
(subdominant) diffusive channel of tunable strength.
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In the last few decades, a large amount of experimental
evidence has shown that in many systems of interest the
transport of various quantities (such as mass, energy, re-
actants, pollutants, etc.) often exhibits a nondiffusive char-
acter [1]. The resulting transport—also referred to using
terms such as anomalous, scale-free, or fractional—ap-
pears to be well modeled in terms of differential equations
which, in contrast to the usual diffusion equation, contain
fractional derivatives [2]. The simplest one is
@n
@t
¼ 0D1t

C
@n
@jxj

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where aD

t represents the fractional Riemann-Liouville
derivative of order  and start point a, and @n=@jxj is
the Riesz fractional derivative of order . C is a so-called
fractional diffusivity. Typically,  2 ð0; 1Þ and  2 ð0; 2Þ.
The definition of a fractional derivative will not be
needed in what follows (it can be found elsewhere [2]). It
suffices to say that it is an integro-differential operator
which contains integrals over the past history or the ex-
tension of the system. To understand what their presence in
Eq. (1) implies, it is useful to remember that diffusive
transport is exhibited whenever typical length (l) and
time () transport scales exist in the system (much smaller
than the system size and lifespan). Beyond these typical
scales, the underlying microscopic dynamics behave es-
sentially as a Gaussian and Markovian process.
Consequently, transport is well described by diffusive
equations, the simplest of them being @tn ¼ D@2xn, with
a diffusivity D l2=. In contrast, in situations where
nondiffusive transport is observed either a typical length
scale or a typical time scale or both are usually lacking.
Deviations from Gaussianity and Markovianity should
then be expected. In fact, the necessity of fractional opera-
tors is due to these deviations and reflects the fact that
every length and time scale participates now in setting the
character of macroscopic transport. Since Eq. (1) reduces
to the diffusive equation when ! 1 and ! 2, any
deviation from Gaussianity and Markovianity can be de-
tected and quantified if the values of these exponents can
be determined in practical situations. Once known, appro-
priate fractional equations become available, which should
be very useful in many areas of science and engineering
[1]. For this reason, finding simple, efficient, and reliable
methods to estimate them is of great importance.
Of particular interest to us are cases in which nondiffu-
sive transport appears in the context of systems governed
by turbulence. This is not a rare situation. For instance, it is
often observed in magnetically confined toroidal plasmas,
such as those inside a tokamak [3]. It has been proposed
that the cause might be related to the fact that the density
and temperature radial profiles are continually pushed
beyond their local instability thresholds by the external
heating and fueling, only to be brought again below them
by the radial transport driven by the ensuing turbulence [4].
The dynamics of this near-critical regime are such that
proper typical length and time scales are no longer defined,
which would yield nondiffusive radial transport. Some
experimental support for these ideas already exists, since
both radial avalanches and long-term temporal correlations
have been reported [5], but remains controversial. Most of
the evidence available comes instead from numerical simu-
lations of various types of plasma turbulence [6–8]. In
them, the determination of the aforementioned exponents
is, however, a long, subtle, and complicated procedure.
In this Letter we introduce a simple and robust method
to obtain these exponents in any simulation of either fluid
or plasma turbulent flows. As will be shown, the method is
not hampered by the usual limitations encountered in these
type of simulations (namely, small number of tracers and/
or short temporal records), which should also make it
particularly suitable for real experiments. The method
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follows directly from recent theoretical work [9] which
shows that, for a passive scalar (transport of active scalars
may, however, be different due, for instance, to inertial
effects [10]) and in the absence of a mean flow,  and 
can be determined from the statistical and correlation
properties of the component of interest of the flow
Lagrangian velocity. For instance, this would be the radial
component in the case of tokamaks. In simulations, the
Lagrangian velocity time series can be obtained by intro-
ducing tracer particles, which are then advected by the flow
along the trajectory _Rðtjr0; t0Þ ¼ VðR; tÞ, once the initial
conditionRðt0jr0; t0Þ ¼ r0 is prescribed. Vðr; tÞ is the flow
field. We proceed now to detail how each exponent is
computed from a preexistent set of Lagrangian velocity
time series of the desired component (presumably obtained
with many different r0’s and t0’s). An example of applica-
tion follows.
As shown in Ref. [9], the exponent  is determined by
the statistics of the Lagrangian velocity component aver-
aged over many realizations, after removing any existing
mean flow. This is so because they are typically distributed
according to some stable law that satisfies the central limit
theorem [11]: either a Gaussian law or a Le´vy symmetric
distribution. In contrast to the more familiar Gaussian,
Le´vy laws decay as power laws with exponent 1þ 
with  2 ð0; 2Þ, which sets . This algebraic decay causes
Le´vy laws to have an infinite variance (in fact, all moments
of order s   are infinite). This property can be related to
the absence of typical transport scales in the flow, and
explains the range of ’s in Eq. (1). In contrast, all mo-
ments of the Gaussian are finite.
The second exponent, , is not computed directly but
using  ¼ H, where H is the -Hurst exponent of the
Lagrangian velocity component time series, averaged over
many realizations [9]. The standard Hurst exponent (H2, in
our notation) has been used for years to quantify correla-
tions in ordered, stationary series with Gaussian-
distributed entries [12]. To explain why, it suffices to say
that, in one of its interpretations, H2 is also the self-
similarity exponent of the path constructed by using the
series entries as successive increments [13]. Since the self-
similarity exponent of the standard randomwalk is 1=2, the
estimation of H2 can reveal whether the series entries are
correlated or not: if H2 ¼ 1=2 they are uncorrelated, if
H < 1=2, they are anticorrelated and, if H2 > 1=2, the
correlation is positive. Analogously, H is the self-
similarity exponent of the path constructed using instead
entries distributed according to a symmetric Le´vy law. The
entries are uncorrelated if H ¼ 1=, anticorrelated for
H < 1= and positively correlated otherwise.
There are many ways to compute the Hurst exponent.
One is to construct the rescaled range [12] of the (numeri-
cally discrete) time series, vðtÞ ! fVi; i ¼ 1; . . . ; Ng:
½R=SðÞ 
max
1k
Wðk; Þ  min
1k
Wðk; Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffihV2i  hVi2p
: (2)
Here, Wðk; Þ  Pki¼1 Vi  khVi and hi represents the
average up to time . When the signal is self-similar,
½R=S  H2 over some range of scales and H2 is the
Hurst exponent. The prescription must, however, be
changed for Le´vy-distributed entries. Indeed, since their
variance is infinite, the denominator of the rescaled range
would scale with  distorting the exponent, which would
no longer be the self-similarity exponent. The fix is easy:
substitute the square root of the variance by the 1=sth
power of any moment of order s > 0, with s < .
To illustrate the method, we apply it now to a set of fluid
simulations of a magnetically confined cylindrical plasma
in which superdiffusive radial transport has been observed
previously [14]. The turbulence is electrostatic and driven
by the dissipative trapped electron mode (DTEM).
Furthermore, the description of the relevant dynamics is
reduced, by considering its long-wavelength limit, to a pair
of coupled partial differential equations, respectively, de-
scribing the time evolution of the mean and fluctuating ion
densities [15]. Because of limitations in space, we do not
include the equations here. They can be found in Ref. [14],
together with a discussion of the physics they contain.
(Note that the simulations discussed here are based on
the same equations but use different parameters and pro-
files.) Since fluctuating and mean ion densities are coupled
self-consistently in these runs, the system can be made to
exhibit superdiffusive radial transport by driving it so that
the mean density profile is continuously pushed beyond its
instability threshold, as pointed out previously. What
makes these simulations particularly suitable is that the
nature of radial transport can be made to become closer to
diffusive by including an additional diffusive channel and
increasing its intensity from zero [14,16]. This change
occurs in spite of the fact that most of the transport is still
carried out by turbulence. Ultimately, the change in dy-
namics should be due to a shift towards Gaussianity and
Markovianity at a more microscopic level. For this reason,
these simulations provide a good testbed to illustrate how
the Lagrangian method quantifies different transport
dynamics.
The geometry of the simulations is shown in Fig. 1. It is
a periodic cylinder with minor radius a ¼ 0:5 m and
length 2R0, with R0 ¼ 2 m. Each location is labeled (r,
, ) being r the radius normalized to a, and  and  the
poloidal and toroidal angles. The confining magnetic field
has an axis value B0 ¼ 1 T and safety factor profile:
qðrÞ ¼ 1:3þ 0:5r2. The plasma is deuterium, with cold
ions and hot electrons and using parameter values typical
of tokamak discharges. The density and electron tempera-
ture profiles are nðrÞ ¼ n0ð1 r2Þ and Te ¼ T0ð1 r2Þ2,
so that the DTEM instability parameter 	eðrÞ 
dðlnTeÞ=dðlnnÞ ¼ 2 all across the radius. Axis values are
n0 ¼ 1019 m3 and T0 ¼ 2:5 keV. The region that con-
tains the (150) modes susceptible of becoming unstable
and where turbulence ensues is the interval ½rin; rout ¼
½0:48; 0:75. In physical units, its size is L ¼ 135 mm. To
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ensure convergence, the radial grid size is r ¼ 0:25 mm
and the temporal step is t ¼ 1 
s. For reference pur-
poses, note that the ion Larmor radius is L  4 mm; the
turbulence radial decorrelation length, l 15 mm; the
inverse growth rate of the most unstable mode is 1L 
65 
s; the Eulerian and Lagrangian turbulent decorrela-
tion times are E  40 
s and L  5 
s; finally, each
simulation is 50 ms long.
The time series of Lagrangian radial velocities required
are obtained using tracers [7,8], which are advected by the
EB drift obtained from the time evolving turbulence
using: _R ¼ ½EðR; tÞ  BðRÞ=jBðRÞj2. The electric field
E is computed from the fluctuating electrostatic potential
 which, in this DTEM model, is determined from the
density fluctuations [15]. The tracers are randomly initial-
ized within [rin, rout] and when their trajectories leave the
interval, they are randomly relocated within, but without
losing their individual identity. Four simulations have been
examined, corresponding to four different values of the
diffusivity (D0) that sets the intensity of the additional
diffusive channel, all of them sufficiently small so that
most of the radial transport is still carried by the turbu-
lence. In Fig. 2, the probability density functions of the
radial Lagrangian velocities are shown, together with the
best (in a chi-square sense) symmetric Le´vy fit. In Fig. 3,
the ‘‘instantaneous’’ -Hurst exponent is estimated using
H  ð=½R=SÞd½R=S=d. To interpret it, it must be
noted that the self-similar range of time scales over which
H is meaningful extends from the local turbulent scales
(here, L  5 
s) up to the mean tracer confinement time.
No correlation can be maintained beyond that time since
tracers exiting the region are randomly relocated within.
This maximum time scale shows as a sudden drop towards
the uncorrelated value (1=2), and is consistent with the
confinement time computed directly from the tracers. (The
drop disappears for the largest D0 because, as discussed
next, the dynamics are already almost diffusive and thus
uncorrelated.) These times are collected in Table I, to-
gether with the values of , H, and  obtained for all
cases. In the absence of the diffusive channel (D0 ¼ 0),
H ’ 0:74,  ’ 0:98, and  ¼ 0:73. That is, radial trans-
port is superdiffusive but, as expected, also strongly non-
Gaussian and non-Markovian. More interestingly, the
method clearly detects and quantifies the gradual transition
towards Markovianity and Gaussianity, in agreement with
the results reported in Ref. [14]: asD0 is increased, ! 2,
the Gaussian value; H ! 1=2, the diffusive value. And,
consequently, ! 1, the Markovian value.
To conclude, we point out some advantages of our
method with respect to two methods commonly used in
turbulent plasma simulations [7]. The first one models the
tracer radial motion as a sequence of jumps separated by
waiting-times.  is then estimated from the jump statistics,
, from the waiting times. The difficulty is hidden behind
the definitions of ‘‘jump’’ and ‘‘waiting-time,’’ which are
hard to come about in turbulent systems since tracers are
never at rest. In contrast, our method does not rely on any
user-provided input. The second method initializes the
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FIG. 2 (color online). Probability density functions of
Lagrangian velocities for various diffusivities (top: D0 ¼ 0;
second: D0 ¼ 0:07 m2=s; third: D0 ¼ 0:18 m2=s; bottom: D0 ¼
1:19 m2=s). Best Le´vy fit shown in dashed black lines.
FIG. 1 (color online). Geometry of simulations. Inset: snap-
shot of density fluctuation contours [red ðgrayÞ ! positive;
blue ðdark grayÞ ! negative].
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tracers in a narrow radial region and follows in time their
radial distribution. Thus, it gives a numerical estimate of
the propagator of the underlying transport process which,
when compared with analytical propagators for various
self-similar processes, yields , , and H. It is important
to remark that the propagator and Lagrangian methods can
be shown to be closely related in an infinitely large system.
(In fact, in Ref. [9],  is introduced via an averaged
propagator which turns into the prescription given here
by exploiting self-similarity [11].) However, the fact that
particles exit the boundaries makes the calculation of
propagators in finite systems a delicate business, particu-
larly in superdiffusive cases. A large number of tracers is
needed. Additional techniques must be used to prevent
finite-size distortions of the propagator tails which yield
the exponents. In contrast, the Lagrangian method needs no
additional processing and significantly less particles, since
it reuses exiting ones to its advantage, which is not possible
when computing propagators. This could be relevant for
applications to real flows, since the number of tracers that
can be followed in experiments is limited.
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TABLE I. Exponents , H,  and tracer confinement time.
D0½m2=s  H  c½
s
0 0:98	 0:02 0:74	 0:09 0:73	 0:10 130	 5
0.07 1:39	 0:02 0:64	 0:07 0:89	 0:11 85	 8
0.18 1:52	 0:02 0:62	 0:06 0:94	 0:10 72	 7
1.19 1:73	 0:02 0:56	 0:10 0:97	 0:18 56	 9
FIG. 3 (color online). -Hurst exponent of Lagrangian veloc-
ity series versus elapsed time for various diffusivities (top: D0 ¼
0; second: D0 ¼ 0:07m2=s; third: D0 ¼ 0:18 m2=s; bottom:
D0 ¼ 1:19 m2=s). The mesoscale is marked by arrows.
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