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Available online 23 December 2015A long-held presupposition in the ﬁeld of bioinformatics holds that genetic, and now even epigenetic ‘informa-
tion’ can be abstracted from the physicochemical details of the macromolecular polymers in which it resides. It
is perhaps rather ironic that this basic conjecture originated upon the ﬁrst observations of DNA structure itself.
This staticmodel of DNA led very quickly to the conclusion that only the nucleobase sequence itself is rich enough
in molecular complexity to replicate a complex biology. This idea has been pervasive throughout genomic sci-
ence, higher education and popular culture ever since; to the point that most of us would accept it unquestion-
ingly as fact. What is more alarming is that this conjecture is driving a signiﬁcant portion of the technological
development inmodern genomics towards methods strongly rooted in DNA sequencing, thereby reducing a dy-
namicmulti-dimensional biology into single-dimensional forms of data. Evidence countering this central tenet of
bioinformatics has been quietlymounting overmanydecades, prompting some to propose that the genomemust
be studied from the perspective of its molecular reality, rather than as a body of information to be represented
symbolically. Here, we explore the epistemological boundary between bioinformatics and molecular biology,
and warn against an ‘overtly’ bioinformatic perspective. We review a selection of new bioinformatic methods
that move beyond sequence-based approaches to include consideration of databased three dimensional struc-
tures. However, we also note that these hybridmethods still ignore themost important element of gene function
when attempting to improve outcomes; the fourth dimension of molecular dynamics over time.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
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. This is an open access article under1. Introduction
Although the ﬁeld of bioinformatics can date its origin very soon
after the mid-20th century advent of molecular biology, experiments
within the two ﬁelds have always been approached very differently,
often by two very different breeds of biologists (i.e. “lab rats” vs. “com-
puter geeks” if you will). However, modern advances in the automation
of high-throughput genomics have forced a much closer integration be-
tweenbioinformatics andmolecular biology, andmanymodernbiologists
are now ﬁnding themselves working both the ‘wet’ and the ‘dry’ sides ofthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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better able to see across the bench, we offer the following perspective
to better clarify the epistemological relationship of bioinformatics to
molecular biology. This perspective guides us to re-examine critically
one of bioinformatics most central tenets; one stating that the ‘informa-
tion’ represented in the ‘gene’ canbe adequately representedwithin a sin-
gle dimension (i.e. a sequence).We feel this conversation is an important
one for all biologists to address, especially as the metaphors surrounding
the ‘gene’ are ingrained early in our education and later often remain un-
questioned. Here, we examine evidence that should lead us to question
our strict adherence to the central tenet of bioinformatics, which would
hold that all heritable biology can be adequately represented by DNA se-
quences. We also review recent computational methods that already
seem poised to allow us to now take a more multi-dimensional view of
the gene and its function in the cell.
2. The central tenet of bioinformatics
The central tenet of bioinformatics essentially claims that genetic
information exists in symbolic abstraction from the natural world and
is subsequently ‘encoded’ into genes. The word ‘gene’ has clearly been
the most metaphorically powerful word in modern biology (Keller,
2002). However, it is perhaps surprising to know that the word was
surrounded by very little metaphor at its inception in 1909 byWilhelm
Johannsen. ‘Gene’ was originally a contraction of William Bateson's
1906 new deﬁnition of ‘genetics’ as a new sub-discipline of physiology
focusing on hereditary mechanisms. With the word ‘gene,’ Johannsen
sought to escape previous speculation on speciﬁc chemical mechanisms
underlying heredity (e.g. Darwin's ‘gemmules’ and Weismann's
‘biophores’). Working at Columbia University in 1913, Thomas H.
Morgan and Alfred Sturtevant connected the concept of the gene to
both the abstraction of Mendelian ratios, as well as to concrete physical
locations on the chromosome (Morgan, 1915). Thus began the perception
of the gene as something very elemental, discrete, and static in one di-
mension; a perception that pervades our popular culture and biology ed-
ucation even today. Much enamored by Morgan's work in the 1940s,
Erwin Schrodinger introduced the representation of a gene's behavior as
a ‘code-script’ (Schrodinger and Penrose, 2012). In 1953, with Watson
and Crick's second landmark paper on the crystal structure of DNA
(Watson and Crick, 1953), the metaphor of a gene as ‘encoding’ or
‘enciphering’ heritable ‘information’ in the cell quickly became almost
universally accepted. These words of Watson and Crick would seem to
conceptually link molecular biology to Claude Shannon's, 1948 landmark
work in information theory at Bell Labs (Shannon, 1948), however the
historical connection here is not very clear (Cobb, 2013).
Whether invented or borrowed,Watson and Crick's powerful meta-
phor of the gene as abstract information inspired the efforts of biolo-
gists, and even physicists like George Gamow, to propose numerous
theoretically-based abstract coding schemes for genetics throughout
the 1950s (Hayes, 1998). Simultaneous advances in computing, only
made possible by Shannon's work, then led biologists (Jacob and
Monod, 1961) to further characterize the gene as a ‘control program’
or ‘blueprint’ for an organism's morphology or phenotype (Cobb,
2013). This still further developed into the metaphor that would
become central in the conception of bioinformatics and molecular
evolution. In the early 1960s, Emile Zuckerkandl and Linus Pauling
(Zuckerkandl and Pauling, 1965) theorized that biological macromole-
cules are carriers of ‘semantic’ information, fromwhich an evolutionary
history might be deduced through what Motoo Kimura discovered
(Kimura, 1968) and later referred to the ‘molecular clock’ in the ﬁeld
ofmolecular evolution (Nei and Kumar, 2000; Yang, 2006). In stark con-
trast to this long period of development of metaphor surrounding the
conceptualization of the gene, the ﬁrst mathematical application of
Shannon's information theory to biologywasnot until the 1990s. The fa-
miliar sequence logo plot uses Shannon information and DNA sequence
alignment in order to describe preferred sequence characteristics, or‘consensus sequence’ that inﬂuences transcription factor binding
behavior (Schneider and Stephens, 1990). We would contend that the
application of these metaphors and even the mathematical deﬁnition
of ‘information’ to molecular biology, has led to a common mischarac-
terization of DNA as simply a passive carrier of discrete, digitized,
abstract information in a great many textbooks and scientiﬁc papers in
genetics and genomics. The recent discovery that DNA can control its
own packaging into chromatin and control transcription via both
sequence-related properties (Ernst et al., 2011; Kaplan et al., 2009;
Segal et al., 2006; Tillo and Hughes, 2009) as well as its structural
shape and physical chemistry (Parker et al., 2009; Rohs et al., 2009)
would now clearly speak against such an oversimpliﬁed view of its
role in the cell.
The central tenet of bioinformatics has always strongly shaped the
way nucleic acids are sampled and analyzed in biological research.
Usually, theﬁrst and only type of data to be obtained fromaDNA sample
is nucleobase sequence, acquired now through a variety of rapidly
efﬁcient sequencing biotechnologies. The resulting DNA sequences are
aligned, compared and then subjected to a variety of analyses. Many
counting (distance), frequentist (likelihood), parsimony and Bayesian-
based inference methods have been developed by researchers in com-
parative genomics, phylogenetics and molecular evolution (Nei and
Kumar, 2000; Yang, 2006). Mutation itself is deﬁned abstractly, as a
letter-base change in a given sequence that is discretely categorized ac-
cording to its effect on corresponding amino acid sequences (i.e. synony-
mous = ‘silent’ or non-synonymous = ‘non-silent’). As a result, genetic
mutations are measured only in terms of their relative frequency and
rate. And, these methods fail to directly address physical energy impacts
that might perturb the functioning equilibrium of the molecular system
in which they occurred. Therefore, any possible dynamic inﬂuences of
mutation on the complex polymer dynamics and interactions underlying
transcription, translation, protein synthesis, and protein ordering are sub-
sequently overlooked. Even at the advent of the molecular perspective in
biology, colloid chemists were already acknowledging that very slight
changes in intermolecular forces could drive critical shifts in cell biology
(Berland et al., 1992; Deichmann, 2012; Thomson et al., 1987). And
while we now know that these critical dynamics are the result of molec-
ular structural properties, current deﬁnitions of mutational impact in
biology, still rooted in frequentist perspective, are severely limiting to
our understanding of how mutational processes might mechanistically
affect gene function. This is particularly problematic with regard to
malfunctions associated with health and disease (Dobson, 2003), where
the mutations are clearly not silent in their effect on phenotype. In a
fewmethods recently proposed to address mutational tolerance through
traditional bioinformatics (Gerek et al., 2015; Ng and Henikoff, 2003; Sim
et al., 2012), the underlying physicochemicalmechanisms that determine
tolerance to mutations in particular lineages and genomic backgrounds
remain mostly unexplored.
In assuming that all heritable molecular content must be static and
digital, the central tenet of bioinformatics relies on data that is well
captured by one-dimensional DNA sequence and three-dimensional
snapshots of protein structure. And, to the uninformed bioinformaticist
raw sequence data offers little insight into biophysical properties ormo-
lecular dynamics of nucleic acids and polypeptides. However, from a
physical perspective, it is known that DNA ﬂexibility and RNA stability
are highly correlated to dinucleotide composition (Heddi et al., 2010),
that charge focusing on DNA relates directly to tetranucleotide variation
deﬁning the shape of the minor groove (Parker et al., 2009; Rohs et al.,
2009), and that the tendency of a protein to either form an ordered
structure or disorderedmass is quite related to pairwise energy interac-
tions between amino acid residues along its sequence (Dosztányi et al.,
2005b). Thus what is generally unexplored in bioinformatics is the rela-
tion between the linguistic abstraction and the molecular realities, in
terms of system dynamics involving solvation, vibration, and charge.
This oversight is only fueled by our misperception that themost impor-
tant molecular aspects of biological macromolecules, like sequence and
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strongly counter this assumption and claim that even the most stable
and heritable molecular features over deep evolutionary timescales
need not be stable in terms of structure, but rather just stably correlated
to the most predictable dynamic features of molecules. We should no
longer avoid the investigation of molecular dynamics in genomics and
molecular evolution if we truly want to better understand the
evolvability of molecular function. An example of this sort of myopathy
can be found in the current ﬁeld of epigenomics, which has repeatedly
postulated the existence of a ‘histone code’ and the possibility of
‘deciphering’ this epigenetic ‘code’ (Parker et al., 2009; Rohs et al.,
2009). Unfortunately, in borrowing of metaphor from geneticists,
epigeneticists may only serve to overcomplicate the relation of DNA to
histone and other DNA-binding proteins (Hughes and Rando, 2009;
Tillo and Hughes, 2009). This may hinder real conceptual advance re-
garding the molecular properties that might better deﬁne epimutation;
especially as changes occur in the epigenome (e.g. due to methylation,
acetylation and phosphorylation) in a far more labile and transient
fashion than in the genome.
Despite our shared interest in gene function, dry-bench and wet-
benchmolecular biologists are often separated by their own preconcep-
tions of the gene and its functioning in the cell (Fig. 1). However, we feel
that themethods and perspectives of both ﬁelds are clearly needed for a
more uniﬁed future development of a new biology that is reliant upon
discoveries rooted in automated biotechnology. In Fig. 1A and B, we il-
lustrate the opposing methodological and epistemological approaches
in modern bioinformatics and molecular biology. A clear divide is
shown between wet-bench and dry-bench inferences of gene function.
Over the last several years, differences in opinions have raged regarding
how much of the human genome is truly ‘functional’ (Doolittle et al.,
2014; Graur et al., 2013; Kellis et al., 2014). This debate is largely driven
by the contrast inmethods used to draw inferences of gene function. Ex-
perimental approaches in traditional molecular biology have the advan-
tage of conducting research in the same dynamic realm that geneFig. 1. Epistemological and methodological comparison of the perceptions, biases, technical
biologists as they relate to gene function. The molecular biologist (B) makes inferences base
often has difﬁculty in distinguishing functional from non-functional biochemical activity. The
using static forms of data that only partially represent the dynamic world in the cell. This dis
the functions are that have been conserved over evolutionary timescales. Molecular dynamic s
of molecular bioscience.function actually occurs (Fig. 1B). However, there is often logical difﬁ-
culty when inferring functional causemerely through associated effects
(i.e. change in X relates to change in Y, therefore X must function to
control Y) (Doolittle et al., 2014). Computational biologists have a
major advantage in being able to invoke evolutionary conservation
(i.e. improbably low frequencies of mutation) instead of causal role,
when deﬁning functional regions of the genome (Fig. 1A). However, se-
quence and structural data alone often give no clear insight into the true
molecular function or dynamics of regions preserved over evolutionary
timescales. Attempts to automatically annotate genomes and create
gene ontologies are a natural response to this problem in bioinformatics
(Kellis et al., 2014). However, we contend that these approaches are
frustratingly limited in their ability to ultimately characterize a given
function from the standpoint of molecular biochemistry or biophysics
(Graur et al., 2013). In computational biology, the study of gene–gene
and protein–protein molecular interactions is also dominated by net-
work graph theory (Giuliani et al., 2014). These methods capture static
snapshots in the form of a map of interaction, but just like ontologies
and annotations, they speak very little to the dynamic molecular forces
that truly deﬁne these interactions. The relatively new ﬁeld of systems
biology attempts to resurrect dynamics on such networks through func-
tional equationmodeling imposed upon a system's static structures and
network organization, however it is still very difﬁcult to assess how
completely these complex models capture molecular mechanics and
dynamics (Bruggeman andWesterhoff, 2007), howwell they represent
the physical environment of the macromolecular system (Heath and
Kavraki, 2009), and how they are limited by a variety of other con-
straints and assumptions (Ilsley et al., 2009). Some are now calling for
consideration of genotype–phenotype mapping that is muchmore cog-
nizant of the dynamic aspects driven by themutational rewiring of gene
regulatory networks (Huang, 2012). However, had traditional bioinfor-
matic methods applied to characterizing gene function and interaction
had not been so heavily-rooted in static forms of data (i.e. sequences,
structures and network graphs), we would wonder what localchallenges of (A) dry-bench (i.e. bioinformatic) biologists vs. (B) wet-bench molecular
d upon experimental work within the same dynamic realm as the functioning gene, but
computational biologist (A) makes inferences about the functional regions of genomes
junction often makes it difﬁcult for a computational biologist to determine what exactly
imulations are now allowing computational biologists to fully investigate the complexity
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identify and annotate functional regions in lieu of the sequence-based
algorithms typically invoked for this task.
3. Does the central tenet of bioinformatics hold?
Evidence against the idea that all heritable information can be re-
duced to the single dimension of DNA sequence is many-fold: some of
it more apparent than others. First of all, if the sole purpose of DNA
was to passively contain abstract information enciphered into a rela-
tively low complexity 4 letter alphabet, then one should expect that
more biological complexity should simply require more linear informa-
tion and thus more DNA. And yet, the c-value paradox demonstrates
that the biological complexity of organisms cannot be well accounted
for by the total amount of DNA they contain (Thomas, 1971). There
are many non-mutually exclusive explanations of this paradox. Organ-
ism complexity could be determinedmainly by the degree of regulatory
interactions controlled by some fraction of the non-coding region. Addi-
tionally, DNA content is probablymore likely to be optimized by natural
selection in some organisms than in others (Eddy, 2012). However, the
very existence of the c-value paradox would seem to speak volumes
against any simple functional view of DNA as only serving as a carrier
of abstract information.
Recent ﬁndings of structural-based biases in mutational processes
regarding DNA (Babbitt and Schulze, 2012; Babbitt et al., 2014), RNA
(Chamary and Hurst, 2005) and even DNA's physical interactions with
proteins that package it (Babbitt and Cotter, 2011; Babbitt et al., 2010;
Langley et al., 2014; Yazdi et al., 2015) would also seem to imply that
the functions carried out by nucleic acids are not restricted to purely
symbolic information. Major incongruences in the mutational spectra
observed in comparative genomic and mutation accumulation studies
(Babbitt, 2010), alongwith the detection of selection acting on presum-
ably ‘silent’ sites in the genome, imply that pure iso-semantism (i.e. de-
generacy or silence) of some sites in the genome, originally proposed by
Zuckerkandl and Pauling (1965), may never have existed in the purest
sense. Thus, while longer termmutational processes may often be neu-
tral in overall effect on developmental phenotype (Haag, 2014; True and
Haag, 2001) and population (Kimura, 1969), the impact of any speciﬁc
mutation on the molecular activity of systems of nucleic acids and pro-
teins can never be purely silent when considering all the many-layered
levels of protein synthesis and chemical communication that are poten-
tially inﬂuenced by any given mutation. Recent ﬁndings that the codon
organization of the genetic code is not purely randomor accidental in its
mutational impact on chemical physics of both DNA and protein
(Freeland and Hurst, 1998; Freeland et al., 2003) (countering (Crick,
1968)) suggest that even the ‘code’ itself is not purely symbolic in its
manifestation. Even at the level of protein, the use of substitution penal-
tymatrices in amino acid sequence alignment algorithms (e.g. PAM and
BLOSUM), which are formulated from observations of mutational fre-
quency, has always acknowledged biochemically-based biases in pro-
tein evolution (Ma and Wang, 2014). Yet these methods remain silent
as to why these biases in mutational process exist. Perhaps such biases
are not surprising when considering that protein structure implies
function, and that substitutions of similar residues should be favored
in functional regions of proteins. Nonetheless, they are merely noted
and statistically controlled for, rather than understood directly on ﬁrst
principles, when we strictly adhere to only a bioinformatic perspective.
Lastly, in mainstream human genomics, it has been revealed that
human DNA sequence variation seems to statistically account for very
little variation in disease phenotype. This paradox of ‘missing heritabil-
ity’ is thought to be due largely to physicalmolecular interactions occur-
ring at the levels of gene to gene (Ritchie, 2015), gene to regulatory RNA
(Goulart et al., 2015) and gene to chromatin context (Trerotola et al.,
2015). Additional discoveries that mutation rates can be altered by his-
tone interaction (Babbitt and Cotter, 2011; Langley et al., 2014), coupled
with debate regarding the role of combinatorial complexity at corepromoters (Smale, 2001), as well as debate regarding the role of a ‘his-
tone code’ in specifying epigenetic function (Rando, 2012), would all
strongly imply that the metaphors of the gene are even more tenuous
when applied to the epigenome. Henikoff and Shilatifard (2011) have
even gone so far as to question whether histonemarks are actually epi-
genetic instructions acting in a causal role, and contend they are merely
chemical footprints (i.e. effects) of recent transcriptional activity. In the
near future, perhaps much of the paradox and debate in modern
epigenomics could be resolved through the development of a more ho-
listic deﬁnition of mutation and epimutation, coupled with a more in-
terdisciplinary study of their impact on dynamic molecular systems
controlling gene regulation.
4. Modern high-throughput technologies are fundamentally limited
by the central tenet of bioinformatics
Recent advances in next-generation sequencing assays of biomo-
lecular activity and interaction (e.g. ChIP-seq, RNA-seq, FAIRE-seq,
DNase-seq) are particularly troubling with respect to the bioinformatic
assumption pictured in Fig. 1. These methods usually begin with an auto-
mated high-throughput wet-bench procedure that freezes a dynamic
process, often through formaldehyde cross-linking. An isolation/puriﬁca-
tion process is then followed by automated, massively parallelized wet-
bench synthesis of DNA. The snapshot of the molecular process captured
by these assays is then converted into many short sequence reads, a
one-dimensional digital form of data. Reads are then mapped to a refer-
ence genome, another one-dimensional form of data, generating two-
dimensional output (i.e. read density at a particular genomic position).
These are then often used to describe vague quantitative metrics such
as ‘occupancy’ or ‘activity’. Ultimately, this data represented by sequence
is intended to represent the energy embodied in a dynamic system
(e.g. the rate of transcription governed by the local interaction of RNA po-
lymerase andDNA, or the local attraction betweenDNAandDNA-binding
protein). These high-throughput methods have allowed for obvious
advances, moving us beyond single-gene studies of the past. However,
one does have to question why this technology was not aimed at directly
capturing a more primary form of physical data. For example, perhaps
it would have been possible to directly measure interactive energies or
binding strengths, while using the sequence information only as a
positional reference.
Also troubling are recently discovered systematic biases in the next
generation sequencing process that may blind us when we adopt the
overly simplistic bioinformatic perspective. For example, several major
studies are now reporting that next-generation sequencing reads are bi-
ased towards sequences with higher GC content (Benjamini and Speed,
2012; Cheung et al., 2011), an observation strongly suggestive that bio-
physical properties of DNA related to GC (e.g. DNA ﬂexibility and local
charge) are affecting the wet-bench parts of the analyses even in the
absence of the cell. Thus, the read density output from next-generation
sequencing assays intended to capture a binding attraction of a transcrip-
tion factor to a certain site may be biased because some sequences are
more rapidly replicated byDNApolymerase due to their biophysical char-
acteristics. Besides this example, there is further cause for alarm in the re-
cent discovery of a great many other potentially biophysically driven
biases in RNA-seq (Lahens et al., 2014; Robert and Watson, 2015) and
other next-generation sequence based assays (He et al., 2014; Koohy
et al., 2013; Park et al., 2013).
5. Escaping the single-dimensional perspective
For a little over a decade, advances in bioinformatics have responded
to a perceived need to move beyond single-dimensional sequences. Due
to continued advancements in X-ray crystallography, we are able to ana-
lyze increasingly complex molecular structures. This has allowed for pro-
tein bioinformatic techniques to transition into a three-dimensional
realm. Various hybrid methods are being developed to make
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cent developments in homologymodeling use a combination of sequence
and structural data to improve protein alignments (O'Sullivan et al., 2004;
Pei et al., 2008), annotations of nucleotide variants or nsSNV (Karchin,
2009; Karchin et al., 2005; Yue et al., 2006), predictions of mutational tol-
erances on backgrounds (Adzhubei et al., 2010), predictions of protein in-
teractions (Aloy and Russell, 2003), evolutionary inferences (Ashkenazy
et al., 2010; Roberts et al., 2006), and predictions of novel protein struc-
tures (Zhang, 2008). However, these hybrid bioinformatic methods do
not consider the fourth molecular dimension of time (i.e. molecular
dynamics). Ignoring molecular dynamics can severely limit our view
into the world of intrinsically disordered proteins (Uversky and
Dunker, 2010), which display complex and dynamic behavior which
cannot be inferred from a static image. Disordered protein regions
attain function, sometimes through themaintenance of a disordered,
yet highly functional hydrophilic state, sometimes through becom-
ing ordered only when in close proximity to their molecular interac-
tion partners, or sometimes through shifts between multiple stable
states when binding to proteins or nucleic acids (Uversky and
Dunker, 2010). In response to the need to identify this behavior,
sequence-based predictors of protein disorder have been developed
and widely applied over the last decade (Dosztányi et al., 2005a,
2005b). However, these algorithms are not able to provide a
complete picture of how disordered functioning occurs and there-
fore, current efforts in computational chemistry are beginning to ex-
plore protein disorder through molecular dynamics simulations
(Henriques et al., 2015).
More recently, the study of DNA–protein interactions has also begun
to develop a more structural, and less sequence-based perspective
(Ahmad et al., 2006; Yang et al., 2014). Much of the DNA's interaction
with DNA-binding proteins is dependent upon the structural shape
and intrinsic dynamics of the DNA itself. It is recognized that transcrip-
tion factor binding is governed by indirect dynamic interactions, includ-
ing charge attraction and screening on the DNA backbone and direct
physical interaction with nucleobase sequence on the major groove
(Parker et al., 2009; Rohs et al., 2009; Rohs et al., 2010). Transcription
factor binding site prediction and annotation are now improved by in-
corporating structural shape of theDNAminor groove. Also, the dynam-
ic molecular forces in DNA structure, such as ﬂexibility, torsion, and
propeller twisting, are beginning to be addressed (Fortin et al., 2015;
Heddi et al., 2010). Through the use of these sequence-dependent bio-
physical metrics and models of dynamical behaviors such as nucleo-
some formation and DNA ﬂexibility, our lab has made some strides in
developing brute-force computationalmethods for quantifyingmolecu-
lar evolution operating on DNA dynamics (Babbitt and Kim, 2008;
Babbitt et al., 2010).Wehave investigated the evolution of dynamicmo-
lecular properties of DNA such as energy deformation to nucleosome
core (Babbitt and Cotter, 2011), backbone conformational ﬂexibility in
solution (Babbitt and Schulze, 2012; Babbitt et al., 2014), and most
recently, RNA stability and protein disordering.
Just on the horizon of modern genomics and yet long a mainstay of
computational chemistry, molecular dynamics (MD) simulations are
beginning to provide insight into biological processes that are not well
captured by experimental techniques (Karplus and McCammon, 2002;
Klepeis et al., 2009). Nuclear magnetic resonance, homology modeling
and X-ray diffraction have provided a wealth of knowledge regarding
protein structure (Kopp and Schwede, 2004; Yee et al., 2005), by
which function can often be inferred (Kim et al., 2003; Zhang and Kim,
2003). However, static views of biological macromolecules often do
not give an accurate representation of the dynamics involved in protein
function (Karplus and McCammon, 2002). Computer simulation is
needed in order to understand how these structures respond to an en-
ergetically dynamic environment representative of an aqueous cell
(Mackerell, 2004). While remaining rooted in digital technology, MD
simulations are capable of providing amuch needed perspective regard-
ing the dynamic behavior of molecular systems, one that is much morerealistic than the view that systems biology modeling provides because
when given enough computation and proper force ﬁeld, amolecular dy-
namic simulation can explicitly account for the motion of every atom
over the course of time.
MD simulations typically begin by setting up amacromolecular struc-
ture in a surrounding solvent system that is then energeticallyminimized
or ‘relaxed’ to achieve a stable dynamic state of equilibrium. MD simula-
tions utilize Newton's equations of motion to calculate a trajectory of
atomic position versus time. Chemical bond torsion, stretching and
wagging are represented mechanically and non-bonded atoms interact
via Coulomb's law. This framework is very useful when investigating bio-
logical events that occur on reasonably short timescales (b1 μs) and
atomic-resolutions that are not realistic to scale experimentally (Dror
et al., 2012). Exploring the dynamics of native protein structures is of spe-
cial importance in understanding the role of protein mis-folding in dis-
ease (Dobson, 2003). Using physics-based force ﬁelds, it is possible to
reproduce experimental data and extend our understanding of protein
conformational states (Sborgi et al., 2015).MDsimulations are also critical
for drug discovery and optimization since ligand–receptor interactions
are not static encounters (Durrant andMcCammon, 2011). These compu-
tational techniques are also used to model the changes in activation free
energy during enzyme catalysis (Garcia-Viloca et al., 2004; Warshel,
2003). Today, the reﬁnement of experimental protein structures through
all-atom MD simulations can generate results at near-atomic resolution
(Mirjalili et al., 2014). Until very recently, the major drawback of all MD
simulations was the enormous computational costs involved. Simulation
lengthswere previously limited to timescales often too short to character-
ize biologically relevant behaviors like transitions in protein conformation
(Dror et al., 2012). However, recent advances in low cost GPU computing
have accelerated MD simulations from several hundred picoseconds per
day to up to thousands of nanoseconds per day (Wezowicz et al., 2013).
These advances are bringing explicitly solvated microsecond scale events
well within the range of investigation, thereby allowing computational
chemists tomove onto the threshold of fully capturing the atomic behav-
ior of complex biomolecular systems.
We conclude with a message of optimism. We foresee that new
computational methods rooted in simulation, and built upon inexpen-
sive parallel architecture developed for the computer gaming graphics
industry, are seriously poised to revolutionize the molecular biosci-
ences. These advances may soon provide us with new insight into the
rich, complex and interwoven molecular dynamics of the cell nucleus.
But to get there, we must reach beyond the limitation of our traditional
linguistic metaphors surrounding the gene and embrace the “true lan-
guage” of the cell; one that is spoken not in abstraction, but in the
very energies often measured by chemists and physicists working out-
side of biology.Acknowledgments
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