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HARLEY FLANDERS 1-1 (7, Formula 11.5) . This means that Θ transforms as a mixed tensor of order two and hence represents a linear transformation. We can make this precise as follows. Let V G 3^ SO that d 2 is linear. In the special case p = 1, <? = 0, the matrix of d 2 with respect to the frame e is exactly Θ. In other cases, the matrix of the operator d 2 is fairly complicated, but there is no point in writing it down. We remark that the relation d 2 e = Θe clearly displays the curvature as a second derivative, which is how it appears in elementary geometry.
If we do not restrict attention to a single space 3^, we can deduce more than the fact that d 2 is linear. 3. Contraction. The space 3^ of one-forms is the dual of the space 3 Q ι of one-vectors. As in [7] , we shall let [ω, v] denote the effect of the form ω (considered as a functional) on the vector v. Contraction, in tensor analysis, is based on the application of this operation to one covariant and one contravariant component of a mixed tensor. Our space 3 P can be considered as the subspace of the space of p-contravariant, ^-covariant tensors whose elements are skew in all contravariant indices and skew in all covariant indices. Having this, we could apply the contraction operator to the elements of 3^ and, with a little modification, obtain the operator that we seek on 3^ into 3^"^ It seems best however to construct this operator directly, within the framework of the spaces we are using.
We begin by looking at the mapping (3.1) Ξ(ω;. .,ω? +ι ; v ll ...,v p + ι )
where σGS p +ι, the (p + l)-symmetric group, τESq + ίy and e σ denotes the sign of cr. The domain and range of £ can be indicated as follows:
It is evident that £ is multilinear and that it is alternating in each set of variables separately. We use the results of Bourbaki [l, Scholia, p. 7 and p. 64] It is this C that we shall call the contraction operator.
If n denotes the dimension of our underlying manifold 3K, then we have If we use the notation of [7, § 12 ] , and if v = λ ι e;, then 
The Ricci tensor.
The operator Cd 2 carries 3^ into 3°. We shall compute its matrix and for this shall need the notation of [7, § §10,12] 
Extension of a linear transformation.
An affine connection is, by definition, a certain kind of additive transformation on 3J to 3*. Given an affine connection d, we showed that it has a natural extension on c)P to c3^+ lβ In this section we shall do the same for a linear transformation. Thus we shall deal with the manifold 531, the derived spaces 3^, and shall not assume an affine connection is given.
We suppose given a linear transformation B on c3 Q to cJ^ Thus for v, w £ 3J, / and g functions. We shall write
We wish to extend B to 3^. Of course this can be done in several ways, but we shall do it in a manner consistent with the way of extending an affine connection-the precise relationship will be clear in the next section.
First we extend B to 3^ by the formula
where v^ , , Vp £ 3J, and by linearity. That this really defines B on 3£ is proved the same way as Theorem 7.1 of [ 7 ] was.
Next we set B(ω) = 0 for ω G 3°. Finally, if ω € T° and v G 3g, we set
Again applying linearity, we have defined B on 3^. The general case follows, as usual, by linearity.
6. Algebraic combinations of affine connections. We begin this section with the following result. 
hence d 2 is an affine connection.
Next we apply the uniqueness part of Theorem 7.1 of [7] . This asserts that in order to prove that (6.1) is valid when applied to 3 p , it suffices to show that
for v G 3^, wG3 Γ , But this is evidently the case.
It will be convenient to have a space which includes both the affine connections and the linear transformations. DEFINITION 6.1. The space 21 of additive operators consists of all operators A on 3^ to 3^ satisfying the single condition (6.2) A(v + w) = Av + Aw.
It is clear that ?I is a linear space over the ring E(3R) of infinitely differentiable functions on 3)1. Next, we let Q denote the space of all linear transformations on SQ to 3*. Thus Q consists of all elements B of 21 which satisfy (5.1), and we see that Q is a linear subspace of 21. Finally, we denote by 2) the space of all affine connections. The elements d of S satisfy (6.2) Here we have used the notation of [ 7, § 8 ] • The first formula is a result of the computation
The second one is obvious, and the third follows from is a metric on 3K; hence it induces a (symmetric) connection d on SI.
We close this section with the following remark. If do, dι are affine connections, then so is
for 0 < t <C 1. This linear family of connections suggests the machinery used in the invariance proofs in homology theory. One is led to conjecture that any topological concept which can be defined with respect to a given affine connection will be the same for all affine connections. This opinion is supported by a recent theorem of A. Weil [4, p. 57] to be discussed below.
Algebraic results.
A standard result states that a given connection can be decomposed into the sum of a symmetric connection and a skew-symmetric tensor and that the decomposition is unique. Before analyzing this statement in terms of our calculus, we shall need certain preliminary results.
Let us examine the formulas in [7] which define the torsion tensor. They are (12.3) and (8.4):
r^iη.σia^ wiΛ Γ/ Λ + I*, -0,
In case e is a local coordinate frame, we have and so
Thus in this case the skew-symmetric quantities (Γ^ -Γ^.) are the components of a tensor, while the symmetric quantities
are the connection coefficients with respect to the frame e of a symmetric connection. In the general case, where e is not necessarily a coordinate frame, the term dσ is present in r and so something more complicated is to be expected.
Let us consider an element B of Q-Hom(3 0 ι , 3 r ').
With respect to a given frame e we may write
If e* is another frame, then we have (7.2) δe* = 6*Λ σ* k e*.
I IK J
The relation between the frames being e* = aJ e, we shall set The purpose of the last paragraph was to motivate the intrinsic procedure which will follow. We begin by introducing a new contraction operator K defined by Proof. First we note a formula. If w = ω ι V; E 3* and v E 3^, then
4-llα/H, C = i-
That the mapping of Lemma 7.1 is linear is clear. We shall next prove that it is one-to-one For suppose w E 3* and K(v, w) = 0 for all v. Then We can express this in terms of a frame e. The elements σ! e k form a basis of 3*. We find the formulas
Suppose B and B* are given by
We apply (7.7) to the equality This is what we anticipated in (7.4 
THEOREM 7.4. B is skew-symmetric if and only if
This has a familiar proof. If B* = -B, then
The following is easily derived.
CoOLLARY 7.5. The spaces S y and S^ are supplementary in Q:
The mapping B-> B(c?P) is an isomorphism on S^ onto S 2 l .
We note that this is correct from the point of view of dimension since
Symmetric connections. We recall that a connection d is called symmetric if
We can now state the decomposition theorem referred to at the beginning of the last section. so that d is symmetric.
We shall now express this decomposition in terms of a frame. For this we use the formulas of [7, § 12] . We have In the decomposition d = d + B we set
.
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We require that and bJ, + V a 0.
IK rC I
Since
we deduce the relations On going back to the definition of a skew transformation and using (7.8), we see that either of the following are equivalent to (a) above:
We now have the following result. THEOREM 9.2. The adjoint operation obeys the following rules:
(3) (d ι~d2 )*=d*~d*.
A connection d is symmetric if and only if
We shall prove (3) only, the rest being evident. We set B = di~d 2 , so that B is a linear transformation and we have There is another way to prove Theorem 9.1 which, in view of Formula (9.2), gives additional information. We go back to the assertion in Corollary 7.5 that the mapping B->B(dP) is an isomorphism on the space of skew-symmetric linear transformations onto Si^Since d 2 P is in 3^, it follows that there exists a unique skew transformation H such that (9.3) HUP)=-2d 2
P.
We now assert that We shall now get some relations between the invariants of d* and those of d. We first may rewrite (9.6) in the form (9.7) σ# = 2τ, with //= ||τj.'Ί|.
Thus H is an n x n matrix of one-forms.
Before proceeding, let us note that the adjoint operation of Theorem 7.2 has a matric analogue. If is an n x n matrix of one forms, we may set where Having this, we call such a matrix skew if K* +K = 0, and symmetric if X* = K.
We can now say that the matrix H is characterized by the properties (a)
H is skew and (b) σH = 2τ. For this is the same as saying that H is skew and that (9.3) is valid, so Corollary 7.5 applies. Let us denote by Ω*, r*, Θ*, and so on, the quantities associated with d* which correspond to Ω, r, Θ, and so on. By (9.4) we have Now let us differentiate (9.7) and make use of Formulas (8.4) and (8.5) of [7] :
(τ+σΩ)#-σe/tf = 2(σΘ-τΩ), (9.11) σd H = σΩH + rH Multiplying (9.10) by σ, substituting for σdH this last expression, and using (9.7) yields (9.12) σβ* =-σβ-τff.
Since it may be of interest, we shall also give this relation in tensor notation.
Let Then (9 13) R f k ι + R Vu + R Vik -*Λ/~RJu -R /ik -^,, r; z -r kl n rir u
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One easily verifies that differentiation of (9.10), (9.11), or (9.12) yields nothing new.
The induced two-form.
Given an affine connection d, let us take any moving frame e and consider the matrix Θ of curvature forms. If e is another frame and if, in their common region of definition, e and e are related by e = A e, then by [7, § 11] we have the relation
The elements of the n x n matrices Θ,, Θ are two-forms and we have as a consequence of (10.1) the relation
where S denotes the trace. We next examine some special cases of this theorem. It is known [6, p. 30] that the most general change of connection which preserves parallelism is given 
The proof is based on Theorem 10.3. For the change (a) the result is evident by (10.11). To prove (b) we observe that Ω 2 = Ω t + φσ when σ 0 = σφ as above. Hence 
Proof. Since d is symmetric we have τ=0, σΘ = 0 [7, (8.7) .] Thus
We contract on / and I to obtain
It is known [6, p. 31] that the most general change of connection which preserves the paths of symmetric connections is the so-called projective change of connection [ 6, p. 87 ] Chern [2, 3] proves this result by showing that the periods of ζ(d) all vanish, but his proof requires orientability. It is interesting that the essential formulas are substantially on page 9 of [6] .
11. Higher dimensional cases. We now form Θ Γ , the rth power of the curvature matrix, and consider its trace
By virtue of (10.1), this defines a 2r-form on St. Chern [2] conjectured that this is a cohomology class and yields a topological invariant of 31 alone. In this section we shall obtain partial results towards this conjecture.
First we ned a few elementary results on products. In [7] , we proved the formula (9.1):
which is a generalization of the Bianchi identity. From this we deduce that ξ r is indeed a cohomology class. In fact,
THEOREM 11.3. The 2r-form ζ is closed and hence defines a cohomology class on 50! .
In the remainder of this section we shall concentrate on the case r = 2. We shall begin by expressing ξ 2 locally as an exterior derivative-thus obtaining a new proof of the foregoing theorem for this special case. In the computations which follow we shall make free use of Lemma 11.1: It is to be emphasized that in these formulas, although we deal with several connections, everything is expressed in terms of one moving frame e. We shall now investigate what happens under a change of frame, e = A e.
From Formula (11.4) of [ 7 ] we have
and from the fact that B is linear,
Since d is linear,
Thus
It follows that Ψ2 represents a linear transformation on 3 Q to 3 3 l . To see this directly we observe that As a result of this we have proved:
LEMMA 11.6. If e and e are two frames related by e -Ae 9 then
THEOREM 11.7. // d and d are two affine connections on ϊί, then ^2(d) and ζ 2 (d) define the same ^-dimensional cohomologγ class on 2$. More precisely, there is a three-form λ 2 on ίθΐ such that We merely set λ 2 =S(Ψ 2 ). By Lemma 11.6, this is intrinsic and so the theorem follows from Lemma 11.5.
Let us return to the case of a single connection d. It is interesting to see how the matrix Φ 2 of Lemma 11.4 and its trace transform under change of frame. As above, we let e = Λe and have Theorem 11.7 is Chern's conjecture for the case r = 2. It says in effect that ξ 2 is a 4-dimensional cohomology class dependent only on the differentiable structure of SI. To compute it for a given differentiable structure, it suffices to compute it with respect to a suitable Riemannian ds 2 . Lemma 11.2 may be of help in this. Evidently, if M admits a locally euclidean metric, then ξ 2 is trivial; this is also the case for the 4-sphere. However in general ξ 2 is not trivial. * Also, we may point out that it is not clear that if the same topological manifold is endowed with two inequivalent differentiable structures, then the same cohomology class will result.
We shall now give some formulas for the cases r = 3 and r = 4. 12. Final solution. The general result that ζ r defines a cohomology class independent of the given connection has been obtained by A. Weil in a more inclusive theorem [4, p. 57] . We shall present Weil's proof for our case in an operational form which has certain points of interest in itself.
First we need some remarks on transformations and spaces. We previously defined the space 3 = 5° of q-forms and now we introduce the Grassmann ring α = Σ e a, <7=o of all differential forms on ϊl. This ring has an involution ω-»ω' which is defined for ω E 3^ by ω'=( -l)^ω. The operation of exterior differentiation is then a semi-derivation in the sense that
Now let us consider the tangent space SQ and observing that the linearity of the left side implies that of the right. Again one "equates coefficients" to obtain the linearity of the individual terms.
Here is a problem suggested by the above investigations. Let A be a nonsingular n-hy-n matrix of functions, Δ = dAA" , and We also have S(Δ) =da n /a n .
The problem is to find expressions for the traces S(A 2r~ι ) of odd powers of Δ in terms of the invariants a l9 , a n .
Protective invariants.
We now return to some of our earlier considerations. In this section, σ 0 will denote a fixed one-form, H the transformation of (10.10), H* its adjoint, as given in Lemma 10.4, and B = H + H*, so that 
