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Abstract
Suppose A is a dual Banach algebra, and a representation  :A→ B(2) is unital, weak∗
continuous, and contractive. We use a “Hilbert–Schmidt version” of Arveson distance formula
to construct an operator space X, isometric to 2 ⊗ 2, such that the space of completely
bounded maps on X consists of Hilbert–Schmidt perturbations of (A)⊗ I2 . This allows us to
establish the existence of operator spaces with various interesting properties. For instance, we
construct an operator space X for which the group K1(CB(X)) contains Z2 as a subgroup, and
a completely indecomposable operator space containing an inﬁnite dimensional homogeneous
Hilbertian subspace.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction and the main result
In this paper, we show that, for certain representations  : A→ B(2) (A is a Banach
algebra), there exist an operator space X, isomorphic to 2, such that T ∈ CB(X) if and
only if T = (a)+S, with a ∈ A and S ∈ S2 (here and below, S2 denotes the space of
Hilbert–Schmidt operators, while ‖ · ‖2 is the corresponding norm). Similar results in
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the Banach space case were obtained in [17], where the authors constructed a Banach
space X such that T ∈ B(X) if and only if T is a strictly singular perturbation of a
member of an algebra of “spreads.” Another predecessor of this work is [22], where it
was proved that, for any unital injective von Neumann subalgebra N of B(2), there
exists an operator space structure X on 2 s.t. CB(X) ∼ N + S2. In this paper, we
explore a wider class of subalgebras of B(2).
Throughout the paper, we freely use standard operator space results and terminology.
The reader is referred to [13,24,25] for more information. We work mainly with 1-
Hilbertian operator spaces—that is, operator spaces isometric to Hilbert spaces.
Our most interesting result is
Theorem 1.1. Suppose A1, A2, . . . are weak∗ closed subspaces of B(2) such that
CI ↪→ A1 ↪→ A2 ↪→ · · ·, and AnAm ⊂ An+m for any n,m ∈ N. Suppose, furthermore,
that 1, 2, . . . ∈ (0, 1] are such that limn n = 0, and nmn+m for any n,m ∈ N.
Then there exists an operator space X, isometric to 2 ⊗ 2, such that:
(1) Every completely bounded map on X is of the form T = a ⊗ I2 + S, with a ∈ A
(A is the norm closure of ∪nAn), and S ∈ S2. Moreover, ‖S‖216‖T ‖cb, and
inf
b∈Ak
‖a − b‖4k+1 min{‖T ‖cb, ‖a ⊗ I2‖cb}
for any k.
(2) For any Hilbert–Schmidt operator S on X, ‖S‖cb‖S‖2. For any a ∈ Ak , ‖a ⊗
I2‖‖a‖/k .
(3) The map  : T = a ⊗ I2 + S → a ⊗ I2 deﬁnes a bounded homomorphism on
CB(X).
Moreover, suppose n > 2−n for any n, and K is a subset of A such that
sup
x∈K
inf
a∈An
‖x − a‖ < 4−n
for every n ∈ N. Then X can be constructed in such a way that ‖(a1 − a2) ⊗
I2‖cb max{44‖a1 − a2‖, 18‖a1 − a2‖1/2} for any a1, a2 ∈ K .
By local reﬂexivity principle, ﬁnite-dimensional subspaces of a dual Banach space
are weak∗ closed. In fact, the spaces An are ﬁnite dimensional in most applications
considered below (in Section 3).
Note that Theorem 1.1 does not claim that any operator a ⊗ I2 (with a ∈ A) is
completely bounded.
A better result is available for weak∗ closed subalgebras of B(2), or, more generally,
for “nice” images of Banach algebras which are dual spaces. Here, a representation of
a Banach algebra A on B(2) is a continuous linear map which is also an algebraic
homomorphism. A representation is called faithful if its kernel is trivial.
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Theorem 1.2. Suppose A is a unital Banach algebra which is a dual Banach space,
and  : A → B(2) is a weak∗ continuous faithful unital contractive representation.
Then there exists an operator space X, isometric to 2 ⊗ 2, such that T ∈ B(X) is
completely bounded if and only if T = (a) ⊗ I2 + S, with a ∈ A and S ∈ S2.
Moreover,
max
{
‖(a)‖, ‖a‖
4
,
‖S‖2
16
}
‖a ⊗ I2 + S‖cb‖a‖ + ‖S‖2.
The map  : (a)⊗I2 +S → (a)⊗I2 deﬁnes a bounded homomorphism on CB(X).
It is known that multiplication of elements of B(2) is separately weak∗ continuous.
Therefore, if A is a Banach algebra, and  : A→ B(2) is a weak∗ continuous faithful
representation, then multiplication in A is also separately weak∗ continuous. In the
terminology of Section 4.4 of [27], A is a dual Banach algebra.
Remark 1.3. Theorem 1.2 can be applied to the natural embedding  of a weak∗
closed unital subalgebra A into B(2). In this setting, we obtain the existence of an
operator space structure X on 2⊗ 2 s.t. T ∈ CB(X) iff T = a⊗ I2 + S, with a ∈ A
and S ∈ S2, and
max
{
‖a‖, ‖S‖2
16
}
‖a ⊗ I2 + S‖cb‖a‖ + ‖S‖2.
Theorems 1.1 and 1.2 are deduced from a more general Theorem 2.1 in Section 2. In
Sections 3 and 4 we use these theorems to construct examples of operator spaces with
“unusual” properties. In particular, we prove the existence of the following separable
1-Hilbertian operator spaces:
• A space X for which the group K1(CB(X)) contains Z2 (no such examples are
known on the Banach space level).
• A space Xε (ε > 0) which cannot be represented as a direct sum of two inﬁnite-
dimensional operator spaces, but contains an inﬁnite-dimensional subspace Y s.t.
‖T ‖cb(1+ ε)‖T ‖ for any T ∈ B(Y ).
• A space X, completely isomorphic to X ⊕ X, and such that there is a non-trivial
trace on CB(X) (we do not know of any Banach spaces possessing this property).
2. Proof of the main results
In this section, we state and prove Theorem 2.1, and show that it implies Theorems
1.1 and 1.2. Following the convention, we denote by BX the closed unit ball of a
Banach space X.
Theorem 2.1. Suppose B is a subset of BB(2), which contains the identity, and such
that ab ∈ B and a + b ∈ B whenever a, b ∈ B, and the complex numbers  and 
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satisfy || + ||1. Denote by B the weak∗ closure of B. Let A be the linear span
of B (not necessarily closed). For a ∈ A deﬁne |||a||| as the inﬁmum of the numbers
c > 0 for which a/c ∈ B. Then there exists an operator space X, isometric to 2 ⊗ 2,
such that:
(1) Every T ∈ CB(X) can be written as T = a⊗I2+S in a unique way, with a ∈ A,
S ∈ S2, ‖S‖216‖T ‖cb, and |||a|||4‖T ‖cb.
(2) If S is a Hilbert–Schmidt operator on X, then ‖S‖cb‖S‖2. If a ∈ A, then ‖a ⊗
I2‖cb |||a|||.
(3) The map  : T = a ⊗ I2 + S → a ⊗ I2 deﬁnes a bounded homomorphism on
CB(X).
Remark 2.2. Our goal is to construct an operator space for which every operator of
the form a ⊗ I2 (with a ∈ B) is completely contractive. Then, a ⊗ I2 is completely
contractive whenever a ∈ B. Indeed, the unit ball of CB(X, Y ) (here, X and Y are
operator spaces) is closed in the weak operator topology (in this topology, the net (T)
converges to T if y∗(Tx) → y∗(T x) for any y∗ ∈ Y ∗ and x ∈ X). To see this, note
that
‖T ‖cb = sup
x∈Mn(X)
‖IMn ⊗ T (x)‖ = sup{‖T v‖cb | v ∈ CB(M∗n ,X), ‖v‖cb1}
(the operator v corresponds to x). On the other hand, embedding Y into B(K) for a
suitable Hilbert space K and truncating, we see that
‖T ‖cb = sup{‖uT ‖cb | u ∈ CB(Y,Mn), ‖u‖cb1}.
Putting the two together, we obtain:
‖T ‖cb = sup{‖uT v‖cb | u ∈ CB(Y,Mn), ‖u‖cb1, v ∈ CB(M∗n ,X), ‖v‖cb1}.
Thus, if T → T in the weak operator topology, and ‖T‖cb1 for any , then
‖T ‖cb1.
It is easy to see that a bounded net (a ⊗ I2) converges to a ⊗ I2 in the weak
operator topology if and only if a → a in the weak∗ topology.
Finally, we observe that B is bounded, convex, and closed under multiplication.
Indeed, the ﬁrst two properties are easy to verify. Moreover, B is closed under mul-
tiplication, hence the same is true for its strong operator closure. The latter coincides
with B, by Theorem 5.1.2 of [18].
To deﬁne X as in Theorem 2.1, recall that, by Oikhberg and Ricard [22], there exists
a family (Ei)∞i=1 of ﬁnite-dimensional operator spaces such that:
(1) Ei is isometric to ni2 for some ni ∈ N, and {i | ni = j} is inﬁnite for any j ∈ N.
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(2) For any operator u : E∗i → Ej , we have ‖u‖1/(4 + 2−i )‖u‖cb‖u‖1 if i =
j , ‖u‖cb = ‖u‖2 if i = j (here, ‖v‖p denotes the norm of v in the Schatten
class Sp).
Denote by K the space of compact operators on 2. H stands for the Hilbert space
2 ⊗2 2. Find a sequence of operators ui : H → ni2 such that ‖ui‖2 = 1 and, for any
ε > 0, n ∈ N, and u : H → n2, there exists i ∈ N for which ni = n and ‖ui−u‖1 < ε.
On the Banach space level, we identify the range of ui with Ei described above.
We deﬁne the operator space X as follows: for x ∈ H ⊗K, let
‖x‖X⊗K = sup
{‖(ui(a ⊗ I2)⊗ IK)x‖Ei⊗K ∣∣ i ∈ N, a ∈ B} . (2.1)
Clearly, X is an operator space (Ruan’s axioms are satisﬁed), X is isometric to H as
a Banach space, and a ⊗ I2 is completely contractive whenever a ∈ B. Moreover,
Hilbert–Schmidt operators into X are completely bounded:
Lemma 2.3. If Y is an operator space isometric to 2 and T : Y → X is a Hilbert–
Schmidt operator, then ‖T ‖cb‖T ‖2.
Proof. By (2.1),
‖T ‖cb = sup{‖ui(a ⊗ I2)T ‖cb | i ∈ N, a ∈ B} sup{‖ui(a ⊗ I2)T ‖1 | i ∈ N, a ∈ B}.
However, ‖ui(a ⊗ I2)T ‖1‖ui‖2‖a ⊗ I2‖‖T ‖2 = ‖T ‖2 for such i and a. 
Below, we obtain lower estimates for c.b. norms of operators on X. The following
lemma is one of our main tools.
Lemma 2.4. Suppose Y is a subspace of X. Consider the operators T : Y → X, u :
X → n2, and v : n2 → Y , such that ‖u‖2 = ‖v‖ = 1. Let C = sup{‖u(a⊗ I2)v‖1 | a ∈
B}. Then ‖T ‖cb‖uT v‖1/(4max{C, 1}).
Proof. By a small perturbation argument, we can assume that n = ni , and u = ui (we
identify n2 with Ei). We view v as a map from E∗i to X. By (2.1),
‖v‖cb = sup{‖uj (a ⊗ I2)v‖cb | j ∈ N, a ∈ B}.
If i = j , then ‖uj (a ⊗ I2)v‖cb‖uj (a ⊗ I2)v‖1 = C. If j = i,
‖uj (a ⊗ I2)v‖cb‖uj (a ⊗ I2)v‖2‖uj‖2‖a ⊗ I2‖‖v‖ = 1.
Therefore, ‖v‖cb max{C, 1}.
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By (2.1), ‖ui‖cb = 1, and therefore,
‖T ‖cb ‖uiT v‖cb‖ui‖cb‖v‖cb 
‖uT v‖1
(4+ 2−i )max{C, 1} .
However, i can be chosen to be arbitrarily large. 
Corollary 2.5. Suppose Y is a subspace of X, P and Q are orthogonal projections
on subspaces of X and Y, respectively, and P(a ⊗ I2)Q = 0 for any a ∈ B. Then‖PTQ‖24‖T ‖cb for any T ∈ B(Y,X).
Proof. It sufﬁces to consider P and Q as above having ﬁnite (and equal) rank. Let
u = (PTQ)∗/‖PTQ‖2. Then u(a ⊗ I2)Q = 0 for any a ∈ B, hence the constant
C from Lemma 2.4 equals 0. Therefore, by Lemma 2.4, ‖uTQ‖14‖T ‖cb. However,
‖uTQ‖1 = ‖PTQ‖2, which implies the desired inequality. 
Proof of Theorem 2.1. By (2.1) and stability of B under product, a⊗I2 is completely
contractive whenever a ∈ B. Hence, by Remark 2.2 and Lemma 2.3, ‖a ⊗ I2 +
S‖cb |||a||| + ‖S‖2 for a ∈ A and S ∈ S2.
Now ﬁx T ∈ CB(X). By Corollary 2.5, ‖PT (I − P)‖24‖T ‖cb whenever the
projection P commutes with B ⊗ I2 . In particular, this inequality must hold for all
projections P commuting with the hyperﬁnite von Neumann algebra B(2)⊗I2 . By the
averaging argument from the proof of Theorem 5.2 in [22], there exists a ∈ B(2) for
which ‖T −a⊗I2‖216‖T ‖cb. Such an a is unique, since ‖a⊗I2‖2 = ∞ for any a ∈
B(2)\{0}. Moreover,  : a⊗ I2 +S → a⊗ I2 is a bounded algebraic homomorphism
on CB(X). It remains to describe a ∈ B(2) for which a ⊗ I2 ∈ CB(X).
More precisely, we show that ‖T ‖cb |f (a)|/4, with T = a ⊗ I2 + S, whenever
a ∈ B(2), S ∈ S2, and f ∈ B(2)∗ satisﬁes
|f (b)| < 1 whenever b ∈ B. (2.2)
Identifying B(2)∗ with the trace class, write f =∑∞i=1 i⊗i , where (i ) and (i ) are
orthogonal systems, and ‖i‖ = 1 for every i. In other words, f (b) =
∑∞
i=1 〈bi , i〉
for b ∈ B(2). Moreover, ∑i ‖i‖‖i‖ <∞, and B is bounded, hence we may assume
that f =∑ni=1 i ⊗ i .
We identify H = 2⊗2 with 2⊗(2⊗2), and a⊗I2 with a⊗I2⊗I2 . Let (	i )i∈N
be the canonical basis in 2. Select an integer mn2c2, where c = (∑ni=1 ‖i‖2)1/2.
Fix ε > 0. By compactness of S, there exists N ∈ N such that ‖S(⊗	j )‖ < ε‖‖/√m
for any jN and  ∈ 2 ⊗ 2. Deﬁne the operators u : X → m2 and v : m2 → X by
setting, for 1 im,
u∗ei = 1
c
√
mn
n∑
k=1
k ⊗ 	k ⊗ 	i+N and vei =
1√
n
n∑
k=1
k ⊗ 	k ⊗ 	i+N,
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where (ei)mi=1 is the canonical basis of 
m
2 . Clearly, ‖u‖2 = ‖v‖ = 1. Moreover,
〈ej , u(b ⊗ I2 ⊗ I2)vei〉 = 〈u∗ej , (b ⊗ I2 ⊗ I2)vei〉 =
{
f (b)/(cn
√
m) i = j,
0 i = j
for any b ∈ B(2). In particular, ‖u(b ⊗ I2 ⊗ I2)v‖1 = c′|f (b)|, where c′ =√
m/(cn)1. Moreover, ‖Svei‖ε/√m for 1 im, hence
‖uSv‖1‖u‖2‖Sv‖2 =
(
m∑
i=1
‖Svei‖2
)1/2
ε.
Therefore,
‖uT v‖1‖u(a ⊗ I2 ⊗ I2)v‖1 − ‖uSv‖1 > c′|f (a)| − ε.
However, ‖u(b ⊗ I2 ⊗ I2)v‖1c′ for b ∈ B. Lemma 2.4 shows that
‖T ‖cb ‖uT v‖14max{c′, 1} >
c′|f (a)| − ε
4c′
= |f (a)|
4
− ε
4c′
.
Moreover, ε > 0 is arbitrary, hence ‖T ‖cb |f (a)|/4. This inequality holds for any
f ∈ B(2)∗ satisfying (2.2). Hence, by the bipolar theorem, ‖T ‖cb |||a|||/4. 
Remark 2.6. We say that a subspace A of B(K) (K is a Hilbert space) is Hilbert–
Schmidt hyperreﬂexive if there exists a constant c > 0 such that, for any b ∈ B(2),
inf{‖b − a‖2 | a ∈ A}c sup ‖ubv‖1,
where the supremum runs over all operators u ∈ B(K, n2) and v ∈ B(n2,K), for which‖u‖2 = ‖v‖ = 1, and uAv = 0. Examining the proof of Corollary 2.5, one can see
that the above inequality holds if
inf{‖b − a‖2 | a ∈ A}c sup ‖Pb(I − P)‖2,
where the supremum runs over all orthogonal projections P acting on K and satisfying
PA(I − P) = 0. The proof of Theorem 2.1 shows that B ⊗ I2 is Hilbert–Schmidt
hyperreﬂexive if B is a weak∗ closed subspace of B(2), and K = 2⊗2. It was shown
in [22] that any injective unital von Neumann subalgebra of B(2) is Hilbert–Schmidt
hyperreﬂexive.
The notion of Hilbert–Schmidt hyperreﬂexivity is a variation on the theme of hyper-
reﬂexivity. Recall that a subspace A of B(K) is hyperreﬂexive if, for some c > 0 and
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any b ∈ B(K),
inf{‖b − a‖ | a ∈ A}c sup ‖Pb(I − P)‖
(as before, we take the supremum over all orthogonal projections P acting on K and
satisfying PA(I − P) = 0). Arveson [3] showed that nest algebras are hyperreﬂexive
(see also [11, Chapter 9], or [12]).
Proof of Theorem 1.1. For the sake of simplicity, let A0 = CI and 0 = 1. Denote
by B the convex hull of ∪k0{a ∈ Ak | ‖a‖k}. It is easy to check that B satisﬁes
the assumption of Theorem 2.1. Namely, B is a subset of the unit ball of B(2),
containing I, and a + b and ab belong to B whenever a, b ∈ B and || + ||1.
For instance, to check the stability of B under multiplication, select two elements of
B: a = ∑k kak and b = ∑k kbk , where ak, bk are elements of the space Ak such
that
∑
k ‖ak‖,
∑
k ‖bk‖1 (both sums are ﬁnite). Then ab =
∑
k kck , where
ck =
∑
i+j=k
ij
k
aibj ∈ Ak.
However, iji+j , thus
∑
k
‖ck‖
∑
k
∑
i+j=k
‖ai‖‖bj‖ =
∑
i
‖ai‖ ·
∑
j
‖bj‖1,
which implies ab ∈ B.
We deﬁne X as in Theorem 2.1, with B described above. Statements (2) and (3)
easily follow from Theorem 2.1. Furthermore, any completely bounded operator on X
is of the form a⊗I2+S, with a ∈ B(2) and ‖S‖216‖T ‖cb. To show that a ∈ ∪kAK
and to prove the minoration result from part (1) of our theorem, let Fk be the set of
functionals f ∈ B(2)∗ s.t. ‖f ‖1/k+1 and f |Ak = 0. By construction, |f (b)|1 if
f ∈ Fk and b ∈ B. Then, by the estimate preceding (2.2),
‖a ⊗ I2 + S‖cb
1
4
sup
f∈Fk
|f (a)| = 1
4k+1
inf
b∈Ak
‖b − a‖
for any k ∈ N (the last equality follows from Hahn–Banach theorem). In particular,
for every k there exists bk ∈ Ak satisfying ‖bk − a‖8k+1‖a ⊗ I2 + S‖cb. Then
a = limk bk , which implies a ∈ ∪kAk = A. This yields (1).
To prove the last part of the theorem, ﬁx a1, a2 ∈ K . Then there exist sequences
(ain)n∈N (i = 1, 2) such that ain ∈ An for any n, and ‖ai−ain‖ < 4−n. Denote by N the
smallest positive integer satisfying ‖a1−a2‖2 ·4−N . Then ‖a1N −a2N‖2‖a1−a2‖,
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and ‖ai,n+1 − ain‖5 · 4−(n+1) for nN and i = 1, 2. Moreover,
‖ai,n+1 ⊗ I2 − ain ⊗ I2‖cb
1
n+1
‖ai,n+1 − ain‖ < 52n+1
and similarly,
‖a1N ⊗ I2 − a2N ⊗ I2‖cb2N‖a1N − a2N‖.
By the triangle inequality,
‖a1 ⊗ I2 − a2 ⊗ I2‖cb
‖a1N ⊗ I2 − a2N ⊗ I2‖cb +
∑
i=1,2
∞∑
n=N
‖ai,n+1 ⊗ I2 − ain ⊗ I2‖cb
2N‖a1N − a2N‖ + 102N 2
N+1‖a1 − a2‖ + 102N .
If N = 1, then
‖a1 ⊗ I2 − a2 ⊗ I2‖cb4‖a1 − a2‖ + 544‖a1 − a2‖.
If N > 1, then 2·4−N‖a1−a2‖ < 8·4−N , hence 2−N‖a1−a2‖1/2, and 2N4‖a1−
a2‖−1/2. Thus,
‖a1 ⊗ I2 − a2 ⊗ I2‖cb18‖a1 − a2‖1/2.
Combining these two inequalities, we complete the proof. 
Proof of Theorem 1.2. Apply Theorem 2.1 with B = (BA). 
3. Applications of Theorem 1.1
In this section we use Theorem 1.1 to construct several Hilbertian operator spaces
with unusual properties.
First recall that the ∞ direct sum (or, simply, the direct sum) X ⊕ Y of operator
spaces X and Y coincides with X⊕∞ Y as a Banach space, and has the operator space
structure deﬁned by setting, for x =∑i ai⊗xi+∑j bj⊗yj ∈ Mn(X⊕Y ) (here ai, bj ∈
Mn, xi ∈ X, and yj ∈ Y ), ‖x‖ = max{‖∑i ai ⊗ xi‖Mn(X), ‖∑j bj ⊗ yj‖Mn(Y )}. An
operator space X is called completely indecomposable if it is not completely isomorphic
to a direct sum of two inﬁnite dimensional operator spaces (in other words, if P ∈
CB(X) is a projection, then either the kernel or the range of P is ﬁnite dimensional).
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The deﬁnition of complete indecomposability is inspired by Banach space theory. A
Banach space is called indecomposable if it is not isomorphic to a direct sum of two
inﬁnite dimensional Banach spaces. For a long time, no examples of indecomposable
Banach spaces were known. In 1993, Gowers and Maurey [16] constructed a Banach
space X all of whose inﬁnite dimensional subspaces are indecomposable. Later, exam-
ples of indecomposable spaces containing unconditional basic sequences were given
(see e.g. [1,2]).
Below, we consider a non-commutative analogue of the same problem. More pre-
cisely, we construct a completely indecomposable operator space, containing a subspace
with a prescribed algebra of c.b. maps.
Proposition 3.1. Suppose N is a Hilbert–Schmidt hyperreﬂexive weak∗ closed unital
subalgebra of B(2) (see Remark 2.6 for the deﬁnition). For every ε > 0 there exists a
completely indecomposable operator space X, isometric to 2, and containing uncount-
ably many inﬁnite-dimensional subspaces Y, not completely isomorphic to each other,
such that T ∈ CB(Y,X) if and only if T = JY T0 + S, with T0 ∈ N and S ∈ S2 (here,
we identify N with a subalgebra of B(Y ), and JY is the canonical embedding of Y
into X). For such T0 and S, ‖JY T0 + S‖CB(Y,X)(1+ ε)‖T0‖ + ‖S‖2. Moreover, for
any T ∈ CB(Y,X) there exists T˜ ∈ CB(X) such that T˜ |Y = T .
Perhaps the most interesting application of this result occurs if we take N = B(2).
Then we obtain a completely indecomposable operator space X, containing uncountably
many inﬁnite-dimensional subspaces Y, not completely isomorphic to each other, such
that every bounded operator T on Y is completely bounded, with ‖T ‖CB(Y )(1+ε)‖T ‖.
Moreover, an inspection of the proof shows that any such T extends to an operator T˜
on X, with ‖T˜ ‖CB(X)(1+ε)‖T ‖. Finally, although there are no non-trivial projections
on X (that is, if P ∈ CB(X) satisﬁes P 2 = P , then either the domain or the range
of P is ﬁnite dimensional), the space CB(X) is still rich with operators. In particular,
both CB(X) and CB(X)/S2 contain a (1+ ε)-isomorphic copy of B(2).
Proof. Denote by L the separable Hilbert space (
∑∞
i=−1 Li)2 (direct sum), where the
spaces Li are copies of 2. Let z0, z1, z2, . . . be a sequence of distinct points, dense
in the unit circle T, with z0 = 1. For k ∈ N denote by Bk the set of block-diagonal
operators 
k(a) (with a ∈ N ), deﬁned by setting 
k(a)|Li = zki a for i0, 
k(a)|L−1 =
0. Let A0 = B0 = CI , Ak = span[CI, B1, . . . , Bk], and k = (1+ ε)−k .
First show that the spaces Ak are weak∗ closed. To this end, suppose a net (u) ⊂ Ak
converges weak∗. Write u =∑kj=0 
j (aj). Passing to blocks, one sees that, for every
i,
∑k
j=0 z
j
i aj converges weak
∗
. The matrix (zji )
n
i,j=0 has non-zero determinant, hence
there exists a matrix (tij )ni,j=0 s.t.
aj =
k∑
i=1
tij
 k∑
j=0
z
j
i aj
 .
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Therefore, the net (aj) converges weak∗ to some aj ∈ N for any j, and the net (u)
converges weak∗ to
∑k
j=0 
j (aj ) ∈ Ak .
Applying Theorem 1.1, we obtain an operator space X, isometric to L⊗2, such that
every c.b. map on X is a Hilbert–Schmidt perturbation of an element of A⊗ I2 , where
A = ∪kAk . Fix a non-zero  ∈ 2, and consider Y = Y () = L0 ⊗  as a subspace of
X. If T0 ∈ N , we can view JY T0 as a restriction of 
1(T0) ∈ A1 to Y, hence
‖JY T0‖CB(Y,X)‖
1(T0)‖cb(1+ ε)‖T0‖.
Therefore, ‖JY T0 + S‖cb(1 + ε)‖T0‖ + ‖S‖2 for any T0 ∈ N and S ∈ S2. In this
case, T˜ = 
1(T0)+ S is a completely bounded extension of T to the whole space X.
Next we show that any operator T ∈ B(Y,X) which cannot be represented as
JY T0 + S (with T0 ∈ N and S ∈ S2) is not completely bounded. To this end, we show
that for every C > 0 there exist operators u ∈ B(X, n2) and v ∈ B(n2, Y ), such that
‖u‖2 = ‖v‖ = 1, ‖uT v‖1C, and uJY T0v = 0 for any T0 ∈ N (3.1)
(hence u(a⊗ I2)v = 0 for any a ∈ B, with B deﬁned as in the proof of Theorem 1.1).
Indeed, for any T0 ∈ N ,
T − JY T0 = PY (T − JY T0)+ PY⊥(T − JY T0) = (PY T − T0)+ PY⊥T ,
where PY and PY⊥ are the orthogonal projection from X onto Y and Y⊥, respectively.
Moreover, the operators PYT − T0 and PY⊥T have mutually orthogonal ranges, hence
‖T − JY T0‖22 = ‖PYT − T0‖22 + ‖PY⊥T ‖22.
By our assumption, ‖T −JY T0‖2 = ∞ whenever T0 ∈ N , hence either ‖PY⊥T ‖2 = ∞,
or ‖PYT − T0‖2 = ∞ for any such T0. In the ﬁrst case, we have ∞ = ‖PY⊥T ‖2 =
sup ‖uPY⊥T v‖1, where the supremum runs over all v : n2 → Y and u : X → n2 such
that u|Y = 0, and ‖u‖2 = ‖v‖ = 1. Thus, for any C > 0 there exist u and v satisfying
(3.1). In the second case, the Hilbert–Schmidt hyperreﬂexivity of N guarantees that
for every C > 0 there exist u : Y → n2 and v : n2 → Y for which (3.1) holds.
If (3.1) holds, then, by Lemma 2.4, ‖T ‖cbC/4. However, C in (3.1) can be arbi-
trarily large, hence T is not completely bounded. Therefore, T ∈ B(Y,X) is completely
bounded if and only if T = JY T0 + S for some T0 ∈ N and S ∈ S2.
Clearly, the spaces Y (1) and Y (2) coincide if the vectors 1 and 2 are colinear.
Next we prove that Y (1) and Y (2) are not completely isomorphic to each other,
provided 1 and 2 are not colinear. Indeed, suppose ‖1‖ = ‖2‖ = 1, and |〈1, 2〉| <
1. Denote by P the orthogonal projection onto Y (1)⊥. Any element of Y (2) is of
the form  ⊗ 2 ( ∈ L0), and ‖(I − P) ⊗ 2‖ = ‖‖|〈1, 2〉|. Therefore, by the
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Pythagorean theorem,
‖P⊗ 2‖2 = ‖⊗ 2‖2 − ‖(I − P)⊗ 2‖2 = (1− |〈2, 2〉|2)‖‖2,
which means that the restriction of P to Y (2) is an isomorphism. Consequently, if
T : Y (1)→ Y (2) is a c.b. map with a bounded inverse, then PT also has a bounded
inverse. However, T = JY(1)T0 + S (with T0 ∈ N and S ∈ S2), hence PT = PS is
a Hilbert–Schmidt operator. This contradiction shows that the spaces Y (1) and Y (2)
are not completely isomorphic to each other.
Finally, we show that the space X is completely indecomposable. Suppose, for the
sake of contradiction, that a projection P ∈ CB(X) has inﬁnite-dimensional kernel and
range. Then (P ) is also a projection ( is an algebraic homomorphism, hence (P ) =
(P 2) = (P )2), and P − (P ) is Hilbert–Schmidt. By the results of Section 2.c of
[20], (P ) = P + (P − (P )) has inﬁnite-dimensional kernel and range. Thus, we can
assume without loss of generality that P = Q⊗ I2 , where Q is a projection on L.
Observe that, for any k0, the space Ak is isometric to a subspace of C(T,N ) (the
space of N -valued continuous functions on the unit circle T). Indeed, let A = ∪k Ak
(this space need not be closed), and deﬁne  : A→ C(T,N ) by setting (I ) = 1, and
(
j (a))(z) = zj a for j1 and a ∈ N . Note that  is an algebraic homomorphism,
and an isometry. Clearly, (Bk) is contractively complemented in C(T,N ). Hence, for
any k0 there exists a contractive projection Pk from A onto Bk . Moreover, PkPj = 0
if k = j , and ∑∞k=0 Pk = I .
Let C = 4‖Q ⊗ I2‖cb. By Theorem 1.1, for any k ∈ N there exists ak ∈ Ak s.t.‖ak − Q‖ < C(1 + ε)−(k+1). For j0 let ajk = Pjak (then ajk = 0 for j > k).
By the triangle inequality, ‖ak+1 − ak‖ < 2C(1 + ε)−(k+1), hence ‖aj,k+1 − ajk‖ <
2C(1 + ε)−(k+1) for any j. Therefore, for any j there exists bj = limk→∞ ajk ∈ Bj ,
and
‖ajk − bj‖
∞∑
n=k
‖aj,n+1 − ajn‖ < 2Cε−1(1+ ε)−k
whenever k0. In particular, ‖bj‖‖aj,j−1 − bj‖ < 2Cε−1(1+ ε)1−j , hence we can
deﬁne b =∑∞j=0 bj (the series converges absolutely). We have
‖ak − b‖
k∑
j=0
‖ajk − bj‖ +
∞∑
j=k+1
‖bj‖ < 2Cε−1(1+ ε)−k
(
(k + 1)+ ε−1(1+ ε)−1
)
and therefore, limk ‖ak − b‖ = 0. Thus, b = Q.
Note that a0k = ckI (with ck ∈ C), hence the restriction of ak to L−1⊗2 equals ckI .
Moreover, Q2 = Q, hence limk→∞ ‖ak−a2k‖ = 0. In particular, limk→∞ |ck−c2k | = 0,
which means that b0 equals either I or 0. Passing from Q to I −Q if necessary, we
can assume that b0 = 0.
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We complete the proof by showing that bn = 0 for every n ∈ N. Indeed, ﬁnd
the smallest n for which bn = 0. Let T = ∑Nj=0 bj , where Nn is so large that
‖T 2 − T ‖ < ‖bn‖. However, Pn(T ) = bn, and Pn(T 2) = 0 (to see this, consider
(T 2)). Hence, ‖bn‖ = ‖Pn(T 2 − T )‖ < ‖bn‖, a contradiction. 
In order to construct two more examples, we introduce some notation. For an operator
space X, we denote by CI (X) the set of completely invertible operators on X—that
is, operators T such that both T and T −1 are completely bounded. We use Xn for
X ⊕ · · · ⊕X (n times).
Proposition 3.2. There exists an operator space X, isometric to 2, and T ∈ CI (X),
such that:
(1) There exists a continuous path in CI (X), connecting T 2 to IX
(2) There is no n ∈ N for which there exists a continuous path in CI (Xn), connecting
T ⊕ IXn−1 with IXn .
Before proving this result, recall some facts concerning K-theory of Banach algebras.
For more information, the reader is referred to [6].
Suppose A is a Banach algebra with the identity I. We denote by Mn(A) the algebra
of n × n matrices with entries from A, with obvious multiplication. For n ∈ N,
IPn(A) denotes the set of idempotents (or projections) in Mn(A). We let IP∞(A) =
∪n∈NIPn(A). We say that p ∈ IPm(A) and q ∈ IPn(A) are 0-equivalent (p ∼0 q) if
there exist u ∈ Mm+k,n+k(A) and v ∈ Mn+k,m+k(A) satisfying
uv =
(
p 0
0 I (k)
)
, vu =
(
q 0
0 I (k)
)
(here I (k) is the element of Mk(A), consisting of k copies of I on the diagonal, and
zeroes elsewhere). The 0-equivalence class of p is denoted by [p]0. Addition is deﬁned
as follows:
[p]0 + [q]0 =
[(
p 0
0 q
)]
0
.
Then the (Abelian) group K0(A) can be represented as the set of all differences [p]0−
[q]0, with p, q ∈ IP∞(A).
To deﬁne the group K1(A), consider the set GLn(A) of all invertible elements of
Mn(A), and let GL∞(A) = ∪n GLn(A). We say that U ∈ GLm(A) and V ∈ GLn(A)
are 1-equivalent (U ∼1 V ) if, for some k max{m, n}, there exists a continuous path
h : [0, 1] → GLk(A) such that
h(0) =
(
U 0
0 I (k−m)
)
, vu =
(
V 0
0 I (k−n)
)
.
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[U ]1 denotes the equivalence class of U. The group K1(A) is the set of equivalence
classes GL∞(A)/ ∼1, equipped with addition
[U ]1 + [V ]1 =
[(
U 0
0 V
)]
1
.
Now we can re-phrase Proposition 3.2 in terms of K-theory: we establish that [T 2]1 =
[T ]21 = [IX]1, yet [T ]1 = [IX]1. Therefore, K1(CB(X)) contains a copy of Z2. In
particular, this group has torsion. Note that no examples of Banach spaces X for which
K1(B(X)) has torsion are known (see [19], where several examples of Banach spaces
with exotic K0 and K1 groups are given).
For our construction, we use the Cuntz algebra On (n2)—the C∗-algebra of oper-
ators on 2 generated by the identity I and isometries s1, s2, . . . , sn s.t. s∗i si = I , the
projections sis∗i are mutually orthogonal, and I =
∑n
i=1 sis∗i .
Proof of Proposition 3.2. It is known (see e.g. [8], or [6, Exercise 10.8.11]) that
K0(O3) = Z2. By suspension and unitization (combining Theorem 8.2.2 and Corol-
lary 8.3.7 of [6]), we construct a separable unital C∗ algebra A for which K1(A) =
K0(O3) = Z2. Passing from A to Mn(A) if necessary, we obtain an element x ∈
GL1(A) such that it is not 1-equivalent to I, yet there exists a continuous function
h : [0, 1] → GL1(A) s.t. h(1) = I and h(0) = x2. By the GNS construction, we may
assume that A is a unital subalgebra of B(2).
Let n = (2/3)n, and ﬁnd ﬁnite-dimensional subspaces A1 ↪→ A2 ↪→ . . . ↪→ A
such that x, x−1 ∈ A1, AnAm ⊂ An+m for n,m ∈ N, and for any t ∈ [0, 1], there
exist an1, an2 ∈ An s.t. ‖h(t)− an1‖, ‖h(t)−1− an2‖ < 4−n (this is possible, since both
h([0, 1]) and the set of the inverses of its elements are compact). Applying Theorem 1.1
with
K = {h(t) | t ∈ [0, 1]} ∪ {h(t)−1 | t ∈ [0, 1]} ∪ {0},
we obtain an operator space X, isometric to 2 ⊗ 2, such that every T ∈ CB(X) is
of the form a ⊗ I2 + S, with a ∈ A and S ∈ S2. Moreover, the map a → a ⊗ I2
is uniformly continuous on K (by the last part of Theorem 1.1), hence the function
H : [0, 1] → CI (X) : t → h(t)⊗ I2 is continuous. Therefore, x2 ⊗ I2 ∼1 IX.
Now suppose x ⊗ I2 ∼1 IX, that is, there exist n ∈ N and a continuous function
H : [0, 1] → CI (X) such that H(0) = x ⊗ I2 ⊕ IXn−1 , and H(1) = IXn . We know
that the map 
 : a ⊗ I2 + S → a (here, a ∈ A and S ∈ S2) deﬁnes a bounded
algebraic homomorphism from CB(X) to A. It is easy to see that 
n = IMn ⊗ 
 is a
bounded algebraic homomorphism from Mn(CB(X)) to Mn(A). Then h = 
n ◦ H is
a continuous map from [0, 1] into GL1(A) s.t.
h(0) =
(
x 0
0 I (n−1)
)
and h(1) = I (n).
This is, however, impossible by construction of x. 
310 T. Oikhberg / Journal of Functional Analysis 224 (2005) 296–315
Remark 3.3. In a similar way, we can use the fact that K0(On+1) = Zn (n2) to
construct an operator space X for which K1(CB(X)) contains Zn as a subgroup.
Proposition 3.4. Suppose n3. Then there exists a 1-Hilbertian operator space X,
such that Xk is completely isomorphic to Xm if and only if k −m = 0mod n− 1.
Proof. Suppose s1, . . . , sn are the isometries from the deﬁnition of Cuntz algebra. Let
n = (2/3)n, and deﬁne ﬁnite dimensional subspaces A1 ↪→ A2 ↪→ · · · ↪→ On as
follows: A1 = span[I, s1, . . . , sn, s∗1 , . . . , s∗n], An = span[An1] for n > 1. Construct the
operator space X as in Theorem 1.1. For 1kn let Xk = (sk ⊗ I2)X. Then Xk is
completely isomorphic to X, since ‖sk ⊗ I2‖cb, ‖s∗k ⊗ I2‖cb3/2. Moreover, Xk is
the range of the orthogonal projection Pk = s∗k sk ⊗ I2 , with c.b. norm not exceeding
(3/2)2. Hence, X is completely isomorphic to Xn.
Suppose Xk is completely isomorphic to Xm. In other words, there exist U ∈
Mkm(CB(X)) and V ∈ Mmk(CB(X)) such that UV = IXk and VU = IXm . As in
the proof of Proposition 3.2, consider the homomorphism 
 : CB(X) → On, sending
a ⊗ I2 + S into a. Denote the maps Ikm ⊗ 
 and Imk ⊗ 
 (acting on Mkm(CB(X))
and Mmk(CB(X)), respectively) by 
km and 
mk . Let u = 
km(U) ∈ Mkm(On) and
v = 
mk(V ) ∈ Mmk(On). Then uv = I (k) and vu = I (m), which implies k[I ]0 = m[I ]0.
By [8], the last inequality holds if and only if n− 1 divides k −m. 
4. Applications of Theorem 1.2
In this section we deal with examples of operator spaces with interesting properties,
arising from Theorem 1.2.
Proposition 4.1. Suppose E is the dual of a separable Banach space. Then there exists
an operator space X, isometric to 2, such that CB(X) is isomorphic to E ⊕ 2.
Proof. Note that E is isomorphic to E′ = C ⊕1 F , where F is a dual Banach space
(the kernel of any element of E∗ can serve as F). We can view E′ as a unital Banach
algebra, with the multiplication (, f ) · (′, f ′) = (′, ′f + f ′).
Suppose P and Q are mutually orthogonal projections of inﬁnite rank on 2. Deﬁne
a homomorphism  : E′ → B(2) by setting (, f ) = I + 
(f ), where 
 : F →
PB(2)Q is a weak∗ continuous isometry (PB(2)Q contains ∞ as a weak∗ closed
subspace, hence such a 
 exists).  is contractive, unital, faithful, and weak∗ continuous.
An application of Theorem 1.2 completes the proof. 
In [22], we gave examples of operator spaces X for which there are precisely n (n ∈
N∪{∞}) multiplicative functionals on CB(X). It is easy to see that, if X is completely
isomorphic to X⊕· · ·⊕X (n times), then there are no non-zero multiplicative functionals
on CB(X). Indeed, if X is completely isomorphic to X ⊕ · · · ⊕ X, then there exist n
pairs of operators Ui, Vi ∈ CB(X) s.t. UiVi = IX for any i, and ∑ni=1 ViUi = IX. This
precludes the existence of non-zero multiplicative functionals, but not the existence of
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(non-unital) traces on CB(X). Recall that a functional , acting on a Banach algebra
A, is called a trace if (ab) = (ba) for any a, b ∈ A.
Proposition 4.2. There exists an operator space X, isometric to 2, such that X is
completely isomorphic to X ⊕X, and there exists a non-zero trace on CB(X).
Proof. Below, we work with the second Cuntz semigroup C2, consisting of the “zero
element” , neutral element e, and generators s1, s2, s′1, and s′2, subject to the relations
s = s = , se = es = s for any s ∈ C2, s′i sj =
{
e if i = j,
 otherwise.
This semigroup was introduced and described in [26, Section III.2] (see also [23,
Chapters 1-2]). One can see that every element of C2 = C2\{} can be written in
a unique way as sis′j, where i = (i1, . . . , in), j = (j1, . . . , jm), si = si1 . . . sin , and
s′j = s′jm . . . s′j1 , with i1, . . . , in, j1, . . . , jm equal to 1 or 2. If i = ∅, we let si = e, with
a similar convention governing s′j. Multiplication is subject to cancellation rules:
sis
′
jsks
′
l =

sihs
′
l k = jh,
sis
′
lh j = kh,
 otherwise.
Recall that a semigroup  is inverse if for any s ∈  there exists a unique element
s∗ such that ss∗s = s and s∗ss∗ = s∗ (see [7, Chapter 1] for more information). By
the above, C2 is an inverse semigroup, with (sis′j)∗ = sjs′i .
Let C2 = C2\{}, and observe that 1(C2 ), equipped with convolution 4̂, is a unital
Banach algebra. Here, 4̂ is deﬁned by setting, for s, t ∈ C2 ,
	s 4̂	t =
{
0 if st = ,
	st otherwise
(as usual, 	s is the characteristic function of s ∈ C2 ).
Following [4], deﬁne the left regular ∗-representation  : 1(C2 ) → B(2(C2 )): for
s ∈ C2 let
(	s)	t =
{
	st if s∗st = t,
0 otherwise.
In order to apply Theorem 1.2, we need to show that  is unital, contractive, faithful,
and weak∗ continuous.
It is easy to see that  is unital. Indeed, e∗ = e, hence (	e)	t = 	t for any t ∈ C2 .
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To show that  is contractive, it sufﬁces to prove that t1 = t2 whenever t1, t2 ∈ C2
satisfy (	s)	t1 = (	s)	t2 = 0. Indeed, in this situation s∗st1 = t1, s∗st2 = t2, and
st1 = st2. Multiplying the last equality by s∗ from the left, we conclude that t1 = t2.
The fact that  is faithful can be deduced from [28]. For the sake of completeness,
we present a direct proof. Consider a non-zero
f =
∑
ij	sis′j ∈ 1(C2 ),
where the sum is taken over all pairs of (possibly empty) ﬁnite strings i and j, consisting
of 1’s and 2’s. Pick a pair (i, j) such that ij = 0, and kl = 0 whenever j = lh with
h = ∅ (this can be done by ﬁnding the “shortest” j with ij = 0). We shall show that
〈	si , (f )	sj〉 = ij. (4.1)
Indeed, if kl = 0, then either j = l and (	sks′l )	sj = 0, or j = l, and (	sks′l )	sj = 	sk .
Therefore,
〈	si , kl(	sks′l )	sj〉 =
{
ij (k, l) = (i, j),
0 otherwise,
which implies (4.1).
To prove the weak∗ continuity of , it sufﬁces to show that, for any u, v ∈ C2 ,
〈(	s)	u, 	v〉 = 0 for all but ﬁnitely many s ∈ C2 . To achieve this, write s = sis′j,
and u = sks′l . By deﬁnition of , (	s)	u = 0 unless k = jh (this is possible only for
ﬁnitely many strings j). In the latter case, (	s)	u = 	sihs′l , which is orthogonal to 	v ,
except for at most ﬁnitely many strings i.
Denote by A the Banach algebra ̂41(C2 )̂4, where  = 	e−	s1s′1 is an idempotent
(that is, ̂4 = ). Multiplication by 	s (s ∈ C2 ) is weak∗ continuous on 1(C2 ), hence
A is a weak∗ closed subalgebra of 1(C2 ), with  playing the role of identity. Let
P = (), H = P(2(C2 )), and deﬁne  : A → B(H) by setting, for a ∈ A,
(a) = P(a)P . By the above,  is a contractive unital weak∗ continuous algebraic
homomorphism from A into B(H). Moreover,
(a) = (̂4â4) = ()(a)() = P(a)P
for any a ∈ A, hence  is faithful.
By Theorem 1.2, there exists an operator space X, isometric to H⊗2, and such that
every c.b. map on X is of the form (a)⊗ I2 + S, with a ∈ A and S ∈ S2. Moreover,
 : (a)⊗ I2 + S → (a)⊗ I2 is an algebraic homomorphism.
It was shown in [10] that there exists a1, b1, a2, b2 ∈ A s.t. a1̂4b1 = a2̂4b2 = ,
and b1̂4a1 and b2̂4a2 are idempotents whose product is 0. Let Ui = (ai) ⊗ I2 and
Vi = (bi)⊗ I2 , (i = 1, 2). Then UiVi = IX, and Pi = ViUi (i = 1, 2) are projections
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on X satisfying P1P2 = P2P1 = 0. Thus, the ranges of P1 and P2 are completely
isomorphic to X, and X is completely isomorphic to the direct sum of these ranges.
By [10], there exists a non-trivial trace 0 on A. For T = (a)⊗ I2 + S ∈ CB(X)
(a ∈ A, S ∈ S2) deﬁne the linear functional  by setting (T ) = 0(a). It is easy to
check that  is well deﬁned, and is a trace. 
Finally, we examine the scope of applicability of Theorem 1.2. As noted in the
introduction, we can apply this theorem for any unital weak∗ closed subalgebra of
B(2) (just by considering the identity representation). Below, we give some examples
of Banach algebras which are not algebraically isomorphic to algebras of operators, yet
which have representations  as in the statement of Theorem 1.2.
Suppose G is a locally compact group. It is well known that there exists a left Haar
measure  on this group (see e.g. [9, Theorem 3.3.2]). The full C∗-algebra C∗(G) is
the completion of the space L1(G) of all complex-valued integrable functions of G,
equipped with the norm
‖f ‖C∗(G) = sup
∣∣∣∣∣∣∣∣∫ (x)f (x) d(x)∣∣∣∣∣∣∣∣ ,
where the supremum is taken over all continuous unital representations  : G→ B(H)
(see e.g. [14] for more information). The Fourier–Stieltjes algebra b(G) is the space
of complex-valued functions g on the groups G for which there exists a continuous
unital representation  : G→ B(H) and vectors ,  ∈ H such that g(x) = 〈(x), 〉
for any x ∈ G. We set ‖g‖b(G) = inf ‖‖‖‖, where the inﬁmum is taken over the set
of all , , and  as above. The pointwise product turns b(G) into a Banach algebra
(once again, see [14]). Moreover, b(G) is the dual space of C∗(G), with the duality
given by
〈f, g〉 =
∫
f (x)g(x) d(x).
Clearly, the algebra b(G) has an identity—that is, the function which is identically
equal to 1 on G (indeed, such a function arises from the representation  sending
every element of G into the identity).
In the above notation, we have:
Proposition 4.3. Suppose G is a locally compact group, whose left Haar measure 
is -ﬁnite. Then there exists a weak∗ continuous faithful unital representation  :
b(G) → B(2). Consequently, there exists an operator space X, isometric to 2 ⊗ 2,
such that T ∈ CB(X) if and only if there exists g ∈ b(G) for which T − (g)⊗ I2 is
Hilbert–Schmidt, and moreover,
1
16
max{‖g‖, ‖T − (g)⊗ I2‖2}‖T ‖cb‖g‖ + ‖T − (g)⊗ I2‖2.
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Remark 4.4. This proposition gives us an example of a “nice” representation of a
Banach algebra which is not an operator algebra. Indeed, suppose G is an Abelian
group with inﬁnitely many elements. By Eymard [14], b(G) can be identiﬁed with the
algebra of measures M(Gˆ), where Gˆ is the dual group. However, by Young [29], if
 : M(Gˆ)→ B(H) is a representation, then −1 is unbounded.
It may be interesting to note that, by Ghahramani [15], the algebra M(G) can
be isometrically represented as a subalgebra of B(B(L2(G))) whenever the locally
compact group G is commutative. This result has recently been generalized to the
non-commutative case in [21].
Proof of Proposition 4.3. Note that the formal identity map ∗ : L1(G) → C∗(G)
is contractive. Therefore, its dual  : b(G) → L∞() is a unital faithful contractive
weak∗ closed representation. Representing L∞() as the space of “diagonal” operators
on the separable Hilbert space L2(), we regard  as mapping b(G) into B(L2()).
We complete the proof by applying Theorem 1.2 to . 
Remark 4.5. There exist Banach algebras with no non-trivial representations on B(2)
(by Berkson and Porta [5], B(p) is such an algebra for p = 2).
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