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Abstract—One of the tasks of law enforcement agencies is
to find evidence of criminal activity in the Darknet. However,
visiting thousands of domains to locate visual information
containing illegal acts manually requires a considerable amount
of time and human resources. To support this task, in this paper,
we explore the automatic classification of images uploaded to Tor
darknet.
Unfortunately, the foreground objects on such images are not
always presented standalone, without background. To address
this challenge, we introduce Semantic Attention Keypoint Filter-
ing, a strategy that filters non-significant features at a pixel level
that do not belong to the object of interest, by combining saliency
maps with Bag of Visual Words (BoVW). We evaluated SAKF
against CNN features and BoVW using dense SIFT descriptors,
achieving an improvement of 6, 61% and 2, 2% in accuracy,
respectively.
Index Terms—Perceptual Hashing, Deep Web, Tor, DCT, F-
DNS, Image Classification
Type of contribution: Research already published
I. INTRODUCTION
The Darknet is the portion of the Deep Web that cannot
be indexed by standard search engines and usually requires
unique browsers to access. The most famous Darknet is
the Tor network, which provides its users with a layer of
anonymity. Unfortunately, this feature makes the Tor network
a nesting place for criminal activity. The automatic recognition
and classification of this content is a task that requires a lot
of time and resources from the Law Enforcement Agencies
(LEA).
To support this task, in this paper [1], we introduced
Semantic Attention Keypoint Filtering (SAKF), a method that
improves the classification of Tor domain images into 5 illicit
categories by combining saliency maps with Bag of Visual
Words (BoVW). Thanks to this approach, the content of a
Tor Hidden Service can be determined based on the images
hosted at that domain.
II. BAG OF VISUAL WORDS (BOVW)
In the Bag of Visual Words (BoVW) model [2], each image
is represented by the frequency of the appearance of particular
visual elements, called visual words.
First, in the BoVW method, a set of points - known as
key points - are sampled from the image. Then, around each
keypoint, a small patch - a squared region - is considered and
described through a feature vector or descriptor. Finally, the
BoVW computes a dictionary, i.e. a set of the visual words
that could be present in a dataset. These visual words are the
resulting clusters from a clustering process over the feature
vectors extracted from the images belonging to the training
set. The keypoint sampling method and type of descriptors
extracted from each patch may vary. In this work, we have
used a dense sampling, i.e., sampling the key points in a
dense grid, and SIFT descriptors [3]. Besides, we have used
K-means clustering to create the dictionary.
During the stage of image representation, BoVW describes
globally all the images with the the dictionary. In this process,
first, a set of keypoints from each image are sampled and
described with a feature vector. Then, these vectors are
assigned to the closest visual word in terms of vector distance.
Finally, the histogram of the visual words that represent all
the initial feature vectors is used as the final descriptor of the
image.
III. SEMANTIC ATTENTION KEY POINT FILTERING
The Fig. 1 visually depicts the Semantic Attention Key
point Filtering (SAKF) method.
Fig. 1. Overview of the proposed Semantic Attention Keypoint Filtering
(SAKF) method. Foreground dictionary is constructed using keypoints be-
longing to the object of interest. When a keypoint is closer to the background
dictionary, it is not incorporated into the BoVW dictionary.
In our previous work [4], we demonstrated that the accuracy
in an image classification process, where BoVW and the
saliency map are combined, depends on the standard deviation
σ of the Gaussian kernel used in the image signature algorithm
by Hou et al. [5], also known as blurring factor.
The saliency map algorithm proposed by Hou et al. [5]
considers the image as the sum of the foreground and back-
ground signals. They isolate the foreground support in the
transformed domain of the mixed signals in the image and
then inversely transform it back into the spatial domain by
computing the reconstructed image.
Let SMσ be the image signature computed for a given
blurring factor σ. We binarized SMσ using the Otsu threshold,
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that separate pixels into two classes, foreground and back-
ground; obtaining an image SMbin, where the attention zone
corresponds to white pixels, and the black ones represent the
background information.
Dense SIFT descriptors are extracted from the original
image and separated into two groups: foreground, dF , and
background descriptors, dB . The mentioned process is visu-
ally depicted on Fig. 1. Subsequently, two different visual
dictionaries are calculated using dF and dB , called V DF and
V DB , respectively.
At this point, our contribution SAKF is applied to select
foreground descriptors whose semantic meaning is closer to
the main attention zone, i.e. the areas with values 1 in SMbin.
For this, given an image, we make a semantic attention selec-
tion for all the foreground descriptors, and filter them using
their Euclidean distances to the foreground and background
dictionaries. Then, we generate the BoVW descriptor matrix
only with the foreground descriptors whose measured distance
is lower to the foreground dictionary than to the background
dictionary. All other foreground descriptors are ignored.
IV. EXPERIMENTAL RESULTS
To demonstrate the effectiveness of the proposed method,
we conducted experiments using several publicly available
datasets, selecting 75% of the data for the training process
and 25% of the data for testing. For applying SAKF on the
classification of Tor darknet domains, we used TOr Images
Categories (TOIC) [6], a dataset with 698 real images taken
from Tor domains and which contains 5 categories of illegal
content.
We compared the results obtained by SAKF to the baseline
from previous works [7], [6], where we used a classical
BoVW model [2] together with dense SIFT descriptors [3].
The system used for classification maintained the con-
figuration of previous works [6], [4], [7], [8], i.e., dense
SIFT with step and size 7, K-means to obtain a 2048 visual
words dictionary, BoVW feature vectors built through a hard
assignment approach and Support Vector Machine (SVM)
classifier with a lineal kernel.
Finally, we made a comparison between our proposal
(dSIFT+BoVW(SAKF) and Convolutional Neural Networks
(CNN) features, extracting the last layer of two pretrained
CNNs on ImageNet dataset: MobileNet V1 and ResNet50.
The extracted features were used to train an SVM classifier
with a linear kernel with five different sets of training and
test, replicating the same conditions than when we used dense
SIFT together with BoVW encoding.
The results of the comparisons are presented in Table I
TABLE I
ACCURACY COMPARISON IN THE TASK OF IMAGE CLASSIFICATION ON
TOIC DATASET.
Methods Accuracy
ResNet50 81,37%
dSIFT + BoVW [6] 85,78%
dSIFT + BoVW (SAKF) 87,98%
V. CONCLUSIONS
In this paper, we presented a Semantic Attention Keypoint
Filtering (SAKF), a method that improves the automatic image
classification based on the Bag of Visual Words (BoVW)
framework. SAKF filters background information and extracts
descriptors only from the foreground, i.e. the object of interest,
improving the performance of the automatic classification.
We compared the results of our method with similar im-
plementations and CNN features, showing that our proposal
achieves a higher classification accuracy.
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