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Almtraet--This paper gives an algorithm generating allelements of the symmetric group Sn ordered as 
a sequence ofcosets of Sn/G, where G is a subgroup of order 2n (for n/> 3) generated bycyclic permutation 
C: i--*i + 1 (modn) and the reversal permutation R: i~n +1- i ,  i.e. {RJC~}, where 0~<j~<l and 
O<~i <~n-1. 
1. THE ALGORITHM OF M. B. WELLS 
The author's algorithm is based on the Wells' algorithm whose point is the use of the concept of 
a number under a permutation in an "active state". 
First of all, let's define the concept of a number under a permutation i  an "active state". For 
example, we put an arrow "*--" above every number under the permutation 1234. The permutation 
1234 is changed into the permutation T~4.  We call a number under a permutation i  an "active 
state" when the adjacent number in the arrow direction of the number is smaller than the number 
itself. Under permutation T~4,  the numbers ~, ~ and 4 are in an "active state". 
Let Pn express a permutation of length n. 
The Wells' algorithm which generates all the permutations from the permutation Pn = "1~ • • • h 
is as follows: 
(sl) I f  there is no number under the permutation Pn in an "active state" then stop, 
else go to step (s2). 
(s2) Find the maximum number under the permutation P, in an "active state", and 
let it be M. Transpose M and the adjacent number in the arrow direction of M, 
and go to step (s3). 
(s3) Change the arrow direction of all the numbers under the permutation P~ which 
are bigger than M, and go to step (s 1). 
2. THE AUTHOR'S  ALGORITHM 
S, is grouped into (n - I)T/2 cosets. Each coset consists of all elements obtained from a, where 
tr ~ S~ and is generated in the method similar to that of the Wells' algorithm, by cyclic permutation 
C: i ~ i  + 1 (mod n) and reversal permutation R: i ~n  + 1 - i, i.e. (RJC t .a),  where 0 ~<j ~< 1 and 
O<~i <~n-  l. 
The algorithm which generates all the permutations from the permutation Pn = Pn_tn = 
T~. . .  (n--=q-)n is as follows: 
(sl) p'~p~. 
(s2) Generate R.P'~. I f  we have had the operation C on the permutation P~, for 
n - 1 times, then go to step (s4), else go to step (s3). 
(s3) Generate C.P'~. P'¢= C.P'~, and go to step (s2). 
(s4) Find the maximum number under the permutation Pn- ~ in an "active state", 
and let it be M. I f  M is 2, then stop, else transpose M and the adjacent number 
in the arrow direction of M and generate P~. Go to step (s5). 
(s5) Change the arrow direction of the numbers under the permutation P~_ ~ which 
are bigger than M, and go to step (sl). 
Note that the operation C and R are implemented functionally (not really) by increasing n storage 
locations, which is very important for this algorithm. 
tPlease address correspondence to Mr C. Zhou, c/o Pu-nan Zhou, Beijing Simulation Center, Box 142-21, Beijing, People's 
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Before this algorithm generates the first permutation a[ l ]a[2] . . ,  a[n] of S,, elements a[1], 
a[2] . . . . .  a[2n] are initialized with numbers, where a[i] = a[i + n] and 1 ~< i ~< n. When generating 
a permutation i  the method similar to that of Wells', besides doing the necessary operations of 
Wells', this algorithm needs to transpose a pair of extra adjacent numbers and give a head point 
to the element all] and a tail point to the element a[n]. Every time when generating a permutation 
by the operation C, only shift the head point and the tail point to the right adjacent number, 
respectively, thus the two points determinate a permutation. Every time when generating a
permutation by the operation R, do nothing but see the permutation from tight to left. 
Now we analyze this algorithm. Compared with the Wells' algorithm, this algorithm uses n 
storage locations more. We will mainly analyze the time. Assume steps (sl)-(s5) costs time, T~, T2, 
T3, T4 and Ts, respectively. We will count the number of times each step is executed as follows: 
Step Number of times 
(sl) (n - I ) r /2  
(s2) nr/2 
(s3) (n - l)(n - I)~/2 
(s4) (n - l ) r /2  
(s5) (n--1)t/2 
Thus the average time cost by generating a permutation as n ~ ~ is 
((n - 1) r/2"7"1 + n T/2. T 2 + (n - 1)(n - 1)t/2. T3 + (n - 1) T/2./'4 + (n - 1)T/2. Ts)/n! = (T: + T3)/2. 
Now we prove that this algorithm is correct. 
Lemma 1 
CiR = RC "-~, where 0 ~< i ~< n - 1. 
Proof  By mathematical induction on i. 
1. When i = 0, the statement is true. 
2. Assume the statement is true for i = k, where 0 < k < n -  1, i.e. CkR = RC "-k, while 
according to the definition of C, we know that Ya e S,, we have CaC =t r, thus 
RC"-  (k + ~) = C" RC ("- k + 1). C = C" RC" -  k = C k + ~ R. So when i = k + 1, the statement is true. 
Lemma 2 
Let G = {RJCq0 ~<j ~ 1, 0 ~<i ~<n - 1}, G is a subgroup of S,. 
Proof  
1. VRJtC ~, RJ2C ~ ~ G, where 0 ~<Jl, J2 ~< 1 and 0 ~< il, i2 ~< n - 1. 
When J2 = 0, we have RJ~C i~ .RJ2C ~2 = RJ, C i~ G, where i = il +/2 (rood n). 
When j :=  1, according to Lemma 1, we have RJJC~.RJ2Ci2=RJ~+~C~G, where 
i = n - il +/2 (rood n). 
2. '¢RJC~EG, where 0~<j ~< 1 and 0~<i ~<n-1 .  According to Lemma 1, we have 
(RJC ~ ) - l = C" -~R j. 
When j = O, C"-  iR: = C"-  i ~ G. 
Whenj  = 1, C"- iR J=RCi~G.  
3. Identity R°C° ~ G. 
It follows that G is a subgroup of S,. 
According to this algorithm, step (s 1) generates all the permutations which have the characteristic 
that n is the rightest number of permutations and 1 is on the left-hand side of 2. Thus step (sl) 
can generate (n - 1)T/2 permutations, which we let be a~, where 1 ~< i ~< (n - 1)~/2. 
Lemma 3 
{Gail 1 ~< i ~< (n - I)T/2 } is a set of right cosets of S,. 
Proof  Since a~ (aj) is the only permutation of Ga~(Gaj) whose tightest number is n, while a~ # aj 
(i ~ j ) ,  thus Ga~NGaj = ~b, where 1 ~< i, j ~< (n - 1)r/2. Since IGa~l = 2n, thus 
(n - 1)!/2 
T. IGa, i=n?. 
i=¿ 
So {GaAI ~ i ~ (n - I)T/2 } is a set of right cosets of S.. 
A permutat ion -generat ing  a l o r i thm 41 
Theorem 1 
{Gai[ 1 ~< i ~< (n - 1)T/2 } is a partition of S,. 
Proof. According to Lemma 3, we have {Gaj[l ~ i ~< (n - 1)t/2 } is a partition of S,. 
In fact Theorem 1 has proved that this algorithm is right. 
3. CONCLUSION 
(l) Theoretically, the average time of generating a permutation (as n ~ oo) for this algorithm 
is half of the time cost by judging the number of times the operation C is executed and shifting 
two points, while for the Wells' is the time cost by finding the two adjacent numbers, transposing 
them and changing the parameters describing the state. Empirically, the Wells' algorithm costs 
three times more time than this one to generate all the permutations of S, (when n = 7-10). In 
respect of the time, I think this algorithm is better than the one that Wells proposed. Of all the 
permutation-generating al orithms, Wells' is good. 
(2) For some problems, it might be enough to only consider the representive elements of each 
coset of S,. Changing this algorithm slightly will meet the demand. 
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APPENDIX  
The implementat ion  o f  the Wells'  a lgor i thm (using Algol): 
procedure pergen(n )
integer n; 
begin 
integer p, q, r, i, k; 
integer array a[ l :  n],  e, d[2: n]; 
a [1 ] ;=1;  
for i ,=2  step 1 until n do 
begin 
a [ i]  ,= d [i] ,= i; e [ i]  ,= - 1 
end 
sw: q,=O; print a; 
for k;=n step -1 until 2 do 
begin 
d[k],=p==d[k] +e[k] ;  
if p =k  then e[k ] ,=- I  / ,  handling at the right end , /  
else if p =0 then begin 
e [k ] ,= l ;  q=q+l  /* handling at the left end, /  
end 
else begin 
p,=p +q;  r,=a[p]; 
a[p]==a[p+ l]; a[p+ l] ,=r;  
goto sw 
end 
end 
end 
The implement ing procedure  o f  the Wells'  a lgor i thm (n = 4) 
Direction 
an a2 a 3 a 4 d 2 d 3 d 4 q 2 3 4 e 2 e 3 e 4 
I 2 3 4 2 3 4 0 , -  ,-- ~ -1  -1  -1  
l 2 4 3 2 3 3 0 
l 4 2 3 2 3 2 0 
4 I 2 3 2 3 I 1 
4 1 3 2 2 2 0 0 4- 4- -~ - I  - I  I 
I 4 3 2 2 2 I 0 
l 3 4 2 2 2 2 0 
I 3 2 4 2 2 3 0 
--continued overleaf 
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The  imp lement ing  procedure  o f  the Wel ls '  a lgor i thm (n = 4)---continued 
Direction 
a I a 2 a s a 4 d 2 d s d 4 q 2 3 4 e 2 e 3 e 4 
*-- -1  -1  -1  3 1 2 4 
3 1 4 2 
3 4 I 2 
4 3 1 2 
4 3 2 1 
3 4 2 1 
3 2 4 1 
3 2 1 4 
2 3 1 4 
2 3 4 I 
2 4 3 1 
4 2 3 I 
4 2 1 3 
2 4 1 3 
2 I 4 3 
2 1 3 4 
I 4 0 ' -  *-- 
I 3 0 
1 2 0 
I 1 0 
0 0 2 *-- --, 
0 1 0 
0 2 0 
0 3 0 
I 4 0 *- 
1 3 0 
1 2 0 
1 1 0 
2 0 1 *-- 
2 1 0 
2 2 0 
2 3 0 
-1  1 1 
*-- -1  1 -1  
--* - - I  I I 
The imp lementat ion  o f  the author ' s  a lgor i thm (us ing A lgo l ) ;  
procedure pergen(n) 
integer n; 
begin 
integer p, q, r, i, k, t; 
integer array a [1 : 2hi,  e, d[3: n - 1 ]; 
for i ,=1 step 1 until n do a[i]==a[i+n];=i; 
for i==3 step 1 until n -1  do e [ i ]==- I  
sw:q,= O; t=n-1 ;  
for k==l step 1 until n do 
begin 
t==t+l ;  
for i==k step 1 until t do print a[ i ] ;  / ,  cycling operation , /  
for i ,=t step -1 until k do print a[i] /* reversing operation , /  
end 
for k==n-1 step -1 until 3 do 
begin 
d[k]==p,=d[k] +e[k] ;  
if p =k then e[k] ,=- I  / ,  handling at the right end , /  
else if p = 0 then begin 
e lk ] ,=1;  q=q+l  / ,  handling at the left end , /  
end 
else begin 
p==p+q; r==aLo]; 
a[p]==a[p +n],=a[p+ l]; a[p+ l]:=aLo+ l +n]  ==r; 
gore sw 
end 
end 
end 
The imp lement ing  procedure  o f  the author ' s  a lgor i thm (n = 4): 
Direction 
a I a 2 a~ a 4 a~ a 6 a 7 a~ d s q 3 e s 
1 2 3 4 1 2 3 4 3 0 ~ -1  
I 3 2 4 1 3 2 4 2 0 *- -1  
3 1 2 4 3 I 2 4 I I ,-- - I  
, Output 
1234 
4321 
2341 
1432 
3412 
2143 
4123 
3214 
1324 
4231 
3241 
1423 
2413 
3142 
4132 
2314 
3124 
4213 
1243 
3421 
2431 
1342 
4312 
2134 
