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Summary
In this thesis we study aspects of strong-field gravitational lensing by black holes in general
relativity, with a particular focus on the role of integrability and chaos in geodesic motion.
We begin with a review of theoretical aspects of Einstein’s theory of general relativity,
as well as important concepts and techniques from the fields of non-linear dynamics and
chaos theory. Next, we review the topic of gravitational lensing. The history of gravi-
tational lensing and the perturbative lensing formalism are discussed. We then present
an overview of gravitational lensing from a spacetime perspective, including the leading-
order geometric optics approximation for high-frequency electromagnetic waves on curved
spacetime; the role of (unstable) photon orbits; and black hole shadows.
We investigate binary black hole shadows using the Majumdar–Papapetrou static
binary black hole (or di-hole) solution. We demonstrate that the propagation of null
geodesics on this spacetime background is a natural example of chaotic scattering. The
role of unstable photon orbits is discussed. We develop a symbolic dynamics to describe
null geodesics and to understand the structure of one-dimensional binary black hole shad-
ows. We demonstrate that, in situations where chaotic scattering is permitted, the shadows
exhibit a self-similar fractal structure akin to the Cantor set. A gallery of two-dimensional
binary black hole shadows, realised using backwards ray-tracing, is presented and analysed
in detail.
Next, we use techniques from the field of non-linear dynamics to quantify fractal struc-
tures in the shadows of binary black holes, using the static Majumdar–Papapetrou di-hole
as a toy model. Our perspective is that binary black hole shadows can be viewed as the
exit basins of an open Hamiltonian system with three escapes. We compute the uncer-
tainty exponent – a quantity related to the fractal dimension – for one-dimensional binary
black hole shadows. Using a recently developed numerical algorithm, called the merging
method, we demonstrate that parts of the Majumdar–Papapetrou di-hole shadow may
possess the Wada property: any point on the boundary of one basin is on the boundary
of at least two additional basins.
We study the existence, stability and phenomenology of circular photon orbits in sta-
tionary axisymmetric four-dimensional spacetimes in general relativity. We use a Hamilto-
nian formalism to describe null geodesics of the Weyl–Lewis–Papapetrou geometry. Using
the Einstein–Maxwell equations, we demonstrate that generic stable photon orbits are
forbidden in pure vacuum, but may arise in electrovacuum. As a case study, we consider
stable photon orbits around the Reissner–Nordstro¨m family of static di-holes. We examine
the onset of chaos in the motion of bounded null geodesics using Poincare´ sections.
iii
In the final chapter, we apply a higher-order geometric optics formalism to describe
the propagation of electromagnetic waves on Kerr spacetime. Our principal motivation is
to calculate the sub-dominant correction to the electromagnetic stress–energy tensor. We
use a complex self-dual bivector, built from the closed conformal Killing–Yano tensor and
its Hodge dual, to construct a complex null tetrad which is parallel-propagated along null
geodesics. We introduce a system of transport equations to calculate certain Newman–
Penrose and higher-order geometric optics quantities. We derive generalised power series
solutions to these transport equations through sub-leading order in the neighbourhood
of caustic points. Finally, we introduce a practical method which may be used to evolve
transport equations for divergent quantities through caustic points.
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Chapter 1
Introduction
On 10 April 2019, the Event Horizon Telescope (EHT) collaboration reported the first
image of a black hole [1–6]. Using very-long-baseline interferometry (VLBI), the EHT –
a global network of telescopes observing at millimetre wavelengths – captured exquisite-
resolution images of radio emission from the supermassive black hole candidate M87∗,
which is believed to lie at the heart of the giant elliptical galaxy Messier 87 (M87). A key
feature of the EHT’s images is a bright asymmetric ring which surrounds a dark central
region – the black hole shadow. (See Figure 3 of [1], for example.) Overall, the observed
images are consistent with expectations for a rotating Kerr black hole, as predicted by
Einstein’s general theory of relativity. This ground-breaking observation confirms the
existence of black holes – a key prediction of general relativity – and provides a new way
to test Einstein’s theory in its most extreme limit.
The observation of M87∗ is in fact a detection of a gravitational lensing effect, i.e., the
deflection of light by gravity [7]. According to general relativity, black holes (and all other
massive bodies) generate spacetime curvature, which leads to the deviation in the paths
of photons as they trace out null geodesics on curved spacetime. The outline of the black
hole shadow observed by the EHT is associated with the black hole’s unstable light-ring,
where spacetime curvature is so strong that light is able to orbit the black hole. Beyond
the light-ring, radially infalling photons are doomed to plunge into the black hole, crossing
its event horizon – a one-way causal boundary in spacetime beyond which nothing can
escape to infinity.
The shadow observed by the Event Horizon Telescope encodes important information
about the black hole and the spacetime geometry close to the event horizon. Compar-
ing the observed shadow of M87∗ with a library of ray-traced general-relativistic mag-
netohydrodynamic simulations, the EHT collaboration have been able to infer a mass of
M = (6.5± 0.7)× 109M [1, 6]. Moreover, the observations are consistent with the black
hole’s spin axis being oriented at 17 degrees from the line of sight, with the black hole
rotating in the clockwise direction (i.e., the spin axis points away from us) [1]. It is hoped
that future high-resolution VLBI imaging of M87∗ and other supermassive black hole can-
didates will allow scientists to test the spin and inclination of the black holes [8], and to
continue to probe general relativity in the strong-field regime [9–13].
In 2015, the Laser Interferometer Gravitational-Wave Observatory (LIGO) collabora-
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tion detected a gravitational-wave signal emitted by a pair of merging stellar-mass black
holes [14]. The characteristic “chirp” profile of the gravitational-wave signal, dubbed
GW150914, is consistent with the inspiral, merger and ringdown phases of waveform tem-
plates generated by numerical relativity simulations. As well as providing compelling ev-
idence for the existence of both gravitational waves and binary black holes in nature, this
detection signalled the birth of gravitational-wave astronomy as an observational science.
Two years later, in 2017, a gravitational-wave signal from a pair of coalescing neutron
stars (GW170817) was observed by the LIGO–Virgo collaboration [15]. This signal was
accompanied, approximately 1.7 seconds later, by a gamma-ray burst; and its optical
transient was detected via a host of observations across the electromagnetic spectrum
[16]. This was evidence of another important prediction of Einstein’s theory of general
relativity: gravitational waves propagate outwards from their source at the speed of light.
Moreover, GW170817 was the first gravitational-wave signal which was observed alongside
an electromagnetic counterpart, marking an exciting breakthrough in the field of multi-
messenger astronomy.
In total, LIGO–Virgo observed ten gravitational-wave signals during its first two ob-
serving runs, of which nine are consistent with the gravitational-wave signal generated
by merging black holes, and the other with a binary neutron star merger [17, 18]. The
LIGO–Virgo collaboration began their third observing run on 1 April 2019, and a host of
candidate gravitational-wave signals have since been detected from compact binary coales-
cences. With the improvements made to the LIGO–Virgo detectors for the third observing
run, there is an exciting possibility that astronomers may detect several binary neutron
star mergers, in addition to one or more neutron star–black hole mergers [19].
The ground-breaking discoveries of gravitational waves and the observation of M87∗
have reignited interest in Einstein’s theory of relativity and gravitational physics. With
further ground- and space-based gravitational-wave missions (e.g. KAGRA [20], LISA [21]
and others [22]) on the horizon, and images of Sagittarius A∗ – the supermassive black hole
at the centre of the Milky Way – expected soon [23], we are on the cusp of an exciting new
era of gravitational astronomy and high-precision experimental tests of extreme gravity.
Whilst astrophysical black holes have only recently been observed directly (in both
electromagnetic- and gravitational-wave channels), the theoretical properties of black holes
have been studied for decades.
In 1916, just one year after the publication of Einstein’s general theory of relativity,
Schwarzschild [24] found an exact solution to the vacuum field equations which describes
the spacetime geometry of a static spherically symmetric gravitational source. In fact,
Schwarzschild’s solution describes a black hole, although it took a range of detailed anal-
yses performed over a number of years to build up a more complete understanding of
the solution’s properties. A generalisation of the Schwarzschild solution, in which the
gravitational source is endowed with an electric charge, was revealed independently by
Reissner [25] and Nordstro¨m [26] between 1916 and 1918. The Reissner–Nordstro¨m so-
lution is an exact solution to the Einstein–Maxwell field equations of general relativity
and electromagnetism which exhibits the same spacetime symmetries as the uncharged
Schwarzschild solution. In 1923, Birkhoff [27] proved that the Schwarzschild spacetime is
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the unique spherically symmetric solution of the Einstein field equations in pure vacuum,
a result now known as Birkhoff’s theorem. (In fact, Birkhoff’s theorem was first published
in 1921 by Jebsen [28].) High levels of symmetry also play an important role in geodesic
motion on Schwarzschild spacetime: in spherical coordinates, which are well-adapted to
the spacetime symmetries, geodesic motion is separable, and therefore integrable (in the
sense of Liouville) [29].
Interest in the properties of very compact gravitational sources continued throughout
the 1930s. Key contributions included Chandrasekhar’s work on white dwarf stars, and
the work of Landau [30] and others [31–33] on neutron stars. At the end of the decade,
Oppenheimer and Snyder [34] described the gravitational collapse of massive stars, and
the subsequent formation of black holes.
Over the next few decades, the field of black hole physics went through a period of
relative dormancy, until Kerr [35] discovered an exact solution to Einstein’s field equations
describing a rotating black hole in vacuum in 1963. This marked the beginning of the so-
called golden age of black hole physics, and a range of influential perspectives on the
theoretical properties of black holes followed. These included the generalisation of Kerr’s
solution (to include electric charge) by Newman and collaborators [36,37]; the formulation
and proof of uniqueness and “no-hair” theorems for Kerr black holes [38–40]; the proposal
of the Penrose process, a mechanism which allows for energy extraction from rotating
black holes [41]; an improved understanding of singularities in general relativity, and the
proposal of the cosmic censorship conjecture [41, 42]; the formulation of the laws of black
hole mechanics [43] and a development of the concept of black hole entropy [44]; and the
prediction of Hawking radiation and black hole evaporation [45].
In Boyer–Lindquist coordinates [46], the stationarity and axial symmetry of the space-
time are manifest: the corresponding isometries are encoded in the existence of a pair
of commuting Killing vectors. However, it is not immediately obvious that any further
symmetries exist. In 1968, Carter [47] demonstrated that there exists a “hidden” sym-
metry of Kerr spacetime – a fourth integral of motion which permits the separability of
the geodesic equations on the spacetime background. This conserved quantity is known
as the Carter constant. Later, Floyd [48] and Penrose [49] demonstrated that the Kerr
spacetime admits a Killing–Yano tensor, whose “square” is the Killing tensor. Subsequent
investigations demonstrated that there is a deep geometrical reason behind the existence
of the Carter constant: the Kerr spacetime admits a rank-two closed conformal Killing–
Yano tensor (or principal tensor), which gives rise to a family of Killing tensors. These
Killing tensors may then be used to generate the full set of explicit and hidden symmetries
on Kerr spacetime. For a comprehensive overview of this topic, see the review by Frolov
et al. [50] and references therein.
The existence of the principal tensor and its associated “hidden” symmetry is im-
plicated in a number of key results. For example, parallel-transport along geodesics is
straightforward [51, 52]; gravitational Faraday rotation of the polarisation plane of light
is trivial [49]; the Hamilton–Jacobi, Schro¨dinger [47], Klein–Gordon [53], Dirac [54, 55],
Rarita–Schwinger [56] and Proca [57] equations are all separable in Boyer–Lindquist co-
ordinates; and the Maxwell equations [58] and those governing gravitational perturba-
4 Introduction
tions [59] are separable for the Maxwell and Weyl scalars of extreme spin weight in a
certain complex null tetrad.
On Kerr spacetime, the high levels of symmetry ensure the integrability of geodesic
motion, which means that trajectories are highly “ordered” in phase space. Moreover,
the existence of the principal tensor underpins a range of important results relating to
particle motion and wave propagation on Kerr spacetime (as described above). In general
stationary axisymmetric spacetimes, however, such results do not hold. On one hand, this
renders the study of particle motion and wave propagation a more technically demanding
task; on the other, the lack of symmetry gives rise to the possibility of rich chaotic motion,
which is typically associated with a range of distinct phenomena, particularly in the field
of strong gravitational lensing by black holes and other (ultra-)compact objects [60].
As well as marking the announcement of the first direct detection of a black hole using
electromagnetic telescopes by the EHT [1], the year 2019 was the centenary of the first
detection of a gravitational lensing event. On 29 May 1919, two expeditions – one to
Pr´ıncipe, an island of the west coast of Africa, and the other to Sobral, a city in north-
east Brazil – carried out experiments during a total solar eclipse to measure the deflection
of starlight by our own Sun [61]. (For a recent review, see the article by Crispino and
Kennefick [62].) The detection of gravitational light deflection provided experimental
verification of Einstein’s then novel theory of gravitation and was influential evidence for
its superiority over the Newtonian theory [63]. Since then, the field of gravitational lensing
has undergone a series of interesting developments – both theoretically and observationally.
In the two decades that followed the 1919 detection, various gravitational lensing
phenomena – such as multiple images and Einstein rings – were proposed by a range of
authors [64, 65]. In the 1960s, interest in the field was rekindled after the development of
the quasi-Newtonian (or perturbative) lensing formalism by Refsdal [66] and others [67,68].
This was followed, in 1978, by the discovery of the multiply imaged quasar Q0957+561 [69]
– the first experimental detection of a gravitational lensing effect since the observation of
light deflection by the Sun almost sixty years earlier. To date, a host of gravitational
lensing phenomena have been observed, including multiply imaged sources, Einstein rings,
giant luminous arcs, image distortion, and galactic microlensing; for a review, see [70].
In many cases of interest, gravitational lensing effects are well-described by the per-
turbative lensing formalism, which is based on a first-order post-Newtonian approxima-
tion to general relativity [71]. For example, even in the formation of spectacular lensing
phenomena, such as giant luminous arcs, photons are deflected by no more than a few
arcseconds [70]. However, in many other situations (e.g. in the strong-field regions around
black holes or other compact objects), the quasi-Newtonian formalism breaks down, and
a more careful treatment is required. In order to adequately describe the strong-field lens-
ing effects associated with extreme compact objects, one must employ non-perturbative
lensing (also known as lensing from a spacetime perspective), using the full theory of
general relativity [7]. In this approach, photons propagate along the null geodesics of a
(four-dimensional) Lorentzian spacetime, which is typically assumed to be a solution to
Einstein’s field equations of general relativity (or some alternative theory of gravity).
The non-perturbative lensing formalism is particularly well-equipped to deal with the
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study of strong-field gravitational lensing by black holes. Interest in the theoretical aspects
of gravitational lensing by black holes dates back to the 1960s. In a seminal paper,
Synge [72] calculated the angular radius of the shadow of a Schwarzschild black hole, as
seen by a distant observer. Then, in 1979, Luminet [73] determined the apparent optical
image of a Schwarzschild black hole illuminated by a distant light source, as well as the
astrophysically interesting case of the image of a Schwarzschild black hole surrounded by
an emitting accretion disk. The simulated images obtained by Luminet bear a striking
resemblance to the (real) black hole shadow images captured by the EHT [1].
Since the early work of Synge and Luminet, there has been much interest in the
analysis of the strong-field gravitational lensing effects of black holes (and other compact
objects). For example, theorists have built up an understanding of the geodesic dynamics
on black hole spacetimes [74–76]; explored the existence, stability and phenomenology of
light-rings [77–79]; and investigated the structure of black hole shadows [9,60,80]. Taking
into account the continuing efforts to deepen our understanding of the theoretical aspects
of strong-field gravitational lensing, and an ever-increasing ability to test the theoretical
predictions of general relativity at exquisite levels of precision, it is clear that gravitational
lensing will either play a key role confirming Einstein’s theory as a fundamental law of
nature, or perhaps open the door to exciting new physics.
Outline
In this thesis, we analyse theoretical aspects of gravitational lensing by black holes in
general relativity, with a particular focus on the role of (non-)integrability, order and
chaos. Chapters 2 and 3 are devoted to a review of key concepts and techniques from
the fields of general relativity, dynamical systems, chaos theory and gravitational lensing.
The remaining chapters present new work carried out by the author and collaborators
on the broad theme of strong-field gravitational lensing by black holes. In Chapters
4 and 5, we investigate chaotic scattering and fractal structures in binary black hole
shadows. Chapter 6 studies the existence and phenomenology of stable photon orbits in
stationary axisymmetric spacetimes. Finally, in Chapter 7, we study the propagation of
electromagnetic radiation on Kerr spacetime by applying an extended geometric optics
formalism. We conclude the present chapter with a more detailed chapter-by-chapter
account of the work presented in this thesis.
Chapter 2. Dynamics in general relativity
In Chapter 2, we review a range of important mathematical tools required for the study
of general relativity. In particular, we introduce some aspects of the theory of differential
geometry, including differentiable manifolds; vectors, one-forms and tensors; the metric
tensor; covariant differentiation and parallel transport; Lie differentiation; Killing vectors;
stationarity and staticity; and curvature. We then proceed to look at geodesics, presenting
the Lagrangian and Hamiltonian formalisms for geodesic motion on curved spacetime, and
deriving the geodesic deviation equation. Next, we present Einstein’s field equations of
general relativity, and the Einstein–Maxwell equations of gravity and electromagnetism.
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Key solutions are reviewed. We then discuss black holes and introduce the Schwarzschild,
Kerr and Kerr–Newman geometries. We give a brief overview of the tetrad formalism,
before looking at a special case – the Newman–Penrose formalism – in more detail. We
conclude the chapter with a discussion of themes which are central to this thesis: integra-
bility and chaos in dynamical systems, with an emphasis on geodesic motion in general
relativity.
Chapter 3. Gravitational lensing
Chapter 3 is devoted to a review of gravitational lensing, which accounts for all effects of
a gravitational field on the propagation of electromagnetic radiation. We divide the field
into two subfields: perturbative lensing, which uses quasi-Newtonian approximations to
describe weak gravitational fields; and non-perturbative lensing (or gravitational lensing
from a spacetime perspective), in which light propagates along null geodesics in a four-
dimensional Lorentzian spacetime which is a solution to the field equations of general
relativity. We begin with a discussion of perturbative lensing. This includes a review
of the history of the field as an observational science, beginning with the detection of
gravitational light deflection by the Sun in 1919; a discussion of gravitational lensing
phenomena which have been observed to date; and a brief account of the mathematical
formalism of perturbative lensing, including an illustration of how this can be used to
calculate the deflection angle of light due to a static quasi-Newtonian gravitational field.
We then proceed to a discussion of gravitational lensing from a spacetime perspective. The
theory of electromagnetism in curved spacetime is introduced in a fully covariant manner.
We then review the leading-order geometric optics approximation for electromagnetism,
which relies of the fundamental assumption that the wavelength (and inverse frequency) is
significantly shorter than all other characteristic length (and time) scales, such as the scale
set by the spacetime curvature. This scheme reduces the problem of solving wave equations
(i.e., Maxwell’s equations) on curved spacetime to one of solving transport equations along
the rays (i.e., null geodesics) of the geometry. The application of geometric optics to the
study of gravitational lensing phenomena is discussed. We conclude the chapter with
an introduction to strong-field gravitational lensing effects associated with black holes,
including (unstable) photon orbits and black hole shadows.
Chapter 4. Binary black hole shadows and chaotic scattering
In Chapter 4, we investigate the qualitative features of binary black hole shadows using
the Majumdar–Papapetrou binary black hole (or di-hole) solution to the Einstein–Maxwell
equations, which describes a pair of extremally charged black holes in static equilibrium.
We advance the view that the propagation of null geodesics on a binary black hole space-
time is a natural example of chaotic scattering. We find that the existence of two or
more dynamically connected fundamental photon orbits gives rise to an uncountable in-
finity of non-escaping null orbits (comprising the countable set of periodic orbits and the
uncountable set of aperiodic orbits), which generate scattering singularities in the initial
data. Using the Gaspard–Rice three-disc scatterer as a guide, we develop an appropriate
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symbolic dynamics to describe null geodesics. We compare and contrast our approach
– referred to here as decision dynamics – with an existing symbolic dynamics for the
Majumdar–Papapetrou di-hole, which we refer to as collision dynamics. We then demon-
strate that our symbolic dynamics may be used to construct a one-dimensional binary
black hole shadow on initial data, using an iterative procedure akin to the construction
of the Cantor set; this argument demonstrates that the one-dimensional binary black hole
shadow is self-similar. We then proceed by analysing non-planar null geodesics, aiming
to quantify the effect of varying the (conserved) azimuthal angular momentum on the
existence and properties of the fundamental null orbits. Using the Hamiltonian formalism
for null geodesics, we introduce an effective potential which is independent of the photon’s
orbital parameters (i.e., energy and angular momentum); we use this effective potential to
understand and classify the null geodesics of the Majumdar–Papapetrou di-hole geometry.
In our analysis, we uncover an unexpected feature: the existence of stable bounded pho-
ton orbits around Majumdar–Papapetrou di-holes separated by dimensionless coordinate
distance dM ∈
(√
16
27 ,
√
32
27
)
. (This is explored in greater detail in Chapter 6.) We then use
ray-tracing to generate two-dimensional binary black hole shadow images for the equal-
mass Majumdar–Papapetrou di-hole. We find that a two-dimensional binary black hole
shadow image can be decomposed into one-dimensional shadow images which can exhibit
regular or Cantor-like structure. We propose a method for tracking null rays through the
event horizons of the two black holes in the maximally extended Majumdar–Papapetrou
di-hole spacetime. We conclude this chapter with a discussion of related work on black
hole shadows and chaotic gravitational lensing signatures. An algorithm for passing be-
tween the symbolic codes discussed in this chapter is given in Appendix A. Supplementary
calculations on the existence of circular photon orbits around the Majumdar–Papapetrou
di-hole can be found in Appendix B.
Chapter 5. Fractal structures in binary black hole shadows
Chapter 5 extends on the work presented in Chapter 4. In particular, we employ techniques
from the field of non-linear dynamics to characterise the fractal structures which arise in
the shadows of the Majumdar–Papapetrou binary black hole system. We review the scat-
tering of null geodesics in the Majumdar–Papapetrou di-hole spacetime from the perspec-
tive of Hamiltonian dynamics. We construct the exit basins in phase space, and highlight
qualitative similarities between the Majumdar–Papapetrou system and the He´non–Heiles
Hamiltonian system, a paradigmatic model of two-dimensional time-independent chaotic
scattering in Hamiltonian mechanics. (A pedagogical review of the He´non–Heiles system
is given in Appendix C.) We also discuss the structure of black hole shadows, which are
viewed as exit basin diagrams on the image plane of a distant observer. We review the
uncertainty exponent and present a numerical method to calculate this quantity. We test
and calibrate our method by applying it to a simple model – the Cantor basins – for
which exact results are known. We then calculate the uncertainty exponent numerically
for Majumdar–Papapetrou di-hole shadows. This successfully differentiates between frac-
tal and regular (i.e., non-fractal) regions of the black hole shadow, and agrees with the
theoretical predictions of Chapter 4. Next, we apply a recently developed algorithm – the
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merging method – to demonstrate that parts of the Majumdar–Papapetrou di-hole shadow
possess the Wada property: any point on the boundary of one basin is on the boundary of
at least two additional basins. The algorithm is able to successfully distinguish between
the Wada and non-Wada parts of the binary black hole shadow.
Chapter 6. Stable photon orbits in stationary axisymmetric spacetimes
In Chapter 6, we explore the existence and phenomenology of stable photon orbits in four-
dimensional stationary axisymmetric electrovacuum solutions to the Einstein–Maxwell
equations. We review the Kerr–Newman solution, and give an overview of the classifica-
tion of its equatorial circular photon orbits in the charge–spin parameter space. Using a
Hamiltonian formalism for rays, we demonstrate that the null geodesics of the stationary
axisymmetric Weyl–Lewis–Papapetrou spacetime in four dimensions may be understood
by introducing a pair of two-dimensional effective potentials. The fixed points of these
potentials correspond to the circular null orbits of the geometry. Restricting attention to
the electrovacuum case, we employ a subset of the Einstein–Maxwell equations to clas-
sify the fixed points of the effective potentials. We arrive at the following key result for
four-dimensional stationary axisymmetric spacetimes: generic stable photon orbits are not
permitted in pure vacuum, but may arise in electrovacuum. We investigate the existence
and stability of photon orbits around Reissner–Nordstro¨m static di-holes, a two-parameter
subfamily of the general Breto´n–Manko–Aguilar di-hole (reviewed in Appendix D). The
Reissner–Nordstro¨m static di-hole family includes the uncharged Weyl–Bach di-hole and
the extremal Majumdar–Papapetrou di-hole as special cases. In scenarios with high levels
of symmetry (e.g. the equal-mass Majumdar–Papapetrou di-hole), we derive closed-form
expressions for stable photon orbit existence regions in parameter space. In cases with
less symmetry, we employ a numerical method to search for stable photon orbits in pa-
rameter space. Finally, using Poincare´ sections, we explore the transition from order to
chaos for null rays which are bounded in a toroidal region around the black holes in the
Majumdar–Papapetrou di-hole geometry. Intriguingly, we find that the Poincare´ sections
and bounded trajectories of the equal-mass Majumdar–Papapetrou di-hole with dimen-
sionless coordinate separation parameter dM = 1 share many qualitative features with
those of the He´non–Heiles Hamiltonian system (cf. Chapter 5 and Appendix C for the
case of unbounded trajectories).
Chapter 7. Higher-order geometric optics on Kerr spacetime
In Chapter 7, we apply an extended geometric optics formalism to understand aspects of
strong-field gravitational lensing on Kerr spacetime, with the principal aim of computing
the sub-dominant correction to the electromagnetic stress–energy tensor. We begin with
a review of leading-order geometric optics for the electromagnetic field on an arbitrary
curved spacetime, before reviewing the higher-order extension to the geometric optics for-
malism, originally presented by Dolan [81]. We discuss the geometry of Kerr spacetime,
with an emphasis on the closed conformal Killing–Yano tensor, related Killing objects,
explicit and hidden symmetries on spacetime and in phase space, and the implications
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for the separability and complete integrability of null geodesic motion. We construct a
complex null tetrad using a self-dual bivector built from the closed conformal Killing–Yano
tensor and its Hodge dual. Performing a Lorentz transformation, we are able to transform
this tetrad to a new one which is parallel-transported along null geodesics. We discuss
the Newman–Penrose formalism from the perspective of (higher-order) geometric optics
on a Ricci-flat spacetime. In particular, we present a closed system of transport equations
for the complex Newman–Penrose scalars, and a system of transport equations for cer-
tain directional derivatives of Newman–Penrose scalars. We calculate the complex Weyl
curvature scalars and their directional derivatives in the parallel-transported complex null
tetrad. We determine the far-field behaviour of the Weyl scalars, Newman–Penrose scalars
and higher-order geometric optics quantities as generalised power series in r, the radial
Boyer–Lindquist coordinate. We discuss wavefronts in geometric optics, and describe
caustics, where neighbouring rays cross. The transport equations for Newman–Penrose
quantities break down at caustic points. We derive near-caustic solutions to these trans-
port equations as generalised power series in the affine parameter through sub-leading
order. Finally, we present a practical method which may be employed to evolve transport
equations for divergent quantities through caustic points. We comment on this method and
its numerical implementation. Some explicit calculations for this chapter are contained in
Appendix E.
Notation and conventions
In this thesis, we adopt the sign conventions of Misner, Thorne and Wheeler [29]. The
four-dimensional spacetime metric has Lorentzian signature (−,+,+,+). The Riemann
tensor and Ricci tensor are defined in Chapter 2. The Einstein summation convention for
repeated indices is assumed throughout. Spacetime indices are denoted by Latin letters
from the beginning of the alphabet (e.g. a, b, . . .); spatial indices are denoted by Latin
letters from the middle of the alphabet (e.g. i, j, . . .). We employ geometrised units in
which the speed of light c and the gravitational constant G are set to unity. Occasionally,
we reinsert dimensional constants to aid physical interpretation. All other notation and
conventions will be introduced as required.
Chapter 2
Dynamics in general relativity
2.1 Geometry of spacetime
General relativity describes space and time as a four-dimensional continuum known as
spacetime. The mathematical machinery required to describe spacetime is the differential
geometry of pseudo-Riemannian manifolds. This section is devoted to a review of elements
of this theory which are important for the study of general relativity. A more exhaustive
treatment of topics covered in this section can be found in [29,82,83], for example.
2.1.1 Differentiable manifolds
Intuitively, an n-dimensional manifold M is a space which looks locally like Euclidean
space Rn, but which may have different global properties. Before formally defining a
manifold, it will be necessary to introduce some preliminary definitions and terminology.
The open ball in Rn of radius r centred on the point p, denoted br(p), is the collection
of points x ∈ Rn such that |x− p| < r, where |·| denotes the Euclidean norm on Rn.
A subset U ⊂ Rn is called open if it can be expressed as a union of open balls.
Equivalently, the set A is open if, for every point p ∈ U , there exists some real number
ε > 0 such that bε(p) ⊂ U .
A manifold is a setM such that any point p ∈M has a neighbourhood U ⊂M which
is homeomorphic to the interior of the n-dimensional unit ball. In order to give a more
precise mathematical definition of a manifold, we first require some additional terminology.
On a manifold M, a chart (U , ψ) consists of a subset U ⊂ M (called a chart neigh-
bourhood) and a bijection ψ : U → U ⊆ Rn (called a chart map). The chart map ψ
assigns to each point p ∈ M an n-tuple of real variables (x1, . . . , xn), which are called
local coordinates.
Suppose that (U , ψ) and (U ′, ψ′) are two charts for M such that U ∩ U ′ 6= ∅. The
transition map from ψ (U ∩ U ′) ⊂ U to ψ′ (U ∩ U ′) ⊂ U ′ is the map defined by ψ′ ◦ ψ−1.
The charts (U , ψ) and (U ′, ψ′) are said to be compatible if the transition map ψ′ ◦ ψ−1 is
a homeomorphism (i.e., a continuous bijection with a continuous inverse).
An atlas is a collection of compatible charts {(Uα, ψα)} which cover the manifold M.
That is, each point p ∈ M is in at least one of the chart neighbourhoods Uα. (Here, α
takes values from some indexing set.)
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An n-dimensional topological manifold consists of a spaceM with an atlas {(Uα, ψα)}
on M. The manifold is said to be a Ck-differentiable manifold if the transition maps
ψi ◦ψ−1j are not only continuous but Ck-differentiable. If the transition maps are infinitely
differentiable, the manifold is said to be C∞ (or smooth). For differentiable manifolds, the
coordinates are related by n differentiable functions with non-vanishing Jacobian at each
point of the overlap, i.e., xi
′
= xi
′
(xj) with det
(
∂xi
′
∂xj
)
6= 0 at all points in Ui ∩ Uj .
In addition to the properties listed above, definitions of manifolds often feature addi-
tional topological restrictions, such as Hausdorffness (i.e., any two distinct points in M
have disjoint neighbourhoods) and paracompactness (i.e., every open cover ofM has a lo-
cally finite open refinement). A detailed consideration of these properties is not necessary
here.
Given two manifolds M and M′ of dimension n and n′, respectively, the (n + n′)-
dimensional product spaceM×M′ consisting of all pairs (p, p′) with p ∈M and p′ ∈M′
can be made into a manifold in a natural way. If ψα : Uα → Uα and ψ′β : U ′β → U ′β are
charts onM andM′, respectively, then one can define a chart on the productM×M′ as
ψαβ : Uα ×U ′β → Uα × U ′β ⊆ Rn+n
′
, by taking ψαβ(p, p
′) =
(
ψα(p), ψ
′
β(p
′)
)
. The family of
charts {ψαβ} satisfies the properties required to define a manifold structure on the product
M×M′.
Having defined a manifold, whose structure is given by charts {ψα}, we may now define
the notions of smoothness and differentiability for maps between manifolds. Let M and
M′ be manifolds, and let {ψα} and {ψ′β} denote their respective chart maps. A map
f : M→M′ is said to be C∞ (or smooth) if, for each pair (α, β), the map ψ′β ◦ f ◦ ψ−1α
from Rn to Rn′ is C∞.
If a map f : M→M′ is a smooth bijection and has a smooth inverse, then f is called
a diffeomorphism, and the manifolds M and M′ are said to be diffeomorphic.
A smooth curve γ(λ) inM is defined to be a smooth map from an interval of R toM,
where λ ∈ R is a parameter along the curve.
2.1.2 Vectors, one-forms and tensors
Vectors
Consider an n-dimensional manifold M. A tangent vector v at a point p ∈ M is a linear
functional v : C∞(M,R)→ R, where C∞(M,R) denotes the set of C∞ functions fromM
to R. The tangent vector is linear and satisfies the Leibniz property:
(i) v(c1f1 + c2f2) = c1v(f1) + c2v(f2), for all f1, f2 ∈ C∞(M,R), and c1, c2 ∈ R;
(ii) v(f1f2) = v(f1)f2 + f1v(f2).
It follows from axioms (i) and (ii) that if f ∈ C∞(M,R) is a constant function, i.e.,
f(p) = constant for all p ∈ R, then v(f) = 0.
A tangent vector is a directional derivative along a smooth curve γ(λ) which passes
through p. One may demonstrate by performing a Taylor series expansion of a function f
at p and using the axioms (i) and (ii) above that a tangent vector at p may be expressed
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in the form
v = va
∂
∂xa
. (2.1)
The real coefficients va are called the components of v at the point p, with respect to the
local coordinate system {xa} in a neighbourhood of p. The directional derivatives ∂∂xa
along coordinate curves at p form a basis of an n-dimensional vector space whose elements
are the tangent vectors at p. This vector space is called the tangent space (at the point
p), and is denoted TpM. The basis
{
∂
∂xa
}
is called a coordinate basis; we often write its
elements as ∂∂xa = ∂a . In the coordinate basis, the action of a basis vector on a function
is written in the form f,a = ∂af =
∂f
∂xa . One may express v in terms of some other basis{
∂
∂x′a
}
. The old basis can be expressed in terms of the new basis as
∂
∂xa
=
∂x′b
∂xa
∂
∂x′b
. (2.2)
Moreover, the components v′a of v in terms of the new basis are related to those of the
old basis by
v′a =
∂x′a
∂xb
vb. (2.3)
This is known as the vector transformation law.
One may express a tangent vector in terms of a general basis {ea}, which is a collection
of n linearly independent vectors ea at p. Any vector v ∈ TpM can then be written in the
form
v = vaea. (2.4)
A coordinate basis is simply a special choice of general basis. Frequently, we will perform
calculations in a coordinate basis; however, there will be a number of occasions when it is
preferable to use a general basis.
The disjoint union of all tangent spaces TpM at points p ∈M forms the tangent bundle
TM. In local coordinates, the elements of TM are the 2n-tuples (xa, va). The tangent
bundle is then a 2n-dimensional manifold. Moreover, if M is Ck, then TM is Ck−1.
One may now construct a vector field v(p) onM by assigning to each p ∈M a vector
v ∈ TpM such that the components va are differentiable functions of the local coordinates
xa. A vector field v(p) may then be regarded as a smooth map from M to TM.
Let X ∈ TM be a vector field on M, and consider a point p ∈ M. Let J ⊆ R be an
open interval which contains the point 0. A smooth curve γ : J →M is called an integral
curve of X passing through p if it satisfies the initial value problem
γ˙(λ) = X|γ , γ(0) = p, (2.5)
where an overdot denotes differentiation with respect to the parameter λ. In local coordi-
nates {xa}, the problem of finding such curves reduces to solving the system
d
dλ
xa(λ) = Xa
(
x1(λ), . . . , xn(λ)
)
, (2.6)
where Xa denotes the ath component of the vector field X in the coordinate basis {∂a}.
Given a starting point p at λ = 0, such a system of ordinary differential equations has a
unique solution, so every smooth vector field X has a unique family of integral curves [82].
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Let D = {(λ, p) |λ ∈ J, p ∈M}. The flow of X is the smooth map ϕX : D → M
defined by ϕX(λ, p) = γ(λ), where γ : J →M is the unique solution to (2.5).
One-forms
A one-form (or dual vector) σ maps a vector v ∈ TpM into a real number, which is the
contraction of σ and v, denoted 〈σ, v〉. This mapping is linear, i.e., 〈σ, c1v1 + c2v2〉 =
c1〈σ, v1〉+c2〈σ, v2〉, for all v1, v2 ∈ TpM, and c1, c2 ∈ R. Linear combinations of one-forms
are then defined by the linearity property 〈c1σ1 + c2σ2, v〉 = c1〈σ1, v〉 + c2〈σ2, v〉, for all
c1, c2 ∈ R.
The set of n linearly independent one-forms {ωa}, which are determined by 〈ωa, eb〉 =
δab , form a basis of the dual space T
∗
pM to the tangent space TpM. This is a vector space
known as the cotangent space. The basis {ωa} is said to be dual to the basis {ea}. A
one-form σ ∈ T ∗pM can be expressed in terms of the basis {ωa} as
σ = σaω
a. (2.7)
The contraction of any one-form σ ∈ T ∗pM and any vector v ∈ TpM can be expressed as
〈σ, v〉 = σava, (2.8)
with respect to the bases {ωa} and {ea}.
The differential df of a function f is a one-form, with the defining property 〈df, v〉 =
v(f) = vaea(f). Taking f to be the local coordinate functions {xa} and v to be the
coordinate basis, the previous definition gives 〈dxa, ∂b〉 = ∂x
a
∂xb
= δab , which implies that
the basis {dxa} of the cotangent space is dual to the coordinate basis {∂a} of the tangent
space. Of course, any one-form σ ∈ T ∗pM can then be written in terms of the basis {dxa}
as
σ = σadx
a. (2.9)
In local coordinates, the differential df is simply df = f,adx
a.
If σa denote the components of a one-form with respect to the dual basis {dxa}, then
it follows from 〈dxa, ∂b〉 = δab and the vector transformation law (2.3) that
ω′a =
∂xb
∂x′a
ωb. (2.10)
This is the transformation law for one-form components.
In a fashion analogous to the construction of the tangent bundle and vector fields,
one may construct the cotangent bundle T ∗M, which is the disjoint union of cotangent
spaces T ∗pM. A one-form field σ(p) is then constructed by assigning to each p ∈ M a
one-form σ ∈ T ∗pM, such that the components σa are differentiable functions of the local
coordinates. The components σa are often referred to as the covariant components of a
vector.
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Tensors
If V and W are vector spaces, then the tensor product of V and W , denoted V ⊗ W ,
is also a vector space. There is a standard bilinear map V ×W → V ⊗W , denoted by
(v, w) 7→ v ⊗ w, which satisfies the following axioms:
(i) (c1v1 + c2v2)⊗ w = c1v1 ⊗ w + c2v2 ⊗ w;
(ii) v ⊗ (c1w1 + c2w2) = c1v ⊗ w1 + c2v ⊗ w2;
for all v1, v2 ∈ V , w1, w2 ∈W and c1, c2 ∈ R. The vector space V ⊗W is then the space of
all finite linear combinations of formal symbols of the form v ⊗ w for v ∈ V and w ∈W .
A tensor T of type (r, s) at p is a multilinear map from the tensor product of r copies
of the tangent space at p with s copies of the cotangent space at p to the real numbers:
T : TpM⊗ . . .⊗ TpM⊗ T ∗pM⊗ . . .× T ∗pM→ R. (2.11)
The tensor T maps any ordered set of r one-forms and s vectors into a real number.
An arbitrary type-(r, s) tensor T can be expressed in terms of the bases {ea} and {ωb}
as
T = T a1...arb1...bs ea1 ⊗ . . .⊗ ear ⊗ ωb1 ⊗ . . .⊗ ωbs . (2.12)
The components of the tensor T with respect to {ea} and {ωb} are the real coefficients
T a1...arb1...bs . In general, the components of a tensor T of type (r, s) transform as
T ′a1...arb1...bs =
∂x′a1
∂xc1
. . .
∂x′ar
∂xcr
∂xd1
∂x′b1
. . .
∂xds
∂x′bs
T c1...crd1...ds . (2.13)
The generalisation of a tensor to a tensor field is straightforward: a tensor field is a choice
of a tensor at each point p ∈ M that varies smoothly with any coordinates (i.e., the
components of the tensor are smooth functions of the local coordinates). In particular,
type-(1, 0) tensors are vector fields, type-(0, 1) tensors are one-form (or covector) fields,
and type-(0, 0) tensors are defined to be functions. For simplicity, we hereafter refer to
tensor fields as tensors.
Exterior calculus
At this stage we introduce some notation for the totally symmetric and totally antisym-
metric parts of tensors. For a tensor T of type (0, p) with components Ta1...ap , we define
its totally symmetric and totally antisymmetric parts, respectively, as
T(a1...ap) =
1
p!
∑
pi
Tapi(1)...api(p) , (2.14)
T[a1...ap] =
1
p!
∑
pi
sgn(pi)Tapi(1)...api(p) , (2.15)
where the summation is taken over all permutations pi of the ordered set {1, . . . , p}, and
sgn(pi) is the sign of the permutation, which takes the value +1 (−1) for even (odd)
permutations of {1, . . . , p}. (Equivalent definitions apply for the symmetrisation and anti-
symmetrisation of contravariant indices.)
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A p-form α is a totally antisymmetric tensor of type (0, p). The set of all p-forms on
a manifoldM is a vector space, denoted Ωp(M). A smooth function f onM is a 0-form,
f ∈ Ω0(M).
The exterior product (or wedge product) of a p-form α with a q-form β is denoted by
α ∧ β. It is a totally antisymmetric tensor of type (0, p + q), i.e., a (p + q)-form, whose
components are given (up to normalisation) by the anti-symmetrisation of the tensor
product of α and β:
(α ∧ β)a1...apb1...bq =
(p+ q)!
p!q!
α[a1...apβb1...bq ] . (2.16)
The exterior product obeys the property α ∧ β = (−1)pqβ ∧ α.
For one-forms α and β, their symmetric product is defined in terms of the tensor
product as
αβ =
1
2
(α⊗ β + β ⊗ α) . (2.17)
The exterior derivative d is a map d: Ωp(M)→ Ωp+1(M), which is completely deter-
mined by the axioms
(i) d(α+ β) = dα+ dβ;
(ii) d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ;
(iii) d2f = d(df) = 0;
(iv) df = f,adx
a.
Property (iv) says that the exterior derivative maps a function f (i.e., a 0-form) to its
differential.
A differential p-form α is closed if its exterior derivative vanishes (dα = 0). A differen-
tial p-form α is exact if it can be expressed as the exterior derivative of another differential
(p− 1)-form β (α = dβ). The form β is called a potential form for α. The potential form
β is non-unique: β′ = β + dγ, where γ is any (p− 2)-form, is also a potential form for α,
since d2γ = 0.
By property (iii) from the above list of properties for the exterior derivative operator,
any exact form is necessarily closed. The question of whether the converse of this statement
is true depends on the topology of the domain of interest. On a contractible domain, every
closed form is exact by the Poincare´ lemma.
2.1.3 Metric tensor
A pseudo-Riemannian manifold (M, g) is an n-dimensional smooth manifoldM endowed
with a tensor g of type (0, 2), called the metric tensor, such that, at each point p ∈ M,
g is a symmetric non-degenerate bilinear quadratic form. In a coordinate basis, one can
write the metric as
g = gabdx
a ⊗ dxb, (2.18)
Often, we use the notation ds2 to denote the line element, writing
ds2 = gabdx
adxb, (2.19)
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where dxadxb denotes the symmetric product of the basis one-forms dxa and dxb; see
(2.17). The notation (2.19) is consistent with the intuitive notion that the metric represents
an infinitesimal squared distance on the manifoldM. A Riemannian manifold is equipped
with a metric of signature (+,+, . . . ,+); whereas a Lorentzian manifold is endowed with
a metric of signature (−,+, . . . ,+).
Einstein’s theory of general relativity is based on the concept of spacetime, a four-
dimensional continuum which unifies the three spatial dimensions and one temporal di-
mension. In this work, a spacetime is a four-dimensional Lorentzian manifoldM, equipped
with a metric g of signature (−,+,+,+).
The scalar product of two vectors v and u is given by the contraction v · u = gabvaub.
Two vectors are said to be orthogonal if their scalar product vanishes. A vector v is said
to be timelike, null or spacelike if gabv
avb is negative, zero or positive, respectively.
The contravariant components gab form the matrix inverse of the metric tensor gab;
the “inverse metric” gab is a type-(2, 0) tensor. One may use the metric and its inverse to
raise and lower indices in the standard fashion; for example, va = gabv
b and va = gabvb.
This means that the vector field vaea and the one-form field vaω
a represent the same
geometrical object. These will be used interchangeably, and we will often denote a vector
(one-form) field by its components, i.e., va (va).
Let Ω > 0 be a smooth function. A conformal transformation of the metric is a
mapping of the form gab 7→ g˜ab = Ω2gab. The inverse metrics are related by g˜ab = 1Ω2 gab.
Conformal transformations arise in a range of contexts in general relativity; we will see
that they are particularly important in the treatment of geodesics (Section 2.2).
On an n-dimensional pseudo-Riemannian manifold M, the Hodge dual of a p-form α
is a (n− p)-form ?α, whose components are defined by
(?α)ap+1...an = α
a1...apa1...apap+1...an , (2.20)
where  is the Levi-Civita tensor (or totally anti-symmetric tensor). On four-dimensional
spacetime, the Hodge dual of a p-form is a (4 − p)-form, and the Levi-Civita tensor is
abcd =
√−det g [abcd], where det g denotes the determinant of the metric tensor, and
[abcd] is the fully anti-symmetric Levi-Civita symbol with [0123] = 1.
2.1.4 Covariant differentiation and parallel transport
A covariant derivative operator ∇ is a map which takes a smooth type-(r, s) tensor field
to a smooth type-(r, s+ 1) tensor field. For a tensor T with components T a1...arb1...bs , the
action of the covariant derivative on T is denoted ∇cT a1...arb1...bs in index notation; we
employ the standard notation ∇a, attaching an index to the covariant derivative operator.
On an n-dimensional smooth pseudo-Riemannian manifold (M, g), the covariant deriva-
tive satisfies the following conditions.
(i) Linearity: ∇c
(
αXa1...arb1...bs + βY
a1...ar
b1...bs
)
= α∇cXa1...arb1...bs +β∇cY
a1...ar
b1...bs
,
for all tensors X, Y of type (r, s), and all α, β ∈ R.
(ii) Leibniz rule for the tensor product of two tensors: ∇e
(
Xa1...arb1...bsY
c1...cr′
d1...ds′
)
=
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(
∇eXa1...arb1...bs
)
Y
c1...cr′
d1...ds′
+Xa1...arb1...bs
(
∇eY c1...cr′d1...ds′
)
, for all tensors X of
type (r, s) and tensors Y of type (r′, s′).
(iii) Commutativity with contraction: ∇c
(
T a1...d...arb1...d...bs
)
= ∇cT a1...d...arb1...d...bs , for
all tensors T of type (r, s) (so that the parentheses are not necessary).
(iv) Consistency with tangent vectors as directional derivatives of scalar functions: v(f) =
va∇af , for all smooth functions f ∈ C∞(M,R) and all tangent vectors v ∈ TM.
(v) Torsion-free: ∇a∇bf = ∇b∇af , for all smooth functions f ∈ C∞(M,R).
Imposing the supplementary condition of metric compatibility ∇agbc = 0, defines a
unique covariant derivative operator∇a. Using the Levi-Civita connection, we may express
the action of the covariant derivative operator ∇a on a type-(r, s) tensor T in terms of the
ordinary partial derivative operator ∂a in a coordinate basis {xa} as
∇aT b1...brc1...cs = ∂aT b1...brc1...cs +
∑
i
ΓbiadT
b1...d...br
c1...cs −
∑
i
ΓdaciT
b1...br
c1...d...cs
, (2.21)
where there is one term for each contravariant (covariant) index of T which comes with
a coefficient of +1 (−1).1 The connection coefficients Γabc are known as the Christoffel
symbols, which are defined by
Γabc =
1
2
gad (∂bgdc + ∂cgbd − ∂dgbc) . (2.22)
The Christoffel symbols are symmetric in their lower indices (i.e., Γabc = Γ
a
cb), due to
the torsion-free property of the covariant derivative. We caution here that the connection
coefficients Γabc are not tensors as they do not obey the tensor transformation law (2.13)
under changes of coordinates. However, the covariant derivative of a tensor field does
transform covariantly.
Special cases of (2.21) are the action of the covariant derivative on functions f , vectors
va, and one-forms σa; these are, respectively, given by
∇af = ∂af, ∇avb = ∂avb + Γbacvc, ∇aσb = ∂aσb − Γcabσc. (2.23)
In general, we will denote the covariant derivative using a semi-colon (and the partial
derivative using a comma), e.g. ∇avb = vb;a = vb,a + Γbacvc.
Having defined the covariant derivative ∇a, we may now describe the notion of parallel
transport of a vector (or, more generally, a tensor) along a curve γ with tangent vector ua.
A vector va at each point on γ is said to be parallel-transported (or parallel-propagated)
along the curve γ if its covariant derivative vanishes along the curve, i.e.,
ub∇bva = 0. (2.24)
In general, a tensor field of type (r, s) with components T a1...arb1...bs is parallel-transported
along γ if
uc∇cT a1...arb1...bs = 0 (2.25)
1One may, of course, define a covariant derivative using connection other than the Levi-Civita connec-
tion; for a more complete discussion, see e.g. Wald [82].
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along the curve. In a coordinate basis {xa}, one may write the equation of parallel
transport of a vector field (2.24) as ub∂bv
a + Γabcu
bvc = 0. If the curve is parametrised by
a parameter λ ∈ R, then one may use the chain rule to rewrite this as
v˙a + Γabcu
bvc = 0, (2.26)
where an overdot denotes differentiation with respect to λ.
2.1.5 Lie differentiation
The commutator of two vector fields u and v is itself a vector field, denoted [u, v]. It is
defined by its action on smooth functions f :
[u, v]f = u(v(f))− v(u(f)). (2.27)
For all vector fields u, v and w, the commutator satisfies the anti-symmetry property and
the Jacobi identity:
(i) [u, v] = −[v, u];
(ii) [u, [v, w]] + [v, [w, u]] + [w, [u, v]] = 0.
On an n-dimensional manifold M, one may use the commutator of vector fields to
define the Lie derivative of a type-(r, s) tensor field T along the vector field v, which is
itself a type-(r, s) tensor field, denoted LvT . The Lie derivative evaluates the change of a
tensor field along the flow induced by a vector field.
For smooth scalar functions f , the Lie derivative of f along the vector field u is given
by
Luf = u(f) = ua∂af. (2.28)
The Lie derivative of a vector field v along the vector field u is defined by
Luv = [u, v]. (2.29)
This definition may be extended to tensors of arbitrary type, by demanding that the Lie
derivative satisfies the following properties.
(i) Linearity: Lu (αX + βY ) = αLuX + βLuY , for all type-(r, s) tensors X,Y , and all
α, β ∈ R.
(ii) Leibniz rule on the tensor product of two tensors: Lu (X ⊗ Y ) = (LuX)⊗ Y +X ⊗
(LuY ) for all tensors X,Y .
(iii) “Product rule” on the contraction of a vector and a one-form: Lu〈σ, v〉 = 〈Luσ, v〉+
〈σ,Luv〉, for all one-forms σ and vectors v.
The above properties may be used to deduce the components of the Lie derivative of an
arbitrary type-(r, s) tensor field:
(LuT )a1...arb1...bs = ucT
a1...ar
b1...bs,c
−
∑
i
T a1...c...arb1...bs u
ai
,c +
∑
i
T a1...arb1...c...bs u
c
,bi
,
(2.30)
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where there is one term for each index, and the covariant (contravariant) indices come
with a coefficient of +1 (−1).
For the metric tensor gab, one may replace the partial derivatives on the right-hand
side of (2.30) with covariant derivatives using the Levi-Civita connection. This gives the
Lie derivative of the metric tensor along the vector field u:
(Lug)ab = ucgab;c + gcbuc;a + gacuc;b = ua;b + ub;a, (2.31)
where we have used the metric compatibility of the covariant derivative, i.e., gab;c = 0.
A tensor field T of type (r, s) is said to be Lie-transported along the curve γ with
tangent vector field u if its Lie derivative along the curve vanishes, i.e., LuT = 0.
We shall see later that the Lie derivative plays an important role in describing the
symmetries of the gravitational field in general relativity.
2.1.6 Killing vectors
Symmetries are ubiquitous in physics and play a fundamental role in general relativity.
Here, we briefly describe explicit continuous symmetries of spacetime. A spacetime with
metric g admits a continuous symmetry (isometry) if there exists a continuous transfor-
mation of the spacetime into itself which preserves the metric.
Such transformations are encoded by Killing vectors ξ; the isometry condition states
that the Lie derivative of the metric with respect to ξ vanishes, i.e.,
Lξg = 0. (2.32)
Geometrically, the condition Lξg = 0 says that the metric is invariant under the flow of ξ.
Using the metric connection ∇a in local coordinates, we see from (2.31) that the
isometry condition is equivalent to the Killing vector equation,
∇aξb +∇bξa = 0. (2.33)
This equation is often written in the form ξ(a;b) = 0.
If the metric coefficients gab in some basis {dxa} are independent of one of the coor-
dinate xα (for some fixed α), then ξa = δaα is a Killing vector field in the basis {∂a}. To
see this, we first note that gab,α = 0. We have ξ
a = δaα , so ξa = gabξ
b = gabδ
b
α = gaα.
The left-hand side of the Killing vector equation (2.33) is then
ξa;b + ξb;a = ξa,b + ξb,a − 2Γcabξc = gaα,b + gbα,a − gcd
(
gbd,a + gad,a − gab,d
)
gcα. (2.34)
Now, using the fact that gcdgcα = δ
d
α , the right-hand side of (2.34) becomes
gaα,b + gbα,a −
(
gbα,a + gaα,a − gab,α
)
= −gab,α = 0, (2.35)
by virtue of the fact that gab is independent of x
α. Hence, ξa is a Killing vector.
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2.1.7 Stationary and static spacetimes
Consider a spacetime (M, gab) with local coordinates xa. A non-vanishing one-form field
ua is said to be hypersurface-orthogonal if it is orthogonal to a family of Φ = constant
hypersurfaces for some function Φ with ∂aΦ 6= 0. In other words, ua = α∂aΦ for some non-
zero function of the spacetime coordinates α. The Frobenius theorem says that, locally,
the definition of hypersurface-orthogonality is equivalent to u[a∂buc] = u[a∇buc] = 0. A
vector field ua is hypersurface-orthogonal if and only if the corresponding one-form field
ua = gabu
b is hypersurface-orthogonal.
A spacetime is stationary if it admits a timelike Killing vector ξ. If this is the case,
there exist local coordinates (t, xi) in which ξ = ∂t , gtt < 0, and gab,t = 0 (i.e., the metric
is independent of t). The off-diagonal terms gti need not vanish.
A spacetime is static if (i) it admits a timelike hypersurface-orthogonal Killing vector
ξ, and (ii) it can be globally foliated by hypersurfaces that are orthogonal to ξ. The first
of these criteria ensures that such hypersurfaces exist locally, but not necessarily globally.
In this case, there exist local coordinates (t, xi) in which ξ = ∂t , gtt < 0, gab,t = 0, and
gti = 0.
2.1.8 Curvature
The Riemann curvature tensor, which has components Rabcd, is a type-(1, 3) tensor which
maps a one-form σ and three vectors w, u and v into a real number:
Rabcdσaw
bucvd = 〈σ, (∇u∇v −∇v∇u −∇[u,v])w〉 (2.36)
= σa
[
uc(vdwa;d);c − vc(udwa;d);c − (ucvd;c − vcud;c)wa;d
]
(2.37)
= σa(w
a
;dc − wa;cd)ucvd. (2.38)
Since σ, u and v are arbitrary, we arrive at the condition
Rabcdw
b = wa;dc − wa;cd, (2.39)
which is known as the Ricci identity.
One may use the expression for the covariant derivative of a tensor (2.21) to write the
components of the Riemann tensor in terms of a coordinate basis as
Rabcd = ∂cΓ
a
bd − ∂dΓabc + ΓebdΓaec − ΓebcΓaed. (2.40)
The components Rabcd = gaeR
e
bcd obey the symmetry relations
Rabcd = −Rabdc = −Rbacd, Rabcd = Rcdab, Ra[bcd] = 0. (2.41)
The last of these is known as the first (algebraic) Bianchi identity. The components of the
covariant derivative of the Riemann tensor obey the second (differential) Bianchi identity,
Rab[cd;e] = 0. (2.42)
The Ricci curvature tensor Rab is defined as the trace of the Riemann tensor over its
first and third indices:
Rab = R
c
acb. (2.43)
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The Ricci tensor satisfies the symmetry property Rab = Rba. The Ricci scalar R is defined
as the trace of the Ricci tensor:
R = Raa. (2.44)
The trace-free part of the Riemann tensor is the Weyl tensor. For n-dimensional
manifolds with n ≥ 3, the Weyl tensor has components
Cabcd = Rabcd −
2
n− 2(ga[cRd]b − gb[cRd]a) +
2
(n− 1)(n− 2)Rga[cgb]d. (2.45)
The Weyl tensor satisfies the same symmetry properties as the Riemann tensor, and is
trace-free on all of its indices.
The Einstein tensor is defined as
Gab = Rab −
1
2
Rgab. (2.46)
Clearly, the Einstein tensor is symmetric, i.e., Gab = Gba. Taking the trace of both sides
of (2.46), we see that Gaa =
2−n
2 R. In four dimensions, this is G
a
a = −R. The Einstein
tensor is therefore referred to as the trace-reversed Ricci tensor. By contracting the second
Bianchi identity (2.42), one may show that the Einstein tensor is divergence-free, i.e.,
∇aGab = 0. (2.47)
2.2 Geodesics
We now turn to a topic of central importance to this thesis – the notion of geodesic motion.
Intuitively, a geodesic is a “straight line” on a curved manifold. Here, we present a formal
definition of a geodesic, derive the geodesic equation, discuss causal geodesics, and present
the Lagrangian and Hamiltonian formulations of geodesic motion on curved manifolds.
We restrict our attention to the special case of four-dimensional spacetime manifolds M,
endowed with a metric gab of Lorentzian signature, although the concepts reviewed here
can be generalised to arbitrary n-dimensional pseudo-Riemannian manifolds.
2.2.1 Geodesic equation
Geodesic curves, parallel transport and affine parameters
On spacetime, a geodesic is a curve γ whose tangent vector ua is parallel-transported along
itself, i.e.,
ub∇bua = 0. (2.48)
In fact, for a curve on a manifold to be a geodesic, we only require that the parallel-
transport of the tangent vector points in the same direction as the tangent vector at each
point along the curve; the tangent vector does not necessarily have to be of the same
length. This yields the weaker condition
ub∇bua = αua, (2.49)
where α is some arbitrary (smooth) function along the curve. One may show that, given
a curve which satisfies (2.49), it is always possible to reparametrise so that it satisfies the
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stronger condition (2.48). The latter is referred to as an affine parametrisation, and can
be used without loss of generality. Throughout this work, we shall define a geodesic to be
a curve which satisfies (2.48).
In some coordinate system, an affinely parametrised geodesic γ(λ) is a curve xa(λ).
Using (2.26), the tangent vector ua = x˙a to the geodesic satisfies
u˙a + Γabcu
buc = 0, (2.50)
where an overdot denotes differentiation with respect to the affine parameter λ. The
components of the tangent vector are related to the coordinates by ua = x˙a, so the
geodesic equation can be written
x¨a + Γabcx˙
bx˙c = 0. (2.51)
This is actually a coupled system of four second-order ordinary differential equations for
each of the spacetime coordinates xa(λ). For every initial value xa(0) and x˙a(0), a unique
solution to this system is guaranteed to exist. In other words, given a point p ∈M and a
tangent vector ua ∈ TpM, there always exists a unique geodesic through p with tangent
vector ua.
Timelike, null and spacelike geodesics
A geodesic γ with tangent ua is said to be timelike if gabu
aub < 0 everywhere along γ;
it is said to be null if gabu
aub = 0 everywhere along γ; or it is said to be spacelike if
gabu
aub > 0 everywhere along γ. The first two types of geodesic are referred to as causal
geodesics. For timelike geodesics, the proper time τ measured along the curve is defined
to be
τ =
∫
γ
√
−gabuaub dλ. (2.52)
Similarly, along a spacelike geodesic, the proper length ` is defined as
` =
∫
γ
√
gabu
aub dλ. (2.53)
It is straightforward to show that the proper time and proper length are independent of
the choice of parametrisation. For null geodesics, there is no invariant notion of proper
time or proper length: a null geodesic can be said to have zero proper time and proper
length.
Along an affinely parametrised geodesic with tangent vector ua(λ), the norm gabu
aub =
uaua is constant:
d
dλ
(uaua) = u
b (uaua);b = u
bua;bua + u
aubua;b = 0. (2.54)
For null geodesics, the norm is always zero. For timelike (spacelike) geodesics which are
parametrised by proper time (proper length), the norm is −1 (+1).
In general relativity, a freely falling massive particle follows a timelike geodesic, whereas
a freely propagating massless particle (e.g. a photon) follows a null geodesic. The terms
null geodesic, lightlike geodesic and light ray are used interchangeably.
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Geodesic completeness
A geodesic xa(λ) for which the affine parameter λ ranges over all of R is said to be
complete. A geodesic that is not complete is called incomplete. A spacetime (M, g) is said
to be geodesically complete if every geodesic can be extended into a complete geodesic. A
spacetime (M, g) is said to be timelike (respectively null or spacelike) geodesically complete
if every timelike (respectively null or spacelike) geodesic can be extended into a complete
one.
The notion of geodesic (in)completeness is central to the definition of singularities in
general relativity. If a spacetime (M, g) is geodesically incomplete, and it is not possible
to extend (M, g) into a larger spacetime that is geodesically complete, we say that (M, g)
is singular. If any scalar quantity which is polynomial in Rabcd or its covariant derivatives
diverges along an incomplete geodesic, the spacetime is singular. In this case, the spacetime
is said to have a scalar curvature singularity. Alternatively, a component of Rabcd or its
covariant derivative(s) in a parallel-transported tetrad (see Section 2.5.1) may blow up;
this is referred to as a parallel-propagated curvature singularity [82].
Conformal transformations
Consider a conformal transformation of the metric gab 7→ g˜ab = Ω2gab, where Ω > 0
is a smooth function of the spacetime coordinates. Clearly, a conformal transformation
preserves causal structure; that is, if a vector is a timelike, null or spacelike with respect
to the metric gab, then it has the same property with respect to the conformally related
metric g˜ab.
Let us consider the geodesics of the conformally related spacetimes (M, gab) and
(M, g˜ab). Using the properties of the covariant derivative (Section 2.1.4), one can show
that, for an arbitrary vector field va, the covariant derivatives ∇a and ∇˜a are related
by [82]
∇˜avb = ∇avb +Dbacvc, (2.55)
where the connection coefficients are given by
Dabc =
1
2
g˜ad (∇bg˜dc +∇cg˜bd −∇dg˜bc) . (2.56)
This is a generalisation of the relationship between the covariant derivative operator and
the partial derivative operator, where the connection coefficients are simply the Christoffel
symbols (2.22). Using the Leibniz rule and metric compatibility of ∇a, we find
∇ag˜bc = ∇a(Ω2gbc) = 2Ωgbc∇aΩ + Ω2∇agbc = 2Ωgbc∇aΩ. (2.57)
The connection coefficients (2.56) can therefore be expressed in terms of gab and Ω as
Dabc = 2δ
a
(b∇c) ln Ω− gbcgad∇d ln Ω. (2.58)
Let γ(λ) be a geodesic of the spacetime (M, gab) with tangent vector ua. Using (2.55)
and (2.58), we obtain
ub∇˜bua = ub∇bua +Dabcubuc = 2
(
ub∇b ln Ω
)
ua −
(
gbcu
buc
)
gad∇d ln Ω. (2.59)
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In general, we see that γ is not a geodesic with respect to the metric g˜ab; however, if γ is
a null geodesic, then the term gbcu
buc on the right-hand side of (2.59) will vanish. This
leaves us with ub∇˜bua = 2
(
ub∇b ln Ω
)
ua, which is nothing more than the equation for a
non-affinely-parametrised geodesic (2.49). This shows that null geodesics are conformally
invariant.
2.2.2 Lagrangian formulation
One may derive the geodesic equation (2.51) using the calculus of variations and Hamilton’s
principle of least action [84]. Our starting point is the action functional, which is taken
to be the spacetime distance between two fixed endpoints,
S[xa(λ)] =
∫
L′ dλ, L′ =
√∣∣gabx˙ax˙b∣∣, (2.60)
where L′ is the Lagrangian function, and an overdot denotes differentiation with respect to
the parameter λ. This definition is somewhat degenerate, as the action is invariant under
arbitrary reparametrisations of the curve. The requirement that the action functional
(2.60) is stationary (i.e., δS = 0) yields the Euler–Lagrange equations of motion
d
dλ
(
∂L′
∂x˙a
)
− ∂L
′
∂xa
= 0. (2.61)
Inserting the Lagrangian L′ =
√∣∣gabx˙ax˙b∣∣ into the Euler–Lagrange equations gives the
equation for non-affinely parametrised geodesics (2.49). Demanding that the curve be
affinely parametrised, we arrive at the geodesic equation (2.51). Geodesics are thus space-
time paths xa(λ) which extremise the action (2.60).
The Lagrangian function (2.60) is not unique. In fact, any function which yields the
same Euler–Lagrange equations of motion is valid. For example, the geodesic equation
(2.51) also follows from extremising the action
S[xa(λ)] =
∫
Ldλ, L =
1
2
gabx˙
ax˙b. (2.62)
Unlike (2.60), the action (2.62) is extremal only for affinely parametrised curves. We favour
the action (2.62) for two reasons: (i) there is no degeneracy associated with reparametri-
sations of the curve; (ii) the Lagrangian is more tractable, as it does not feature a square
root. We note here that the Lagrangian itself is constant along geodesics, with L = 0 in
the null case, which will be of particular interest in this work.
The flow determined by the Euler–Lagrange equations (2.61) with Lagrangian (2.60)
or (2.62) is called the geodesic flow. The geodesics are then the projections of the integral
curves of the geodesic flow onto the manifold M. Physically speaking, the geodesic flow
governs the motion of a particle that is not subject to any external forces, therefore moving
freely on the manifold M.
In the Lagrangian picture, the geodesic flow is a dynamical system on the tangent
bundle TM; for each value of the parameter λ, the system is completely determined in
local coordinates by the position vector xa(λ) and the tangent vector (or velocity) x˙a(λ).
The cotangent bundle is interpreted as the configuration space of Lagrangian mechanics.
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2.2.3 Hamiltonian formulation
With a change of perspective, the geodesic flow can be viewed as a dynamical system on the
cotangent bundle T ∗M, where the state of the system is determined in local coordinates
by the position vector xa(λ) and the momentum one-form pa(λ); this is sometimes referred
to as the cogeodesic flow. In this picture, the geodesic flow becomes a Hamiltonian flow on
phase space, where the latter is the cotangent bundle. One may pass from the Lagrangian
formulation to the Hamiltonian formulation using the following standard procedure.
First, one may write down the Hamiltonian function H (which is the Legendre trans-
form of the Lagrangian function L), and the conjugate momenta pa; these take the form
H = x˙apa − L, pa =
∂L
∂x˙a
, (2.63)
where it is understood that the velocities x˙a are to be replaced by the momenta pa in
the definition of the Hamiltonian H. Using the Lagrangian (2.62), the Hamiltonian for
geodesics is given by
H =
1
2
gabpapb, (2.64)
where the conjugate momenta are
pa = gabx˙
a. (2.65)
Clearly the momenta pa are the covariant components of the tangent vector to the geodesic.
Moreover, the Hamiltonian (2.64) is manifestly covariant.
A standard variational approach yields Hamilton’s equations, a system of 2n coupled
first-order ordinary differential equations for each of the n spacetime coordinates xa and
their conjugate momenta pa, given by
x˙a =
∂H
∂pa
, p˙a = −
∂H
∂xa
. (2.66)
Using the Hamiltonian (2.64), Hamilton’s equations (2.66) become
x˙a = gabpb, p˙a = −
1
2
gbc,apbpc. (2.67)
The first of these is clearly equivalent to the definition of the conjugate momenta (2.65).
The equations (2.67) may be combined to give the familiar geodesic equation pb∇bpa = 0.
We remark here that the Hamiltonian function (2.64) is conserved along geodesics.
In the case of timelike geodesics, i.e., the paths of freely falling massive particles, we
have H = −12m2, where m is the mass of the particle. In the null case, we see that
the Hamiltonian vanishes along null rays. In general, the constancy of the Hamiltonian
is referred to as the Hamiltonian constraint ; for null geodesics, the constraint H = 0 is
referred to as the null condition.
In Section 2.1.6, we saw that continuous spacetime symmetries are encoded by Killing
vectors. These spacetime symmetries can always be “lifted up” to symmetries on phase
space. In Section 2.6.4, we will discuss the relationship between Killing vectors (or, more
generally, higher-rank Killing tensors) and conserved quantities on phase space.
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2.2.4 Geodesic deviation equation
Our final task for this section is to consider the behaviour of a congruence (or family)
of non-intersecting geodesics. Let xa(λ, σ) be a congruence of geodesics, where λ is an
affine parameter along each curve, and σ parametrises the congruence, i.e., each geodesic
is distinguished by the value of the parameter σ. The tangent vector field is given by
ua =
∂xa
∂λ
, (2.68)
which satisfies the geodesic equation ub∇bua = 0. We define the separation vector (or
deviation vector) between neighbouring rays in the congruence to be
ξa =
∂xa
∂σ
. (2.69)
It is straightforward to show, using the symmetry of mixed partial derivatives, that ξ
is Lie-transported along each geodesic in the congruence:
Luξa = [u, ξ]a = ub∂bξa − ξb∂bua =
∂2xa
∂λ∂σ
− ∂
2xa
∂σ∂λ
= 0. (2.70)
It follows from the torsion-free property of the Christoffel symbols (Γa[bc] = 0) that the
partial derivatives in (2.70) may be replaced by covariant derivatives. We then find
ub∇bξa = ξb∇bua, (2.71)
which says that the parallel transport of ξ along u is equivalent to the parallel transport
of u along ξ. A consequence of this result is that the quantity ξaua is conserved along
each geodesic, i.e., ddλ(ξ
aua) = 0.
Recall that the commutator of covariant derivatives acting on a vector field satisfies
∇a∇buc −∇b∇auc = −Rcdabud, (2.72)
where Rabcd are the components of the Riemann curvature tensor. Applying the directional
derivative operator uc∇c to both sides of (2.71) and using the above results, we see that
the acceleration of the deviation vector ξa is given by
D2ξa
dλ2
= Rabcdu
bucξd, (2.73)
where Ddλ = u
a∇a denotes the covariant derivative along ua. This equation is known as
the geodesic deviation equation (or Jacobi equation). It describes how spacetime curvature
(i.e., the Riemann curvature term on the right-hand side) is responsible for the relative
acceleration of neighbouring geodesics in a congruence, even if the rays are initially parallel.
2.3 Field equations and solutions
2.3.1 Einstein field equations
The cornerstone of Einstein’s theory of general relativity is Einstein’s field equation, which
couples the (dynamical) spacetime background to the matter fields present in spacetime.
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The field equations may be derived using a principle of least action. Our starting point is
the action functional
S =
∫
(LEH +LM)
√
−det g d4x, LEH = 1
16pi
R, (2.74)
where LEH is the Einstein–Hilbert Lagrangian for the gravitational field; LM is the matter
Lagrangian, which contains information about the matter fields present in spacetime; det g
is the metric determinant; and R is the Ricci curvature scalar. Variation of the action
(2.74) yields the Einstein field equation,
Gab = 8piTab , (2.75)
where Gab = Rab − 12Rgab is the Einstein tensor (see Section 2.1.8), and Tab is the stress–
energy tensor. Here, we outline the key properties of the field equation (2.75). Firstly,
the field equation is tensorial; in fact, there are ten independent components, due to the
fact that the Einstein tensor and the stress–energy tensor are symmetric. We will often
refer to (2.75) as the Einstein field equations (using the plural) to reflect this. Secondly,
the field equations constitute a system of coupled second-order differential equations for
the components of the metric tensor gab. Thirdly, the fact that the Einstein tensor is
divergence-free (see Section 2.1.8) means that the stress–energy tensor also satisfies the
same property, i.e., ∇aTab = 0. Finally, the constant of proportionality between the
Einstein tensor and stress–energy tensor in (2.75) – which in non-geometrised units is
8piG
c2
, where G is Newton’s gravitational constant and c is the speed of light in vacuo –
is chosen so that we recover Newton’s theory of gravitation in the limit of slowly varying
and weak gravitational fields.
Taking the trace of (2.75) with respect to the metric gives −R = 8piT , where T = T aa
denotes the trace of the stress–energy tensor. Replacing the term involving R in (2.75),
one obtains the trace-reversed form of the Einstein field equations,
Rab = 8pi
(
Tab −
1
2
Tgab
)
. (2.76)
In pure vacuum, the stress–energy tensor vanishes, i.e., Tab = 0. It is straightforward
to see from (2.75) that the vacuum field equations may be expressed in the form Gab = 0.
Equivalently, by setting Tab = 0 in the trace-reversed field equations (2.76), the vacuum
field equations can be written in the form Rab = 0. Solutions to the vacuum field equations
of general relativity are referred to as vacuum solutions. The simplest example of such
a solution is Minkowski spacetime (see Section 2.4.1). The Schwarzschild and Kerr black
hole spacetimes are also examples of vacuum solutions (see Section 2.4.3). In general,
manifolds with a vanishing Ricci tensor (Rab = 0) are referred to as Ricci-flat manifolds.
2.3.2 Einstein–Maxwell field equations
The Einstein–Maxwell field equations of gravitation and electromagnetism may be ob-
tained with the inclusion of the free-field Lagrangian LEM = −14FabF ab in the action
(2.74), where Fab is the Faraday tensor, an antisymmetric rank-two tensor (i.e., a two-
form) which encodes the electromagnetic field. The Euler–Lagrange equations for the new
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action yield the Einstein–Maxwell equations
Gab = 8piTab , Tab =
1
4pi
(
FacF
c
b −
1
4
gabF
cdFcd
)
, (2.77)
∇bF ab = µ0Ja, ∇b?F ab = 0, (2.78)
where ?F ab is the Hodge dual of the Faraday tensor; and Ja is the four-current, which
is divergence-free (∇aJa = 0). In the absence of sources (Ja = 0), the first of Maxwell’s
equations (2.78) is simply ∇bF ab = 0.
In the language of differential forms, the Faraday two-form is closed, i.e., dF = 0, so
F must be locally exact (F = dA for some one-form potential A) by Poincare´’s lemma.
Hence, the components of the Faraday tensor can be expressed in terms of the one-form
potential Aa as
Fab = ∇aAb −∇bAa. (2.79)
Taking the trace of the electromagnetic stress–energy tensor (2.77), it is clear that
T = T aa = 0. Using the trace-reversed field equations (2.76), we see that
Rab = 8piTab = 2
(
FacF
c
b −
1
4
gabF
cdFcd
)
(2.80)
for pure electromagnetism.
2.3.3 Stationary axisymmetric solutions
A solution to the Einstein–Maxwell equations which will be of central importance to this
thesis is that of a rotating source with a stationary, axially symmetric gravitational field.
The most general such solution is the Weyl–Lewis–Papapetrou geometry, which is described
in Weyl–Lewis–Papapetrou coordinates {t, ρ, z, φ} by the line element
ds2 = gabdx
adxb = −f (dt+ w dφ)2 + 1
f
[
e2γ
(
dρ2 + dz2
)
+ ρ2 dφ2
]
, (2.81)
and electromagnetic one-form potential
Aadx
a = Atdt+Aφdφ, (2.82)
where f , γ, w, At and Aφ are functions of the coordinates ρ and z only.
The metric represents a stationary, axisymmetric solution as the metric (2.81) admits
a timelike Killing vector ∂t and a spacelike Killing vector ∂φ , and the coordinate φ is
taken to be periodic with φ ∈ [0, 2pi). The function w which appears in (2.81) represents
a rotation about the symmetry axis ρ = 0. In the case w = 0, we recover the so-called
Weyl solution for a static axisymmetric gravitational field. In pure vacuum, the one-form
potential (2.82) vanishes.
For the Weyl–Lewis–Papapetrou metric (2.81) with one-form potential (2.82), the elec-
trovacuum field equations are non-linear, but are known to be integrable nevertheless.
One may use the Ernst formulation in terms of complex potentials to solve the field equa-
tions [83,85,86].
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2.4 Black holes
2.4.1 Minkowski spacetime and asymptotic flatness
The simplest solution to Einstein’s vacuum field equations is Minkowski spacetime (or flat
spacetime), which is described in Cartesian coordinates {t, x, y, z} by the line element
ds2 = ηabdx
adxb = −dt2 + dx2 + dy2 + dz2, (2.83)
where we use the standard notation ηab to denote the components of the Minkowski metric.
We may use the Minkowski metric to provide a coordinate-dependent definition of
asymptotic flatness. A spacetime (M, gab) is asymptotically flat if there exist some coor-
dinates {t, x, y, z} such that the metric can be expressed in the form gab = ηab + hab, with
limr→∞ hab = O
(
1
r
)
, where r2 = x2 + y2 + zz. For a more rigorous, coordinate-invariant
definition of asymptotic flatness, we refer the reader to Wald [82].
2.4.2 Event horizon
Consider a spacetime (M, gab). The infinities of this spacetime are identified as follows.
Future (past) null infinity, denotedI + (I −), is the future (past) infinity of all null curves.
Future (past) timelike infinity, denoted i+ (i−), is the future (past) infinity of all timelike
curves. Spacelike infinity, denoted i0, is the future (past) infinity of all spacelike curves.
For a more detailed description of these infinities, and the notion of a conformal boundary,
see [82].
To define a black hole, we consider a spacetime which has a connected future null
infinity I +. If I + is not connected, it is sufficient to consider its connected components
separately. The causal past of I +, denoted I−(I +), is the region of M from which
there exist causal curves which reach I +. A spacetime (M, g) contains a black hole
if I−(I +) 6= M. The black hole region is then defined as B = M \ I−(I +). The
event horizon of the black hole is the boundary of the black hole: H = ∂B. (Analogous
definitions for a white hole and a white hole horizon can be formulated by time inversion,
i.e., replacing future null infinity with past null infinity, and the causal future with the
causal past.)
2.4.3 Black hole spacetimes
Schwarzschild solution
The first exact solution to Einstein’s vacuum field equations was uncovered by Schwarzschild
in 1916 [24]. The solution describes the exterior spacetime of a spherically symmetric non-
rotating gravitational source.
In spherical coordinates {t, r, θ, φ}, the Schwarzschild solution is described by the line
element
ds2 = gabdx
adxb = −f(r)dt2 + dr
2
f(r)
+ r2
(
dθ2 + sin2 θ dφ2
)
, f(r) = 1− 2M
r
. (2.84)
The parameter M , which is interpreted as the mass of the source, completely deter-
mines the solution. Far from the source (r → ∞) the line element (2.84) approaches the
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Minkowski line element expressed in standard spherical polar coordinates. Note that, in
the case M = 0, the Schwarzschild spacetime reduces to that of Minkowski.
The domain r > 2M is referred to as the exterior region. The black hole region of
Schwarzschild spacetime is given by 0 < r ≤ 2M ; the event horizon of the black hole
is the null surface r = 2M . From the form of the metric (2.84), it would appear that
r = 2M is a singularity of the spacetime; however, this can be removed by transforming to
an alternative coordinate system (e.g. Kruskal–Szekeres or Eddington–Finkelstein). Thus,
r = 2M is only a coordinate singularity. The Schwarzschild solution does, however, admit
a physical singularity at r = 0. To see that this is the case, one may compute the
Kretschmann invariant, which is given by RabcdR
abcd = 48M
2
r6
in spherical coordinates.
Clearly, this quantity diverges as r → 0.
The metric (2.84) is independent of t, so ∂t is a Killing vector. This is timelike for
r > 2M , so the exterior Schwarzschild spacetime is (at least) stationary. In fact, ∂t is
hypersurface-orthogonal, so the exterior Schwarzschild spacetime is static. The metric
(2.84) is also independent of φ, so ∂φ is a Killing vector. This is spacelike in the exterior
region. There are two further spacelike Killing vectors, given by sinφ∂θ + cot θ cosφ∂φ
and cosφ∂θ − cot θ sinφ∂φ . The three spacelike Killing vectors comprise the SO(3) ro-
tations; they are precisely the Killing vectors admitted by the unit two-sphere S2. The
Schwarzschild spacetime is therefore spherically symmetric.
Birkhoff [27] demonstrated that the Schwarzschild solution (2.84) is the unique spher-
ically symmetric solution to Einstein’s field equations in vacuum; this statement is known
as Birkhoff’s theorem.
Kerr solution
In 1963, almost half a century after the development of Einstein’s field equations, Kerr
discovered a solution to the vacuum field equations which describes a rotating black hole
[35]. The exterior spacetime geometry may be described in Boyer–Lindquist coordinates
{t, r, θ, φ} [46] by the line element
ds2 = gabdx
adxb (2.85)
= −
(
1− 2Mr
Σ
)
dt2 +
Σ
∆
dr2 + Σ dθ2 +
(
r2 + a2 +
2Ma2r
Σ
sin2 θ
)
sin2 θ dφ2
− 4Mar sin
2 θ
Σ
dt dφ,
(2.86)
where Σ(r, θ) = r2 + a2 cos2 θ and ∆(r) = r2 − 2Mr + a2. Here, M and J = aM are the
mass and angular momentum of the black hole, respectively. The interpretation of these
parameters is best understood by considering the asymptotic form of the metric (2.86), as
shown in [87].
The Kerr spacetime has two event horizons at r± = M ±
√
M2 − a2 cos2 θ. There exist
two ergosurfaces at rergo± = M±
√
M2 − a2 cos2 θ. There is a physical curvature singularity
(at which RabcdR
abcd →∞) at r = 0 and θ = pi2 ; this is in fact a ring singularity, which is
best seen by transforming to Kerr–Schild coordinates [88]. For a comprehensive discussion
of the key features of the Kerr spacetime, see e.g. [87, 89].
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Clearly, the metric (2.86) is independent of the coordinates t and φ. In Boyer–Lindquist
coordinates, the vectors ξ(t) = ∂t and ξ(φ) = ∂φ are therefore Killing vectors, which satisfy
ξ(a;b) = 0. These vectors correspond to time translation and rotation about the symmetry
axis, respectively. In addition, any constant coefficient linear combination of these two
Killing vectors is also a Killing vector. This exhausts the set of all Killing vectors of the
Kerr spacetime. The spacetime is stationary (but not static), and axisymmetric. We note
also that the metric (2.86) is invariant under simultaneous inversion of t and φ (t 7→ −t
and φ 7→ −φ).
Kerr–Newman solution
In 1965, Newman [36,37] discovered the solution to the Einstein–Maxwell field equations in
electrovacuum which describes a rotating black hole endowed with an electric charge; this
can be viewed as a generalisation of the Kerr metric. In Boyer–Lindquist coordinates, the
line element is given by (2.86) with Σ(r, θ) = r2 +a2 cos2 θ and ∆(r) = r2−2Mr+a2 +Q2.
Here, M and J = aM are again interpreted as the mass and angular momentum of
the black hole, respectively; the parameter Q is interpreted as the black hole’s electric
charge. Again, there exist a pair of event horizons, located at Boyer–Lindquist radii
r± = M ±
√
M2 − (a2 +Q2). For M2 > a2 +Q2, there are two distinct event horizons at
r±. In the case M2 = a2 +Q2, the black hole is referred to as extremal, and the inner and
outer horizons coincide at r = M . If M2 < a2 +Q2, the Kerr–Newman solution describes
a naked singularity [49].
As with the uncharged Kerr black hole, the Kerr–Newman solution is stationary and
axisymmetric; these symmetries are encoded by the Killing vector fields ξ(t) = ∂t and
ξ(φ) = ∂φ . In Section 2.6.4, we will discuss the importance of these (and other) symmetries
in the context of geodesic motion on the Kerr–Newman spacetime.
The Kerr–Newman family of solutions is characterised by three parameters: mass M ;
spin a; and electric charge Q. The uncharged (Q = 0) non-rotating (a = 0) case is
simply the Schwarzschild solution, described above. The charged (Q 6= 0) non-rotating
(a = 0) case is the Reissner–Nordstro¨m solution, which is a static spherically symmetric
solution to the electrovacuum field equations, discovered by Reissner [25], Nordstro¨m [26]
and others [90, 91] between 1916 and 1921. The uncharged (Q = 0) rotating (a 6= 0) case
is the Kerr solution, described above.
It should be emphasised that, in the case of rotating spacetimes, there is no analogue
of Birkhoff’s theorem: it is not true in general that the vacuum geometry in the exterior
region of a rotating object is given by (part of) the Kerr geometry. However, there
are a number of powerful uniqueness theorems in situations with less symmetry. The
so-called “no-hair theorem” states that isolated (mathematical) black holes in stationary
axisymmetric electrovacuum are remarkably simple objects, and are uniquely characterised
by three (externally observable) parameters: mass M , angular momentum J , and electric
charge Q [92]. (The latter is thought to be negligible for astrophysical black holes.) In
other words, black holes are described by the Kerr(–Newman) solution to the Einstein(–
Maxwell) equations.
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2.5 Newman–Penrose formalism
The Newman–Penrose formalism [93] is a special case of the tetrad formalism [89], in which
tensorial quantities in general relativity are projected onto a complex null tetrad. This
formalism is well-adapted to spacetime symmetries, and is a useful tool in the treatment
of radiation on curved spacetime. In this section, we present a brief review of the tetrad
formalism in general relativity, before outlining the key features of the (tensorial) Newman–
Penrose formalism, which are relevant for the purposes of this thesis. A more exhaustive
review of the Newman–Penrose formalism is presented by Stephani et al. [83], using both
tensor and spinor notation.
2.5.1 Tetrad formalism
Tetrad representation
At each point in spacetime, one may construct a local basis of four contravariant vectors,
i.e., a tetrad {e a(α) } [89]. Here, lowercase Greek letters enclosed in parentheses denote
tetrad indices, whereas lowercase Latin letters are reserved for tensor indices. To each
contravariant vector, we associate a covariant vector
e(α)a = gabe
b
(α) , (2.87)
so that spacetime indices are lowered (raised) with the spacetime metric (inverse metric).
The inverse of e a(α) , denoted e
(α)
a, is defined such that e a(α) e
(β)
a = δ
(β)
(α) and e
a
(α) e
(α)
b =
δab , where the summation over tetrad/spacetime indices is assumed. Furthermore, we
assume that
e a(α) e(β)a = S(α)(β) , (2.88)
where S(α)(β) is a symmetric matrix, often referred to as the inner product matrix. When
all of the inner products between the tetrad legs (i.e., all components of S(α)(β)) are
constant, the tetrad is referred to as a rigid frame. Let S(α)(β) be the inverse of S(α)(β) ,
so that S(α)(γ)S(γ)(β) = δ
(α)
(β) . Combining the above definitions, we see that
S(α)(β) e
(α)
a = e(β)a, S
(α)(β) e(α)a = e
(β)
a, (2.89)
so that tetrad indices are lowered (raised) with the inner product matrix (inverse inner
product matrix). Importantly, we also find
e(α)ae
(α)
b = gab, e
a
(α) e
(α)b = gab, (2.90)
so the metric and its inverse can be expressed as an inner product of the tetrad legs.
Given any type-(r, s) tensor field with components T a1...arb1...bs , we can project it onto
the tetrad to obtain the tetrad components, viz.
T
(α1)...(αr)
(β1)...(βs)
= e(α1)a1 . . . e
(αr)
ar e
b1
(β1)
. . . e bs(βs) T
a1...ar
b1...bs
. (2.91)
Similarly, we may pass from tetrad indices to spacetime indices according to
T a1...arb1...bs = e
a1
(α1)
. . . e ar(αr) e
(β1)
b1
. . . e
(βs)
bs
T
(α1)...(αr)
(β1)...(βs)
. (2.92)
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Ricci rotation coefficients
The covariant derivative of a tetrad leg e(β) in the direction of another tetrad leg e(α)
can be expanded in the tetrad in terms of connection coefficients (see Section 2.1.4) as
follows [83,89]:
e b(α) ∇be a(β) = Γ (γ)(α)(β) e a(γ) . (2.93)
Contracting this equation with the basis vector e
(δ)
a, using the properties of the tetrad
listed above, and relabelling the indices, we arrive at the expression
Γ(α)(β)(γ) = e
a
(α) e(β)a;b e
b
(γ) . (2.94)
The quantities Γ(α)(β)(γ) are called the Ricci rotation coefficients.
If {e(α)} is a rigid frame, such that the inner products gab e a(α) e b(β) = S(α)(β) are all
constant, then the Ricci rotation coefficients are antisymmetric in the first pair of indices,
i.e., Γ(α)(β)(γ) = −Γ(β)(α)(γ) .
Ricci and Bianchi identities
The Ricci identity (2.39) for the tetrad {e(α)} is
e(α)a;bc − e(α)a;cb = Rdabc e d(α) . (2.95)
Projecting (2.95) onto the tetrad, and replacing the covariant derivatives of the tetrad
legs using (2.94), we may express the projection of the Riemann tensor onto the tetrad in
terms of the Ricci rotation coefficients as
R(α)(β)(γ)(δ) = Γ(α)(β)(δ);(γ) − Γ(α)(β)(γ);(δ) + Γ(α)(β)(η) Γ (η)(δ) (γ)
− Γ(α)(β)(η) Γ (η)(γ) (δ) + Γ(η)(α)(γ) Γ
(η)
(β) (δ) − Γ(η)(α)(δ) Γ
(η)
(β) (γ) ,
(2.96)
where we have used the notation Γ(α)(β)(δ);(γ) = e
c
(γ) Γ(α)(β)(δ);c .
Similarly, one may project the second (differential) Bianchi identity (2.42) onto the
tetrad {e(α)}. The tetrad components of the covariant derivative of the Riemann tensor
are
R(α)(β)(γ)(δ);(η) = R(α)(β)(γ)(δ),(η) − Γ(µ)(α)(η) R(µ)(β)(γ)(δ) − Γ(µ)(β)(η) R
(µ)
(α) (γ)(δ)
− Γ(µ)(γ)(η) R (µ)(α)(β) (δ) − Γ(µ)(δ)(η) R
(µ)
(α)(β)(γ) ,
(2.97)
where R(α)(β)(γ)(δ);(η) = e
a
(η) R(α)(β)(γ)(δ);a and R(α)(β)(γ)(δ),(η) = e
a
(η) R(α)(β)(γ)(δ),a. The
projection of the second Bianchi identity (2.42) onto the tetrad is then given by anti-
symmetrising (2.97) over its last three indices.
Orthonormal tetrads
A special case of the tetrad formalism involves choosing an orthonormal tetrad at each
spacetime point. An orthonormal tetrad consists of one unit timelike vector and three
unit spacelike vectors whose inner products satisfy
gab e
a
(α) e
b
(β) = η(α)(β), (2.98)
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where η(α)(β) are the components of the Minkowski metric; this is a special case of (2.88).
The spacetime metric and its inverse may be expressed in terms of the orthonormal tetrad,
respectively, as
gab = −e(0)ae(0)b + e(1)ae(1)b + e(2)ae(2)b + e(3)ae(3)b, (2.99)
gab = −e a(0) e b(0) + e a(1) e b(1) + e a(2) e b(2) + e a(3) e b(3) . (2.100)
Complex null tetrads
In general relativity, complex null tetrads also play an important role. A complex null
tetrad {k, n,m,m} consists of two real null vectors (k and n) and a pair of complex
conjugate null vectors (m and m), which satisfy
kana = −1, mama = 1, (2.101)
with all other inner products zero. The metric and inverse metric can be written, respec-
tively, in the form
gab = −kanb − nakb +mamb +mamb, (2.102)
gab = −kanb − nakb +mamb +mamb. (2.103)
One may always construct a complex null tetrad {k, n,m,m} from a real orthonormal
tetrad {e(0), e(1), e(2), e(3)} as follows:
k =
1√
2
(
e(0) + e(3)
)
, n =
1√
2
(
e(0) − e(3)
)
, (2.104)
m =
1√
2
(
e(1) + ie(2)
)
, m =
1√
2
(
e(1) − ie(2)
)
. (2.105)
It is standard to introduce four directional derivatives along each of the legs of the
complex null tetrad,
D = ka∇a, ∆ = na∇a, δ = ma∇a, δ = ma∇a. (2.106)
2.5.2 Transformation laws for complex null tetrads
A complex null tetrad {k, n,m,m} may be transformed in the following ways [83].
(i) Null rotations which keep k fixed:
k′ = k, m′ = m+Bk, n′ = n+Bm+Bm+BBk, (2.107)
where B is a complex function.
(ii) Null rotations which keep n fixed:
n′ = n, m′ = m+ En, k′ = k + Em+ Em+ EEn, (2.108)
where E is a complex function.
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(iii) Spatial rotations in the (m,m)-plane:
m′ = eiΘm, (2.109)
where Θ is a real function.
(iv) Boosts in the (k, n)-plane:
k′ = Ak, n′ =
1
A
n, (2.110)
where A > 0 is a real function.
Together, the transformations (2.107)–(2.110), which contain six real parameters, repre-
sent the six-parameter group of Lorentz transformations.
2.5.3 Spin coefficients
Newman and Penrose [93] introduce a set of twelve independent complex scalars, which
are defined as linear combinations of the Ricci rotation coefficients (2.94) for the complex
null tetrad {k, n,m,m}. The spin coefficients (or Newman–Penrose scalars) are [83,89]
κ = −Γabcmakbkc = −maka;bkb, ρ = −Γabcmakbmc = −maka;bmb, (2.111)
σ = −Γabcmakbmc = −maka;bmb, τ = −Γabcmakbnc = −maka;bnb, (2.112)
pi = Γabcm
anbkc = mana;bk
b, ν = Γabcm
anbnc = mana;bn
b, (2.113)
µ = Γabcm
anbmc = mana;bm
b, λ = Γabcm
anbmc = mana;bm
b, (2.114)
ε =
1
2
(
Γabcm
ambkc − Γabcnakbkc
)
=
1
2
(
mama;bk
b − naka;bkb
)
,
γ =
1
2
(
Γabc k
anbkc − Γabcmambnc
)
=
1
2
(
kana;bk
b −mama;bnb
)
,
(2.115)
α =
1
2
(
Γabc k
anbmc − Γabcmambmc
)
=
1
2
(
kana;bm
b −mama;bmb
)
,
β =
1
2
(
Γabcm
ambmc − Γabcnakbmc
)
=
1
2
(
mama;bm
b − naka;bmb
)
.
(2.116)
The twelve spin coefficients are the primary quantities in the Newman–Penrose formal-
ism. For this reason, the formalism is sometimes referred to in the literature as the spin
coefficient formalism.
In many situations, the complex null tetrad will be transformed using one of the Lorentz
transformations (i)–(iv) from Section 2.5.2. The corresponding transformation laws for
the Newman–Penrose scalars can be derived using the definitions involving projections of
the tetrad legs (2.111)–(2.116); alternatively, these transformation laws can be found in
Chapter 7 of [83].
The directional derivatives (2.106) satisfy a set of commutation relations involving
the Newman–Penrose scalars, which arise from the metric compatibility and torsion-free
property of the covariant derivative; the commutator identities are
∆D −D∆ = (γ + γ)D + (ε+ ε)∆− (τ + pi)δ − (τ + pi)δ, (2.117)
δD −Dδ = (α+ β − pi)D + κ∆− (ρ+ ε− ε)δ − σδ, (2.118)
δ∆−∆δ = −νD + (τ − α− β)∆ + (µ− γ + γ)δ + λ δ, (2.119)
δδ − δδ = (µ− µ)D + (ρ− ρ)∆ + (α− β)δ − (α− β)δ. (2.120)
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2.5.4 Weyl scalars
In Section 2.1.8, we introduced the Weyl tensor Cabcd , the trace-free part of the Riemann
curvature tensor; see (2.45). In four spacetime dimensions, the Weyl tensor has ten inde-
pendent components, which are encoded in five complex scalars in the Newman–Penrose
formalism. The Weyl scalars are
Ψ0 = Cabcdk
ambkcmd, (2.121)
Ψ1 = Cabcdk
anbkcmd, (2.122)
Ψ2 = Cabcdk
ambmcnd, (2.123)
Ψ3 = Cabcdk
anbncmd, (2.124)
Ψ4 = Cabcdm
anbmcnd. (2.125)
The Ricci tensor Rab has ten independent components. These are encoded in the Ricci
curvature scalar R, and the six complex Ricci scalars and their complex conjugates:
Φ00 =
1
2
Rabk
akb = Φ00, Φ01 =
1
2
Rabk
amb = Φ10, (2.126)
Φ02 =
1
2
Rabm
amb = Φ20, Φ11 =
1
2
Rab
(
kanb +mamb
)
= Φ11, (2.127)
Φ12 =
1
2
Rabn
amb = Φ21, Φ22 =
1
2
Rabn
anb = Φ22. (2.128)
We note that there are nine independent components of the complex Ricci scalars (2.126)–
(2.128). In these definitions, one may replace the Ricci tensor Rab with its trace-free
counterpart Sab = Rab − 14Rgab if so desired.
2.5.5 Newman–Penrose field equations
When projected onto the complex null tetrad {k, n,m,m}, the Ricci identities (2.96) give
rise to a system of 36 equations involving the Newman–Penrose scalars (2.111)–(2.116),
their directional derivatives along tetrad legs (2.106), and the Weyl and Ricci scalars
(2.121)–(2.128). The full set of Ricci equations (or Newman–Penrose field equations) are
written out explicitly in Chapter 7 of [83].
In addition, one may project the Bianchi identities onto the complex null tetrad
{k, n,m,m}, which can be achieved by anti-symmetrising the expression (2.97) over its
last three indices. This yield a system of equations involving the Newman–Penrose scalars,
the Weyl and Ricci scalars and their directional derivatives. The full set of such equations,
referred to as the Bianchi equations, can again be found in Chapter 7 of [83].
2.5.6 Geroch–Held–Penrose formalism
Geroch et al. [94] developed a formalism for the treatment of general relativity that lies
between a fully covariant formulation and the Newman–Penrose spin-coefficient formalism;
this approach is referred to as the Geroch–Held–Penrose formalism. In this approach,
only a pair of null directions – as opposed to an entire null tetrad – is considered at each
spacetime point. The formulae in this Geroch–Held–Penrose formalism are simpler than
those of the spin-coefficient formalism of Newman and Penrose.
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The most general transformation which preserves the pair of null directions is a two-
parameter subgroup of the full group of Lorentz transformations, corresponding to a ro-
tation in the (m,m)-plane and a boost in the (k, n)-plane; see transformations (iii) and
(iv) of Section 2.5.2. Under this transformation, the tetrad legs transform according to
k′ = Ak, n′ =
1
A
n, m′ = eiΘm, m′ = e−iΘm, (2.129)
where A = CC and eiΘ = CC−1, with C complex.
A scalar quantity z which transforms according to z′ = CpCqz under (2.129) is called
a scalar of type (p, q). The scalar is said to have spin weight s = 12(p−q), and boost weight
b = 12(p+ q). The spin (boost) weight can be obtained easily by counting the number of
times the legs m and m (k and n) appear in the definition of the quantity: we add 1 for
the number of times m (k) occurs, and subtract 1 for the number of times m (n) occurs.
For example, the Newman–Penrose scalar ρ = −maka;bmb has spin weight s = 0, since
there is one m and one m in the definition of ρ; and it has boost weight b = 1, since k
appears once and n does not appear. We note here that certain quantities (e.g. α) do not
have a well-defined spin/boost weight.
2.6 Integrability and chaos in general relativity
The main theme of this thesis is the study of light propagation on black hole spacetimes.
As described in Section 2.2, light follows null geodesics on curved spacetime; this can
be modelled using a Hamiltonian formalism, where the geodesics are integral curves of
Hamilton’s equations with Hamiltonian function H = 12g
abpapb. The themes of integra-
bility and chaos in Hamiltonian dynamical systems will be of central importance to our
understanding of light propagation on black hole spacetimes in general relativity.
In this section, we review some key features of the theory of (non-linear) dynamical
systems. In particular, we will discuss the relationship between spacetime symmetries, con-
served quantities along geodesics, and integrability in Section 2.6.4. We will also present
a review of some important features of the theory of deterministic chaos in Section 2.6.5.
2.6.1 Dynamical systems
Dynamical systems theory is concerned with the long-term behaviour of evolving systems.
In general, a dynamical system consists of a state space (or phase space), a space whose
points describe the state of the system at any instant of time; and a rule which governs
the time-evolution of points in the state space. For a comprehensive overview of this topic,
see e.g. [95–100]. Here, we review some key concepts and definitions.
Mathematically, a discrete-time dynamical system consists of a non-empty set X (the
state space) and a map f : X → X (the time-evolution rule). For n ∈ N, the nth iterate
of f is given by fn = f ◦ . . . ◦ f , the n-fold composition of f , where f0 is the identity map.
If f is invertible, then f−n = f−1 ◦ . . . ◦ f−1, i.e., the inverse of f composed with itself n
times. The iterates satisfy fn+m = fn ◦ fm, so they form a group if f is invertible. In this
context, a discrete-time dynamical system is often referred to as a map.
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Typically, the set X will be endowed with some additional structure which is preserved
by the map f . For example, (X, f) could be a smooth manifold and a smooth map (or a
diffeomorphism in the case of invertible maps).
A continuous time dynamical system consists of a space X and a one-parameter family
of maps
{
fλ : X → X |λ ∈ R} which form a one-parameter group, i.e., fλ+τ = fλ ◦ f τ
and f0 is the identity map. Here, λ is the continuous time parameter. In this context, the
dynamical system is called a flow. The map is invertible, since
(
fλ
)−1
= f−λ. For a fixed
value λ = λ0, the iterates
(
fλ0
)n
form a discrete-time dynamical system.
The time-evolution of many systems of interest is governed by systems of ordinary
differential equations. If there is no time-dependent forcing, then the system will be
autonomous. We consider a continuous-time dynamical system described by a set of first-
order ordinary differential equations
z˙(λ) = X(z), (2.130)
where X is a vector field, z ∈ P represents a point in phase space P, and an overdot
denotes differentiation with respect to the time parameter λ. The system (2.130) induces
a flow
z = ϕX(z0, λ), (2.131)
which is a non-linear function of λ and the initial data z0. Systems of higher-order ordi-
nary differential equations can, in general, be reduced to the form (2.130). Phase space
volumes may be conserved if the vector field F is divergence-free; otherwise, phase space
volumes may expand or contract. Dynamical systems are divided into two main groups:
Hamiltonian (conservative) systems and dissipative systems. In this work we focus on the
former.
2.6.2 Hamiltonian systems
A particularly special class of dynamical system is a Hamiltonian system. In the Hamil-
tonian approach, a dynamical system is described in terms of phase space, which can be
represented geometrically using symplectic geometry. For a more detailed description of
Hamiltonian systems, see the textbooks by Arnold [84], Ozorio de Almeida [101], and
Lowenstein [102], for example.
Let P be a 2N -dimensional manifold. A symplectic structure on P is a non-degenerate
two-form Ω which is closed (dΩ = 0). The pair (P,Ω) is called a symplectic manifold ;
it describes a dynamical system with N degrees of freedom. The existence of a non-
degenerate two-form Ω implies that the manifold P must be even-dimensional.
Let zA (A ∈ {1, . . . , 2N}) denote coordinates on P. The components of the symplectic
form ΩAB are given by an anti-symmetric non-degenerate matrix. The inverse symplectic
form, whose components are written ΩAB, is defined via the relation ΩACΩ
BC = δ BA .
An observable is a scalar function on P. In autonomous Hamiltonian systems, the
observables do not explicitly depend on time. For an observable F , the symplectic form
defines the corresponding Hamiltonian vector field XF , which is given in components by
XF
A = ΩABF,B , (2.132)
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where a comma denotes the partial derivative with respect to the phase space coordinate
zA, i.e., F,A =
∂F
∂zA
. The integral curves of the vector field XF determine a map from P to
itself; this is called a Hamiltonian flow. Introducing a parameter λ and local coordinates
zA(λ), the integral curves of the Hamiltonian flow are given by
XF =
dzA
dλ
∂A = z˙
A∂A . (2.133)
For a pair of observables F and G, the symplectic structure Ω gives another observable
K = {F,G}, which is the Poisson bracket, given by
{F,G} = ΩABF,AG,B. (2.134)
The Poisson bracket satisfies the following properties.
(i) Antisymmetry: {F,G} = −{G,F} for all observables F and G on P. This follows
from the fact that Ω is a two-form
(ii) Jacobi identity: {F, {G,K}}+{G, {K,F}}+{K, {F,G}} = 0, for all observables F ,
G and K on P. This follows from the fact that Ω is closed.
A pair of observables F and G are said to Poisson commute if their Poisson bracket
vanishes, i.e., {F,G} = 0. Such observables are said to be in involution. These properties
ensure that observables on phase space form a Lie algebra with respect to the Poisson
bracket. This is related to the Lie algebra of (Hamiltonian) vector fields via
[XF , XG] = −X{F,G}, (2.135)
where [X,Y ] denotes the commutator of the vector fields X and Y (see Section 2.1.5). If
a pair of observables are in involution, then their corresponding Hamiltonian vector fields
commute.
Hamiltonian vector fields preserve the symplectic two-form Ω, that is, LXFΩ = 0.
Using the Leibniz rule for the Lie derivative of the exterior product, one may demonstrate
that the volume form Ω∧N = Ω ∧ . . . ∧ Ω (N times) induced by the symplectic structure
is preserved by the Hamiltonian vector field XF ; in other words, LXFΩ∧N = 0. This is
the famous Liouville’s theorem, which says that the natural volume form on a symplectic
manifold is invariant under the Hamiltonian flow.
The symplectic structure ensures the existence of a special class of coordinates, which
simplify the expressions discussed above. The existence of such coordinates follows from
the Darboux theorem, which states that, in the vicinity of a point of P, it is possible
to choose canonical coordinates zA = (qa, pb) = (q
1, . . . , qN , p1, . . . , pN ) (with a, b ∈
{1, . . . , N}), in which the symplectic form Ω can be written in canonical form as
Ω = dqa ∧ dpa. (2.136)
In canonical coordinates, the Hamiltonian vector field takes the form
XF =
∂F
∂pa
∂
∂qa
− ∂F
∂qa
∂
∂pa
, (2.137)
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and the Poisson bracket is
{F,G} = ∂F
∂qa
∂G
∂pa
− ∂F
∂pa
∂G
∂qa
. (2.138)
The dynamics on phase space is determined by the Hamiltonian function H, a given
scalar function on P. (For autonomous systems, H does not explicitly depend on time.)
The time-evolution is determined by the Hamiltonian flow corresponding to the Hamilto-
nian function: phase space trajectories are the integral curves of the Hamiltonian vector
field corresponding to H, given in canonical coordinates by
XH = z˙
A∂A = q˙
a ∂
∂qa
+ p˙a
∂
∂pa
. (2.139)
Comparison of (2.137) with (2.139) yields Hamilton’s equations,
q˙a =
∂H
∂pa
, p˙a = −
∂H
∂qa
. (2.140)
The time-evolution of an observable F on P is given by
F˙ = {F,H} . (2.141)
In the case of geodesic motion on a spacetime (M, g), the phase space is the cotangent
bundle P = T ∗M, and the canonical coordinates on P are the spacetime coordinates {xa}
and their conjugate momenta {pa} (see Section 2.2.3). In this work, we are concerned
only with the study of null geodesic motion on four-dimensional spacetime (M, gab), so
the phase space P is eight-dimensional and there are four degrees of freedom. We will use
either qa or xa to denote spacetime coordinates, depending on the context.
2.6.3 Integrability in Hamiltonian systems
A conserved quantity – also referred to as a constant or integral of motion – is an observable
which remains constant along phase space trajectories. Clearly, an observable F is a
conserved quantity if it Poisson commutes with the Hamiltonian, i.e., {F,H} = 0.
Each observable F on phase space induces a Hamiltonian flow, which can be viewed as
a transformation on phase space. If the observable is a constant of motion, then the corre-
sponding Hamiltonian vector field commutes with the time-evolution XH : [XF , XH ] = 0,
by (2.135). Any trajectory which satisfies Hamilton’s equations (2.140) can be mapped to
another trajectory by the transformation induced by F . This says that conserved quan-
tities generate symmetries of the time-evolution of a dynamical system. Frolov et al. [50]
note this in the following theorem, which can be viewed as Noether’s theorem on phase
space. Let Y be a vector field which preserves both the symplectic structure and the
Hamiltonian, i.e., LY Ω = 0 and LYH = 0. Then there exists a constant of motion I, such
that Y = XI .
Of particular interest are dynamical systems which admit multiple observables which
mutually Poisson commute (i.e., they are in involution). A dynamical system which ad-
mits the maximum possible number of independent commuting observables is said to be
completely integrable. The time-evolution of such systems is “regular”: trajectories remain
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in well-defined submanifolds of phase space, and can be obtained using a systematic pro-
cedure. When the system is non completely integrable, it is called non-integrable. In such
systems, we generically observe rich chaotic motion in phase space; see Section 2.6.5.
A Hamiltonian system with N degrees of freedom is said to be Liouville integrable if it
admits N independent constants of motion Fa which are in involution with one another,
{Fa , Fb } = 0 (for all a, b ∈ {1, 2, . . . , N}); one of the Fa is the Hamiltonian function itself,
say H = F1. The fact that the Fa are independent means that no one of these integrals
of motion can be expressed as a function of the other N − 1 conserved quantities. The
requirement that an integrable system has N independent integrals of motion implies that
the dynamical trajectories lie on N -dimensional surface defined by the equations
Fa (p1, . . . , pN , q1, . . . , qN ) = Ca, (2.142)
where Ca are constants given by the values of the phase space functions Fa along the
dynamical trajectories. The requirement that the constants of motion be in involution
restricts the topology of the N -dimensional surface (2.142): it must be an N -dimensional
torus [84,101].
The N -tori in a completely integrable system with N degrees of freedom in the 2N -
dimensional phase space are often referred to as invariant tori [103]. This is due to the
fact that any dynamical trajectory which starts on one of the N -tori remains on it forever.
Different initial conditions lead to nested N -tori in phase space which do not intersect.
The motion on these N -tori is characterised by a set of N fundamental frequencies ωi,
i ∈ {1, 2, . . . , N}. The trajectory then has n associated fundamental periods, given by
2pi
ωi
. If the trajectory is closed on the N -torus, then it is exactly periodic. In order for
this to be the case, the ratio of every pair of frequencies must be a rational number, i.e.,
ωi
ωj
∈ Q for all i, j ∈ {1, 2, . . . , N}. In such circumstances, the N -torus is called resonant.
Conversely, if the frequency ratio ωiωj is irrational, then the orbit will not be closed on the
N -torus. In this case, we have quasi-periodicity, and the orbit is said to be ergodic on the
N -torus [103].
Many completely integrable systems may be solved analytically by quadrature (i.e.,
using a finite number of algebraic operations and integrations). This prescription, which
involves transforming to action–angle variables, is codified in Liouville’s procedure, which
is summarised in Appendix B of [50].
2.6.4 Killing objects, symmetries and integrability
Symmetries play a key role in general relativity, both in the search for cherished exact
solutions to Einstein’s field equations, and in the study of the integrability properties of
wave equations and geodesic motion on a fixed spacetime background. Here, we briefly
review the relationship between Killing vectors and Killing tensors (referred to collectively
as Killing objects), symmetries on spacetime and phase space, and complete integrability
of geodesic motion. A highly comprehensive account of this topic can be found in the
review by Frolov et al. [50], and the review by Cariglia [104].
As discussed in Section 2.2, the motion of a free particle on a spacetime (M, gab) follows
a causal geodesic xa(λ), which is completely determined by the spacetime geometry, i.e.,
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by the Hamiltonian H = 12g
abpapb, where pa = gabx˙
a are the canonical momenta, and an
overdot denotes differentiation with respect to an affine parameter λ.
Killing vectors and explicit symmetries
We saw in Section 2.1.6 that Killing vector fields generate isometries of spacetime. Accord-
ing to Noether’s theorem, there is a one-to-one correspondence between these isometries
and constants of motion along geodesics. The latter can be expressed in terms of the
Killing vector ξa and the momentum pa as I = ξ
apa. It is quick to demonstrate that I is
indeed an integral of motion:
I˙ = pbI;b = p
b (ξapa);b = p
bξa;bp
a + pbpa;bξ
a = ξ(a;b)p
apb = 0, (2.143)
where we have used the Killing vector equation ξ(a;b) = 0, and the geodesic equation
pbpa;b = 0 in the final step. On phase space P, the Hamiltonian vector field corresponding
to the constant of motion I is given by [50]
XI = ξ
a ∂
∂xa
− ξb,apb
∂
∂pa
. (2.144)
When projected back onto the spacetime manifoldM, the Hamiltonian vector field reduces
to the Killing vector field ξ. If the canonical projection of a phase space symmetry yields
a well-defined spacetime symmetry, the symmetry is said to be explicit. Killing vectors
therefore correspond to explicit symmetries. The projection of the phase space symmetry
must depend only on the spacetime coordinates. It follows that the conserved quantity
I must be linear in the momentum pa. Thus, the constants of motion along a particle’s
trajectories in spacetime which correspond to explicit symmetries must be linear in the
particle’s momentum [50].
Killing tensors and hidden symmetries
In addition to explicit symmetries on spacetime induced by Killing vectors, there may
exist symmetries which do not have a simple description on spacetime. Such symmetries
are referred to as hidden symmetries, and are generated by higher-rank Killing tensors.
A Killing tensor Ka1...ar of type (r, 0) is a totally symmetric tensor which satisfies the
Killing tensor equation,
∇(bKa1...ar) = 0. (2.145)
A type-(1, 0) Killing tensor is a Killing vector. A trivial example of a type-(2, 0) Killing
tensor which exists on every spacetime is the (inverse) metric tensor gab; this fact follows
from the metric compatibility of the covariant derivative, i.e., gab;c = 0.
Using the Killing tensor equation (2.145) and the geodesic equation, one may show
that, if Ka1...ar is a type-(r, 0) Killing tensor, the scalar quantity
K = Ka1...arpa1 . . . par (2.146)
is conserved along geodesics. A special case of this result is the so-called Hamiltonian
constraint (see Section 2.2): the Hamiltonian function H = 12g
abpapb is constant along
dynamical trajectories (i.e., the geodesics), due to the fact that gab is a (trivial) Killing
tensor.
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Conformal Killing vectors, conformal Killing tensors and null geodesics
Our primary focus in this thesis is the propagation of electromagnetic radiation – in
particular, light rays – on curved spacetime. We shall therefore now turn our attention to
generalisations of Killing vectors and Killing tensors which provide conserved quantities
only along null geodesics. A conformal Killing vector is a vector ξ which satisfies
∇(aξb) = αgab, (2.147)
for some function α. This is known as the conformal Killing vector equation. Clearly,
if α = 0, (2.147) reduces to the Killing vector equation (2.33). Now, given a conformal
Killing vector ξ, it is quick to show that the observable I = ξapa is conserved along null
geodesics (which have gabpapb = 0):
I˙ = pbI;b = p
b (ξapa);b = p
bξa;bp
a + pbpa;bξ
a = ξ(a;b)p
apb = αgabpapb = 0. (2.148)
It is also possible to show that both Killing vectors and conformal Killing vectors yield con-
served quantities for any matter fields whose stress–energy tensors T ab are (i) divergence-
free (∇aT ab = 0), and (ii) traceless (T = T aa = 0). In particular, the current Ja = T abξb
is conserved: ∇aJa = 0 [50].
A symmetric tensor Ka1...ar of type (r, 0) is a conformal Killing tensor if it satisfies
the conformal Killing tensor equation
∇(bKa1...ar) = g(ba1αa2...ar), (2.149)
where α is a symmetric tensor of type (r − 1, 0). Of course, in the case α = 0, (2.149)
reduces to the Killing tensor equation (2.145). The observable K = Ka1...arpa1 . . . par is
conserved along null geodesics if Ka1...ar is a conformal Killing tensor.
The principal tensor
We now turn our attention to a highly important geometrical object – the principal tensor
– which is responsible for a complete set of explicit and hidden symmetries, and whose
existence uniquely determines the spacetime geometry, which is given by the Kerr–NUT–
(anti-)de Sitter metric [50]. The principal tensor hab is a non-degenerate closed conformal
Killing–Yano two-form, which obeys
∇chab = gcaξb − gcbξa , (2.150)
where ξa is an associated vector field. Since h is closed, there exists (locally) a potential
one-form, say b, such that h = db. By contracting (2.150) with gcb and using the antisym-
metry of hab, one may show that, in four spacetime dimensions, the vector ξ
a takes the
form
ξa = −
1
3
∇bhab. (2.151)
It is possible to show that [105–108]
Lξg = 0; (2.152)
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in other words, ξa defined in (2.151) is a Killing vector; this is referred to as the primary
Killing vector.
The existence of a principal tensor is responsible for some remarkable properties. The
algebraic properties of the principal tensor may be exploited to construct a (special) Dar-
boux frame [50]. Moreover, the principal tensor is responsible for the existence of a rich
symmetry structure, referred to as the Killing tower. In particular, the principal tensor
can be used to generate (i) a family of closed conformal Killing–Yano forms, generated
from exterior powers of the principal tensor; (ii) a family of Killing–Yano forms, which are
the Hodge duals of the closed conformal Killing–Yano forms; (iii) rank-two Killing ten-
sors, which are the “squares” of the Killing–Yano forms; (iv) rank-two conformal Killing
tensors, which are the squares of the closed conformal Killing–Yano forms; and (v) Killing
vectors, which are given by contracting the Killing tensors with the primary Killing vector.
For a more detailed description of this procedure, see Chapter 2 of the review by Frolov
et al. [50].
The most general higher-dimensional black hole solution to Einstein’s field equations
– the (on-shell) Kerr–NUT–(anti-)de Sitter metric – admits a principal tensor. This result
was first proved for Myers–Perry black holes [109], and later generalised to the more general
family of Kerr–NUT–(anti-)de Sitter spacetimes [110]. In fact, the most general vacuum
solution with a cosmological constant to the Einstein field equations in any number of
spacetime dimensions (n ≥ 4) that admits a principal tensor is precisely the Kerr–NUT–
(anti-)de Sitter metric [106,107,111].
Clearly, the very existence of a principal restricts the allowed geometry. In fact, the
existence of this special geometrical object determines the geometry entirely: the most
general geometry that is consistent with the existence of the principal tensor is the so-
called off-shell Kerr–NUT–(anti-)de Sitter geometry; see [50] and references therein.
The role of the principal tensor on Kerr spacetime
Let us now illustrate some of the key concepts described above by using the Kerr metric as
an example. As described in Section 2.4.3, the exterior of the Kerr spacetime (i.e., outside
the outer event horizon) is usually expressed in terms of Boyer–Lindquist coordinates
{t, r, θ, φ}. One may instead express the metric in canonical coordinates {τ = t−aφ, r, y =
a cos θ, ψ = φa}, where a is the spin of the black hole. The coordinates r and y are related
to the eigenvalues of the principal tensor, and the coordinates τ and ψ are related to
the Killing vectors which correspond to stationarity and axisymmetry, respectively. In
canonical coordinates, the line element reads
ds2 = gabdx
adxb = −∆r
Σ
(
dτ + y2dψ
)2
+
∆y
Σ
(
dτ − r2dψ)2 + Σ
∆r
dr2 +
Σ
∆y
dy2, (2.153)
where Σ = r2 + y2, ∆r = r
2 − 2Mr + a2 and ∆y = a2 − y2. Replacing the canonical
coordinates by the Boyer–Lindquist coordinates, we arrive at the familiar form of the
Kerr metric (2.86).
The Kerr metric admits a pair of Killing vectors, namely ξ(τ) = ∂τ = ∂t and ξ(ψ) =
∂ψ = a
2 ∂t + a ∂φ . As discussed above, the Kerr spacetime admits a principal tensor (i.e.,
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a closed conformal Killing–Yano two-form) which satisfies hab;c = gcaξ(τ)b − gcbξ(τ)a. The
primary Killing vector can be derived from the principal tensor by noting that ξ(τ)
a =
1
3h
ba
;b. In canonical coordinates, the principal tensor takes the form
h = y dy ∧ (dτ − r2dψ)− r dr ∧ (dτ + y2dψ) . (2.154)
The fact that h is closed means that it can be expressed in terms of a one-form potential
b (h = db) which in canonical coordinates takes the form
b = −1
2
[(
r2 − y2) dτ + r2y2dψ] . (2.155)
The Hodge dual of the principal tensor is the Killing–Yano tensor f = ?h; in component
form this is fab =
1
2abcdh
cd, where abcd is the Levi-Civita tensor. In canonical coordinates,
the Killing–Yano tensor is
f = r dr ∧ (dτ − r2dψ)+ y dy ∧ (dτ + y2dψ) . (2.156)
The Killing–Yano tensor has a totally antisymmetric derivative: fab;c = f[ab;c] . The
“square” of the Killing–Yano tensor is the Killing tensor Kab = fac f
c
b , which satisfies the
Killing tensor equation K(ab;c) = 0. The “square” of the conformal Killing–Yano tensor
is the conformal Killing tensor Qab = hach
c
b , which satisfies the conformal Killing tensor
equation Q(ab;c) = g(abqc), where the rank-one tensor qa can be expressed in terms of the
principal tensor and the primary Killing vector as qa = habξ(τ)
b. The secondary Killing
vector is related to the primary Killing vector and the Killing tensor via ξ(ψ) = −Kabξ(τ)b.
The conserved quantities on phase space which are induced by the Killing vectors ξ(τ)
a
and ξ(ψ)
a, the Killing tensor Kab , and the metric tensor gab (which is itself a trivial Killing
tensor) are all independent and in involution (i.e., they mutually Poisson commute). This
fact ensures that the geodesic motion on Kerr spacetime is completely integrable (see Sec-
tion 2.6.3). The separability of geodesic motion on Kerr spacetime was first demonstrated
by Carter [47]. Subsequently, in 1973, Floyd [48] and Penrose [49] demonstrated that the
Kerr spacetime admits a rank-two Killing tensor Kab which can be constructed from the
dual of the closed conformal Killing–Yano tensor, or more directly from the Killing–Yano
tensor. The Killing tensor is responsible for the existence of a fourth “hidden” constant
of the motion, which can be expressed in the form K = Kabpapb; this is referred to as the
Carter constant. Thus, the principal tensor reveals “hidden” symmetries of Kerr spacetime
which guarantee that the geodesic dynamics are integrable in the sense of Liouville.
There are a number of further important consequences for geodesic motion on Kerr
spacetime, which are related to the existence of the principal tensor fab . Firstly, the
vector La = fabpb satisfies the equation of parallel transport p
b∇bLa = 0, so gyroscopic
precession is straightforward [52]; this fact will be important in Chapter 7. Secondly,
gravitational Faraday rotation of the polarisation plane of light is trivial: the complex
quantity z =
(
fab + ihab
)
pavb is constant along a null ray with momentum pa for any
parallel-transported vector va [49].
The hidden symmetry brought about by the principal tensor is also implicated in
a number of other important results relating to the separability of wave equations on
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Kerr spacetime. Firstly, the Klein–Gordon equation Φ = gab∇a∇bΦ = 0 for a scalar
field Φ admits separable solutions of the form Φ = e−iωteimφR(r)S(θ) in Boyer–Lindquist
coordinates, where R(r) and S(θ) obey second-order ordinary differential equations [53].
Secondly, the solutions to the Dirac equation are separable, and the governing equations
reduce to a set of two coupled ordinary differential equations [54, 55]. Thirdly, Maxwell’s
equations admit separable solutions for the Maxwell scalars of extreme spin weight ±1,
given by φ0 = Fab k
amb and φ2 = Fab n
amb, where {k, n,m,m} is a certain complex
null tetrad (see Section 2.5.1), and Fab is the Faraday two-form (see Sections 2.3.2 and
3.3.1) [58]. Finally, the equations governing gravitational perturbations admit separable
solutions for the Weyl scalars of extreme spin weight ±2, given by Ψ0 = Cabcdkambkcmd
and Ψ4 = Cabcdm
anbmcnd (see Section 2.5.4) [59].
2.6.5 Non-integrable systems and chaos
In Section 2.6.3, we saw that, in Hamiltonian systems, the existence of a maximal number
of independent conserved quantities which are in involution guarantees the Liouville in-
tegrability of motion in phase space. In such circumstances, the equations of motion can
be solved by quadrature, either analytically or using numerical techniques. In general,
however, this is almost never possible.
When a Hamiltonian system does not admit a maximal set of independent Poisson-
commuting integrals of motion, i.e., the system is non-integrable, the trajectories have
much less restriction on their motion in phase space: they are not required to lie on
invariant tori. In these situations, which are generic, one observes sensitive dependence on
initial conditions in (regions of) phase space. Inevitably, chaotic behaviour will occur in
non-integrable systems.
In this section, we review some fundamental aspects of deterministic chaos, with a
particular emphasis on chaotic scattering and open Hamiltonian systems; we also discuss
some of the hallmarks of chaotic motion, such as fractal structures in phase space.
Deterministic chaos and fractals in dynamical systems
The solutions of simple non-linear dynamical systems can behave in an extremely com-
plicated fashion [95, 96]. Heuristically, a chaotic solution is aperiodic, and initially neigh-
bouring solutions diverge exponentially in time. The former property indicates that the
solution is irregular or disordered in some sense, and the latter property, known as sensi-
tive dependence on initial conditions, suggests that even the smallest changes in the initial
state of the system can yield wildly different outcomes. Sensitive dependence on initial
conditions makes long-term predictions of the system very difficult, despite the determin-
istic nature of equations which govern the dynamics. This type of behaviour is known as
deterministic chaos (or simply chaos). A precise mathematical definitions of chaos in the
context of maps (i.e., discrete-time dynamical systems) is given by Devaney [95]. Often,
the term “chaos” is used to refer only to motion on compact manifolds. Compact means
that systems with escapes are excluded; in such cases, the term “chaotic scattering” is
used, rather than “chaos”. Extensive reviews of deterministic chaos can be found in a
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range of textbooks and articles, e.g. [95–100].
Chaotic behaviour is typically characterised using a variety of mathematical methods,
which can be either qualitative or quantitative in nature. For example, a common diag-
nostic of chaos is the calculation of Lyapunov exponents [97], which quantify the rate of
separation of initially neighbouring trajectories.
Another hallmark of chaos is the presence of fractal structures in phase space [112].
Loosely speaking, a fractal is a complicated geometrical object which exhibits irregular
structure at arbitrarily small scales [97, 113, 114]. Much like with the notion of chaos,
there have been a variety of attempts to give a precise mathematical definition of a fractal;
however, many of these definitions are not general enough to capture the rich structure of
many sets which are intuitively fractals. Falconer [113,114] considers a fractal to be a set
F in Euclidean space which exhibits all or most of the following characteristic features.
(i) The set F has a fine structure, i.e., it exhibits irregular detail at arbitrarily small
scales.
(ii) Due to its “irregularity”, F cannot be described using the language of calculus or
traditional Euclidean geometry, either locally or globally.
(iii) In many cases, F will exhibit self-similarity or self-affinity, perhaps in a statistical
or approximate manner.
(iv) The fractal dimension of F is strictly greater than its topological dimension (for some
suitable definition of fractal dimension, e.g. the Hausdorff dimension).
(v) A simple, perhaps recursive, procedure (e.g. an iterated function system) can be used
to generate F .
(vi) The set F will often have a “natural” appearance.
There exist a multitude of fractals which possess some or all of the properties listed
above. A particularly interesting class of fractals are those which are invariant under
simple families of transformations, including self-similar, self-affine, approximately self-
similar, and statistically self-similar fractals. Some of the best-known examples of fractals
are self-similar, e.g. the middle-thirds Cantor set, the von Koch curve, the Sierpinski
triangle and the Sierpinski carpet. Further popular examples of fractals are those which
occur as the attractors of (mathematical) dynamical systems, such as the Mandelbrot set
or Julia sets, both of which are the result of complex iterated function systems.
Fractals, however, are not only a mathematical curiosity: they arise naturally in non-
linear dynamical systems, in such a way that the two concepts are intimately related. For
a detailed account of the relationship between fractal structures and non-linear dynamics,
we refer the reader to the review by Aguirre et al. [112].
Poincare´ sections
We now turn to an important technique in chaotic dynamics (in the case of bounded mo-
tion), originally suggested by Poincare´ [115], which permits us to study the breakdown in
48 Dynamics in general relativity
integrability, the destruction of invariant tori, and the nature of motion in the gaps between
the destroyed tori [103]. This method is particularly well suited to Hamiltonian systems
in two dimensions (although it can be employed in higher-dimensional systems). In such
situations, the phase space is spanned by four canonical coordinates, say {q1, q2, p1, p2},
and the motion is confined to an energy hypersurface E , a three-dimensional hypersurface
described by the Hamiltonian constraint H(q1, q2, p1, p2) = h, where h is the (conserved)
total energy. (We note that, in the case of null geodesic motion in general relativity, the
Hamiltonian constraint is H = 0 for all trajectories in phase space.)
Rather than trace out the orbits which wander through the three-dimensional energy
hypersurface, it is advantageous to study a two-dimensional slice through the surface; this
is known as a Poincare´ section (or surface of section). A typical choice for the section is
the surface S1, given by the intersection of the hypersurface E with q2 = 0; this surface
of section has coordinates (q1, p1). (Of course, one may define the surface of section
S2 analogously, or choose a more general two-dimensional surface which intersects E .)
Specifying a point on S1 then completely determines a dynamical trajectory (modulo a
direction): q1, p1 and q
2 = 0 are all specified, and a rearrangement of the Hamiltonian
constraint H(q1, q2, p1, p2) = h allows us to determine p2 up to a sign (since H is assumed
to be quadratic in the momenta). By convention, this sign is taken to be positive.
A trajectory which begins on S1 will subsequently cross it repeatedly as it moves on E .
The Poincare´ map P : S1 → S1 maps a trajectory that begins on S1 to its next point of
intersection with S1. The Poincare´ map reduces a continuous-time dynamical system (a
flow) on a three-dimensional energy surface to a discrete-time dynamical system (a map)
on a two-dimensional surface of section. An important property of the map P is that it is
area preserving [103].
The intersections of an orbit with the Poincare´ section reveal whether the motion is
integrable. If this is the case, the system will not explore the whole of the three-dimensional
hypersurface E ergodically; rather, the motion will be restricted to a two-torus (see Section
2.6.3), which intersects the surface of section in a closed curve. All iterates of this orbit
under the action of the Poincare´ map must lie on this curve. For periodic orbits, some
iterate will coincide with the initial position on the surface of section, with the order of the
iterate depending on the commensurability of the system’s characteristic frequencies; such
orbits are fixed points of the map P k, where k is the order of the iterate. Most curves,
however, are formed by the intersection of irrational (non-resonant) tori with the Poincare´
section. All of these curves are invariant curves of the Poincare´ map, as they are mapped
to themselves by P .
Consider a perturbed system with Hamiltonian H = H0 +εH1, where H0 is the Hamil-
tonian of an integrable system. When ε 1, the system is said to be near-integrable. As
one increases ε, the system undergoes a transition from integrability to non-integrability,
which obeys the Kolmogorov–Arnold–Moser (KAM) theorem [116]. This says that for
sufficiently small perturbations ε, almost all non-resonant tori of the integrable system
survive, but are slightly deformed. Such tori are known as KAM tori. Here, “almost
all” means that the measure of the complement of the KAM tori is small, and tends to
zero with the magnitude of the perturbation ε. The surviving tori are those which are
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“sufficiently irrational” [101,102].
In the case of non-integrable systems, the invariant tori do not exist, and orbits explore
a three-dimensional region of the energy hypersurface E . The intersection of such orbits
with the Poincare´ section do not lie on a curve, but instead cover a two-dimensional region
of S1.
A typical Poincare´ section will exhibit invariant curves, resonant “islands” (i.e., inter-
sections of the nested tori with the surface of section), and chaotic regions; the latter may
border the islands, or fill more extensive regions of the surface of section. The ordered
phase space of the integrable system becomes highly intricate under perturbations. As
the perturbation is increased, the system moves further away from integrability; more
and more invariant tori are destroyed, and the chaotic regions grow and merge with one
another, filling up the surface of section.
The usefulness of Poincare´ sections is best demonstrated by considering an example.
In Appendix C, we illustrate the method by applying it to the He´non–Heiles Hamiltonian
system [117] as a pedagogical example. This will be of particular importance in Chapter
6, in which we use Poincare´ sections to analyse stable bounded null geodesics around a
pair of black holes.
Chaotic scattering
We now turn our attention to the case of unbounded chaotic motion, in which trajectories
are permitted to reach infinity. Motion of this type is referred to as chaotic scattering. In its
most general sense, a scattering system is the problem of obtaining a relationship between
an “input variable” (e.g. the impact parameter, or the initial angle), which characterises
an initial state of a dynamical system (usually a Hamiltonian system), and an “output
variable” (e.g. the scattering angle, or some discrete label), which characterises the final
state of the dynamical system [118]. Typically, a scattering problem deals with the motion
of a particle described by the Hamiltonian
H(q, p) = H0(q, p) + V (q), (2.157)
where V is a potential which is zero (or sufficiently small) outside of some bounded region
of space which is referred to as the scattering region [99]. The particle can effectively be
treated as a free particle, governed by the Hamiltonian H0, far from the scattering region.
Chaotic scattering is the study of scattering systems which exhibit extreme sensitive
dependence on initial conditions. Eckhardt [119] defines scattering in a Hamiltonian sys-
tem as irregular (or chaotic) if there exists, on some manifold of initial data, an infinity of
distinct scattering singularities of zero (Lebesgue) measure, which are typically arranged
into a fractal set. In this context, a scattering singularity is an initial value (input) for
which the scattering process (output) is undefined. In regions of chaotic scattering (i.e.,
in neighbourhoods of scattering singularities), small perturbations in the initial conditions
lead to completely different outcomes (final states) in the scattering process.
In a general scattering system, the classical repellor, denoted ΩR, is the set of all
scattering singularities, which correspond to non-escaping orbits [100,120]. In general, ΩR
may be a simple set which contains a finite or countable number of scattering singularities,
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corresponding to periodic orbits. On the other hand, ΩR may be a fractal set (of measure
zero) which comprises a countable set of periodic orbits, and an uncountable set of aperi-
odic orbits. The former case corresponds to regular scattering, whilst the latter represents
chaotic scattering. If the repellor is a fractal, it is referred to as a strange repellor.
Chaotic scattering occurs in wide variety of contexts, including the three-disc model
[119, 120], and the He´non–Heiles Hamiltonian system of celestial mechanics [117]. The
phenomenology of chaotic scattering is reviewed in a range of references, e.g. [100,121,122].
Open Hamiltonian systems and exit basins
An open Hamiltonian system is a Hamiltonian dynamical system in which the particle is
permitted to escape from the scattering region to infinity, via one ore more escapes (or
exits) in phase space [112].
The dynamics of open Hamiltonian systems can be understood in more detail by
constructing exit basins in phase space, in a fashion analogous to the basins of attraction
for dissipative dynamical systems [123–125]. Dissipative dynamical systems often possess
more than one attractor. A basin of attraction is defined as a subset of state space such that
all initial conditions chosen from this set asymptote towards a given attractor in forward
time. In an open Hamiltonian system with N ≥ 2 exits in phase space, the exit basin
corresponding to the ith exit in phase space is defined to be the set of all initial conditions
which escape the scattering region through exit i; see Section 2.6.5 and references therein.
When more than one basin is present, the basins will be separated by a basin boundary.
A point p is a boundary point of the basin B if bε(p) ∩ B 6= ∅ and bε(p) ∩ Bc 6= ∅ for all
ε > 0, where Bc is the complement of the set B, and bε(p) denotes the open ball of radius
ε centred on p. The basin boundary, denoted ∂B, is then the set of all boundary points
of B.
The exit basins of an open Hamiltonian system may be visualised by integrating the
equations of motion for a fine grid of initial conditions, then colour-coding the initial data
according the escape through which the corresponding trajectories leave the scattering
region. The result of this procedure is a so-called exit basin diagram [112], which provides
a useful tool with which one can analyse the global dynamics of open Hamiltonian systems.
In Hamiltonian systems with more than two degrees of freedom (i.e., the phase space
has dimension four or higher), one must use a Poincare´ section to realise the exit basin
diagram. This involves choosing an one- or two-dimensional surface in phase space, from
which the initial conditions are chosen. The trajectories are then integrated forwards in
time, and the initial data on the surface are colour-coded according to the final state of
the corresponding trajectory. (Note that, in this case, the motion is unbounded, so the
Poincare´ map is not well-defined.)
If the system under consideration is chaotic, one typically observes fractal structures
in the exit basin diagrams; in particular, the boundaries between any two exit basins
may be fractal. In this case, there exist a variety of methods which can be used to
characterise (both qualitatively and quantitatively) the nature of these fractal structures
and the chaotic dynamics; see the review by Aguirre et al. [112] for further details.
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Chaos in general relativity
General relativity is an inherently non-linear theory. The Einstein field equations (2.75),
which govern the geometry of spacetime, are a set of coupled non-linear partial differen-
tial equations; this means that the spacetime dynamics can, in principle, exhibit chaotic
behaviour. This has been the subject of a range of studies over the last four decades, with
a particular emphasis on the study of chaos in the spacetime dynamics of cosmological
Bianchi IX (Mixmaster) models [126–128].
During the last thirty years, investigations of chaos in general relativity have followed
an alternative route: the analysis of geodesic motion on a fixed spacetime background. It
is common to start with a background on which the geodesic motion is integrable (e.g.
Schwarzschild or Kerr), and then consider the effect of various types of “perturbations”.
These perturbations typically reduce the symmetry required for complete integrability,
and rich chaotic behaviour emerges naturally. Such behaviour can be characterised using
a variety of methods. The fact that geodesic motion in general relativity is amenable to
Hamiltonian methods means that existing techniques can be borrowed from the theory
of non-linear dynamical systems. However, care must be taken to ensure that these de-
scriptors of chaos are coordinate-invariant. Here, we review some key studies of chaos in
geodesic motion in general relativity. (Further details can be found in the comprehensive
summary presented by Semera´k and Sukova´ in [129].)
A range of authors have considered the effect of endowing a test particle with spin,
looking at the dynamics of the Mathisson–Papapetrou–Dixon equations on Schwarzschild
spacetime [130], and Kerr spacetime [131,132]. Others have focussed on chaos in gravita-
tional waves. In 1992, Bombelli and Calzetta [133] studied the influence of small periodic
perturbations (which serve as a model for weak gravitational waves) on Schwarzschild
spacetime. Further studies of chaos in gravitational waves were carried out by Levin [134]
and others [135,136].
Various authors have looked at perturbing the background itself by endowing it with
higher multipoles. For example, Vieira and Letelier [137] analysed the effect of perturba-
tions by quadrupolar and octupolar moments on the timelike geodesics of Schwarzschild
spacetime. Later, by considering exit basins in phase space, de Moura and Letelier [138]
considered the escape dynamics of timelike and null geodesics from a static black hole
endowed with dipolar, quadrupolar and octupolar moments.
Rather than artificially superposing a regular background with higher order multipoles,
one may also analyse exact solutions which incorporate these multipoles. Such solutions
are typically stationary and axisymmetric. In 1996, Sota et al. [139] studied the Zipoy–
Voorhees family of solutions, which includes Minkowski, Schwarzschild and Chazy–Curzon
spacetimes as special cases. The authors used techniques such as Poincare´ sections and
Lyapunov exponents to diagnose chaos in the motion of free test particles.
Motivated by astrophysical scenarios, a range of studies have looked at relativistic
core–shell models, such as the superposition of a black hole and a self-gravitating disc or
ring [138]; see [129] and references therein for a review.
Finally, there has been much interest in the analysis of regular and chaotic dynamics in
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the motion of free particles around two (or more) fixed centres. This began with the work
of Contopoulos [140–142], who demonstrated that the motion of free particles around two
fixed black holes in the Majumdar–Papapetrou spacetime is chaotic. This topic will be
of central importance in Chapters 4–6 of this thesis; a review of key contributions to this
field will be provided there.
Chapter 3
Gravitational lensing
3.1 Introduction
Gravitational lensing is a general term which accounts for all effects of a gravitational field
on the propagation of electromagnetic radiation [7]. Typically, this electromagnetic radia-
tion is described by light rays, using a high-frequency (geometrical optics) approximation.
The gravitational field which affects these light rays can itself be described using a variety
of approaches.
In situations where the gravitational field is “weak”, quasi-Newtonian approximations
may be employed to reduce the formalism of general relativity to a Newtonian setting;
this is often referred to as perturbative lensing. The review by Wambsganss [70] provides a
comprehensive overview of observational aspects and key methods of perturbative lensing,
with an emphasis on gravitational lensing as an astrophysical tool. Due to the fact that
the quasi-Newtonian formalism applies in situations where the magnitude of the Newto-
nian gravitational potential is small (i.e., in the weak-field limit), perturbative lensing is
sometimes referred to as weak-field gravitational lensing.
On the other hand, one may analyse lensing from a spacetime perspective (also known
as non-perturbative lensing). In this approach, the propagation of light rays is described
by null geodesics on a (four-dimensional) Lorentzian spacetime, which is a solution to
the Einstein field equations of general relativity. Of course, the latter condition may be
dropped in favour of an alternative theory of gravity, if so desired. For an in-depth account
of gravitational lensing from a spacetime perspective, see the review by Perlick [7], and
references therein. Non-perturbative lensing can be used to describe gravitational phe-
nomena in both weak- and strong-field regimes. In situations where we are only concerned
with the latter, we use the terminology strong-field gravitational lensing.
In this chapter, we present a brief review of gravitational lensing. Section 3.2 concerns
perturbative lensing. We begin with a short historical account of the origins of the theory,
illustrated by important theoretical and observational milestones; we then review the
list of observed gravitational lensing phenomena; and we present a brief account of the
mathematical formalism of perturbative lensing. In Section 3.3, we discuss key elements
of the theory of non-perturbative gravitational lensing, within the framework of four-
dimensional general relativity. First, we review Maxwell’s theory of electromagnetism in
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curved spacetime. We then describe the (leading-order) geometrical optics approximation,
which allows the electromagnetic field to be described in terms of null rays on curved
spacetime. We conclude with an introduction to some key features of gravitational lensing
by black holes, including light-rings (i.e., unstable photon orbits) and black hole shadows.
3.2 Perturbative lensing
3.2.1 History of gravitational lensing
The idea of light rays being affected by a gravitational field can be traced back to Isaac
Newton. In his 1704 treatise Opticks, Newton queries whether (gravitational) bodies
act upon light at a distance, and by their action bend its rays [143]. It was not until
1784 that Henry Cavendish calculated the deflection angle of light due to a point mass,
using Newton’s gravitational theory and Newtonian optics, in which light is assumed to
be composed of corpuscles that are affected by a gravitational field in the same way as
material particles.
Interestingly, it was Cavendish’s correspondence with his friend and colleague John
Michell which sparked the former’s interest in the effect of gravity on light. In 1783, Michell
wrote a letter to Cavendish [144] which proposed a method to measure the mass of stars
by measuring the reduction in the speed of the light corpuscles which propagate from the
star to the Earth. It was this paper and the correspondence with Michell that prompted
Cavendish to consider the deflection of light due to a gravitational field. Cavendish,
however, never published his calculation of light deflection; evidence of this work was only
found after Cavendish’s death [145].
In his 1783 letter, Michell also proposed that there might exist “dark stars”, objects
which are so dense that not even light can escape from their surface; such a body would
therefore be invisible, and only detectable by its gravitational influence on nearby stars
[146]. This proposal is now widely quoted as the origin of the concept of a black hole – an
object so dense that not even light can escape its gravitational pull. Over a decade later,
Pierre-Simon Laplace, independently of Michell, calculated the conditions required for the
escape velocity from the surface of a body to be greater than the velocity of light [147].
Curiously, it is the work of Laplace that inspired Johann Georg von Soldner to provide a
detailed calculation of the deflection angle suffered by a light ray due to the gravitational
attraction of a massive body [148, 149]: von Soldner found that a ray passing close to a
body of mass M is bent through the angle
αN =
2GM
c2b
, (3.1)
where b is the ray’s perpendicular impact parameter, G is Newton’s gravitational constant,
and c is the speed of light. For a ray which grazes the limb of the Sun, the deflection angle
is α ≈ 0.87 arcsec. An account of the contributions of Cavendish and von Soldner to the
field of gravitational lensing is provided by Will [63].
In 1911, Albert Einstein calculated the deflection angle of light by the Sun using the
equivalence principle of his special theory of relativity [150]. The result of Einstein’s
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calculation matched that of von Soldner, of whom he knew nothing about. A few years
later, in 1914, at the request of Einstein, the German astronomer Erwin Freundlich led an
expedition to the Crimean peninsula, with the aim of observing light deflection by the Sun
during a total solar eclipse. Unfortunately, the outbreak of the First World War prevented
Freundlich’s team from completing the expedition [71].
Equipped with his recently developed general theory of relativity, Einstein revisited
the calculation of light deflection in 1915. Using a linearised version of the field equations,
Einstein found that the deflection angle was actually twice the Newtonian prediction of
Cavendish and von Soldner [151,152]:
αE =
4GM
c2b
, (3.2)
with α ≈ 1.75 arcsec for a ray which grazes the Sun’s surface. Using the Schwarzschild
solution to Einstein’s field equations, which describes a spherically symmetric non-rotating
source (see Section 2.4), the general-relativistic deflection angle can be calculated exactly
in terms of an elliptic integral [153,154].
The theoretical prediction of light deflection by the Sun due to general relativity was
verified experimentally during a total solar eclipse in May 1919, by a team of astronomers
led by Sir Frank Watson Dyson and Sir Arthur Eddington [155]. The accuracy of the 1919
observations was sufficient to distinguish between the predictions of Newtonian gravity and
Einstein’s theory of general relativity. This observation helped to establish the general
relativity as a fundamental physical theory of gravitation.
In 2004, the deflection by the Sun of radio waves emitted by distant compact radio
sources was measured using very-long-baseline interferometry; this confirmed the general-
relativistic prediction of 1.75 arcsec to within 0.2% [156]. More recently, during the total
solar eclipse of August 2017, Einstein’s value was observed for visible light, with an accu-
racy of 3% [157].
3.2.2 Gravitational lensing phenomena
The success of the 1919 observations of light deflection by the Sun marked the birth of
gravitational lensing. In the decades that followed, gravitational lensing was developed as
a theoretical tool.
Chwolson [64] proposed the idea of a “fictitious double star” in 1924, and described
the symmetric case in which the source, lens and observer are perfectly aligned, resulting
in a ring-like image of the source. In 1936, Einstein described the result of the latter
lens configuration as a “luminous circle” [65]; today this phenomenon is known as an
Einstein ring. Curiously, Einstein disregarded his results, claiming that there was no hope
of observing such an effect directly.
One year later, influenced by the work of Einstein, Zwicky [158] posited that distant
galaxies could act as sources and as gravitational lenses. Zwicky noted that galaxy–galaxy
lensing could be used as an observational tool to test general relativity, and that these
lensing effects could be used as a natural telescope to observe distant galaxies, due to the
magnification effect of gravitational lensing.
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The field of gravitational lensing remained dormant until the early 1960s, when interest
in the subject was reignited by the theoretical developments of Klimov [67], Liebes [68]
and Refsdal [66]. In particular, Refsdal established the quasi-Newtonian formalism for
gravitational lensing, based on the assumptions of weak gravitational fields and small
deflection angles; and demonstrated that gravitational lensing could be used as a tool
to measure the Hubble constant by measuring the time delay between two images of a
single source [159]. Interestingly, earlier that decade, Sachs [160] provided a fully covariant
formulation of how a bundle of light rays is distorted by a gravitational field in the context
of gravitational radiation; this will be discussed in Section 3.3.
The first detection of a quasar – a luminous, compact and very distant source – came
in 1963 [161]. Such an object would be an ideal source for Zwicky’s galaxy–galaxy lensing,
and it was hoped that the observation of gravitational lensing would soon follow. Fifteen
years later, Walsh et al. [69] discovered the “twin quasar” Q0957+561, and confirmed
that this was in fact one quasar, of which two images are produced by gravitational
lensing. This was the first detection of a gravitational lensing effect since the observation
of light deflection by the Sun in 1919, and signalled the birth of gravitational lensing as
an observational field [70].
To date, the list of observed lensing phenomena includes multiply imaged quasars;
rings; giant luminous arcs; image distortion by weak (or statistical) lensing; and galactic
microlensing. Detailed reviews of these lensing effects can be found in a range of sources;
see for example [70,71,162,163] and references therein.
3.2.3 Perturbative lensing formalism
In this section, we review some basic aspects of the mathematical formalism of perturbative
gravitational lensing. In its most general sense, solving for the motion of light rays on an
arbitrary curved spacetime is a non-trivial theoretical task. However, in many cases, one
may assume that the spacetime geometry is well-described by the Friedmann–Lemaˆıtre–
Robertson–Walker metric, and that the matter inhomogeneities which are responsible
for gravitational lensing can be treated as (small) local perturbations. The mathematical
formalism of linearised gravity and perturbative gravitational lensing is reviewed in a range
of sources, e.g. [70,71,162–164]. Here, we follow the discussion presented by Carroll [165].
For simplicity, we restrict our attention to cases where the background spacetime is
well described by the flat Minkowski metric ds2 = ηabdx
adxb = −dt2 + dx2 + dy2 + dz2.
The fact that the gravitational field is weak means that one may express the spacetime
metric as
gab = ηab + hab, |hab|  1, (3.3)
where hab is regarded as a small perturbation, and |hab| denotes the magnitude of a
typical non-zero component of the perturbation. (Note that we returned to units in which
c = 1 = G for simplicity.) In linearised gravity, we keep only terms which are linear in the
perturbation hab; higher-order terms are discarded. It follows that g
ab = ηab − hab, where
hab = ηacηbdhcd. A key consequence of this is that spacetime indices may be lowered and
raised using the Minkowski metric and its inverse, as any corrections will be higher than
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first order in the perturbation hab.
Typically, one assumes that the source of the gravitational field is static and Newtonian.
Moreover, the gravitational source is modelled as dust, a perfect fluid with vanishing
pressure. In this approximation, the perturbed metric reads
ds2 = gabdx
adxb = − (1 + 2Φ) dt2 + (1− 2Φ) (dx2 + dy2 + dz2) , (3.4)
in Cartesian coordinates {t, x, y, z}. Comparing (3.3) and (3.4), we see that hab = −2Φ δab
and |Φ|  1. The Newtonian gravitational potential Φ satisfies Poisson’s equation ∇2Φ =
4pi%, where % is the mass density of the gravitational source in the rest frame of the dust.
We are interested in the propagation of light rays on the geometry (3.4). We there-
fore wish to solve the perturbed null geodesic equation for a ray xa(λ), where λ is an
affine parameter. As in the case of the metric tensor (3.3), we decompose the ray into a
background path (in Minkowski spacetime) plus a perturbation:
xa(λ) = x(0)
a(λ) + x(1)
a(λ). (3.5)
Here, x(0)
a(λ) solves the geodesic equation on Minkowski spacetime; the path is therefore a
straight line. To solve for the perturbation x(1)
a(λ), we adopt the Born approximation [71],
i.e., we evaluate all quantities along the background path rather than the actual path. This
procedure is valid because we assume that |Φ|  1, so we expect the deviation to be small.
We introduce the notation
ua = (u0,u) = x˙(0)
a, va = (v0,v) = x˙(1)
a, (3.6)
where an overdot denotes differentiation with respect to the affine parameter λ. The path
(3.5) must be null, i.e., gabx˙
ax˙b = 0. This equation must be solved order-by-order in the
perturbation. At zeroth order, this is nothing more than ηabu
aub = 0, which says that ua
a null vector with respect to the background (Minkowski) spacetime; this condition may
be written
− (u0)2 + |u|2 = 0. (3.7)
We define u2 =
(
u0
)2
= |u|2. At first order in the perturbation, the null condition is
2ηabu
avb + habu
aub = 0, which may be written in the form
− u0v0 + u · v = 2u2Φ. (3.8)
The perturbed geodesic equation is
x¨a + Γabcx˙
bx˙c = 0, (3.9)
where, to first order in the perturbation, the Christoffel symbols are given by
Γabc =
1
2
gad (∂bgdc + ∂cgbd − ∂dgbc) =
1
2
ηad (∂bhdc + ∂chbd − ∂dhbc) . (3.10)
For the static Newtonian gravitational field with line element (3.4), the only non-zero
Christoffel symbols are
Γ0i0 = ∂iΦ, Γ
i
00 = ∂iΦ, Γ
i
jk = δjk∂iΦ− δik∂jΦ− δij∂kΦ. (3.11)
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At zeroth order, (3.9) reduces to u˙a = 0. This tells us that x(0)
a(λ) is a straight line (i.e.,
a geodesic in Minkowski spacetime), as anticipated. At first order in the perturbation,
(3.9) yields v˙a + Γabcu
buc = 0. The temporal and spatial components of this equation are
v˙0 = −2u (u ·∇Φ) , v˙ = −2u2∇⊥Φ, (3.12)
where the transverse gradient is defined as
∇⊥Φ = ∇Φ−∇‖Φ = ∇Φ− 1u2 (u ·∇Φ) u. (3.13)
To first order in the perturbation, u is orthogonal to v. To demonstrate this, one may
obtain an expression for v0 by integrating the first equation of (3.12) along the background
path:
v0 = −2u
∫
(u ·∇Φ) dλ = −2u
∫ (∇Φ · x˙(0)) dλ = −2u ∫ ∇Φ · dx(0) = −2uΦ, (3.14)
where the integration constant is chosen to ensure that v0 = 0 when Φ = 0, which comes
from the fact that the deviation vanishes in the absence of gravitational sources. Inserting
(3.14) into (3.8) shows that u · v = u0v0 + 2u2Φ = 0, as claimed. Alternatively, one may
note that
d
dλ
(u · v) = u˙ · v + u · v˙ = −2u2 (u ·∇⊥Φ) = 0, (3.15)
where we have used (3.12). The quantity u ·v is therefore conserved along the background
ray. Of course, there is some freedom in the choice of initial direction for the perturbation.
Choosing this to point along the background ray is equivalent to rescaling the affine
parameter λ. Our choice is to take u · v = 0 initially; (3.15) ensures that this remains so
along the background ray.
The deflection angle α (discussed in Section 3.2.1) is the amount by which the spatial
wave vector x˙ is deflected as it travels from the light source to the observer in the gravita-
tional field (3.4). The deflection angle is a two-dimensional vector which lies in the plane
perpendicular to u; this may be expressed in the form
α = −∆v
u
, (3.16)
where the minus sign is chosen to account for the fact that the deflection is measured by
an observer looking backwards along the null ray. The quantity ∆v can be calculated
from the second equation of (3.12):
∆v =
∫
v˙ dλ = −2u2
∫
∇⊥Φ dλ. (3.17)
One can then express deflection angle (3.16) as an integral over the background path as
α = 2
∫
∇⊥Φ d`, (3.18)
where ` = uλ is the spatial distance travelled along the unperturbed ray in the background
spacetime.
To illustrate the application of (3.18), let us consider the gravitational deflection of
light due to a point mass. We set up the Cartesian coordinates so that the background
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path in Minkowski spacetime is along the x-direction. The impact parameter b is measured
along the y-direction, which is the transverse direction from the path to the mass at the
point of closest approach. The problem is effectively two-dimensional: one can always
rotate the Cartesian axes {x, y, z} so that the point mass, the ray, the light source and
the observer all lie in the (x, y)-plane; we may therefore neglect the z-direction.
The Newtonian gravitational potential for a point mass is
Φ = −M
r
= − M√
x2 + y2
, (3.19)
where M is the mass of the gravitational source. The transverse gradient of the potential,
evaluated on the background ray, is
∇⊥Φ = Mb
(x2 + b2)3/2
ey, (3.20)
where ey is a unit vector in the y-direction. Assuming that the observer and source are
located at x→ ±∞, the deflection angle (3.18) is
α = 2Mb
∫ ∞
−∞
dx
(x2 + b2)3/2
ey =
4M
b
ey. (3.21)
Transforming (3.21) to units in which the speed of light and Newton’s gravitational con-
stant are equal to c and G, respectively, we recover the expression (3.2) for the Einstein
deflection angle.
An alternative approach to perturbative lensing involves considering the propagation
of photons in a medium with effective refractive index n = 1 − 2Φ = 1 + 2 |Φ|. The
equations of motion for light rays can then be derived using Fermat’s principle of least
time [162, 165]. As in the case of standard ray optics, light travelling through a medium
with a refractive index n > 1 travels slower than in vacuum.
3.3 Non-perturbative lensing
The observation of a range of gravitational lensing effects over the last forty years has
played a crucial role in demonstrating the superiority of general relativity over the New-
tonian theory. However, the mathematical formalism relies on quasi-Newtonian approxi-
mations, in which the gravitational field is assumed to be weak, and deflection angles are
assumed to be small [70]; indeed, the largest of the observed lensing effects described in
the previous section is only of the order of a few tens of arcseconds (see [166], for example).
Einstein’s theory of general relativity leads to extreme gravitational objects, including
neutron stars and black holes. Electromagnetic radiation propagates through the strong
gravitational fields in the vicinity of such compact objects. It is therefore natural to
want to build up an understanding of the signatures of strong-field gravitational lensing,
associated with the near-field regions of extreme compact objects, where quasi-Newtonian
approximations break down. In order to describe this strong-field gravitational lensing,
we employ non-perturbative lensing [7], in which light rays follow null geodesics on a
four-dimensional spacetime (M, gab), which is a solution to the field equations of general
relativity.
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3.3.1 Electromagnetism in curved spacetime
In its most general sense, gravitational lensing is concerned with all effects of a gravi-
tational field (i.e., spacetime curvature) on the propagation of electromagnetic radiation.
Here, we briefly review some fundamental aspects of Maxwell’s theory of electromagnetism
on curved spacetime.
Electromagnetism is governed by the Faraday tensor Fab , which is antisymmetric
type-(0, 2) tensor field (i.e., a two-form). At a particular spacetime point, the electric and
magnetic fields are dependent on the choice of Lorentz frame. An observer moving on
a timelike worldline with unit tangent vector ua and orthonormal spatial frame {e a(i) }
would measure electric and magnetic fields with components E(i) = Fab e
a
(i) u
b and B(i) =
?Fab e
a
(i) u
b, respectively. Here,
?Fab =
1
2
abcdF
cd (3.22)
is the Hodge dual of the Faraday two-form, where abcd is the Levi-Civita tensor (see
Section 2.1.3).
When describing electromagnetism in curved spacetime, it is convenient to introduce
a complexified version of the Faraday tensor,
Fab = Fab + i?Fab . (3.23)
Since ?Fab = −iFab , the complex bivector Fab is self-dual. We also note that FabF
ab
= 0,
where an overbar denotes complex conjugation. From the complex bivector (3.23), one
may define a complex three-vector F whose components are given by F(i) = Fab e a(i) ub;
the real (imaginary) part of F = E + iB gives the electric (magnetic) field measured by
an observer moving along the timelike worldline with tangent vector ua with orthonormal
spatial frame {e a(i) }.
In charge-free regions of spacetime, the Faraday two-form Fab satisfies Maxwell’s equa-
tions,
∇bF ab = 0, ∇b?F ab = 0. (3.24)
The second of these equations is equivalent to the Bianchi identity for the Faraday tensor:
∇[aFcd] = 0. Hence, F is closed (dF = 0), so F is (locally) exact (F = dA, for some
one-form potential A) by the Poincare´ lemma; see Section 2.1.2. The Faraday tensor may
be expressed in terms of the potential Aa as
Fab = 2∇[aAb]. (3.25)
Expanding out the covariant derivatives in (3.25), we see that the connection coefficients
will cancel by antisymmetry; this permits us to write Fab = 2∂[aAb]. The fact that the
Faraday tensor is locally exact means that it is invariant under gauge transformations of
the form A 7→ A′ = A+ dG, where G is any scalar field.
In the absence of charges, one may express Maxwell’s equations in terms of the com-
plexified Faraday tensor (3.23) as
∇bFab = 0, ∇[aFbc] = 0. (3.26)
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It is possible to derive a wave equation for the Faraday tensor, by taking a derivative
of the first of Maxwell’s equations (3.24), applying the commutator identity for covariant
derivatives, and the Bianchi identity. This yields
Fab + 2RacbdF cd +R ca Fbc −R cb Fac = 0, (3.27)
where  = ∇a∇a is the d’Alembertian operator. In (3.27), one may replace the Faraday
tensor Fab with its complexified counterpart Fab , as we only consider the source-free
Maxwell equations (3.24).
One may instead derive a wave equation for the vector potential: in the absence of
charges, this reads
Aa −RabAb −∇a
(
∇bAb
)
= 0. (3.28)
Adopting the Lorenz gauge condition ∇aAa = 0 eliminates the final term on the left-hand
side of (3.28).
When expressed in terms of the complexified Faraday tensor (3.23), the electromagnetic
stress–energy tensor (see Section 2.3.2) takes a particularly simple form:
Tab =
1
4pi
(
FacF
c
b −
1
4
gabFcdF
cd
)
=
1
8pi
Re(F ca Fbc). (3.29)
Clearly, the stress–energy tensor is trace-free: T aa =
1
2FabF
ab
= 0. Furthermore, in the
absence of electromagnetic sources, the stress–energy tensor (3.29) satisfies the conserva-
tion equation ∇bT ab = 0.
3.3.2 Geometric optics
Leading-order geometric optics approximation
Consider an electromagnetic field propagating in curved spacetime. In particular, let us
assume that the wavelength is short in comparison with other physically relevant length
scales, and that the inverse frequency is short in comparison with relevant time scales. In
such situations, one may introduce a geometric optics ansatz for the vector potential Aa,
and insert this into the wave equation (3.28), restricting to Lorenz gauge, Aa;a = 0 [29,167].
Alternatively, one may introduce a geometric optics ansatz for the Faraday tensor itself
(or its complexified counterpart) [168–170]. This is particularly useful when calculating the
stress–energy tensor (3.29); moreover, results obtained by working with the Faraday tensor
are manifestly gauge-invariant, in contrast to those obtained from the vector potential Aa.
Here, we summarise the key points of the formalism presented by Dolan [81, 171] for
the electromagnetic field; similar approaches can be taken for scalar and gravitational
fields [171].
In this approach, we introduce the geometric optics ansatz for (3.23) of the form
Fab = Afab exp (iωΦ), (3.30)
where ω is an order-counting parameter which is related to the frequency; A is the (real)
amplitude; Φ is the (real) phase; and fab is the polarisation bivector, a complex self-dual
bivector field. Substitution of the ansatz (3.30) into the wave equation for Fab gives
− ω2kckcfab + iω
[(
2kcA;c + kc;cA
)
fab +Akcfab;c
]
+O(ω0) = 0, (3.31)
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where ka = gab∇bΦ is the gradient of the phase.
At leading order, we see from (3.31) that ka is a null vector field (kaka = 0). Since
this vector field is both null and a gradient, it is quick to show that ka satisfies the
geodesic equation, kbka;b = 0. In other words, the integral curves of k
a – spacetime paths1
xa(s) with ka = x˙a – are null geodesics which lie in constant-phase hypersurfaces (Φ =
constant); these are known as null generators, and may be obtained from the Hamiltonian
H = 12g
abkakb, where the “conjugate momenta” are ka = gabx˙
b, and the Hamiltonian
function H vanishes along null geodesics. Furthermore, it follows directly from the fact
that ka = ∇aΦ, and the equality of mixed partial derivatives, that ∇[akb] = ∇[a∇b]Φ = 0.
Hence, the integral curves of ka form a twist-free null congruence.
Proceeding to O(ω), we see from (3.31) that we require
(
2kcA;c + kc;cA
)
fab+Akcfab;c =
0. Exploiting the ambiguity in the definition of the amplitude and polarisation bivector
in (3.30), we split the equations such that
kaA;a = −
1
2
ϑA, (3.32)
kcfab;c = 0, (3.33)
where ϑ = ka;a is the expansion scalar [172]. By (3.32), the flux A2ka is conserved:
∇a
(A2ka) = 0. The transport equation (3.33) says that the polarisation bivector fab
is parallel-transported along the null generators. Moreover, at leading order, Maxwell’s
equation ∇bFab = 0 implies that the polarisation bivector is transverse: fabkb = 0.
A circularly polarised wave which satisfies fabk
b = 0 and kcfab;c = 0 can be constructed
by choosing
fab = 2k[amb], (3.34)
where ka is the gradient of the phase, and ma is a complex null (mama = 0) vector field
which is transverse (kama = 0) and satisfies m
ama = 1. In addition, m
a is required to
satisfy the transport equation kbma;b = α(s)k
a, where α(s) is a scalar function along the
null generator. We have α = 0 in the case where ma is parallel-transported along the null
generators. (We note that a linearly polarised wave may be constructed by superposing
two circularly polarised waves [171].)
The complex null vector ma may be constructed from the legs of an orthonormal triad
{e a(i) }, viz. ma = 1√2(e a(1) + ie a(2) ); see Section 2.5.1. The handedness of the circularly
polarised wave depends on the sign of ω and the handedness of ma. We hereafter assume
that ma is constructed such that iabcdu
akbmcmd > 0 for any future-pointing timelike
vector ua. The wave is then right-hand (left-hand) polarised if ω > 0 (ω < 0). We note
that the Lorentz transformation ma 7→ eiΘma + Bka, where Θ is real and B is complex,
preserves the handedness, transversality property, and the parallel-transport of ma (see
Section 2.5.2).
One may introduce an auxiliary null vector na, which is future-pointing, and satisfies
kana = −1 with all other inner products zero. The tetrad {ka, na,ma,ma} is then a
complex null tetrad (see Section 2.5.1): the Newman–Penrose formalism is therefore well-
adapted to describe the geometric optics approximation for the electromagnetic field on
1Here, an overdot denotes differentiation with respect to the affine parameter s.
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curved spacetime. It is convenient to choose this tetrad to be parallel-propagated along
null geodesics with tangent vector field ka.
Inserting (3.30) and (3.34) into (3.29), we find that the electromagnetic stress–energy
tensor takes the form of a null fluid at leading order:
Tab =
1
8pi
A2kakb. (3.35)
Conservation of the stress–energy tensor implies that the flux is conserved at leading order
in ω, i.e., ∇a
(A2ka) = 0.
Gravitational lensing from geometric optics
In order to calculate many quantities of interest to quantify gravitational lensing phenom-
ena (e.g. image distortion and brightness), one must solve the geodesic deviation equation
(or Jacobi equation), which describes how spacetime curvature leads to a relative acceler-
ation between neighbouring geodesics in a congruence. The geodesic deviation equation
was derived for a general geodesic congruence in Section 2.2.4. We recall here that, for a
null geodesic congruence xa(s, v) with tangent vector field ka = ∂x
a
∂s and separation vector
ξa = ∂x
a
∂v , the geodesic deviation equation is
D2ξa = −Rabcdkbξckd, (3.36)
where D = ka∇a denotes the directional derivative along the tangent vector field. Recall
from Section 2.2.4 that Lkξ = 0 implies that the quantity ξaka is conserved along each
null ray. If we choose ξa to be initially transverse to ka (ξaka = 0), then it will remain so
along the ray.
The null geodesic deviation equation (3.36) describes the evolution of an infinitesimal
bundle of rays with elliptical cross-section along the central null geodesic xa(s, 0). In this
context, an infinitesimal bundle of rays is the set [7]
B = {α1ξ1a + α2ξ2a |α1, α2 ∈ R, α21 + α22 ≤ 1} , (3.37)
where ξ1 and ξ2 are two vector fields which satisfy (3.36) and gabk
aξb = 0, such that ξ1(s),
ξ2(s) and k
a(s) are linearly independent for almost all values of the affine parameter s [7].
A standard approach [7] to solving (3.36) is to introduce a Sachs basis, then decompose
(3.36) into the Sachs equations for the optical scalars [160,173]. Here, we favour a slightly
different approach, which involves working with the (parallel-propagated) complex null
tetrad {ka, na,ma,ma} introduced above. The deviation vector ξa, restricted to the central
null geodesic, may be decomposed in terms of the complex null tetrad along that geodesic:
ξa = a(s)ka + b(s)na + c(s)ma + c(s)ma, (3.38)
where a and b are real functions along the ray, and c is complex. Substitution of (3.38) into
(3.36) yields a hierarchical system of coupled second-order ordinary differential equations
[81,171], namely
b¨ = 0, (3.39)
a¨ = bRabcdk
anbkcnd + cRabcdk
anbkcmd + cRabcdk
anbkcmd, (3.40)
c¨ = −bRabcdkambkcnd − cRabcdkambkcmd − cRabcdkambkcmd. (3.41)
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The first of these equations is consistent with the fact that ξaka = −b is conserved. Setting
b = 0 ensures that ξa is transverse to ka. The equations then read
a¨ =
(
Φ00 + Ψ1
)
c+ (Φ00 + Ψ1) c, (3.42)
c¨ = −Φ00c−Ψ0c, (3.43)
where Φ00 =
1
2Rabk
akb is a complex Ricci scalar, and Ψ0 = Cabcdk
ambkbmd and Ψ1 =
Cabcdk
anbkbmd are complex Weyl scalars; see Section 2.5 for a review of the Newman–
Penrose formalism.
Applying the directional derivative D to ξama, and using the definition (3.38), as well
as the Lie-transport (Lkξa = 0) and transversality (kaξa = −b = 0) properties of the
deviation vector, we find c˙ = −ρc − σc, where ρ = −maka;bmb, and σ = −maka;bmb are
Newman–Penrose scalars. Inserting this into (3.43) and equating coefficients of c and c
yields the first-order transport equations
ρ˙ = ρ2 + σσ + Φ00, (3.44)
σ˙ = σ (ρ+ ρ) + Ψ0, (3.45)
which are known as the Sachs equations [160, 173]. The real and imaginary parts of
−ρ = θ + i$ and −σ = ς1 + iς2 are known collectively as the optical scalars [173–175]; in
particular, θ = 12ϑ =
1
2k
a
;a is the expansion, $ is the twist, and (ς1, ς2) is the shear. In the
case of a hypersurface-orthogonal null congruence (e.g. the geometric optics congruence
where ka = ∇aΦ is orthogonal to constant-phase hypersurfaces Φ = constant), we have
$ = 0. Such a congruence is called twist-free.
One limitation of this approach is that the Sachs equations (3.44)–(3.45) suffer from
divergences at caustic points, where neighbouring rays in the congruence cross [7,81,171];
we revisit this issue in Chapter 7 in the context of (higher-order) geometric optics on
Kerr spacetime. The second-order equation (3.43) does not exhibit the same pathological
behaviour at caustic points. One may determine the optical scalars (ρ, σ) by solving (3.43),
then inverting the matrix equation[
c˙1
c˙2
]
= −
[
c1 c1
c2 c2
][
ρ
σ
]
, (3.46)
where c1 and c2 are any linearly independent pair of solutions to the second-order equation
(3.43). We note that the matrix on the right-hand side of (3.46) is non-invertible at points
where Im (c1c2) = 0, which are precisely the caustic points.
Using a similar argument to that presented above, one may show that a˙ = τc + τc,
where τ = −maka;bnb is a Newman–Penrose scalar. One may find τ by inverting[
a˙1
a˙2
]
=
[
c1 c1
c2 c2
][
τ
τ
]
, (3.47)
for any linearly independent pair of solutions (a1, c1) and (a2, c2) to the second-order
system of ordinary differential equations (3.42)–(3.43). Again, this breaks down at caustic
points, where neighbouring rays in the bundle cross.
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Let e(1)
a and e(2)
a be orthogonal unit vectors which lie in the instantaneous electro-
magnetic wavefront, i.e., they are orthogonal to ka. The complex number c = 1√
2
(x+ iy)
corresponds to a point in the instantaneous wavefront with position vector ξˆa = cma +
cma = xe(1)
a + ye(2)
a, where we recall the definition of the complex null vector ma =
1√
2
(e(1)
a + ie(2)
a); and we note that e(1)
a = 1√
2
(ma +ma) and e(2)
a = − i√
2
(ma −ma).
If c1 and c2 are any pair of linearly independent solutions to (3.43), then the function
c(φ) = cosφ c1 + sinφ c2 parametrises an infinitesimal bundle of rays with elliptical cross-
section which lies in the wavefront. One can demonstrate that the principal axes of
the ellipse are given by c+ = cosφ0 c1 + sinφ0 c2 and c− = − sinφ0 c1 + cosφ0 c2, with
tan (2φ0) =
2 Re (c1c2)
|c1|2−|c2|2 . The semi-major and semi-minor axes are d± =
√
2 |c±|, with
d+d− = 2 |Im (c1c2)| and d2+ + d2− = 2(|c1|2 + |c2|2). The parameters d+ and d− are some-
times referred to as the shape parameters of the bundle [7]. The cross-sectional area of the
infinitesimal bundle of rays is A = pid+d−; this quantity satisfies the transport equation
DA = − (ρ+ ρ)A = ϑA, (3.48)
where ρ = −maka;bmb is a Newman–Penrose scalar and ϑ is the expansion scalar, cf. (3.32).
Using a derivation analogous to that of the geodesic deviation equation (Section 2.2.4),
Dolan [81,171] also derives the differential precession equation,
Dζa = −Rabcdmbξckd, (3.49)
where ζa = ξb∇bma
∣∣
C
is the precession vector, defined on an observer’s worldline C.
Projecting on the null tetrad, ζa = v(s)ka+ c˙(s)na+w(s)ma, yields a system of first-order
ordinary differential equations for the coefficients v and w which read
v˙ = cRabcdn
ambmckd + cRabcdn
ambmckd, (3.50)
w˙ = −cRabcdmambmckd − cRabcdmambmckd. (3.51)
In a Ricci-flat spacetime, this system of equations is simply
v˙ = Ψ2c, (3.52)
w˙ = −Ψ1c−Ψ1c, (3.53)
where Ψ2 = Cabcdk
ambmcnd is a complex Weyl scalar. Taking a derivative of ζa contracted
with the legs of the complex null tetrad, one may show that v = µc+λc and w = −χc+χc,
where µ, λ and χ = β − α are Newman–Penrose scalars (Section 2.5.3). The Newman–
Penrose quantities µ, λ and χ can therefore be obtained by inverting[
v1
v2
]
=
[
c1 c1
c2 c2
][
µ
λ
]
,
[
w1
w2
]
=
[
c1 c1
c2 c2
][
χ
−χ
]
, (3.54)
for any pair of linearly independent solutions (c1, v1, w1) and (c2, v2, w2) to the equations
(3.43), (3.52) and (3.53). This inversion breaks down at caustic points; however, the first-
order ordinary differential equations (3.52)–(3.53) can be evolved through caustic points
without issue, as in the case of (3.42)–(3.43).
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3.3.3 Photon orbits
In general relativity, ultra-compact objects – such as black holes – are responsible for
spacetime curvature, which can cause extreme local light deflection. In fact, such objects
(by definition) possess light-rings (i.e., circular photon orbits), and are able to bend light
through an arbitrarily large angle [60]. We consider null geodesic motion on Kerr spacetime
as an illustrative example. (This is considered in more detail in Chapters 6 and 7, so we
only outline the key details here.)
The Kerr solution, given in Boyer–Lindquist coordinates {t, r, θ, φ} in (2.86), describes
the exterior spacetime of a rotating black hole of mass M with spin a (see Section 2.4
for a review). The spacetime admits a pair of commuting Killing vectors ξ(t) = ∂t and
ξ(φ) = ∂φ , which correspond to the stationarity and axisymmetry of the geometry. In
Boyer–Lindquist coordinates, the geodesic motion is Liouville integrable thanks to the
existence of the principal tensor hab, from which one can generate the Killing tensor Kab
(see Section 2.6.4). Along a null geodesic with tangent vector field ka, the Hamiltonian
H = 12g
abkakb, total energy E = −ξ(t)aka, azimuthal angular momentum Lz = ξ(φ)aka,
and Carter constant K = Kabkakb are all conserved, with H = 0 in the null case.
Null geodesics in the equatorial plane (θ = pi2 ), for which K = (aE−Lz)2, are governed
by the radial equation [176]
r˙ =
Lz
2
b2
[
1 +
(a2 − b2)
r2
+
2M (b− a)2
r3
]
, (3.55)
where an overdot denotes differentiation with respect to an affine parameter, and b is an
impact parameter, defined as the ratio of the azimuthal angular momentum to the energy:
b =
Lz
E
. (3.56)
Unstable circular photon orbits, which neither plunge into the black hole nor escape to
spatial infinity, are possible if the pair of conditions r˙ = 0 = r¨ are met. Prograde (+) and
retrograde (−) perpetual orbits exist at Boyer–Lindquist radii [176]
rˆ± = 2M
[
1 + cos
(
2
3
arccos
(
∓ a
M
))]
. (3.57)
The corresponding critical impact parameters are given by
b± = ±3
√
Mrˆ± − a, (3.58)
where b− < 0 by definition for the retrograde orbit. In the literature, the circular photon
orbits of constant Boyer–Lindquist radii are referred to as unstable light-rings. In the
non-rotating case (a = 0), the Kerr spacetime reduces to the Schwarzschild solution, in
which there exists a unique unstable light-ring at r = 3M , with critical impact parameter
b = 3
√
3M .
The null orbits around a Schwarzschild black hole are necessarily confined to a plane
passing through the black hole’s centre (which can be taken to be the equatorial plane
after a suitable change of coordinates), due to the spherical symmetry of the spacetime
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geometry. In Kerr spacetime, however, the lack of spherical symmetry means that non-
planar orbits are permitted. In fact, there exists a set of so-called spherical photon orbits
– unstable perpetual null geodesics of constant Boyer–Lindquist radii – which are not
necessarily confined to the plane θ = pi2 [76,177]. The subfamily of spherical photon orbits
which are restricted to the equatorial plane are precisely the two light-rings located at
r = rˆ±.
In stationary axisymmetric spacetimes whose motion is not (necessarily) Liouville in-
tegrable, there may exist generalisations of the spherical photon orbits which are present
in Kerr spacetime. In recent work, Cunha et al. [79] have generalised the notion of a
spherical photon orbit to a generic stationary axisymmetric spacetime (M, gab). Let γ(s)
be an affinely parametrised null geodesic. Then γ(s) is a fundamental photon orbit if it is
restricted to a compact spatial region (i.e., it is a bound state), and there exists a value
T > 0 such that γ(s) = γ(s+ T ) for all s ∈ R (i.e., it is periodic with period T ).
Fundamental photon orbits on Kerr spacetime are precisely the spherical photon orbits,
which include the equatorial light-rings as a subset. In the exterior region (i.e., outside the
outer event horizon), all spherical photon orbits are unstable. More generally, however,
fundamental photon orbits can be stable, leading to interesting phenomenological features,
such as spacetime instabilities. This will be central to the work presented in Chapter 6.
3.3.4 Black hole shadows
Black holes are characterised by their event horizon, a one-way causal boundary in space-
time beyond which nothing – not even light – can escape once it has fallen inside (see
Section 2.4.2). For an observer in spacetime, the black hole shadow is the apparent optical
image of the black hole. In a given observation frame, the black hole shadow corresponds
to the set of all null directions in the local sky which originate (asymptotically) from the
black hole’s event horizon: the shadow thus corresponds to a lack of radiation received
by the observer. In the high-frequency (geometric optics) approximation, the shadow is
associated with the black hole’s light absorption cross-section. Moreover, the outline of
the shadow is intimately related to the gravitational lensing of electromagnetic radiation
in the strong-field region; the shadow therefore encodes important information about the
geometry of spacetime close to the black hole.
To illustrate the concept of a black hole shadow, consider the case of null geodesics
on Schwarzschild spacetime. The unstable light-ring at r = 3M plays an important role:
this orbit defines the boundary between the null rays which plunge into the event horizon
of the black hole, and those which escape to infinity. The shadow of the Schwarzschild
black hole is simply a circular disc in the sky, whose radius is determined by the unstable
light-ring. For a static observer in Schwarzschild spacetime, the angular radius of the
black hole shadow was calculated by Synge [72]. (In fact, Synge calculated the “escape
cone” of light, which is simply the complement of the shadow on the observer’s local sky.)
In 1979, Luminet [73] determined the image of a “bare” Schwarzschild black hole,
illuminated by a distant light source from directly behind. In the same paper, Luminet also
analysed the more astrophysically relevant case of a Schwarzschild black hole surrounded
by an emitting accretion disc. In situations where one is only concerned with the outline of
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the shadow, the system (i.e., the black hole and the observer) is assumed to be surrounded
by a celestial sphere at infinity, which acts as a light source.
Kerr black hole shadow
Here we consider the shadow of a Kerr black hole of mass M and spin a (see Section 2.4).
For a null geodesic with energy E, angular momentum Lz, and Carter constant K, the
motion is determined by the independent impact parameters [74]
b =
Lz
E
, χ =
K − (aE − Lz2)
E2
. (3.59)
The shadow of the Kerr black hole is determined by the spherical photon orbits of constant
Boyer–Lindquist radius r (satisfying r˙ = 0 = r¨). These spherical photon orbits separate
the rays which are captured by the black hole from those which escape to infinity. The
former correspond to the black hole shadow; the latter correspond to regions of the ob-
server’s local sky which are illuminated by light from the celestial sphere. For a spherical
photon orbit with Boyer–Lindquist radius r, the impact parameters (3.59) are [76]
b =
r3 − 3Mr2 + a2r +Ma2
a(M − r) , (3.60)
χ =
r2
r2 − a2
(
3r2 + a2 − b2) . (3.61)
Consider a static observer at infinity with a viewing angle of θ = θ0 in Boyer–Lindquist
coordinates. The boundary of the shadow is the locus of points in the observer’s local sky
which correspond to null rays that asymptote to the spherical photon orbits; the orbital
parameters are therefore determined by (3.60) and (3.61). The observer will set up an
image plane which has local Cartesian-type coordinates (X,Y ), which are related to the
impact parameters (b, χ) by [55,60,74]
X = −b cosec θ0, Y = ±
√
χ+ a2 cos2 θ0 − b2 cot2 θ0. (3.62)
The shadow boundary is then defined as a parametric curve in the (X,Y )-plane, where
X and Y depend on the Boyer–Lindquist radius r of a spherical photon orbit through the
parameters b and χ. The shadow boundary demarcates all of the rays which reach the
observer from those which plunge into the black hole. Recently, Cunha and Herdeiro [60]
provided an expression for the shadow boundary as a function Y (X), rather than in the
parametric form (3.62).
In Figure 3.1, we show the shadow boundary of a Kerr black hole of mass M and
spin parameter a, for an observer located in the equatorial plane (θ = pi2 ). Figure 3.1(a)
shows the Schwarzschild case (a = 0); the shadow boundary is a circle whose radius in the
image plane is determined by the equatorial unstable photon orbit (light-ring) at r = 3M
with impact parameter b = 3
√
3M . As the value of a is increased from zero, as shown
in Figures 3.1(b) and 3.1(c), the frame-dragging effects are clearly visible: the shadow is
asymmetric, due to the fact that |b−| > |b+| (i.e., there is more absorption of retrograde
rays than prograde rays); and it is deformed from circularity, exhibiting a characteristic
“D”-shape in the extremal (a = M) case.
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Figure 3.1. Boundary of a Kerr black hole shadow for a selection of values of the spin parameter a,
as seen by a distant observer with a viewing angle of θ = pi2 and image plane coordinates (X,Y ).
In the Schwarzschild case (a = 0), the shadow boundary is a circle of radius 3
√
3M ; the shadow is
entirely determined by the unstable photon orbit at r = 3M with impact parameter b = 3
√
3M ,
due to the spherical symmetry of the spacetime. As one increases the value of a, the shadow
boundary becomes deformed and asymmetric, due to the frame-dragging effects caused by the
rotation of the black hole.
Ray-tracing
Often it is impractical (or impossible) to calculate the shadow boundary analytically in
terms of non-escaping photon orbits, e.g. in situations where the geodesic motion is non-
integrable. In such cases, the null geodesic equations must be solved using numerical
methods. Rather than evolve all light rays which begin on the celestial sphere and deter-
mine which of these rays reach the observer, it is computationally more effective to reverse
this process, tracing rays away from the observer, backwards in time. In this approach,
known as backwards ray-tracing, the black hole shadow corresponds to the set of all null
geodesics which asymptote to the black hole’s event horizon when traced backwards in
time from the observer.
The use of ray-tracing in general relativity dates back to 1970s, when Cunningham and
Bardeen [178] determined the optical appearance of a star orbiting an extremal Kerr black
hole, Cunningham [179] calculated the emission spectrum of an accretion disc around a
Kerr black hole, and Luminet [73] determined the image of an accretion disc around a
Schwarzschild black hole.
Since then, a variety of numerical ray-tracing codes have been developed, including
GeoKerr [180], GeodesicViewer [181], GYOTO [182], GeoViS [183], and PyHole [184].
Ray-tracing has been employed in a range of situations to understand gravitational lens-
ing phenomena, such as the optical appearance of the black hole (i.e., the shadow) [9,80];
images of accretion structures around black holes [180, 185]; the apparent appearance
of stars orbiting compact objects [186, 187]; magnetohydrodynamical processes occurring
around black holes [188]; the polarisation of radiation propagating in the vicinity of com-
pact objects [189]; the shadow of a dynamical binary black hole system [190]; and the
lensing dynamics of hairy black holes [191].
Chapter 4
Binary black hole shadows and
chaotic scattering
4.1 Introduction
Pairs of rotating black holes that orbit one another – known as binary black holes – have
recently been detected. In 2015, the first direct detection of gravitational waves was made
by the Advanced LIGO experiment, which confirmed the existence of binary black holes
in nature [14]. Since then, a host of gravitational-wave signals from merging binary black
holes have been observed by the LIGO–Virgo collaboration [17, 192–195]. More recently,
the era of multi-messenger astronomy began with the observation of a gravitational-wave
signal from binary neutron star merger [15], which was accompanied, approximately 1.7
seconds later, by a gamma-ray burst [16]. A catalogue of compact binary coalescences
observed by LIGO and Virgo during the first and second observing runs can be found
in [17,18].
The Event Horizon Telescope (EHT) – a global array of radio telescopes, which em-
ploys very-long-baseline interferometry (VLBI) to create an Earth-scale virtual telescope –
began to observe nearby galactic centres, including the Milky Way and Messier 87 (M87),
in 2017 [23, 80, 196, 197]. The EHT’s principal aim is to image the environment of su-
permassive black hole candidates which reside at the centre of these galaxies, with the
hope of observing gravitational lensing phenomena associated with the black hole, such as
multiple images, Einstein rings, and the black hole shadow itself. On 10 April 2019, the
EHT collaboration presented the first event-horizon-scale image of the supermassive black
hole candidate M87∗ (at the centre of the galaxy M87) from VLBI observations conducted
in April 2017 [1–6]. The image captured by the EHT is consistent with expectations for
the shadow of a Kerr black hole, as predicted by general relativity (see Section 3.3.4).
Inspired by the recent detection of gravitational waves from merging binary black
holes, and the first direct image of a black hole’s event horizon, a strand of recent work
has focussed on the strong-field gravitational lensing effects of binary black holes. The
geometry of a dynamical binary, such as those observed by the LIGO–Virgo collaboration,
is not known analytically as a solution to Einstein’s field equations. In order to analyse
the lensing effects of such systems, one must perform ray-tracing on top of fully non-linear
70
Binary black hole shadows and chaotic scattering 71
numerical simulations. Bohn et al. [190] consider what an observer in the vicinity of a
binary black hole system would actually see as the two black holes orbit, inspiral and
merge. The authors find that a binary black hole shadow is not simply the superposition
of two singleton black hole shadows. In addition, the binary shadow exhibits intricate
structures, including “eyebrow” features – arc-shaped shadows which surround the primary
globular shadow. Such features were anticipated by Nitta et al. [198] and Yumoto et
al. [199] in their studies of colliding black holes using the cosmological Kastor–Traschen
solution [200].
Analysing the lensing effects of dynamical binary black holes is a formidable task, be-
cause it requires computationally expensive numerical simulations of the field equations of
general relativity. In this chapter, based on the work presented in [201], our principal aim
is to understand the qualitative features of binary black hole shadows. We therefore choose
to focus on an imitative closed-form model: the Majumdar–Papapetrou binary black hole
solution [202, 203], a static solution to the Einstein–Maxwell equations which describes
a pair of extremally charged (Reissner–Nordstro¨m) black holes whose gravitational at-
traction and electrostatic repulsion are in perfect balance. The Majumdar–Papapetrou
solution has been studied in detail by Hartle and Hawking [204] and Chandrasekhar [89].
In Section 2.6.4, we saw that a singleton Kerr–Newman black hole admits a Killing
tensor, which gives rise to a fourth “hidden” constant of geodesic motion (Carter’s con-
stant), permitting the separability and Liouville integrability of the geodesic equations.
By contrast, the presence of a pair of black holes in the Majumdar–Papapetrou binary
black hole system reduces the symmetry, eliminating the Killing tensor associated with
the Carter constant. As a result, the null geodesic equations, which govern the motion of
photons on the Majumdar–Papapetrou geometry, are non-integrable; we should therefore
anticipate rich gravitational lensing phenomena around binary black holes.
Here, building on the work of Contopoulos [140–142,205–208] and others [127,134,138,
139,209–218], we advance the view that binary black hole systems are natural examples of
chaotic scattering : the system admits (we shall show) a fractal set of scattering singulari-
ties of measure zero. (See Section 2.6.5 for a review of chaotic scattering in Hamiltonian
systems.) In regions of chaotic scattering, a small uncertainty in fixing the initial con-
ditions can lead to a drastically different outcome in the final state of the system. For
the Majumdar–Papapetrou binary black hole system, the scattering singularities are as-
sociated with perpetual orbits, i.e., unstable null geodesics which are neither scattered nor
absorbed by the black holes.
This chapter is based on [201]. Section 4.2 contains a review of the two-centre Majumdar–
Papapetrou solution. In Section 4.3, we discuss the null geodesic structure of the Majumdar–
Papapetrou spacetime, with a focus on the Lagrangian and Hamiltonian formalisms, and
a review of integrability and chaotic motion of null geodesics. Next, in Section 4.4, we
analyse a planar scattering problem and its associated one-dimensional binary black hole
shadows. In Section 4.5, we introduce symbolic dynamics, considering the Gaspard–Rice
three-disc scatterer as an illustrative example; and use the technique to describe the null
geodesics of the Majumdar–Papapetrou binary black hole. In Section 4.6, we use symbolic
dynamics to understand the ordering of the scattering singularities in the initial data; we
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construct the one-dimensional binary black hole shadows using an iterative procedure akin
to that of the Cantor set, based on symbolic dynamics; we demonstrate self-similarity of the
one-dimensional shadow explicitly; and we discuss quantitative measures of chaos which
can be employed to understand the fractal structure of the strange repellor (see Section
2.6.5). In Section 4.7, we analyse non-planar null geodesics, which can be understood using
an effective null geodesic potential; we highlight the existence of stable bounded photon
orbits; and we present ray-traced images of two-dimensional binary black hole shadows for
the Majumdar–Papapetrou system. In Section 4.8, we consider the consequences of fol-
lowing rays through the event horizons in the maximally extended Majumdar–Papapetrou
binary black hole spacetime. Finally, we conclude with a discussion of the work presented
in this chapter in Section 4.9.
4.2 Majumdar–Papapetrou solution
The Majumdar–Papapetrou spacetime is a solution to the Einstein–Maxwell equations of
gravity and electromagnetism in electrovacuum. The geometry is described in isotropic
coordinates {t, x, y, z} by the line element
ds2 = gabdx
adxb = −dt
2
U2
+ U2
(
dx2 + dy2 + dz2
)
, (4.1)
and electromagnetic one-form potential
Aadx
a =
1
U
dt, (4.2)
where U(x, y, z) is any function of the spatial coordinates which satisfies Laplace’s equation
∇2U = 0 on three-dimensional auxiliary Euclidean space. The linearity of Laplace’s
equation means that solutions to (4.1) may be generated by linear superposition, a feature
which is rare in general relativity due to the inherent non-linearity of Einstein’s field
equations.
The Majumdar–Papapetrou solution to the Einstein–Maxwell equations was discov-
ered independently by Majumdar [202] and Papapetrou [203] in 1947. The Majumdar–
Papapetrou spacetime was studied by Hartle and Hawking [204], who found that for a
particular solution U , the Majumdar–Papapetrou geometry describes a static configura-
tion of N extremally charged Reissner–Nordstro¨m black holes.
4.2.1 Majumdar–Papapetrou di-hole
The Majumdar–Papapetrou solution that describes an assemblage ofN extremal Reissner–
Nordstro¨m black holes in static equilibrium is given by the line element (4.1) and electro-
magnetic one-form potential (4.2) with
U = 1 +
N∑
j=1
Mj√
(x− xj)2 + (y − yj)2 + (z − zj)2
, (4.3)
where Mj is the mass of the jth black hole, and its location in the background spatial
coordinates is (x, y, z) = (xj , yj , zj). Each black hole is extremally charged (Qj = Mj); the
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gravitational attraction and electrostatic repulsion between the black holes are in perfect
balance, ensuring a static spacetime.
We consider the Majumdar–Papapetrou binary black hole (or di-hole) solution, where
(4.3) is given by
U = 1 +
M+√
x2 + y2 + (z − z+)2
+
M−√
x2 + y2 + (z − z−)2
. (4.4)
The two black holes of mass M± are located on the z-axis at z± = ± dM∓M++M− , where d
is the coordinate separation between the black holes in the background coordinates, and
the centre of mass is at the origin of the coordinate system. The Majumdar–Papapetrou
di-hole spacetime is symmetric about the axis connecting the black holes – here the z-axis.
The black holes’ event horizons are located at the “points” (x, y, z) = (0, 0, z±); these are
in fact null surfaces of topology R×S2, with non-zero area [204]. The geometry (4.1) with
(4.4) is an example of a Weyl spacetime (see Section 2.3.3).
4.3 Null geodesic structure
To analyse the lensing effects of the Majumdar–Papapetrou di-hole, it is necessary to
study the null geodesic structure of the spacetime. In this section, we briefly review
the Lagrangian and Hamiltonian formalism for null geodesics, before analysing the null
geodesic structure of the Majumdar–Papapetrou di-hole geometry. For a more detailed
review of geodesic motion in general relativity, see Section 2.2.
4.3.1 Lagrangian formalism
As outlined in Section 2.2.2, a standard approach to solving for the geodesic motion on
curved spacetime is to adopt the Lagrangian formalism [29]. In this scheme, one begins
with the action, which is a functional of the spacetime coordinates, given by S =
∫
Ldλ,
with Lagrangian L = 12gab q˙
aq˙b. Here, qa(λ) is a spacetime path, and an overdot denotes
the derivative with respect to the affine parameter λ. Along geodesics, the Lagrangian is
conserved, with L = 0 in the case of null geodesics. The geodesics are given by solutions
to the Euler–Lagrange equations,
d
dλ
(
∂L
∂q˙a
)
=
∂L
∂qa
. (4.5)
For null geodesics on the Majumdar–Papapetrou geometry (4.1), the Lagrangian takes
the form
L =
1
2
[
− 1
U2
t˙2 + U2
(
x˙2 + y˙2 + z˙2
)]
= 0, (4.6)
where U is given by (4.4) for the Majumdar–Papapetrou di-hole. Inserting the La-
grangian (4.6) into the Euler–Lagrange equations (4.5) yields a system of four second-
order coupled non-linear ordinary differential equations for the path in spacetime qa(λ) =
(t(λ), x(λ), y(λ), z(λ)).
We recall that the Lagrangian (4.6) is not unique: any Lagrangian which yields the
same equations of motion is valid (see Section 2.2.2). Some alternative choices of La-
grangian for the Majumdar–Papapetrou di-hole are outlined in [201].
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4.3.2 Hamiltonian formalism
In the Hamiltonian approach, one uses the Lagrangian function to define the canonical
momenta as pa =
∂L
∂q˙a = gab q˙
b. Performing a Legendre transformation H = q˙apa − L,
the corresponding Hamiltonian is then given in coordinates {qa, pb} by the Hamiltonian
function H(qa, pa) =
1
2g
abpapb, where g
ab are the contravariant components of the metric
tensor. Geodesics of the spacetime geometry are then the integral curves of Hamilton’s
equations, a system of first-order differential equations given by
q˙a =
∂H
∂pa
, p˙a = −
∂H
∂qa
. (4.7)
Along geodesics, the Hamiltonian is conserved, with H = 0 in the case of null rays. (See
Section 2.2.3 for a review.)
In isotropic Cartesian coordinates {t, x, y, z}, the Hamiltonian for null geodesics on the
Majumdar–Papapetrou di-hole spacetime takes the form
H =
1
2
[
−U2pt2 +
1
U2
(
px
2 + py
2 + pz
2
)]
. (4.8)
Hamilton’s equations (4.7) with Hamiltonian function (4.8) are given by
t˙ = −U2pt, p˙t = 0, x˙ =
px
U2
, p˙x = −
∂U
∂x
[
Upt
2 +
1
U3
(
px
2 + py
2 + pz
2
)]
, (4.9)
with similar expressions for y and z by symmetry of (4.8). The metric is independent of
coordinate time t, so the momentum pt = −E is a constant of motion. Rescaling pt is
equivalent to rescaling the affine parameter λ; we may therefore choose to fix pt = −1 in
the following analysis without loss of generality.
Rearranging the Hamiltonian constraint H = 0 for the Hamiltonian function (4.8),
and inserting the result into the equations for p˙i given in (4.9), we see that the geodesic
equations for the spatial components of the four-momentum can be expressed in the form
p˙i = −
(
U2
)
,i
. This resembles Newton’s second law of motion, in which the force is
expressed as the gradient of a scalar potential.
The diffeomorphism invariance of general relativity allows us to perform a change of
coordinates without altering the physics of the problem at hand. We therefore choose
to recast the problem in a coordinate system which is well-adapted to the symmetry of
the configuration. The Majumdar–Papapetrou di-hole geometry is symmetric about the
z-axis; it is therefore natural to choose cylindrical polar coordinates {t, ρ, φ, z}, related
to Cartesian coordinates in the standard way: ρ2 = x2 + y2, φ = arctan
( y
x
)
. Having set
pt = −1, the Hamiltonian (4.8) now reads
H =
1
2
[
1
U2
(
pρ
2 + pz
2 + ρ2pφ
2
)− U2] . (4.10)
In cylindrical coordinates, it is straightforward to see that ∂t (∂φ) is a Killing vector
which generates time-translational (axial) symmetry. Hence, the coordinates t and φ are
ignorable, and their conjugate momenta are conserved along geodesics. The physical inter-
pretations of −pt and pφ are, respectively, the total energy and axial angular momentum
of the photon at infinity.
Binary black hole shadows and chaotic scattering 75
For the Majumdar–Papapetrou geometry in four spacetime dimensions, the full phase
space is eight-dimensional, spanned by the four spacetime coordinates and their conju-
gate momenta {qa, pa}. The conserved momenta allow us to focus on a reduced four-
dimensional phase space on which the dynamics is governed by two pairs of conjugate
variables {ρ, z, pρ, pz}, and the null condition H = 0. This constraint allows us to express
one of the phase space coordinates (e.g. pz) in terms of the other three.
Recall from Section 2.2.1 that the null geodesics of the conformally related metrics gab
and g˜ab = Ω
2gab coincide, where Ω > 0 is a (smooth) function of the spacetime coordinates.
Performing a conformal transformation with Ω = 1U allows us to recast the Hamiltonian
(4.10) in canonical form as
H˜ =
1
2
(
pρ
2 + pz
2
)
+ V, V (ρ, z) = − 1
2ρ2
(h− pφ)(h+ pφ), (4.11)
where we have factorised the potential V (ρ, z) by introducing the effective potential (or
height function)
h(ρ, z) = ρU2. (4.12)
The Hamiltonian (4.11) will be used throughout our analysis of null geodesics on the
Majumdar–Papapetrou di-hole spacetime, with the effective potential (4.12) playing a key
role. (We hereafter omit the tilde from the Hamiltonian (4.11), simply writing H.) Using
the Hamiltonian (4.11), the geodesic equations (i.e., Hamilton’s equations) are
ρ˙ = pρ, z˙ = pz, φ˙ =
pφ
ρ2
, (4.13)
p˙ρ = U
2∂
(
U2
)
∂ρ
+
pφ
2
ρ3
, p˙z = U
2∂
(
U2
)
∂z
, p˙φ = 0. (4.14)
4.3.3 Integrability and chaotic scattering
The Newtonian analogue of geodesic motion on the Majumdar–Papapetrou spacetime is
the problem of two fixed centres (also known as Euler’s three-body problem or the two-
centre Kepler problem) [142,219]. This is a special case of the classical three-body problem
of three point masses described by Newton’s laws of motion and Newton’s law of universal
gravitation. The general three-body problem has no closed-form solution.
Remarkably, Euler’s restricted three-body problem is soluble. In the case of two fixed
centres, the equations governing the motion of a test particle are separable in spheroidal
coordinates. This is due to the fact that, besides the total energy and one component of the
angular momentum, there exists an additional “hidden” constant of motion – Whittaker’s
constant [220,221] (cf. Carter’s constant [47] for geodesic motion on Kerr spacetime). The
problem is therefore Liouville integrable; see Section 2.6.
In contrast to motion in Euler’s three-body problem, geodesic motion on the Majumdar–
Papapetrou di-hole spacetime – as well as other relativistic generalisations, such as the
Weyl–Bach di-hole [222, 223] – is not integrable, as there is no known analogue of Whit-
taker’s constant [224].1 The lack of Liouville integrability on the Majumdar–Papapetrou
1In [223], the authors demonstrate that, for the special case of equal-mass black holes, the Z2-symmetric
Weyl–Bach di-hole admits a (2 + 1)-dimensional totally geodesic submanifold – the equatorial plane – on
which the geodesic motion is Liouville integrable. This is also explored by Assumpc¸ao at al. [225].
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di-hole spacetime results in rich phenomena. Contopoulos revealed that the Majumdar–
Papapetrou di-hole exhibits chaotic dynamics and self-similarity [140–142]. This paved the
way for deeper insights into chaos in binary systems in general relativity from Contopoulos
and collaborators [205–208]; Yurtsever [209]; Cornish, Dettmann, Frankel, Gibbons, Levin
and collaborators [134, 210–215]; and others [127, 138, 139, 216–218]. In this chapter, we
extend on these influential perspectives, advancing the view that the scattering of pho-
tons by a pair of black holes in the Majumdar–Papapetrou di-hole spacetime is a natural
example of chaotic scattering (see Section 2.6.5 for a review).
For the Majumdar–Papapetrou di-hole, a scattering problem is set up as follows. We
consider the evolution of null geodesics (light rays) for different initial conditions (impact
parameters). The final state of the photon is characterised by three possible outcomes. A
photon may (i) cross the event horizon of the upper black hole; (ii) cross the event horizon
of the lower black hole; (iii) escape to spatial infinity. In this system, the scattering
singularities correspond to the null geodesics which are non-escaping (“perpetual”) orbits
in forward time (λ→∞). The non-escaping orbits are neither scattered nor absorbed by
the black holes. The scattering singularities, which comprise the repellor (Section 2.6.5),
can be divided into two classes: the subset of periodic orbits; and the subset of aperiodic
orbits. In the following sections, we shall explore the structure of these subsets of the
initial data, and analyse some examples of non-escaping orbits.
4.4 Planar geodesics and one-dimensional shadows
In this section, we consider null geodesics on the Majumdar–Papapetrou di-hole spacetime
in standard coordinates {t, x, y, z}, using the Hamiltonian formalism outlined in Section
4.3.2. The line element is given by (4.1) and the electromagnetic one-form potential by
(4.2), where the function U appearing in both quantities is given by (4.4). For simplicity,
we consider the symmetric case of equal-mass black holes (M+ = M− = M) located at the
points z = ±d2 , where d is the coordinate separation between the black holes. We employ
units in which M = 1.
We shall examine a highly symmetric scattering problem, in which null rays are con-
fined to the meridian plane (y = 0). The conservation of pφ = xpy− ypx ensures that rays
which start in the meridian plane (with y = 0 = py) remain in the plane. We consider rays
which start at the centre of mass (x, z) = (0, 0) between the black holes. The scattering
scenario is one-dimensional: the initial state of the system is characterised by the angle
α made by the momentum two-vector (px, pz) and the positive x-axis. The final state of
the scattering process is described by three distinct possibilities: (i) the photon crosses
the event horizon of the upper black hole; (ii) the photon crosses the event horizon of the
lower black hole; (iii) the photon escapes to spatial infinity.
The initial data (with λ = 0) for this scattering problem are taken to be
t = x = y = z = 0, pt = −1 py = 0, px = U20 cosα, pz = U20 sinα, (4.15)
where α is the initial angle and U0 = U(0, 0, 0) = 1 +
4
d . Taking d = 2 as a default value,
we numerically evolve the null geodesic equations (Hamilton’s equations) with initial data
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Figure 4.1. Set-up of the one-parameter scattering problem and corresponding one-dimensional
exit basins. (a) Rays which emanate from the centre of mass between the black holes with initial
scattering angle α may: (i) escape to spatial infinity; (ii) fall into the lower black hole; (iii) fall into
the upper black hole. (b) One-dimensional exit basin diagram for α ∈ [0, pi2 ]. (c) Magnification of
the exit basin diagram from (b), with α ∈ [0.43, 0.53].
given by (4.15) for 0 ≤ α ≤ pi2 ; we need only consider rays whose initial momentum two-
vector (px, pz) points into the first quadrant (x ≥ 0, z ≥ 0) due to the symmetry of the
scattering problem.
Figure 4.1(a) shows examples of null geodesics emanating from the origin for different
values of the initial angle α. We see that, for α ∼ 0, the photon will escape to spatial
infinity; if α ∼ pi2 , the ray will fall directly into the upper black hole; for intermediate
values of α, the ray may orbit the upper black hole before plunging into the lower black
hole, or it may pass between the black holes before escaping to spatial infinity. Figure
4.1(b) shows the final fate of the photon as a function of α. This is an example of a
one-dimensional exit basin diagram (see Section 2.6.5), which allows us to gain insight
into the nature of scattering by a pair of fixed black holes.
The exit basin diagram presented in Figure 4.1(b) can be thought of as a one-dimensional
binary black hole shadow for an observer located at the centre of mass. For the one-
parameter scattering problem outlined above, the shadow (or exit basin) of the up-
per/lower black hole can be defined formally as
B± = lim
ε→0
{
α ∈ [0, 2pi)
∣∣∣x2(λ;α) + (z(λ;α)− z±)2 ≤ ε, λ ∈ (−∞, 0)} , (4.16)
where (x, z) = (0, z±) is the location of the upper/lower black hole. Here, the notation
x(λ;α) means x(λ) with initial data α specified by (4.15). The binary black hole shadow
is then the union of the two exit basins: BS = B+∪B−. Similarly, the basin corresponding
to spatial infinity can be defined as
B∞ = lim
R→∞
{
α ∈ [0, 2pi)
∣∣∣∣ limλ→−∞ r(λ;α) ≥ R
}
, (4.17)
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where r =
√
x2 + z2 is the radial distance from the origin in the meridian plane. The set
of scattering singularities in the initial data is given by [0, 2pi) \ (BS ∪ B∞).
In Figure 4.1(c), we magnify an interesting region of the exit basin diagram from Figure
4.1(b) which demonstrates rich structure for intermediate scattering angles α ∈ [0.43, 0.53].
Inspecting this figure, it appears that the one-dimensional shadows exhibit intricate detail
on smaller and smaller scales, hinting at self-similarity. In Section 4.5, we will analyse
the trajectories of the planar one-parameter scattering problem in more detail. Then, in
Section 4.6.1, we will then demonstrate that this analysis can be used to understand the
rich structure hinted at in Figure 4.1(c) in greater detail.
4.5 Symbolic dynamics
4.5.1 Chaotic scattering and symbolic dynamics
One way to demonstrate that a system is chaotic is through the use of symbolic dynam-
ics, which provides a succinct description of the dynamics of chaotic systems. Symbolic
dynamics describes the topology of trajectories in phase space, encoding trajectories as
a string of abstract symbols. This method provides a coordinate-invariant method of
characterising chaos, which is of particular importance when studying the dynamics of
general-relativistic systems, due to the general covariance of the theory. Furthermore,
symbolic dynamics can be studied analytically, despite the fact that the equations of mo-
tion are themselves non-integrable.
In the study of chaotic scattering, the subset of the initial data corresponding to
trajectories which asymptote to unstable periodic orbits, denoted by ΩP, is particularly
important. Moreover, the subset of unstable aperiodic orbits ΩA also plays in impor-
tant role. The development of a suitable symbolic code allows one to develop a greater
understanding of the rich structure of the strange repellor ΩR = ΩP ∪ ΩA (see Section
2.6.5).
The aim of this section is to develop a symbolic dynamics for the Majumdar–Papapetrou
di-hole. Rather than give a formal overview of symbolic dynamics, we will instead review
two symbolic codes for the Gaspard–Rice three-disc model [120]. The first symbolic cod-
ing, referred to here as collision dynamics was introduced in [119]; the second, which we
refer to as decision dynamics is an alternative symbolic code which allows a greater un-
derstanding of the ordering of non-escaping orbits in the initial data, i.e., the structure of
the repellor ΩR. We will then turn our attention to the development of collision dynamics
and decision dynamics for the Majumdar–Papapetrou di-hole.
4.5.2 Symbolic dynamics for the Gaspard–Rice system
The canonical example of a chaotic scatterer is the three-disc model proposed by Eckhardt
[119], which has been studied extensively by Gaspard and Rice [120], and others [226,227].
In this two-dimensional system, an incoming particle, whose initial state is characterised
by a pair of initial conditions (i.e., position and momentum), undergoes perfectly elastic
collisions with three fixed hard discs (typically of equal radius and situated at the vertices
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Disc 1
Disc 2 Disc 3
Figure 4.2. Scattering geometry for the Gaspard–Rice three-disc model. A particle undergoes
perfectly elastic scattering with three hard discs, centred on the vertices of an equilateral triangle.
Using collision dynamics, the reference trajectory – which first hits Disc 1, then Disc 3, then Disc
2, before escaping to infinity – can be encoded as the sequence of symbols 132.
of an equilateral triangle) until it escapes to infinity. The set-up is shown in Figure 4.2.
The qualitative features of the system can be understood through the use of symbolic
dynamics. The standard approach is to assign a label from the alphabet A = {1, 2, 3} to
each of the discs. A trajectory is then labelled by a sequence of digits from this alphabet,
each of which records the collision of the particle with the disc of the same label. One must
also impose the requirement that no digit follows itself (i.e., the particle may not collide
with the same disc twice in a row). For example, the sequence 132 labels a trajectory
which first hits Disc 1, then Disc 3, then Disc 2, before escaping from the scattering region
(see Figure 4.2).
In principle, there exist sequences of arbitrary length in this symbolic dynamics rep-
resentation. The set of perpetual non-escaping orbits are encoded by (bi-)infinite se-
quences of digits from A. Formally, these are sequences X which belong to the set
Σ = {X = (Xi)i∈F | Xi ∈ A}, where F = N (F = Z) for infinite (bi-infinite) sequences.
Here, we are mostly concerned with trajectories which start far from the scattering region.
We therefore only consider finite sequences (escaping trajectories) or infinite sequences
(non-escaping trajectories), rather than bi-infinite sequences. An important subset of Σ is
the countable set of (eventually) recurring sequences describing (asymptotically) periodic
orbits; the embedding of this set in Σ is akin to the embedding of Q in R. There also exists
an uncountable set of non-recurring infinite sequences, which describe aperiodic orbits.
There is an alternative approach to labelling the trajectories of the three-disc system.
After each collision with a disc, a trajectory can be continued in three possible ways: the
particle may hit the disc on the left of the current disc (0); it may collide with the disc
on the right (2); or it may escape the scattering region (1). In this scheme, the perpetual
orbits are described by (bi-)infinite sequences which do not contain the digit 1. There is a
natural mapping between the symbolic representation of non-escaping orbits in this picture
and the ternary representation of the middle-thirds Cantor set; this will be discussed in
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more detail in Section 4.6.2.
We distinguish between these two types of symbolic dynamics as follows: the latter ap-
proach is referred to as decision dynamics, whilst the former is termed collision dynamics.
In decision dynamics, repeated neighbouring digits are permitted; this is not the case in
collision dynamics. Moreover, the representation of orbits in decision dynamics provides
natural insight into the structure of the strange repellor ΩR – the subset of initial data
corresponding to the non-escaping perpetual orbits.
The decision dynamics representation using the alphabet {0, 1, 2} is useful for under-
standing the structure of ΩR. However, in open Hamiltonian systems, one is typically
concerned with the escaping trajectories, as well as the non-escaping ones. In the three-
disc model, one may wish to record the exit through which the particle left the scattering
region. We may therefore reformulate our symbolic code to account for this as follows. A
particle which has just collided with a disc may: escape through the exit on the left (0);
collide with the disc on the left (1); escape through the exit opposite (2); collide with the
disc on the right (3); escape through the exit on the right (4).
In this symbolic code, one can describe non-escaping orbits as infinite sequences which
do not contain the digits 0, 2, or 4. A key point is that finite sequences encode families
of trajectories, which correspond to open sets in the initial data. Conversely, infinite
sequences describe unique non-escaping orbits, which correspond to scattering singularities
in the initial data.
4.5.3 Symbolic dynamics for the Majumdar–Papapetrou di-hole
We now turn our attention to a symbolic dynamics representation of null geodesics on the
Majumdar–Papapetrou di-hole spacetime. We develop the symbolic coding by considering
a null geodesic in a congruence which has reached a “decision point”. This is illustrated
in Figure 4.3. The geodesic may follow a path around the opposite black hole in the same
sense (0); around the other black hole in the opposite sense (2); or around the same black
hole in the same sense (4). Moreover, the photon could fall into a black hole (1); or escape
to infinity (3). In order to avoid double-counting, we do not enumerate the possibility
of falling into the “other” black hole; this is accounted for at a previous or subsequent
decision point. The rays which plunge directly into a black hole, or directly escape to
infinity do not generate interesting structure in the exit basins (shadows).
Null rays confined to the meridian plane in the Majumdar–Papapetrou di-hole space-
time can be described using the base-5 symbolic alphabet A = {0, 1, 2, 3, 4}. The non-
escaping orbits – which remain in the strong-field region without plunging into a black
hole or escaping to infinity – are described by infinite sequences of even digits from the
alphabet A, i.e., sequences from the set
ΣR = {X = (Xi)i∈N | Xi ∈ {0, 2, 4}} , (4.18)
The rays which escape the system (by crossing an event horizon or reaching spatial infinity)
are represented by sequences of finite length k ∈ N, whose first k − 1 digits are even, and
which terminate in the digit 1 (absorbed) or 3 (scattered); formally, these are sequences
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Figure 4.3. Schematic diagram of “decision dynamics” – a version of symbolic dynamics – for the
Majumdar–Papapetrou di-hole.
from the set
ΣE =
{
X = (Xi)ki=1 | Xi ∈ {0, 2, 4} , 1 ≤ i ≤ k − 1,Xk ∈ {1, 3} , ∀k ∈ N
}
. (4.19)
Sequences in ΣE (which are of finite length) describe families of orbits, which are given by
open sets in the initial data. (In fact, any sequence of finite length describes a family of
orbits; such a sequence need not belong to ΣE. For example, the sequence 024 represents
the family of trajectories which first make decision 0, then decision 2, then decision 4. The
corresponding initial conditions form a set of finite measure.) Sequences which belong to
ΣR encode unique perpetual orbits, each of which generates a scattering singularity in the
initial data. These constitute the repellor ΩR.
An important subset of the perpetual orbits is the set of periodic orbits. In the decision
dynamics scheme, periodic orbits are represented by repeating sequences from ΣR. For
example, the recurring sequence 0 = 000 · · · corresponds to the periodic orbit which loops
around both black holes; the sequence 2 corresponds to a figure-of-eight orbit; and 4
describes the null geodesic which orbits an individual black hole. These three periodic
orbits, and an additional example, are shown in Figure 4.4. A generic non-escaping orbit
need not be periodic, however. The representation of aperiodic orbits is given by non-
recurring sequences from ΣR.
The encoding of orbits using a base-5 symbolic alphabet provides a natural mapping
between the initial data corresponding to the perpetual orbits and the elements of the
5-adic Cantor set. (This will be discussed in more detail in Section 4.6.)
Cornish and Gibbons [213] provide an alternative symbolic coding for planar unstable
photon orbits in the Majumdar–Papapetrou di-hole spacetime.2 In their approach, a null
2In fact, Cornish and Gibbons [213] analyse a one-parameter family of solutions to the Einstein–
Maxwell–dilaton theories, of which the Majumdar–Papapetrou di-hole geometries are a subfamily. The
authors explore transitions between regular and chaotic motion as the dilaton coupling is varied, and the
integrable Kaluza–Klein limit. The article also contains a discussion of the topological entropy of the
symbolic coding.
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Figure 4.4. Examples of planar periodic null orbits with zero angular momentum pφ. We choose
M± = 1 and d = 2 as default parameter values. In our symbolic code, these orbits are represented
by the recurring sequences (a) 0, (b) 2, (c) 0, and (d) 02. The orbits (a)–(c) are referred to as the
fundamental periodic orbits. Orbit (d) undergoes “dynamical transitions” between orbits (a) and
(b); this is reflected in its symbolic representation. (e) One-dimensional binary black hole shadow.
The vertical lines show the location of the fundamental orbits (a)–(c) in the initial data.
geodesic is described by a sequence of digits from the alphabet {+1, 0,−1} which record
the passage of the geodesic through three “windows” placed on the symmetry axis. The
digits +1, 0, and −1 correspond, respectively, to the intersection of the geodesic with the
open intervals z ∈ (z+,+∞), z ∈ (z−, z+), and z ∈ (−∞, z−). We classify this symbolic
code as an example of collision dynamics (cf. the three-disc model in Section 4.5.2). In this
work, we favour decision dynamics for the Majumdar–Papapetrou di-hole, as it provides
a better description of the structure of the strange repellor ΩR, and it may be used to
describe both the escaping and non-escaping trajectories.
Alonso et al. [218] employ a yet another symbolic code to describe non-escaping orbits
in the meridian plane. The authors use a type of collision dynamics, describing orbits with
symbols from the alphabet {+, ◦,−}, depending on where the ray intersects the symmetry
axis. This choice of symbolic coding is similar to that of Cornish and Gibbons [213].
4.6 Cantor-like structure of the one-dimensional shadow
4.6.1 Ordering of non-escaping orbits in the initial data
The non-escaping orbits are of importance for a number of reasons. Firstly, in a general
open Hamiltonian dynamical system, the non-escaping trajectories correspond to scatter-
ing singularities in the initial data: they form the repellor ΩR (see Section 2.6.5). The
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structure of the strange repellor provides useful information about the dynamics of chaotic
scattering systems. Secondly, in the context of scattering and absorption of null geodesics
by black holes, the perpetual orbits lie on the boundary between the absorbed and scat-
tered rays; that is, they correspond to the boundary of the black hole shadow. In order to
understand the structure of the shadows of a pair of fixed black holes, one must therefore
understand the structure of the perpetual orbits in the associated scattering problem.
We now apply the symbolic code developed in Section 4.5.3 to gain insight into the
ordering and organisation of the non-escaping orbits in the initial data, for the one-
dimensional scattering problem described in Section 4.4. Consider the one-dimensional
shadow (or exit basin diagram) for α ∈ [0, pi2 ], presented in Figure 4.1(b). Note that we
need only consider this restricted domain due to the symmetry of the equal-mass scat-
tering problem. As described in Section 4.4, all rays with α ∼ 0 will escape to infinity,
and rays with α ∼ pi2 will plunge directly into the upper black hole. For intermediate
values of α, we observe interesting structure in the exit basins. In particular, we highlight
three regions of interest; see Figure 4.7(a). Outside of these open intervals, there are no
scattering singularities: all trajectories are either absorbed or scattered by the system.
However, each of these open intervals contains infinitely many scattering singularities.
To the left of the left-hand interval, all trajectories escape to infinity. Between the left
and middle intervals, all rays cross the event horizon of the lower black hole. All initial
conditions which lie between the middle and right-hand intervals correspond to rays which
escape to infinity. Finally, to the right of the right-hand interval, all trajectories fall into
the upper black hole.
Let us consider what happens as one increases the scattering parameter α continuously,
starting from α = 0. It is clear from the exit basin diagram that, for α sufficiently small,
all rays escape to infinity. This is the case until we reach some critical value of α which
corresponds to the first perpetual orbit. This orbit asymptotes to the perpetual orbit
which has symbolic representation 0 in decision dynamics; see Figure 4.4(a).
In a similar manner, let us consider the effect of continuously decreasing α, starting
from α = pi2 . Initially, all trajectories fall into the upper black hole, until we reach a critical
value of α, corresponding to the last perpetual orbit (i.e., the one with the largest value
of α ∈ [0, pi2 ]). This is a periodic orbit, which loops only around the upper black hole. In
decision dynamics, this orbit is represented by the recurring sequence 4; see Figure 4.4(c).
At first sight, it appears from Figure 4.4(e) that the ordering of the perpetual orbits
in the initial data exactly matches the natural ordering of their symbolic representations,
when the latter are interpreted as elements of the unit interval in base-5; however, this is
not the case.
The set of all possible symbolic sequences for planar trajectories is Σ = ΣR ∪ ΣE,
where sequences in ΣR describe non-escaping trajectories, and sequences in ΣE describe
trajectories which fall into a black hole or escape to infinity; see Section 4.5.3. We now
define an ordering function F : Σ → [0, 1], which maps a decision dynamics sequence to
an element of the unit interval, represented in base-5. We demand that the ordering of
elements in im (F ) ⊆ [0, 1] exactly matches the ordering of the scattering singularities in
the initial data; that is, F (X (1)) < F (X (2)) if and only if α(1) < α(2), where X (i) ∈ Σ is
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any sequence and α(i) is its corresponding initial condition.
The ordering function is defined as follows. We first define a parity-reordering operation
P : Σ → Σ, which maps each digit Xi of a sequence X = X1X2X3 · · · ∈ Σ to a digit X˜i of
the sequence P(X ), according to the following procedure which keeps track of parity P .
We begin with P = +1 and consider the sequence X from left to right, examining each
digit Xi in turn, as follows.
(1) Set
X˜i =
Xi, if P = +1;4−Xi, if P = −1. (4.20)
(2) Reverse the parity (P 7→ −P ) if Xi = 2.
(3) Iterate i 7→ i+ 1.
We note that P2(X ) = X , so P is an involution. The parity-reordering operation can
be understood in terms of the geometry of rays: the digit 2 describes a null geodesic
which passes between the black holes, changing the sense of the orbit from clockwise to
anti-clockwise and vice versa. Hence, the ordering of digits in our symbolic code must be
reversed. (It will be convenient to write P(X ) = X˜ to denote parity-reordered sequences.)
Next, we define f : Σ → [0, 1] to be the function which maps a (parity-reordered)
sequence to a real number in the unit interval represented in base-5. We take f(Y) =
0.Y1Y2Y3 · · · , where Y = Y1Y2Y3 · · · ∈ Σ is any (parity-reordered) sequence. Finally, we
take the ordering function to be F (X ) = (f ◦ P)(X ) for all sequences X ∈ Σ.
To illustrate how F acts on sequences in Σ, consider the pair of recurring sequences
X (1) = 20, X (2) = 24. The parity-reordered sequences are P(X (1)) = 2420 and P(X (2)) =
2024. We therefore find F (X (1)) = 0.2420 and F (X (2)) = 0.2024. Since F (X (2)) <
F (X (1)), the perpetual orbit described by the sequence X (2) will precede that represented
by X (1) in the initial data; in other words, α(2) < α(1).
4.6.2 Constructing a Cantor-like set on the initial data
Cantor sets
The middle-thirds Cantor set C is a paradigm of fractal geometry; its complex structure
can be arrived at using a remarkably simple iterative procedure [114]. Starting with the
closed unit interval I = [0, 1], one first removes the open middle-third interval
(
1
3 ,
2
3
)
,
which leaves two closed intervals
[
0, 13
]
and
[
2
3 , 1
]
. At the next step, one removes the open
middle-third of the remaining closed intervals. This is repeated ad infinitum, until one is
left with a set of distinct points of zero Lebesgue measure which were not removed at any
step.
In general, a set Λ is a Cantor set if it is a closed, totally disconnected, and perfect
subset of I [95]. Recall that a set is closed if it contains all of its boundary points; a set is
totally disconnected if it contains no intervals; and a set is perfect if every point in it is a
limit point of other points in the set. Let A be a subset of a topological space X. A point
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p ∈ X is a limit point of A if every open neighbourhood of p contains at least one point
of A which is different from p.
Related Cantor-like sets may be generated by removing multiple intervals at each
step, or by varying the proportionate width of the interval(s) removed. A straightforward
generalisation of the middle-thirds Cantor set is the middle-γ Cantor set (or γ-Cantor set),
denoted Cγ [95, 113, 114]. This can again be constructed iteratively on the unit interval:
at each stage one removes the open middle interval of length γ ∈ (0, 1). Clearly the case
γ = 13 gives rise to the standard middle-thirds Cantor set C.
The middle-thirds Cantor set is an example of a fractal (see Section 2.6.5), a set which
is self-similar under magnification [95]. Consider only those points of the Cantor set which
lie in the left-hand interval
[
0, 13
]
. Magnifying this region by a factor of three, the portion
of the Cantor set in
[
0, 13
]
looks exactly the same as the original set in I. (More formally,
the linear map L(x) = 3x is a homeomorphism from the piece of the Cantor set in
[
0, 13
]
to
the whole Cantor set.) This self-similarity is not restricted to one level of magnification:
enlarging any part of the Cantor set at the kth iteration in its construction by a factor of
3k yields the original set. The γ-Cantor set also exhibits self-similarity.
The fractal structure of the Cantor set (and its complement in the unit interval) can
be understood in more depth by considering the ternary representation of numbers in the
unit interval I. It is well-known that the middle-thirds Cantor set consists of all elements
of I which can be represented in base-3 using only the digits 0 and 2; see Theorem 4.2
of [97], for example. The action of deleting the middle-third interval at the kth iteration is
equivalent to removing from I all elements with a ternary representation whose kth digit
is 1, and whose first k − 1 digits consist only of the digits 0 and 2.
Cantor basins
Consider the iterative process used to generate the γ-Cantor set. One can construct a pair
of basins {Bi | i ∈ {1, 2}}, which we refer to as Cantor basins, from the complement of Cγ
in I as follows. Denote by Jk the union of the 2
k−1 open intervals which are removed from
I at the kth iteration in the construction of Cγ . Now, add the open set Jk to the basin
Bi, where i = 1 (i = 2) if k is odd (even). The basins can then be expressed as an infinite
union of disjoint open sets:
B1 =
∞⋃
l=1
J2l−1, B2 =
∞⋃
l=1
J2l. (4.21)
Clearly, ∂B1 = ∂B2 = Cγ , i.e., the basins Bi share a common boundary, namely the
γ-Cantor set.
It is possible to generalise the procedure outlined above in order to construct an N -
basin set {Bi | i ∈ {1, 2, . . . , N}, N ∈ N}, where ∂B1 = ∂B2 = . . . = ∂BN = Cγ . Again, we
denote by Jk the union of the open intervals removed at the kth step, and we define the
N disjoint basins as
Bi =
⋃
k=i mod N
Jk, i ∈ {1, 2, . . . , N} . (4.22)
The construction of the Cantor basins associated with the middle-thirds Cantor set can
be understood by considering the ternary representation of elements in the unit interval,
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(a) Cantor basins in [0, 1] (b) Magnified Cantor basins in
[
0, 1
3
]
Figure 4.5. Three-colour Cantor basins constructed using the iterative procedure used to generate
the middle-thirds Cantor set. (a) Three basins {B1, B2, B3} on the unit interval, coloured red, green
and blue, respectively. The boundary of the basins is precisely the Cantor set. (b) Magnification
of the basins of (a), showing the interval
[
0, 13
]
. One can clearly see that the basins are self-similar
under this magnification.
which can be viewed as a “symbolic dynamics” for the Cantor set; see Figure 4.1 of [97].
For simplicity, consider the case of two basins {B1, B2}. All points p ∈ I with a ternary
expansion whose first 1 appears in the kth slot will belong to B1 (B2) if k is odd (even).
For example, all points with ternary expansion 0.021 · · · are removed at the third iteration,
so they will belong to B1 (in the case of two basins). The boundary points (contained
in neither basin) are numbers in I whose ternary expansion does not contain the digit
1. (These are precisely the elements of the Cantor set.) In the language of dynamical
systems, the Cantor set (i.e., the boundary of the Cantor basins) is a strange repellor.
In the case of Cantor basins with γ 6= 13 , the symbolic alphabet {0, 1, 2} does not
correspond to the digits in the ternary representation of element of the unit interval;
rather, the digits 0, 1 and 2 represent the left, middle, and right intervals, respectively, at
each step in the construction of the set. For example, the symbolic code 021 (represented in
base-3 by the number 0.201) corresponds to the interval which is arrived at by choosing first
the closed left-hand interval (0); choosing the closed right-hand sub-interval at the next
iteration (2); and finally choosing the open middle sub-interval (1). It is straightforward
to see that, in the case of two basins {B1, B2}, the interval represented by the symbolic
code 021 would belong to basin B1. We emphasise that it is not the case that each element
of the open interval represented by 201 will have a ternary expansion which begins 0.201.
This is only true for γ = 13 .
In Figure 4.5, we plot N = 3 Cantor basins which are generated from the construction
of the canonical middle-thirds Cantor set C on the unit interval [0, 1]. The basins B1,
B2 and B3 are coloured red, green and blue, respectively. From Figure 4.5(a), one can
see that the open middle-third interval
(
1
3 ,
2
3
)
, which is removed at the first step in the
construction of the middle-thirds Cantor set, belongs to be basin B1; the union of the
open middle-third intervals of the two remaining intervals, given by
(
1
9 ,
2
9
)∪(79 , 89), belong
to the basin B2, and so on. The boundary of the three basins is the Cantor set. In Figure
4.5(b), we magnify the Cantor basins of Figure 4.5(a) by a factor of 3, considering the
left-hand interval
[
0, 13
]
. In this magnified figure, the self-similarity of the Cantor basins is
manifest. This magnification process (i.e., zooming in on the closed left-hand interval) is
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Figure 4.6. Schematic diagram which demonstrates the iterative procedure based on “decision
dynamics” used to construct a one-dimensional binary black hole shadow. Beginning with a domain
of the initial data α, one first removes two open intervals, corresponding to decision 1 (capture by
a black hole) and decision 3 (escape to infinity). The open interval corresponding to decision 1
(depicted as a thick black line) constitutes part of the black hole shadow; the interval corresponding
to decision 3 (white) does not lie in the shadow. At the next stage, one iterates on the remaining
closed intervals, which comprise the initial data corresponding to trajectories whose symbolic
representations start with the digit 0, 2 or 4, removing two open intervals at each stage. Iterating
ad infinitum, we are left with an uncountable infinity of distinct points of measure zero, which
correspond to the perpetual orbits.
equivalent to making the “decision” represented by the digit 0: all elements of the interval[
0, 13
]
are represented in symbolic dynamics by sequences whose first digit is 0.
Constructing one-dimensional binary black hole shadows
We may use decision dynamics as a guide to develop a similar iterative process to construct
the one-dimensional shadow on the initial data, defined as BS = B+ ∪ B− in (4.16).
Denote by αX˜ an initial value corresponding to a perpetual orbit, with representation X
in symbolic dynamics, and parity-reordered sequence P(X ) = X˜ (see Section 4.6.1). We
need only consider the “interesting” interval C = [α0, α4], in which all of the perpetual
orbits lie. (Recall that α0 and α4 denote the initial values corresponding to the first
and last non-escaping orbits, respectively.) From C one may remove two open intervals
O1 = (α04, α20) andO3 = (α24, α40), which correspond to null geodesics which immediately
fall into the lower black hole or escape to spatial infinity, respectively. The open interval
O1 forms part of the one-dimensional black hole shadow (O1 ⊂ BS). Similarly, O3 forms
part of the exit basin corresponding to spatial infinity (O3 ⊂ B∞).
We now iterate this procedure on the remaining closed intervals. The process of it-
erating is equivalent to following geodesics which linger in the strong-field region until
they reach the next “decision point”. This iterative procedure is demonstrated using a
schematic diagram, presented in Figure 4.6.
Suppose we have iterated k times, and we are considering the closed interval CX˜ , where
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X˜ = P(X ) is a parity-reordered sequence in decision dynamics of length k, which only
contains even digits from the symbolic alphabet. Iterating involves removing the pair of
open intervals OX˜1 =
(
αX˜04, αX˜20
)
and OX˜3 =
(
αX˜24, αX˜40
)
. (Here, X˜04 represents the
concatenation of the sequences X˜ and 04, for example.) The subset OX˜1 ⊂ BS is added to
the one-dimensional shadow at each stage; the subset OX˜3 ⊂ B∞ is added to the exit basin
corresponding to spatial infinity. We note at this stage that OX˜1 and OX˜3 are the open
intervals in initial data α which correspond to the set of null geodesics which go through
the decision dynamics sequence X , before falling into a black hole, or escaping to infinity,
respectively. In the former case, one can determine the black hole into which the photon
plunges as follows: count the number of digits n in the sequence X that are not equal to
4; if n is even (odd), the geodesic falls into the lower (upper) black hole.
Having iterated k times, we have partitioned C into 3k − 1 open intervals
{{O1, O3}, {O01, O03, O21, O23, O41, O43}, . . .} , (4.23)
which correspond to geodesics which make at most k − 1 decisions (represented by even
digits in decision dynamics), before falling into a black hole or escaping to spatial infinity;
and 3k closed intervals
{C, {C0, C2, C4}, {C00, C02, C04, C20, C22, C24, C40, C42, C44}, . . .} , (4.24)
which are made up of initial conditions corresponding to rays which linger in the strong-
field region long enough to make k decisions, but whose ultimate fate has not yet been
determined at this level of precision. (Here, C can be thought of as the set of all initial
data corresponding to geodesics which are yet to go through a decision sequence, i.e., those
which have been through an empty sequence.)
In the limit k →∞, one is left with an infinite number of closed sets of zero measure
whose union is isomorphic to the 5-adic Cantor set; and an infinite number of open sets
whose union is isomorphic to the complement of the 5-adic Cantor set in the unit interval.
The binary black hole shadow is then the disjoint union of open subsets OX˜1, i.e., the set
BS =
⋃
X∈Σˆ
OX˜1, (4.25)
where Σˆ is the set of all decision dynamics sequences X of arbitrary length, which do not
contain the digits 1 or 3.
At each stage of the iterative procedure outlined above, the length of the open intervals
OX˜1 and OX˜3 as a proportion of the closed interval CX˜ from which they are removed will
depend on the entire history of the geodesic; and, thus, on all preceding digits (decisions)
in the trajectory’s symbolic representation X . In practice, the length will depend most
strongly on the most recent decision taken; the dependence on previous decisions will be
exponentially suppressed. We anticipate that the structure of the one-dimensional shadow
will be self-similar; this will be demonstrated in Section 4.6.3.
4.6.3 Demonstrating self-similarity in the one-dimensional shadow
We now use our symbolic code as a guide to understand the fractal properties – namely
self-similarity – of the one-dimensional shadow. In Figure 4.7(a), we present the one-
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dimensional binary black hole shadow (i.e., exit basin diagram) for the scattering problem
introduced in Section 4.4; see Figure 4.1(a) for the set-up of the problem. It is clear
from Figure 4.7(a) that there are three open intervals of interest on the left (L), in the
centre (C) and on the right (R). To the left of the first open interval (L), all rays escape
to infinity. In between the first and second of these open intervals (L and C), all rays
plunge directly into the lower black hole. All rays with initial data taken from the closed
interval between the second and third open intervals (C and R) escape to infinity. Finally,
all initial conditions to the right of the third open interval (R) plunge directly into the
upper black hole. The highlighted intervals possess rich fractal structure. Here, we shall
demonstrate that the shadow is self-similar, by magnifying each of these open intervals
successively.
First, consider the leftmost open interval (L) highlighted in Figure 4.7(a). Magnifying
this open interval yields Figure 4.7(b). This magnification procedure is equivalent to
making the decision 0 in symbolic dynamics: all rays with initial data in this open set
travel around the opposite black hole in the same sense. We see that the magnified exit
basin diagram is qualitatively similar to its “parent”, shown in Figure 4.7(a). In fact, this
image is identical, but the rays which plunge into the upper and lower black holes have
been interchanged. We may continue in this fashion, magnifying the leftmost open interval
(i.e., repeatedly making the decision 0). This yields Figures 4.7(e) and 4.7(h). Each time
we magnify the left-hand interval, we obtain a new self-similar exit basin diagram but
with the basins corresponding to the upper/lower black holes exchanged.
Next, we magnify the central interval (C) of the parent exit basin diagram, shown in
Figure 4.7(a). This is equivalent to repeatedly making the decision 2 in symbolic dynamics.
The resulting exit basin diagrams are shown in Figures 4.7(c), 4.7(f) and 4.7(i). We observe
that, with each magnification, the trajectories which plunge into the upper and lower black
holes are reversed (as with decision 0). Moreover, the exit basin diagram is reflected in α
about the centre of the open interval, because making the decision 2 reverses the sense of
the orbit. This is equivalent to reversing the parity (P 7→ −P ) in the parity-reordering
operation P (see Section 4.6.2).
Finally, we magnify the right-hand interval (R) of Figure 4.7(a), which is equivalent
to making the decision 4. This yields Figures 4.7(d), 4.7(g) and 4.7(j). In this case, each
magnified exit basin diagram looks the same as the parent exit basin diagram.
In Figure 4.7, we have repeatedly made the same decision (either 0, 2 or 4) at each
stage. This process yields a particular class of self-similar exit basin diagrams, in which
the proportion of the intervals corresponding to each decision are similar at each level of
magnification. One could instead make different decisions at each stage. In this case, the
resulting exit basins would again be self-similar, but the relative proportions of the intervals
would depend principally on the previous digit in the decision dynamics representation of
the trajectory.
We remark that the one-dimensional shadows of Figure 4.7 are qualitatively similar to
the three-colour Cantor basins of Figure 4.5. In the construction of the Cantor basins, we
remove one open interval from the remaining closed intervals at each step; in the construc-
tion of the one-dimensional binary black hole shadows, we remove two open intervals each
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(d) 0.49419 ≤ α ≤ 0.49505 (R)
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(f) 0.4869264 ≤ α ≤ 0.4869332 (CC)
0.494849 0.494853 0.494856
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(g) 0.4948485 ≤ α ≤ 0.494857 (RR)
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BH1
BH2
(h) 0.450016 ≤ α ≤ 0.450042 (LLL)
0.486931339 0.486931345 0.486931351
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(i) 0.486931336 ≤ α ≤ 0.486931354 (CCC)
0.494855064 0.494855095 0.494855127
BH1
BH2
(j) 0.49485505 ≤ α ≤ 0.49485514 (RRR)
Figure 4.7. One-dimensional exit basins (shadows) for the equal-mass Majumdar–Papapetrou di-
hole, with coordinate separation parameter d = 2M . (a) There are three regions of interest on the
left (L), in the centre (C), and on the right (R), highlighted in pink, cyan, and yellow, respectively.
The exit basin diagrams (b)–(j) are obtained by successively magnifying the left (L), central (C),
or right (R) intervals of the “parent” exit basin diagram (a).
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time we iterate. As we have seen, in both cases, the iterative procedure and the resulting
self-similar basins can be understood through the use of decision dynamics.
4.6.4 The strange repellor and chaotic scattering
For a general dynamical system which evolves in time t, the set of unstable (kinematically
unbounded) trajectories which remain confined to the scattering region as t→∞ consti-
tutes the repellor ΩR [120]; see Section 2.6.5. For example, consider the two-disc scatterer.
In this model, ΩR consists of a unique trajectory, which forever bounces between the two
discs, along the straight line connecting their centres. All other trajectories scatter off the
discs before reaching spatial infinity. The two-disc model exhibits regular dynamics, and
the Kolmogorov–Sinai entropy is zero. The repellor ΩR consists of a unique scattering
singularity: the repellor is therefore regular.
We recall Eckhardt’s definition [119] of chaotic scattering (as stated in Section 2.6.5):
scattering in a Hamiltonian system is irregular or chaotic if there exists, on some manifold
of initial data, an infinity of distinct scattering singularities of measure zero which are
typically arranged into a fractal set.
In contrast to the (regular) two-disc system, the repellor for the Gaspard–Rice three-
disc system (see Section 4.5.2) forms a Cantor-like set: an uncountably infinite fractal set
[121]. We recall that, in such cases, the repellor is called irregular (or strange). According
to Eckhardt’s definition, the three-disc system therefore exhibits chaotic scattering.
In this chapter, we have demonstrated that a strange repellor ΩR exists for planar
null geodesics on the Majumdar–Papapetrou di-hole spacetime. Moreover, the arguments
presented Sections 4.6.1–4.6.3 demonstrate that ΩR is a Cantor-like set. We conclude
therefore that the scattering of null rays on the Majumdar–Papapetrou di-hole spacetime
is a natural exemplar of chaotic scattering: there exists a Cantor-like set of scattering
singularities, corresponding to the perpetual orbits.
4.6.5 Measures of chaos
Gaspard and Rice [120] characterise the strange repellor ΩR, and the natural measure it
supports, using quantities such as Lyapunov exponents, the Kolmogorov–Sinai entropy per
unit time, the Hausdorff dimension, the information dimension, the escape rate and the
time-delay function. For scattering processes in general relativity, one must use such mea-
sures of chaos with caution: many of the quantities listed here are coordinate-dependent.
Here, we use the time-delay function to characterise the strange repellor ΩR in the
Majumdar–Papapetrou di-hole scattering problem. The time-delay T (α), shown in Figure
4.8, is defined as the coordinate time t taken by a null geodesic with initial data given by
(4.15) to reach some large fixed radius rmax  1. It should be noted that T (α) is undefined
for rays which fall into a black hole horizon, because Killing time t diverges for orbits
which approach an event horizon. The time-delay T (α) also diverges as one approaches a
scattering singularity in the initial data. This is not because it approaches a horizon, but
because it asymptotes towards a perpetual orbit which lingers in the scattering region as
t→∞. The time-delay function inherits the Cantor-like structure of the one-dimensional
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Figure 4.8. (a) Time-delay function T (α) for scattering by the equal-mass Majumdar–Papapetrou
di-hole with initial data α. (The parameters are taken to be M± = M = 1, d = 2M .) The
time-delay is defined to be the Killing time t taken for a null ray starting at the centre of mass to
escape to a large radius. The function is undefined for rays which approach a black hole horizon;
T (α) → ∞ in the approach to a scattering singularity. The time-delay function inherits the self-
similar Cantor-like structure of the strange repellor. (b) Magnification of T (α) which highlights
the self-similarity.
shadow, due to the distribution of the scattering singularities in the initial data; this self-
similarity can be seen in Figure 4.8(b), in which we magnify a domain of the time-delay
function presented in Figure 4.8(a). The time-delay function is thus qualitatively similar
to that used by Gaspard and Rice to characterise the strange repellor of the three-disc
model (see Figure 2 of [120]).
In addition to the time-delay function, which we use here as a diagnostic for chaotic
scattering, one could employ other measures to characterise the chaotic motion of (timelike
and null) geodesics in the Majumdar–Papapetrou di-hole system, and related spacetimes.
Here, we present a brief account of some important contributions to this area.
Dettmann et al. [210, 211] investigate the phase space for trajectories of charged test
particles with arbitrary values of the energy and angular momentum, extending on the
work of Contopoulos [140,141]. In particular, the authors analyse exit basins for a scatter-
ing problem in the meridian plane similar to that set up in Section 4.4. They demonstrate
that the boundary of the exit basins corresponding to the two black holes scales as a
fractal in a diffeomorphism-invariant manner, by calculating the box-counting dimension
of the boundary numerically. Moreover, the authors find that chaotic motion of complete
timelike geodesics (i.e., those which do not plunge into a black hole) is well-described by
Lyapunov exponents.
Cornish and Gibbons [213] also study geodesic motion in the field of two fixed centres
(black holes) described by a family of Einstein–Maxwell–dilaton theories, which includes
the Majumdar–Papapetrou di-hole (Einstein–Maxwell two-centre problem) as a special
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case. The authors favour invariant methods, such as exit basins, fractal dimensions and
topological entropies, over non-invariant methods, such as Lyapunov exponents and metric
entropy. It is argued that geodesics will be chaotic if there exists a chaotic invariant set of
orbits, i.e., a strange repellor (see Section 4.6.4). This set is understood as the boundary
between different outcomes of the scattering problem, and the authors compute the exit
basins of a scattering problem in the meridian plane, similar to this work (Section 4.4)
and Dettmann et al. [210, 211]. Intriguingly, the results of [213] suggest that there is a
transition between regular and chaotic geodesic motion as the dilaton coupling is varied.
As described in Section 4.5.3, Cornish and Gibbons develop a symbolic code (“collision
dynamics”) to describe the chaotic motion of null rays in the meridian plane of the two-
centre Einstein–Maxwell–dilaton problem.
The numerical analysis performed by Contopoulos and others (described above) demon-
strates that the motion of null geodesics on the Majumdar–Papapetrou di-hole spacetime
is chaotic. Yurtsever [209] performs a geometrical analysis of the null geodesic flow on the
Majumdar–Papapetrou spacetime, by reducing the problem to that of geodesic motion
on a negatively curved Riemannian manifold. (Heuristically, the negative curvature is re-
sponsible for exponential divergence of trajectories in the geodesic flow – a key ingredient
for chaotic motion.) The author then presents a precise formulation of chaotic motion
in terms of the chaotic invariant set, before proving that the null geodesic flow of the
two-centre Majumdar–Papapetrou problem satisfies this definition of chaos.
More recently, a study of the escape dynamics of photons from the field of two fixed
extremal Reissner–Nordstro¨m black holes has been carried out by Alonso et al. [218].
Considering a scattering problem in the meridian plane (i.e., photons with pφ = 0), the
authors identify the non-escaping periodic orbits which play a key role in the escape
dynamics of photons from the two centres. In addition, Alonso et al. describe these orbits
using a symbolic code similar to that of Cornish and Gibbons, and calculate characteristic
quantities of chaos including the mean Lyapunov exponent of the repellor, the escape rate,
the Kolmogorov–Sinai entropy, the topological entropy, the Hausdorff dimension, and the
partial information dimension.
4.7 Non-planar geodesics and two-dimensional shadows
4.7.1 Non-planar rays
We now turn to non-planar motion around the two black holes, which is governed by
the Hamiltonian (4.11), with a non-zero conserved azimuthal angular momentum pφ. As
in the case of scattering in the meridian plane (Section 4.4), it is beneficial to consider
the fundamental perpetual null orbits (see Figure 4.4). Where two or more distinct but
“dynamically connected” fundamental orbits exist, we anticipate chaotic scattering, and
thus a Cantor-like set of scattering singularities in initial data. In this section, we shall
demonstrate that this is not the only possibility when considering rays with pφ 6= 0.
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Figure 4.9. Examples of non-planar periodic null orbits with non-zero angular momentum pφ,
shown in R3. We choose M± = 1, d = 2 and pφ = 1 as default values. (a)–(c) Fundamental
periodic orbits with symbolic representations (a) 0, (b) 2, and (c) 4. (d) A periodic orbit which
transitions between two fundamental orbits. This orbit has symbolic representation 02 in decision
dynamics. These are the non-planar versions of the fundamental orbits of Figure 4.4.
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Figure 4.10. The non-planar periodic null orbits with non-zero angular momentum pφ of Figure
4.9, projected onto the (ρ, z)-plane. (a)–(c) Fundamental orbits described by the decision dynamics
sequences (a) 0, (b) 2, and (c) 4. (d) A ray which transitions between the 0- and 2-orbits, repre-
sented by the decision dynamics sequence 02. The grey curve is the contour h(ρ, z) = pφ. Orbits
(a)–(c) touch the contour in such a way that the two-momentum is orthogonal to the contour;
orbit (d) does not touch the contour.
Fundamental orbits with non-zero angular momentum
Figure 4.9 shows a selection of non-escaping orbits on the Cartesian (x, y, z)-axes in R3 for
a non-zero value of the azimuthal angular momentum pφ. (The parameters are chosen to
be M± = M = 1, d = 2 and pφ = 1.) Figures 4.9(a)–4.9(c) show the non-planar versions of
the fundamental orbits of Figure 4.4, which are described by decision dynamics sequences
(a) 0, (b) 2 and (c) 4. Figure 4.9(d) shows an example of an orbit which transitions
between the fundamental orbits 0 and 2; its representation in decision dynamics is 02; see
Figure 4.4(d). This case indicates that transitions between the three fundamental null
orbits are still possible, despite the motion being non-planar.
In Figure 4.10, we show the orbits of Figure 4.9, projected onto the (ρ, z)-plane. Clearly,
the orbits are periodic in the (ρ, z)-plane; however, it is clear from Figure 4.9 that the
non-commensurate motion in φ means that the geodesics are not closed (in general) in
three dimensions: the rays of Figures 4.9(a) and 4.9(d) trace out two-surfaces in R3. (We
only show part of the orbit for clarity.)
Analysis of the effective potential
In Section 4.3.2, we introduced the effective potential (or height function) h(ρ, z) = ρU2,
which allowed us to express the geodesic potential V (ρ, z; pφ) in a convenient factorised
form. A straightforward rearrangement of the null condition H = 0, with Hamiltonian
(4.11), yields the energy equation,
pρ
2 + pz
2 =
1
ρ2
(
h+ pφ
) (
h− pφ
)
. (4.26)
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Figure 4.11. Fundamental photon orbits for the Majumdar–Papapetrou binary di-hole with coor-
dinate separation d = 2M , projected onto the (ρ, z)-plane. (a) All three fundamental orbits exist,
and are dynamically connected. (b) The outer orbits move closer together until they merge. (c)
Only the inner pair of fundamental orbits exist. (d) The inner fundamental orbits exist up to
pφ = pφ
∗, the value of the azimuthal angular momentum for the (unstable) non-planar circular
photon orbits of constant ρ and z. In each case, the contour h(ρ, z) = pφ is shown as a grey curve.
Restricting our attention to pφ ≥ 0, the effective potential h (which is clearly non-negative)
determines the sign of the right-hand side of (4.26) via the factor (h−pφ). The solutions to
the equation h(ρ, z) = pφ (i.e., the contours of h) are curves in the (ρ, z)-plane on which a
ray may be instantaneously at rest, due to the fact that pρ = 0 = pz (and thus ρ˙ = 0 = z˙)
by the energy equation (4.26). For a given value of the azimuthal angular momentum pφ,
the positivity of the left-hand side of (4.26) indicates that the contour h = pφ demarcates
a forbidden region (corresponding to h < pφ) which the ray cannot access. The subset of
the (ρ, z)-plane defined by the inequality h ≥ pφ is referred to as the allowed region. For a
ray with pφ > 0, the forbidden region typically includes the whole symmetry axis (z-axis),
with the possible exception of the black hole horizons, which are located at z = z±.
Consider a ray with angular momentum pφ. Let Γ denote the contour h = pφ in the
(ρ, z)-plane. If the ray “touches” the contour, then ρ˙ = 0 = z˙ (and thus pρ = 0 = pz),
instantaneously. Hamilton’s equations for the momenta conjugate to ρ and z are
p˙ρ
∣∣
Γ
=
pφ
ρ2
h,ρ
∣∣∣∣
Γ
, p˙z|Γ =
pφ
ρ2
h,z
∣∣∣∣
Γ
, (4.27)
where we have used the fact that h|Γ = pφ. As a result, rays which touch the contour Γ
must have a two-momentum (p˙ρ, p˙z) which is parallel to the two-vector ∇h, where ∇ =(
∂ρ , ∂z
)
denotes a two-gradient operator. The vector∇h is clearly normal to the curve h =
pφ in the (ρ, z)-plane: rays which touch the contour Γ do so in a way which is orthogonal
to Γ. This can be seen in Figures 4.10(a)–4.10(c), in which the three fundamental orbits
touch the contour h = pφ orthogonally. Note that the ray in Figure 4.10(d) does not quite
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touch the contour.
In Figure 4.11, we show the effect of varying pφ on the contours of h and the fundamen-
tal orbits, for an equal-mass di-hole with separation parameter d = 2. As pφ is increased,
the fundamental orbits with symbolic representations 0 and 2 move closer together. When
a critical value pφ = pˆφ is reached (pˆφ ≈ 5.09 for d = 2), the 0- and 2-orbits coincide (as
shown in Figure 4.11(b) for d = 2). For pφ > pˆφ, these two fundamental orbits cease to
exist (as in Figure 4.11(c), for example). The fundamental orbits with decision dynamics
representation 4 (light-rings around the individual black holes) persist until the contour
“pinches off” at pφ = pφ
∗ (pφ
∗ ≈ 5.92214 for d = 2), as shown in Figure 4.11(d). The black
holes are inaccessible to a ray incident from infinity with pφ > pφ
∗. (Note that pˆφ < pφ
∗
for d = 2.)
Fixed points of the effective potential
It is clear from Figure 4.12 that the morphology of the contours of h depends on the sepa-
ration between the centres d. For widely separated black holes, the Majumdar–Papapetrou
di-hole system effectively behaves like a pair of isolated extremal Reissner–Nordstro¨m black
holes, as shown in Figure 4.12(a). On the other hand, for a tightly bound di-hole, the
system effectively resembles a single distorted black hole, as can be inferred from Figure
4.12(b). In order to better understand the system’s dependence on d, let us consider the
fixed points of h and its critical contours, i.e., those which pass through the fixed points.
In Appendix B, we present a classification of the stationary points of the effective
potential h both in and out of the equatorial plane. Here, we aim to deepen our under-
standing of the system by considering the equatorial fixed points of h, i.e., those which
lie in the plane z = 0. (This can be achieved by considering the one-dimensional effective
potential hˆ = h(ρ, 0) = 1 + 2R , where R
2 = ρ2 + d
2
4 .) First, define the critical values of the
separation parameter
d1 =
√
16
27
M, d2 =
√
32
27
M. (4.28)
Using the method presented in Appendix B, we find that, for d > d2, h has no stationary
points in the equatorial plane. In the case d = d2, there is a “cusp” in the equatorial plane
at ρ =
√
5
2 d2, which corresponds to a point of inflection in the ρ-direction and a maximum
in the z-direction. For separations in the range d1 < d < d2, h admits two equatorial
fixed points: a saddle point at ρ = ρ+, and a maximum at ρ = ρ−, where ρ+ > ρ− > d√2 .
For d ≤ d1, h has a pair of equatorial saddle points at ρ = ρ±, where ρ− < d√2 < ρ+. In
addition, we find that non-planar saddle points of h are permitted, provided that d > d1.
In Figure 4.13, we show the fixed points and critical contours of the height function
h(ρ, z) = ρU2 for a selection of values of the separation parameter d. The case d = M ,
shown in Figure 4.13(b), is special: h has three saddle points (one of which is in the
equatorial plane), which are all connected by the same contour. This contour encloses a
maximum of h. Remarkably, it is possible to find closed-form expressions for the stationary
points and critical contours in terms of the golden ratio ϕ = 12
(
1 +
√
5
)
. The maximum is
located at ρ(1) =
√
3
2 M , with pφ
(1) = 9
√
3
2 M . There are three saddles at ρ(2) =
1
25
1/4ϕ3/2M ,
z = 0 and ρ(3) =
1
25
1/4ϕ−1/2M , ±z(3) = ±M2ϕ . It is straightforward to check that all
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Figure 4.12. Contours of the effective potential h(ρ, z) = ρU2 for (a) d = 12M , and (b) d = 2M .
We highlight three typical cases: pφ
A [red], pφ
B [blue], pφ
C [green], where pφ
A > pφ
B > pφ
C .
Rays incident from infinity with pφ = pφ
A are forbidden from accessing the black holes by angular
momentum; rays with pφ = pφ
B or pφ = pφ
C are permitted to plunge into either black hole. For
pφ = pφ
B , the ray would have to pass through a narrow channel demarcated by the contour.
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Figure 4.13. Critical contours and fixed points of the effective potential h(ρ, z) = ρU2 for a
range of values of the coordinate separation d, in the equal-mass Majumdar–Papapetrou di-hole
spacetime. (a) For dM ≤
√
16
27 , h has two saddle points in the equatorial (z = 0) plane. (b) For√
16
27 <
d
M <
√
32
27 , h has one equatorial saddle point and a pair of non-equatorial saddles; h also
possesses a maximum in the equatorial plane. Stable bounded photon orbits are permitted in this
regime. (c) For dM =
√
32
27 , there are two non-planar saddles and a “cusp” in the equatorial plane
(marginal case). (d) For dM >
√
32
27 , h admits two saddle points out of the equatorial plane.
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Figure 4.14. Examples of rays in the “pocket” for and equal-mass Majumdar–Papapetrou di-hole
with d = M . (a) A bounded null geodesic with pφ = 7.7 > pφ
∗, shown on the (x, y, z)-axes in
R3. (b) Projection of the orbit in (a) onto the (ρ, z)-plane [dark blue], with the energy contour
h(ρ, z) = pφ [dark grey]. (c) Null geodesics with pφ = 7.68 < pφ
∗ in the “pocket” with three
narrow escape channels leading to the black holes and to infinity. These initially neighbouring rays
end up in different final states.
three saddle points are connected by the contour h = pφ
(2) = pφ
(3) = 125
5/4ϕ3/2M . (See
Appendix B for the derivation of these results.)
The saddle points of h, which correspond to unstable circular photon orbits of constant
ρ and z, can be viewed as unstable “Lagrange points” for null geodesics in the Majumdar–
Papapetrou di-hole system. Perturbing pφ slightly from the value corresponding to a
saddle point has the effect of opening a narrow channel, demarcated by neighbouring
contours, in the vicinity of the saddle point. Hence, where there exist saddle points, there
also exist neighbouring contours on either side of the saddle which are almost parallel
to one another. Because null geodesics “touch” the contour orthogonally, we find that
generic periodic unstable null orbits which “bounce” between the neighbouring parts of
the contour will occur in these cases. These unstable orbits are born from perturbing the
unstable “Lagrange points”. Comparing Figures 4.11(c) and 4.11(d), we see that the 4
fundamental orbits are born from the non-equatorial saddle points in the case d = 2M .
Bounded null geodesics
The existence of a maximum of the effective potential h in the regime d1 < d < d2 implies
the existence of bounded null geodesics. These are confined to a compact subregion of the
(ρ, z)-plane. Using the relationship between the geodesic potential V (ρ, z) and the effective
potential h(ρ, z) given in (4.11), one can show that a local maximum of h corresponds
to a local minimum of the potential V ; hence, the circular orbit of constant ρ and z
corresponding to the maximum of h is stable. The existence and phenomenology of stable
null geodesics will be explored in the context of stationary axisymmetric electrovacuum
spacetimes in Chapter 6.
Figure 4.14 shows an example of a bounded null geodesic for a di-hole with d = M .
In Figure 4.14(a), we show the orbit in R3 on a set of Cartesian axes; the orbit is clearly
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confined to a toroidal region around the two black holes. Figure 4.14(b) shows the orbit’s
projection onto the (ρ, z)-plane and the corresponding contour h = pφ; the periodicity of
the orbit is manifest.
Decreasing pφ from pφ
∗, it is possible to construct a “pocket” in the (ρ, z)-plane which
connects the scattering region to the two black holes and to spatial infinity via three narrow
channels; see Figure 4.14(c). The pocket and the escape channels are demarcated by the
contour h = pφ
∗ −∆pφ, where ∆pφ & 0 is a small perturbation. As ∆pφ → 0, the width
of the escapes goes to zero. In Figure 4.14(c), we show three initially neighbouring rays
which begin in the “pocket” (inside the scattering region), but which end up in different
final states.
4.7.2 Binary black hole shadows
Ray-tracing set-up and numerical method
In the section, we revisit the definition of a black hole shadow (see Section 3.3.4). Bohn et
al. [190] employ a ray-tracing approach, and define a shadow as “a region of the [observer’s]
image where geodesics are traced backwards in time from the camera to the black hole”.
The camera provides a natural one-to-one correspondence between a “pixel” on a two-
dimensional black hole shadow image and a null geodesic.
Our primary aim is to study the structure of binary black hole shadows for the
Majumdar–Papapetrou di-hole geometry. To realise the black hole shadows, we trace
rays which pass orthogonally through a planar surface (the image plane) with centre
(x, y, z) = (x0, 0, z0) in Cartesian coordinates, where r0 =
√
x20 + z
2
0 is the distance from
the centre of the surface to the origin (taken to be the centre of mass). In our computa-
tions, we typically take r0 = 50M . The angle of incidence θ is defined via the equations
sin θ = x0r0 , cos θ = − z0r0 ; that is, θ is measured with respect to the negative z-axis in the
anti-clockwise sense.
The observer’s two-dimensional image plane is labelled by a local system of Cartesian-
type coordinates (X,Y ). We determine whether the point (X,Y ) is in the shadow by
integrating Hamilton’s equations backwards in time, taking as initial data
x(0) = x0 +X cos θ, y(0) = Y, z(0) = z0 −X sin θ, (4.29)
px(0) = −U20 sin θ, py(0) = 0, pz(0) = U20 cos θ, (4.30)
where U0 = U(x, y, z)|λ=0. If the ray approaches a black hole horizon, then the point
(X,Y ) is assumed to be in the shadow. If the ray approaches spatial infinity, then the
point (X,Y ) is in the non-shadow region.
As described in Section 4.3.3, geodesic motion on the Majumdar–Papapetrou di-hole
spacetime is non-integrable. We therefore resort to numerical methods to evolve the equa-
tions of motion. In particular, we perform ray-tracing by numerically evolving Hamilton’s
equations subject to the initial data (4.29)–(4.30). This is achieved by employing Mathe-
matica’s NDSolve function.
In practice, the shadow is realised using a finite-resolution grid of pixels on the image
plane. A pixel is defined to be a square region of the image plane with side length
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L and centre (X,Y ). The pixel with midpoint (X,Y ) is in the black hole shadow if
and only if the null geodesic with initial data given by (4.29)–(4.30) approaches a black
hole horizon. Practically, this involves implementing one of two halting conditions. Our
numerical integration is stopped when either
x2(λ) + y2(λ) + (z(λ)− z±)2 ≤ ε, 0 < ε 1; (4.31)
or when
x2(λ) + y2(λ) + z2(λ) > r0. (4.32)
The former case indicates absorption by the black hole with horizon at z = z±; the latter
case indicates scattering.
In the approach outline above, the image plane defines a set of local observers at each
point (X,Y ). With a change of emphasis, one can instead define a black hole shadow with
respect to a single observer, by performing ray-tracing from a single point in spacetime,
varying the initial elevation and azimuth of the ray’s two-momentum. The two definitions
are essentially equivalent as r0 →∞.
Gallery of two-dimensional shadows
In Figure 4.15, we present a gallery of two-dimensional binary black hole shadows cast
by the equal-mass (M± = M = 1) Majumdar–Papapetrou di-hole system with coordinate
separation d = 2, for a selection of values of the angle of incidence θ. The shadows are
realised by using the ray-tracing approach described above. Pixels which belong to the
shadow of the upper (lower) black hole are coloured green (purple); those which correspond
to spatial infinity are coloured white. We observe that, as anticipated from the simulations
by Bohn et al. [190], the binary shadow is not simply the superposition of two singleton
black hole shadows. Rather, each black hole has a primary shadow – either topologically
equivalent to a disc or an annulus – surrounded by a hierarchy of disconnected subsidiary
components.
Let us consider the effect of increasing θ in Figure 4.15. For 0◦ ≤ θ ≤ 40◦, the
shadow is distorted but remains qualitatively similar to the θ = 0◦ case. When θ ∼
50◦, we clearly see eyebrow-like features [190] for the first time: the secondary annular
shadow corresponding to the lower black hole (depicted in purple) has fragmented into two
disconnected arc-like components, as shown in Figure 4.15(f). When we reach θ ∼ 70◦, the
primary annular shadow corresponding to the upper black hole (plotted in green) splits
into two disconnected components – one of which forms the primary globular shadow; the
other forms a secondary eyebrow – as shown in Figure 4.15(h).
When θ = 90◦, the observer has a “side-on” view of the black holes. In this case, we
observe two primary shadows of equal size and shape. The primary shadow is surrounded
by a hierarchy of self-similar eyebrows, which have a Cantor-like structure. This case was
shown in Figure 3(b) of [217] and Figure 2 of [199].
One could form a “flip book” animation using Figures 4.15(a)–4.15(j). This would
mimic the effect of an observer passing by a pair of fixed black holes; or a static observer
viewing a pair of rigidly rotating black holes.
102 Binary black hole shadows and chaotic scattering
(a) θ = 0◦ (b) θ = 10◦ (c) θ = 20◦ (d) θ = 30◦ (e) θ = 40◦
(f) θ = 50◦ (g) θ = 60◦ (h) θ = 70◦ (i) θ = 80◦ (j) θ = 90◦
Figure 4.15. Gallery of two-dimensional binary black hole shadows for the equal-mass (M± = M)
Majumdar–Papapetrou di-hole with coordinate separation d = 2M . Initial conditions correspond-
ing to rays which plunge into the upper (lower) black hole are presented in green (purple).
On-axis case
Let us consider the θ = 0◦ case, shown in Figure 4.15(a), in more detail. This depicts the
Majumdar–Papapetrou di-hole shadow as seen by an observer located on the symmetry
axis. Figure 4.16(a) shows a one-parameter scattering problem, in which rays are fired
towards the black holes from infinity, initially parallel to the symmetry axis, with impact
parameter b. In Figure 4.16(b), we show the two-dimensional shadow in the image plane.
By symmetry, this shadow may be constructed from the “area of revolution” of the one-
dimensional shadow of Figure 4.16(c), which depicts the fate of the rays as a function of
the impact parameter b, which is the perpendicular distance from the initial position of
the ray to the symmetry axis.
Let us analyse the crude features of the shadow as b is increased from zero. For b ∼ 0,
all rays plunge directly into the lower black hole. Such rays are responsible for the primary
disc-shaped shadow of the lower black hole, depicted in purple. Then, there is an interval
in initial data corresponding to rays which pass between the two black holes and escape to
infinity. These rays correspond to the “gap” between the primary shadows. Then, there
is an open interval in b corresponding to rays which plunge directly into the upper black
hole. This open interval in initial data corresponds to the primary annular shadow of the
upper black hole, shown in green. Finally, for sufficiently large values of b, all rays escape
to infinity.
This crude analysis overlooks the self-similar features of the on-axis shadow. A more
careful analysis may be performed with the aid of symbolic dynamics, introduced in Section
4.5.3. The outer edge of the primary shadow of the lower black hole (i.e., the purple disc
in the centre of the image) corresponds to the fundamental orbit with decision dynamics
representation 4. Similarly, the outer edge of the shadow corresponds to the fundamental
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Figure 4.16. On-axis shadow and the impact parameter. (a) Null rays on an initial data surface
labelled by the impact parameter b. (b) Two-dimensional shadow viewed by an observer on the
symmetry axis. (c) One-dimensional shadow for rays with impact parameter b. Rays can (i) fall
directly into the lower black hole [purple]; (ii) plunge directly into the upper black hole [green];
(iii) escape to infinity [grey/white]. In between these possibilities, we observe rich dynamics which
results in self-similar shadows.
orbit which is represented in decision dynamics by the sequence 0. As described in Section
4.6, there exists an uncountable infinity of impact parameters bX which correspond to the
non-escaping perpetual orbits. Here, X is a sequence in decision dynamics of infinite length
which does not contain the digits 1 or 3. The ordering of bX in initial data is determined by
the ordering function F , defined in Section 4.6.1; however, the ordering is now reversed, so
we begin with parity P = −1 in the parity-reordering operation P. The one-dimensional
shadow on initial data b may be constructed iteratively using symbolic dynamics, as in
Section 4.6.2. Hence, the one-dimensional shadow has a Cantor-like structure which is
inherited by the two-dimensional shadow due to the symmetry of the on-axis scattering
problem.
Side-on case
We now turn our attention to the case θ = 90◦, in which an observer views the system
from “side-on”, and the centre of the image plane is in the equatorial (z = 0) plane. In this
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Figure 4.17. Fractal structure of the two-dimensional shadows of the equal-mass (M± = M = 1)
Majumdar–Papapetrou di-hole, shown in the (X,Y )-plane. The two-dimensional shadow can be
viewed as the union of one-dimensional shadows for a fixed value of pφ (which corresponds to
a fixed value of Y ). (a) Two-dimensional shadow image for d = 2. (b) One-dimensional slice
with d = 2 at Y = 4.7, which exhibits regular structure due to the non-existence of the 0 and 2
fundamental orbits. (c) Cantor-like one-dimensional slice at Y = 3 for d = 2. (d) Two-dimensional
shadow for d = 1. (e) One-dimensional shadow for d = 1 with Y = 7 which exhibits “highly
fractalised” structure, due to the existence of a scattering region with three narrow “throats”; see
Figure 4.14(c). (f) Cantor-like one-dimensional slice at Y = 4 for d = 1.
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case, the two-dimensional black hole shadow image, with image plane coordinates (X,Y ),
can be viewed as a set of one-dimensional shadows, each given by a fixed value of the
conserved azimuthal angular momentum pφ. To see this, consider the change of spacetime
coordinates xa 7→ xa′ . Under such a transformation, the momenta transform according
to pa 7→ pa′ = ∂x
a
∂xa′
pa. The standard relationship between Cartesian coordinates {x, y, z}
and cylindrical polar coordinates {ρ, z, φ} then yields the relationship pφ = xpy − ypx.
A photon with initial momentum normal to the image plane has py(0) = 0 = pz(0) and
px(0) = −U20 , by the Hamiltonian constraint. Hence, the azimuthal angular momentum
can be related to the image plane coordinates via pφ = Y U
2
0 . Moreover, for an observer in
the far-field (r0 →∞), we have U0 → 1. Hence, a scattering problem with pφ = constant
admits a one-dimensional shadow, which corresponds to a curve Y = constant in the
two-dimensional shadow image. This is shown in Figure 4.17.
Consider first the case d = 2, shown in Figures 4.17(a)–4.17(c). One-dimensional slices
corresponding to sufficiently small values of pφ exhibit self-similar Cantor-like structure,
as shown in Figure 4.17(c). However, for large values of pφ, the one-dimensional slices
(e.g. close to the top of the shadow) do not exhibit fractal structure. This qualitative dif-
ference in shadow structure was anticipated in the analysis of the non-planar fundamental
photon orbits in Section 4.7.1. In Figure 4.11(c), we show a value of the angular momen-
tum pφ for which the fundamental orbits 0 and 2 are forbidden, but for which the pair
of fundamental orbits with representation 4 exist, allowing absorption by the black holes.
In this regime, dynamical transitions between fundamental orbits are not possible, and
chaotic scattering does not occur; however, the shadow is non-empty because absorption
is permitted. As a result, the one-dimensional shadows will be regular (not Cantor-like),
as illustrated in Figure 4.17(b).
In the case d = 1, the one-dimensional scattering problem for values of pφ close to pφ
∗ is
associated with the existence of a “pocket” feature with three narrow escape channels; see
Figure 4.14(c). The pocket acts as a “randomising” region, and the orbits which enter are
highly chaotic. The resulting one-dimensional shadows are therefore “highly fractalised”,
as can be seen in Figure 4.17(e).
The analysis carried out in this section demonstrates that there is clearly a qualitative
difference between the shadows for d = 1 and d = 2. This could be anticipated from
the analysis of the effective potential h; see Section 4.7.1, in particular Figures 4.12 and
4.13. In particular, we observed a “phase change” in the behaviour of null geodesics as the
separation was varied. This will be explored in more depth using quantitative methods in
Chapter 5.
4.8 Following rays through the event horizons
In this section, we consider the consequences of following null geodesics through the event
horizons in the maximally extended Majumdar–Papapetrou di-hole spacetime [204]. As
we shall show, following geodesics in this way results in richer chaotic phenomena.
We recall that the “points” (x, y, z) = (0, 0, z±) are not curvature singularities but
coordinate singularities at which U → ∞ [204]. At these points, the coordinate time t
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diverges (t → ∞); however, the affine parameter for each geodesic remains finite, as do
curvature invariants such as the Kretschmann scalar RabcdR
abcd. (The “points” at which
U → ∞ are actually null surfaces of finite area with topology R × S2, which correspond
to the event horizons of the two black holes.)
4.8.1 Extremal Reissner–Nordstro¨m case
Before considering the behaviour of null geodesics which pass through the black hole event
horizons in the Majumdar–Papapetrou di-hole spacetime, it will be beneficial to review
the singleton black hole case, i.e., the (maximally extended) extremal Reissner–Nordstro¨m
spacetime. The spacetime metric in isotropic spherical polar coordinates {t, r, θ, φ} takes
the form
ds2 = −dt
2
U2
+ U2
(
dr2 + r2 dΩ2
)
, U(r) = 1 +
M
r
, (4.33)
where dΩ2 = dθ2 + sin2 θ dφ2 is the line element on the unit two-sphere. The point r = 0
in isotropic coordinates corresponds to a null surface of finite area with topology R × S2
– the event horizon of the black hole.
The metric (4.33) may be transformed into a more familiar form via the change of co-
ordinates rˆ = r+M , so that the line element in standard (Schwarzschild-type) coordinates
{t, rˆ, θ, φ} reads
ds2 = −f(rˆ) dt2 + dr
2
f(rˆ)
+ rˆ2 dΩ2, f(rˆ) =
(
1− M
rˆ
)2
. (4.34)
One may instead choose to replace the temporal coordinate t with an ingoing (−) or out-
going (+) null coordinate w± = t±F (r), where F ′(r) = U(r). Performing this coordinate
transformation leads to the line element
ds2 = gabdx
adxb = −dw
2±
U2
± dw±dr + U2r2 dΩ2. (4.35)
These coordinates are similar to the familiar Eddington–Finkelstein coordinates [61, 228]
for the Schwarzschild black hole. In the {w±, r, θ, φ} coordinate system, the metric com-
ponents gab are regular at the horizon r = 0. One may therefore employ the Hamiltonian
H = 12g
abpapb with the ingoing (outgoing) null coordinate w− (w+) to follow null rays into
(out of) the black hole horizon.
In Figure 4.18, we present a Penrose–Carter diagram [229, 230] which illustrates the
causal structure of a (singleton) extremal Reissner–Nordstro¨m black hole of mass M . In
Schwarzschild-type coordinates (4.34), the black hole horizon is located at rˆ = M , and the
curvature singularity is located at rˆ = 0. In isotropic coordinates (4.33), the event horizon
is located at r = 0. Null geodesics may be evolved through the black hole horizon from
Region I (r > 0) to Region III (r < 0) by switching to ingoing Eddington–Finkelstein-
type coordinates. All rays inside Region III which have non-zero angular momentum will
avoid the timelike singularity, and hence will emerge through thew white hole horizon into
a new asymptotically flat spacetime (Region I′). An example of a ray which has been
extended through the black hole horizon, and then through the white hole horizon into a
new asymptotically flat spacetime is shown in Figure 4.18.
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Figure 4.18. Penrose–Carter diagram for the extremal Reissner–Nordstro¨m black hole. The dia-
gram includes an example of a null geodesic which is emitted by a source in Region I, then crosses
the black hole horizon from Region I to Region III, before emerging from a white hole horizon
in a new asymptotically flat spacetime, Region I′. The part of the trajectory which is evolved
using Eddington–Finkelstein-type coordinates is shown as a red dashed curve. The transition from
ingoing to outgoing null coordinates occurs at the turning point, where ddλ rˆ = 0.
4.8.2 Majumdar–Papapetrou di-hole case
In the case of the Majumdar–Papapetrou di-hole, one may track ingoing/outgoing null
rays as follows. Suppose that we wish to follow a null geodesic through the event horizon
of the lower black hole. We transform from standard isotropic coordinates to a spherical
coordinate system {t, r, θ, φ} centred on the event horizon of the lower black hole (x, y, z) =
(0, 0, z−). In this coordinate system, the line element is given by
ds2 = −dt
2
U2
+ U2
(
dr2 + r2 dΩ2
)
, U(r, θ) = 1 +
M−
r
+
M+√
r2 − 2dr cos θ + d2 . (4.36)
We introduce the radial function V (r) = 1 + M−r +
M+
d and the outgoing/ingoing null
coordinate w± = t ± F (r), such that F ′(r) = V (r). In coordinates {w±, r, θ, φ} the line
element reads
ds2 = gabdx
adxb = −dw
2±
U2
± 2V
2
U2
dw±dr +
U4 − V 4
U2
dr2 + U2r2 dΩ2, (4.37)
and the corresponding Hamiltonian is given by
H =
1
2U2
[
− (U4 − V 4) pw±2 ± 2V 2pw±pr + pr2 + 1r2 pθ2 + 1r2 sin2 θpφ2
]
. (4.38)
The momenta are related by pw± = pt ± V (r)pr. We note here that
lim
r→0
U4 − V 4
U2
=
4M+M− cos θ
d2
, lim
r→0
V 2
U2
= 1, lim
r→0
1
U2r2
=
1
M−
, (4.39)
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Figure 4.19. Examples of periodic null geodesics which pass through the event horizons of both
black holes in the Majumdar–Papapetrou di-hole spacetime. The sources are separated by coordi-
nate distance d = 1. Rays which emanate from the centre of mass between the black holes fall into
the upper black hole. The geodesics are then tracked using the ingoing (−) and outgoing (+) null
coordinates w±; the switch from ingoing to outgoing coordinates occurs at the symmetry point
(i.e., where the ray crosses the z-axis).
so the Hamiltonian (4.38) is non-singular as we approach the event horizon of the lower
black hole, r = 0. We may therefore evolve Hamilton’s equations through the coordinate
singularity at r = 0, using the outgoing/ingoing null coordinate w±.
In practice, we may follow a ray which begins in the exterior asymptotically flat region
of the Majumdar–Papapetrou di-hole spacetime, until it reaches the vicinity of a black
hole horizon. The null geodesic may then be evolved through the horizon (from r > 0 to
r < 0) using a coordinate patch which is centred on the relevant black hole and a null
ingoing coordinate w−. All rays with non-zero angular momentum will avoid the timelike
singularity; they will therefore reach a turning point at which r˙ = 0. At this point, one
may switch from the ingoing to the outgoing null coordinate w− 7→ w+, switching also
the radial momenta pr
− 7→ pr+ = pr− − 2V 2pt. One may track the null ray from the
interior region to a new asymptotically flat exterior region (through a white hole horizon)
from r < 0 to r > 0, before switching back to isotropic coordinates. This process may
be repeated as necessary, for all rays which plunge into a black hole horizon and emerge
through a white hole horizon.
Figure 4.19 shows examples of periodic null geodesics which pass through the black
holes’ event horizons in the Majumdar–Papapetrou di-hole spacetime. (We choose d = 1
as the coordinate separation between the holes.) Parts of the trajectory which are evolved
in isotropic coordinates are shown in blue; the part of the geodesic which was evolved
using the null coordinates w± is depicted as a red dashed line. The switch from ingoing
(−) to outgoing (+) coordinates occurs at the symmetry point. The exterior (r > 0) and
interior (r < 0) are presented on the same plot by only plotting the magnitude of r in
each case, i.e., we plot the coordinates (x, z) = (|r| cos θ, |r| sin θ). The figure is slightly
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misleading: each time the photon passes through a white hole horizon, it emerges into a
new asymptotically flat exterior region. All of these regions are overlaid in Figure 4.19.
4.9 Discussion
4.9.1 Extensions
Chaotic lensing in other spacetimes
At the beginning of this chapter, the Majumdar–Papapetrou di-hole spacetime was intro-
duced as a surrogate model for a dynamical binary black hole system in the late stages
of its inspiral, before merger. We caution that the Majumdar–Papapetrou di-hole fails to
be a “physically realistic” surrogate in a number of ways. Firstly, the components of a
realistic binary (and indeed all astrophysical black holes) are thought to have negligible
charge. (Recall that each black hole in the Majumdar–Papapetrou system is extremally
charged to ensure the system is static.) Secondly, the black holes may have non-zero spin
a, which could be a significant fraction of the Kerr bound a = M . Thirdly, a dynamical
binary has orbital angular momentum, i.e., the two black holes orbit one another about
the centre of mass, so pφ will not be a constant of the motion. Lastly, the black holes
will spiral inwards as the emit energy in the form of gravitational waves; the system will
therefore not be static (or even stationary), so pt will not be conserved.
Recall that Bohn et al. [190] have successfully performed ray-tracing to study strong-
field gravitational lensing on a dynamical binary black hole spacetime. However, a range
of other authors have adopted methods similar to those presented here, choosing instead
to analyse closed-form models and surrogates. Let us briefly review some key studies here.
The Majumdar–Papapetrou di-hole spacetime is a subfamily of more general classes of
exact solutions to the Einstein–Maxwell equations, including (i) the Israel–Wilson space-
times [231]; (ii) the higher-dimensional Majumdar–Papapetrou solutions [217]; (iii) the
Kastor–Traschen class of cosmological multi-black-hole spacetimes [200]; (iv) the Breto´n–
Manko–Aguilar solutions [232]; and (v) the double-Kerr–Newman solution [233].
In [198, 199] the authors study the Kastor–Traschen di-hole solution with a positive
cosmological constant. This has the effect of pushing the black holes together, which mim-
ics a head-on collision between the black holes. The shadows exhibit the same eyebrow-like
features as those of the Majumdar–Papapetrou di-hole discussed in the present chapter.
A static solution to the Einstein field equations comprising a pair of uncharged black
holes was first studied by Bach and Weyl [222]. In the absence of charges, a “Weyl strut”
(i.e., a conical singularity along the symmetry axis connecting the sources) is required to
maintain equilibrium between the black holes. This solution, occasionally referred to as
the double-Schwarzschild black hole, was studied in the context of geodesic motion by
Coelho and Herdeiro in 2009 [223].
More recently, Cunha et al. [234] have employed a novel method to reproduce the
lensing effects of dynamical binaries (e.g. those studied by Bohn et al. [190]), by considering
“quasi-static” ray-tracing on spacetimes given by closed-form solutions to the Einstein
field equations, including the static double-Schwarzschild binary [222] and the stationary
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double-Kerr binary [235]. In the latter case, the authors produce images of the shadows
of the exact stationary co-rotating and counter-rotating stationary double-Kerr binary
black hole configurations, which allows one to assess the impact of the intrinsic spin of
the black holes on the binary shadows, contrasting it with the effect of the orbital angular
momentum of the system. In related work [236], Cunha et al. use the double-Schwarzschild
binary black hole to analyse whether black hole shadows can be used as a probe of the
geometry of the black hole’s event horizon. The authors conclude that the conical deficit
along the symmetry axis leaves no imprint on the black hole shadow.
Wang et al. [237] have studied the shadows cast by the Bonnor di-hole. They find that
the presence of a magnetic dipole renders the null geodesic motion non-integrable, which
results in chaotic patterns in the black hole shadows similar to those of the Majumdar–
Papapetrou di-hole.
In this chapter, we have focussed on the physically interesting case of the shadow of a
pair of black holes. Chaotic scattering of photons, however, is not unique to this scenario.
In fact, assemblages of N ≥ 3 black holes will exhibit even richer chaotic phenomena.
Intriguingly, there are a number of singleton compact objects which have been shown to
exhibit chaotic signatures, including perturbed or tidally distorted black holes [133, 238–
240], Kerr black holes with scalar hair [191,241] and boson stars [184,242].
Wave propagation on binary black hole spacetimes
In the case of isolated black holes, (unstable) light-rings are related to important physical
phenomena, such as strong gravitational lensing (e.g. the black hole shadow), the absorp-
tion cross-section of radiation incident on the black hole, and the relaxation of the black
hole through quasinormal ringing. If two black holes are present (e.g. during the inspi-
ral phase of a binary black hole merger), the non-escaping photon orbits exist, but their
relationship to other aspects of binary black hole physics has not been well studied.
In this work, we have explored the relationship between non-escaping perpetual or-
bits of the Majumdar–Papapetrou binary black hole system and its black hole shadows.
Recently, Assumpc¸ao et al. [225] have provided the first steps towards an understanding
of wave dynamics around black hole binaries by considering the Majumdar–Papapetrou
di-hole and the double-sink solution, a fluid mechanical analogue which describes a pair of
“sonic holes”. In particular, the authors evolve the Klein–Gordon equation for a massless
scalar field on the (2 + 1)-dimensional double-sink geometry and explore the connection
between the perturbations and the fundamental photon orbits (considered in this work).
Further aspects of the physics of black hole binaries – including null geodesics, ringdown
modes and energy extraction processes – have been studied by Bernard et al. [243].
4.9.2 Conclusions
Here, we outline the main conclusions of the work presented in this chapter, and discuss
the possible implications of our results for gravitational lensing by dynamical binaries.
Firstly, we have demonstrated that chaotic scattering arises generically in the context
of null geodesics motion around black holes when the spacetime admits more than one fun-
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damental photon orbit, provided that such orbits are distinct and dynamically connected
(i.e., a null geodesic may travel between the asymptotic neighbourhoods of the funda-
mental null orbits). The existence of more than one fundamental null orbit generates an
uncountable infinity of non-escaping null orbits, which are neither absorbed nor scattered
by the black holes. These orbits correspond to a fractal set of scattering singularities in
the initial data (i.e., the strange repellor), for which the scattering process is undefined.
One key insight of this work is that black hole shadows can be viewed as the exit basins
of an open Hamiltonian system. In the case of Majumdar–Papapetrou di-hole shadows,
the (strange) repellor corresponds to the (fractal) boundary of the black hole shadows.
One can therefore employ techniques from the theory of chaotic dynamical systems to
understand chaotic scattering by binary black holes and the associated fractal structure
of the black hole shadows.
Using decision dynamics for the Majumdar–Papapetrou di-hole (Section 4.5.3), we
have been able to successfully describe the ordering of the non-escaping orbits in initial
data in the case of null geodesic scattering in the meridian plane (Section 4.6.1). Moreover,
we demonstrated that the one-dimensional binary black hole shadow may be constructed
using an iterative procedure which involves deleting open intervals of initial data corre-
sponding to scattered or absorbed rays; one may understand the procedure with the aid of
symbolic dynamics (Section 4.6.2). This iterative process is similar to that which is used
to construct the Cantor set. By considering a particular one-parameter scattering prob-
lem, we demonstrated that the one-dimensional shadow is manifestly self-similar (Section
4.6.3).
When motion is restricted to the meridian plane (pφ = 0), there exist three distinct
fundamental periodic orbits (Figure 4.4). We find that these orbits are dynamically con-
nected: a null ray can transition between the asymptotic neighbourhoods of these funda-
mental obits by making a sequence of “decisions”, which are described by our choice of
symbolic dynamics.
For pφ 6= 0, motion is not confined to the meridian plane. In this case, the existence
of the fundamental photon orbits depends on the value of the angular momentum pφ.
We find that a two-dimensional shadow image can be decomposed into one-dimensional
shadows, each of which corresponds to a value of pφ = constant. When transitions between
fundamental orbits are not possible, the corresponding one-dimensional shadow is regular,
rather than fractal.
Non-planar motion and the effect of angular momentum can be understood through
the introduction of an effective potential (or height function) for null geodesics. It is
favourable to work with this effective potential (rather than the geodesic potential) as it is
independent of the photon’s orbital parameters, i.e., energy and angular momentum. The
circular null orbits can be understood by classifying the stationary points of the effective
potential.
Using the equal-mass Majumdar–Papapetrou di-hole as a case study, we analysed the
effect of varying the coordinate separation parameter d. As the black holes are brought
together, the morphology of the contours of the effective potential is affected. This changes
the character of the fundamental periodic photon orbits. Once the value of d is sufficiently
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small, light-rings about the individual components of the binary are forbidden; such orbits
are supplanted by a fundamental periodic orbit which is symmetrical about the equatorial
plane. Of course, a more detailed analysis would be required to understand the case of an
unequal-mass binary.
Intriguingly, we uncover the possibility of stable bounded photon orbits around the two
black holes in the Majumdar–Papapetrou di-hole spacetime for coordinate separations in
the range
√
16
27 <
d
M <
√
32
27 . The existence and phenomenology of stable photon orbits
will be investigated in the context of stationary axisymmetric spacetimes in Chapter 6 of
this thesis. In the case of quasi-bounded orbits, there exists a “pocket” feature in phase
space with three narrow escapes which lead to the two black holes and spatial infinity.
This acts as a “randomising region”, and yields qualitatively different chaotic behaviour
which is associated with “highly fractalised” regions of the binary black hole shadow (see
Figure 4.17). This will be explored further in Chapter 5.
We presented a practical method to track rays through event horizons in the max-
imally extended Majumdar–Papapetrou di-hole spacetime, based on the construction of
ingoing/outgoing null coordinates centred on the event horizon of each black hole. When
allowing for this possibility, we see that there is the potential for richer behaviour in the
periodic orbits and chaotic orbits in the maximally extended spacetime.
Let us conclude with some comments on the physical implications of this work for
real dynamical binary black holes. The Majumdar–Papapetrou di-hole, considered here
as a surrogate model, is highly symmetric. The staticity and axisymmetry of the model
mean that the momenta pt and pφ are conserved along null geodesics. Moreover, the two-
dimensional shadow images can be decomposed into one-dimensional shadows, each of
which corresponds to a fixed value of pφ. In these one-dimensional shadows, we observed
Cantor-like, regular, and “highly fractalised” structures, which could be understood by
considering the existence of the fundamental photon orbits and the contours of the effective
null geodesic potential. Of course, a dynamical binary will be neither static nor axially
symmetric. It is therefore an open question whether all three types of structure are
permitted in realistic binary black hole shadows. To investigate this possibility further,
one may wish to analyse a sample of the ray-traced simulations generated by Bohn et
al. [190], and investigate the existence of fundamental periodic null orbits in this case.
Chapter 5
Fractal structures in binary black
hole shadows
5.1 Introduction
A key feature of general relativity is the gravitational lensing of light by massive bodies
(e.g. stars or black holes). Such objects generate spacetime curvature, which results in the
deviation of null geodesics on the curved background; see Chapter 3 for a review.
Black holes, which possess an event horizon, will cast a shadow – a two-dimensional
region of an observer’s local sky which cannot be illuminated by distant light sources due
to the blockage of the black hole. A shadow can equivalently be conceived as the set of all
photon initial conditions on the observer’s “image plane” which, when traced backwards
in time from the observer, asymptote towards the event horizon of the black hole. In
the language of non-linear dynamics, black hole shadows can be viewed as exit basins (see
Section 2.6.5) in an open Hamiltonian system with two escapes – one of which corresponds
to the event horizon of the black hole; the other to spatial infinity.
For the scattering of null geodesics by a binary black hole system, such as the static
Majumdar–Papapetrou di-hole (see Chapter 4), there exist three escapes: a photon may
plunge into either of the black holes, or it may escape to spatial infinity. It is therefore
natural to associate three exit basins with these escapes. In the case of the Majumdar–
Papapetrou di-hole, both the exit basins in phase space and the black hole shadows exhibit
a rich variety of structure: they may possess both fractal and regular (i.e., non-fractal)
regions; moreover, we shall show that, in certain parameter regimes, the exit basins may
possess the stronger Wada property, in which all three basins share a common fractal
boundary.
In 1917, Yoneyama [244] proposed the lakes of Wada as a curious example of three
open sets in R2 which all share the same fractal boundary; Yoneyama attributed the
construction of the lakes of Wada to his supervisor Takeo Wada, after whom they are
named. Close to the end of the century, in 1991, Kennedy and Yorke [245] demonstrated
that the Wada property is not only a topological curiosity, but that three or more open sets
which share a common fractal boundary may arise (generically) in non-linear dynamical
systems. In the years that followed, the Wada property has been shown to exist in the
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basins of a range of chaotic systems, including the He´non–Heiles Hamiltonian system
[117,246], the Gaspard–Rice three-disc system [120,226], and the Duffing oscillator [247].
For a comprehensive review, see [112].
A key consequence of the existence of Wada basins in the phase space of scattering
problems is the difficulty which arises when predicting the final state of the system. If
there is some small uncertainty in fixing the initial conditions close to a Wada boundary,
this leads to a high level of indeterminacy and an extreme sensitive dependence on initial
conditions, despite the system being completely deterministic. In the context of scattering
by a pair of black holes, a photon whose initial conditions are chosen close to a Wada
boundary in phase space could end up in one of three final states: the photon could
plunge into either black hole or escape to spatial infinity.
In this chapter, we employ a recently developed numerical method [248] to test for the
existence of Wada basins. This method relies on a simple observation: the boundaries of
Wada basins are invariant under the pairwise merging of the basins. In [248], Daza et al.
develop the “merging method”, and apply it to three canonical systems which are known
to exhibit the Wada property: the forced damped pendulum; the Newton fractal; and the
He´non–Heiles Hamiltonian. The merging method takes as its input only the exit basin
diagram at finite resolution (e.g. an image of the basins in phase space or the black hole
shadows). Practically, the merging method determines whether an exit basin diagram
possesses the Wada property up to a certain resolution.
The majority of the work presented in this chapter is based on [249]. In Section 5.2, we
review the Majumdar–Papapetrou di-hole system – used here as a toy model for a more
realistic dynamical black hole binary – from the perspective of Hamiltonian dynamics. We
review the spacetime geometry and its geodesics (Section 5.2.1); describe the exit basins
in phase space (Section 5.2.2); and describe the structure of the binary black hole shadows
(Section 5.3). Section 5.4.1 contains a review of two quantitative measures of fractality
in exit basins: the fractal dimension and the uncertainty exponent. In Section 5.4.2, we
apply these methods to the Cantor basins as a pedagogical example, before using them to
distinguish between regular and fractal parts of binary black hole shadows in Section 5.4.3.
We then turn our attention to the more restrictive property of Wada. We review the Wada
property in Section 5.5, with an emphasis on the exit basins of open Hamiltonian systems.
In Section 5.6, we outline how one can verify that exit basins exhibit the Wada property
using numerical algorithms. Section 5.6.1 contains a review of the merging method, which
was first presented in [248]. We apply this method to the exit basins in phase space
(Section 5.6.2), and to the binary black hole shadows of the Majumdar–Papapetrou di-
hole (Section 5.6.3). We discuss our results and potential extensions to this work in Section
5.7.
5.2 Majumdar–Papapetrou open Hamiltonian system
The Majumdar–Papapetrou di-hole is a static axisymmetric solution to the Einstein–
Maxwell equations, which describes the exterior spacetime of a pair of extremally charged
Reissner–Nordstro¨m black holes, each with its mass parameter equal to its charge param-
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eter (M = Q). This model was introduced and discussed in detail in Chapter 4. For
ease of reference, we review the key features of the model here, from the perspective of
Hamiltonian dynamics.
5.2.1 Spacetime geometry and Hamiltonian formalism for null rays
In Weyl–Lewis–Papapetrou coordinates {t, ρ, z, φ}, the line element for the Majumdar–
Papapetrou di-hole is given by (4.1) with one-form potential (4.2). Choosing M± = M
(equal-mass case), the function appearing in the metric and electromagnetic potential
takes the form
U(ρ, z) = 1 +
M√
ρ2 +
(
z − d2
)2 + M√
ρ2 +
(
z + d2
)2 . (5.1)
We recall that M is the mass of each black hole, and d is the separation between the
centres. We hereafter employ units in which M = 1. In the chosen coordinate system, the
black holes’ event horizons appear as points, located on the symmetry axis at z = ±d2 ; we
recall that these are actually null surfaces of topology R× S2.
The geodesics of the Majumdar–Papapetrou di-hole qa(λ) are the integral curves of
Hamilton’s equations, with Hamiltonian H(q, p) = 12g
abpapb, where g
ab are the contravari-
ant components of the metric tensor, pa = gab q˙
a are the canonical momenta, and an
overdot denotes differentiation with respect to the affine parameter λ. The time indepen-
dence and axial symmetry of the spacetime mean that t and φ are ignorable coordinates;
thus, their conjugate momenta pt and pφ are constants of motion. Moreover, the Hamil-
tonian H is conserved along geodesics. In the case of null geodesics, we have H = 0, and
we may set pt = −1 without loss of generality, by availing the freedom to rescale the affine
parameter.
We recall that, after performing a conformal transformation of the metric, we are able
to express the Hamiltonian as
H =
1
2
(
pρ
2 + pz
2
)
+ V, V (ρ, z) = − 1
2ρ2
(h− pφ)(h+ pφ), (5.2)
where the effective potential (or height function) is
h(ρ, z) = ρU2, (5.3)
and pφ is a free parameter which is conserved along rays (see Section 4.3.2).
The null condition H = 0 and the positivity of the kinetic term in the Hamiltonian
(5.2) together imply that the geodesic potential must satisfy V (ρ, z) ≤ 0; this inequality
defines the allowed regions in configuration space. The contours h = ±pφ (which are
equivalent to V = 0) demarcate the boundary of the allowed regions in the (ρ, z)-plane.
The full phase space, spanned by the four spacetime coordinates and their conjugate
momenta, {qa, pb}, is eight-dimensional. The symmetries of the spacetime give rise to
conserved quantities (associated with the ignorable coordinates t and φ). This permits us
to focus on a four-dimensional reduced phase space, with two pairs of conjugate variables{
ρ, z, pρ, pz
}
, and an additional constraint H = 0. The null condition H = 0 allows
one of the coordinates in the reduced phase space (e.g. pz) to be expressed as a function
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of the other three coordinates: the motion is restricted to a three-dimensional energy
hypersurface which lies in the reduced phase space, described by H = 0.
In the reduced phase space, the Majumdar–Papapetrou di-hole shares qualitative fea-
tures with the He´non–Heiles Hamiltonian system [117], which has become a paradigm
for two-dimensional time-independent Hamiltonian scattering since its introduction in the
1960s. We review the He´non–Heiles system in Appendix C.
5.2.2 Exit basins in phase space
Exit basins of the Majumdar–Papapetrou di-hole
Here, we construct exit basins in a two-dimensional subspace of the reduced phase space
for the Majumdar–Papapetrou di-hole with d = 1. The initial conditions used to construct
the exit basins are chosen in close analogy with those of a study of the exit basins of the
He´non–Heiles Hamiltonian system [246].
To construct the exit basins, we focus on the case of equal-mass black holes separated
by coordinate distance d = 1, due to the high symmetry of this scenario. The effective
potential h possesses three saddle points, one of which is in the equatorial plane at (ρ, z) =(
1
25
1/4ϕ3/2, 0
)
, and the other two are out of the plane at (ρ, z) =
(
1
25
1/4ϕ−1/2,± 12ϕ
)
, where
ϕ = 12
(
1 +
√
5
)
is the golden ratio. All three of the saddle points lie on a single critical
contour h = pφ
∗ = 125
5/4ϕ3/2. The critical contour encloses a local maximum of h, which
is located at (ρ, z) =
(
ρ(1), z(1)
)
=
(√
3
2 , 0
)
, with h = pφ
(1) = 9
√
3
2 . A derivation of the
closed-form expressions for the location of the fixed points and critical contours of h is
given in Appendix B. The stationary points and contours of h are presented in Figure
5.1(a). Contrasting Figures 5.1(a) and C.1, one can clearly see a qualitative resemblance
between the contours of the Majumdar–Papapetrou effective potential (5.3) and those of
the He´non–Heiles potential (C.2).
For pφ ≥ pφ∗, the equipotential curves h = pφ form closed curves on a subregion of the
(ρ, z)-plane, close to the local maximum of h: there is a closed region of phase space, in
which orbits are kinematically bounded. Conversely, for pφ < pφ
∗, the contours h = pφ are
open: null rays are permitted to plunge into either of the black holes or escape to infinity.
In this chapter, we focus on the latter case, treating the Majumdar–Papapetrou di-hole as a
novel example of a two-dimensional time-independent open Hamiltonian system with three
escapes in phase space. We express the azimuthal angular momentum as pφ = pφ
∗−∆pφ,
where 0 < ∆pφ ≤ pφ∗.
Our first choice of initial conditions is to fix the coordinates ρ and z, and choose the
initial two-momentum
(
pρ, pz
)
to be tangent (in the anti-clockwise sense) to the circle
of radius
√(
ρ− ρ(1)
)2
+
(
z − z(1)
)2
, centred on the maximum of h, which is located at(
ρ(1), z(1)
)
=
(√
3
2 , 0
)
; see Figure 5.1(b) for the set-up. The corresponding exit basins
are plotted in the (ρ, z)-plane; see Figures 5.2(a)–5.2(c) for the exit basin diagrams. The
second choice of initial conditions is to fix z = 0, and vary the values of ρ and pρ, as shown
in Figure 5.1(c). The exit basin diagrams are plotted in the (ρ, pρ)-plane; see Figures
5.2(d)–5.2(f).
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Figure 5.1. (a) Contours of the effective potential h(ρ, z) = ρU2 for the equal mass (M± = M = 1)
Majumdar–Papapetrou di-hole with separation parameter d = M = 1. A critical contour passes
through three saddle points, and encloses a local maximum. (b) Initial conditions for exit basins
in the (ρ, z)-plane. The initial two-momentum (pρ, pz) is tangent to the circle centred on the local
maximum of h that passes through the initial condition. (c) Initial conditions for exit basins in
the (ρ, pρ)-plane. The photon is fired from the ρ-axis (z = 0) and the initial values of ρ and pρ are
varied.
In Figure 5.2, we present a selection of exit basins for various values of the angular
momentum parameter ∆pφ = pφ
∗ − pφ, employing both choices of initial conditions de-
scribed above. To realise the exit basins in phase space, we consider a fine grid of initial
conditions in either the (ρ, z)-plane or the (ρ, pρ)-plane. We then integrate Hamilton’s
equations subject to these initial conditions, until a halting condition is satisfied: the
numerical integrator is stopped when either ρ2(λ) + (z(λ)− z±)2 ≤ ε, where 0 < ε  1;
or when ρ2(λ) + z2(λ) ≥ R, where R  1 is some sufficiently large radius. The former
case corresponds to absorption by the black hole located at z = z±, and the latter case
indicates scattering.
In order to visualise the exit basins, we colour the initial conditions grey if they lead
to infinity, green for the upper black hole, and purple for the lower black hole (cf. the
shadows of Chapter 4). In each of the exit basins diagrams of Figure 5.2, we observe
an intricate fractal-like structure. For larger values of ∆pφ, the basins are more regular
with “sharper” boundaries. As ∆pφ → 0, the three basins become more intertwined and
exhibit “irregular” structure. Moreover, in this limit, Kolmogorov–Arnold–Moser (KAM)
islands of stability [112] (depicted in black) appear. The KAM islands consist of the
initial conditions corresponding to trajectories which never escape the scattering region
as λ → ∞, despite the system being open (i.e., ∆pφ > 0). Trajectories inside KAM
islands never escape to infinity nor end up in either of the black holes; rather, they wander
forever through the scattering region in a quasi-periodic fashion. The KAM islands are
organised in a fractal hierarchy, and have non-zero (Lebesgue) measure, as can be inferred
from Figures 5.2(c) and 5.2(f). As the value of ∆pφ is increased (i.e., the width of the
escape channels increases), all trajectories escape the scattering region through one of the
three escapes, and the KAM islands disappear. A similar effect is seen in the He´non–
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Figure 5.2. Exit basins in the Majumdar–Papapetrou open Hamiltonian system for (a)–(c) initial
conditions in (ρ, z)-space; and (d)–(f) initial conditions in (ρ, pρ)-space. (Both choices of initial
conditions are inspired by studies of the He´non–Heiles system, and are described in the text.) The
initial data which lead to spatial infinity are plotted in grey, and those which asymptote to the
event horizon of the upper (lower) black hole are shown in green (purple). As one decreases the
parameter ∆pφ = pφ
∗− pφ, the widths of the three escapes decrease, and KAM islands of stability
(depicted in black) appear.
Heiles Hamiltonian system as one increases the total energy E. A general discussion of
the limit of small escapes in open Hamiltonian systems is presented in [227], where the
authors employ the Gaspard–Rice three-disc model and the He´non–Heiles Hamiltonian as
illustrative examples.
Comparison with the He´non–Heiles Hamiltonian system
The He´non–Heiles system was investigated in the context of chaotic scattering in [246],
for conserved energies in the range where trajectories are permitted to escape from the
scattering region (see Appendix C for a summary). Exit basins were employed to develop
a qualitative understanding of the dynamics in the (open) He´non–Heiles Hamiltonian
system. The authors demonstrate, using various computational methods, that (in a certain
parameter regime) the exit basins are not only fractal, but possess the more restrictive
Wada property; that is, each point on a basin boundary belongs to the boundary of all
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three basins.
By comparing the exit basin diagrams, one can clearly see a resemblance between the
Majumdar–Papapetrou di-hole system (Figure 5.2) and the He´non–Heiles system (Figure
C.3). The basins appear to be “topologically equivalent”; however, the He´non–Heiles
basins are more symmetric due to the rotational symmetry of the potential. Given the
striking similarities between the exit basins of two systems, and that the basins of the
He´non–Heiles system are known to exhibit the Wada property, we anticipate that the
basins of the Majumdar–Papapetrou system will satisfy the same property. This will be
explored in more depth in Section 5.6.
5.3 Transition in shadow structure
5.3.1 Structure of Majumdar–Papapetrou di-hole shadows
Here, we consider shadows of the equal-mass (M± = M = 1) Majumdar–Papapetrou di-
hole, where the separation between the centres is d. The shadows were constructed using
ray-tracing in Section 4.7.2. In Figures 4.15–4.17, we present Majumdar–Papapetrou di-
hole shadows on the observer’s image plane – spanned by the coordinates (X,Y ) – for a
range of viewing angles θ, and separations d.
In the equatorial case (θ = pi2 ), the two-dimensional shadow images can be viewed as
the union of one-dimensional shadows of constant pφ (equivalently Y ); see Figure 4.17.
In Section 4.7.2, we saw that the one-dimensional shadows can either exhibit Cantor-
like (fractal) structure, or they can be regular. As a consequence, the two-dimensional
binary black hole shadow image can either be “homogeneous” or “heterogeneous”. In the
former case, each one-dimensional shadow is Cantor-like; in the latter, the two-dimensional
shadow is the union of Cantor-like shadows and regular shadows. In particular, we saw
that the shadow for d = 1 is homogeneous (Figures 4.17(d)–4.17(f)), whereas the shadow
for d = 2 is heterogeneous (Figures 4.17(a)–4.17(c)).
We anticipate that there will be some critical value of the separation, say d = dˆ, such
that two-dimensional Majumdar–Papapetrou di-hole shadows with d < dˆ will be homoge-
neous, whereas shadows with d > dˆ will be heterogeneous. In Section 5.3.2, we describe
the role of the so-called fundamental photon orbits in the structure of one-dimensional
shadows. Then, in Section 5.3.3, we provide a practical method which can be used to cal-
culate the critical value of the separation parameter dˆ, which marks the “phase transition”
in the shadow structure from homogeneous to heterogeneous.
5.3.2 Role of photon orbits
Expanding on the discussion in Sections 4.7.2 and 5.3.1, we now turn our attention to the
so-called fundamental photon orbits, a special class of null rays which play an important
role in the Majumdar–Papapetrou di-hole spacetime. We recall from Section 5.2 that
the allowed regions of phase space, accessible to a null geodesic with azimuthal angular
momentum pφ, are demarcated by the contours of the effective potential (5.3). For an
equal-mass Majumdar–Papapetrou di-hole, a fundamental photon orbit is a null geodesic
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qa(λ) which satisfies the following properties: (i) it is restricted to a compact subset of the
(ρ, z)-plane; (ii) it is periodic, i.e., there exists some T > 0 such that qa(λ) = qa(λ + T )
for all λ ∈ R; (iii) it is unstable; (iv) it touches the contour h(ρ, z) = pφ in such a way
that, locally, it is orthogonal to the contour; and (v) the radial momentum pρ vanishes if
the orbit passes through the equatorial plane, by symmetry.
More general null geodesics are permitted in the Majumdar–Papapetrou di-hole space-
time which satisfy some (but not all) of properties (i)–(v). For example, null geodesics
which satisfy (i) and (ii) but which are stable are permitted; these orbits are explored in
Chapter 6. In [79], Cunha et al. present a classification scheme for generic fundamental
photon orbits in stationary axisymmetric spacetimes, which need only satisfy properties
(i) and (ii). The role of light-rings and generic fundamental photon orbits in the analysis
of strong-field gravitational lensing is discussed in [60]. (In this work, we reserve the label
“fundamental” for a photon orbit which satisfies all of the properties (i)–(v) from the
above list.)
Figure 4.11 shows examples of the three types of fundamental photon orbit around
the equal-mass Majumdar–Papapetrou di-hole with d = 2, projected onto the (ρ, z)-plane.
These fundamental orbits were discussed in the case of motion restricted to the meridian
plane (pφ = 0) and non-planar motion (pφ 6= 0) in Chapter 4. Moreover, these orbits
can be understood using symbolic dynamics (see Section 4.5.3). For the remainder of
this chapter, we label the three types of fundamental photon orbits as follows: (I) a one-
component light-ring around only one of the black holes; (II) a figure-of-eight orbit around
both black holes; (III) a two-component light-ring around both black holes. Recall that,
in decision dynamics (Section 4.5.3), the fundamental orbits have representations (I) 0;
(II) 2; (III) 4.
In Figures 4.11(a)–4.11(d), we demonstrate the effect of increasing pφ on the funda-
mental orbits, for the case of equal-mass black holes separated by coordinate distance
d = 2. As one increases pφ from zero, the contour h(ρ, z) = pφ moves away from the
symmetry axis and orbits II and III move closer together. These orbits merge together at
pφ = pˆφ ≈ 5.09; beyond this value (pφ > pˆφ), the type II and III orbits no longer exist.
We see that the type I orbits persist until pφ = pφ
∗, which is the value of the azimuthal
angular momentum for the pair of non-planar unstable circular photon orbits of constant
ρ and z. These unstable circular orbits correspond to the non-planar saddle points of the
effective potential h(ρ, z); see Figure 4.11(d). We note that a ray with pφ > pφ
∗ which
starts far from the scattering region is forbidden from accessing the black holes by the
contour h = pφ; the value pφ
∗ corresponds to the top of the binary black hole shadow
image (i.e., the last value of Y for which absorption is permitted); see Figure 4.17.
As demonstrated in Chapter 4, when all three types of orbit exist and are “dynamically
connected” – i.e., if rays are permitted to transition between the asymptotic neighbour-
hoods of two or more fundamental orbits – then chaotic scattering arises naturally. More-
over, we find that this chaotic scattering is responsible for Cantor-like fractal structures
in one-dimensional binary black hole shadows with pφ = constant. For a given value of d,
the fundamental photon orbits are dynamically connected for pφ < pˆφ. Indeed, in Chapter
4, we demonstrated that, for a given value of pφ < pˆφ, the one-dimensional shadow has a
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Cantor-like structure; see Figure 4.17. We note that it is not sufficient for two separate
orbits of type I to exist: these are not typically dynamically connected in the absence of
type II and III orbits.
In Chapter 4, we describe how the structure of the one-dimensional shadows for co-
ordinate separation d = 2 changes as pφ varies. For pφ > pφ
∗, the ray is forbidden
from accessing the black holes by the contour h = pφ: the corresponding one-dimensional
shadow is the empty set. As describe above, when pˆφ < pφ < pφ
∗, the orbits of type II
and III do not exist and the type I orbits are not dynamically connected: the shadow is
therefore regular in this regime. Finally, for 0 < pφ < pˆφ, all orbits of types I–III exist
and are dynamically connected: the one-dimensional shadow exhibits a Cantor-like fractal
structure.
Heterogeneous shadows are admitted by equal-mass di-holes with coordinate separation
d, such that the coexistence condition pˆφ < pφ
∗ is satisfied. In the following section, we
demonstrate that this condition is only met for sufficiently separated black holes with
d > dˆ; for d < dˆ, the coexistence condition is not met, and the two-dimensional shadow
will be homogeneous (i.e., each one-dimensional shadow will be Cantor like).
5.3.3 Calculating the critical separation
Here, we briefly outline a method to calculate the critical value of the separation dˆ, intro-
duced in Section 5.3.2. The critical separation d = dˆ marks a transition from homogeneous
(d < dˆ) to heterogeneous (d > dˆ) binary black hole shadows.
Recall from Section 5.3.2 that, for a fixed value of d, the type II and III fundamental
photon orbits merge at pφ = pˆφ. We seek the value of the coordinate separation between
a pair of equal-mass black holes in the Majumdar–Papapetrou di-hole which gives rise to
a single outer fundamental photon orbit when pˆφ = pφ
∗; that is, the value of d for which
the type II and III fundamental photon orbits merge at exactly the value of pφ for which
the two black holes become inaccessible to a ray incident from infinity.
We first choose a value of the coordinate separation d. The location of the stationary
points of h(ρ, z), and thus the corresponding value of pφ
∗, are found using the method
presented in Appendix B. We then consider rays which start on the contour h = pφ
∗, with
ρ(0) = ρ0. The initial value z(0) = z0 > 0 is found by numerically solving the equation
h(ρ0, z0) = pφ
∗ for z0. A ray which starts on the contour has pρ(0) = 0 = pz(0) from the
Hamiltonian constraint H = 0.
Having fixed the initial conditions (ρ(0), z(0), pρ(0), pz(0)) = (ρ0, z0, 0, 0), we evolve the
geodesic equations (i.e., Hamilton’s equations) until the ray passes through the equatorial
plane (z = 0). At this point, we record the value of ϑ = pi2 +arctan
(
pz
pρ
)
, where arctan
(
pz
pρ
)
is the angle made by the tangent vector (i.e., the two-momentum) and the equatorial plane.
By symmetry, the type II and III fundamental orbits must have ϑ = 0. Hence, the zeros
of the function ϑ(ρ0) determine the location of the initial conditions ρ(0) = ρ0 (on the
contour h = pφ
∗) of the type II and III fundamental orbits.
In Figure 5.3, we show the function ϑ(ρ0) for three representative values of the sep-
aration d. In each case, the curve has been determined numerically using the method
described above. We are interested in the value d = dˆ for which ϑ(ρ0) admits a single
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Figure 5.3. Results of the algorithm used to search for initial data ρ(0) = ρ0 corresponding to the
type II and III fundamental orbits, for which ϑ = 0. We show three representative examples for
varying coordinate separations d: (i) d < dˆ [red]; (ii) d = dˆ [blue]; (iii) d > dˆ [green]. The function
ϑ(ρ0) has (i) two zeros, so both type II and III orbits exist for all pφ ∈ [0, pφ∗]; (ii) a single zero,
so there is a single outer (type II/III) orbit; (iii) no zeros, so there exists some pˆφ < pφ
∗ beyond
which the type II and III orbits no longer exist.
zero, i.e., there exists a single outer (type II/III) fundamental orbit. We find that
dˆ ≈ 1.2085M (5.4)
for the equal-mass Majumdar–Papapetrou di-hole. This is shown as a blue curve in Figure
5.3. In the case of unequal masses, the Z2 reflection symmetry is broken; a more detailed
analysis of the structure of the fundamental orbits would be required to determine the
value of dˆ in this case.
For di-holes with a sufficiently small separation (d < dˆ), there exist three types of fun-
damental orbits for all pφ ∈ [0, pφ∗]. In this regime, we anticipate that the boundary of the
Majumdar–Papapetrou binary black hole shadow will be entirely fractal (homogeneous).
On the other hand, for sufficiently separated black holes (d > dˆ), there exists some range
of values pφ ∈ (pˆφ, pφ∗) in which the type II and III fundamental orbits no longer exist, but
absorption by the black holes is still possible. (This phenomenon is demonstrated in Fig-
ure 4.11, where we consider the case d = 2M > dˆ.) In such situations, we anticipate that
the regions of the binary black hole shadow boundary corresponding to pφ ∈ (pˆφ, pφ∗) will
no longer be fractal. The two-dimensional shadow image will therefore be heterogeneous.
5.4 Uncertainty exponent and fractal dimension
5.4.1 Definitions and numerical method
Hausdorff dimension of fractal sets
Informally, a geometrical figure which contains m copies of itself which are scaled by a
factor 1s is said to have Hausdorff dimension DH, where m = s
DH [99, 114]. (Note that
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the Hausdorff dimension is often referred to as the Hausdorff–Besicovitch dimension.)
Inverting this scaling law yields
DH =
lnm
ln s
. (5.5)
A more formal definition of the Hausdorff dimension, which relies on the notion of Haus-
dorff measure, is given in e.g. [114]. The definition (5.5) will be sufficient for the purpose
of this work.
To illustrate the (heuristic) calculation of the Hausdorff dimension, let us consider some
simple geometric objects. A line segment contains m equal-sized copies of itself, each of
which is scaled by a factor 1m , where m ∈ N. The Hausdorff dimension of a line segment is
therefore DH =
lnm
lnm = 1. Similarly, a square can be divided into k
2 smaller squares, which
are scaled by a factor 1k , where k ∈ N. The Hausdorff dimension of a square is therefore
DH =
ln k2
ln k = 2. In both of these cases, the Hausdorff dimension takes an integer value
which agrees with our usual notion of dimension (i.e., the topological dimension) [114].
The Hausdorff dimension is intimately related to the notions of scaling and self-
similarity, and provides a natural way to characterise fractals. The Hausdorff dimension
is therefore often referred to as the fractal dimension. In fact, some attempts to provide
a rigorous mathematical definition of a fractal are dependent on the concept of Hausdorff
dimension. For example, Mandelbrot [250] conceived that a fractal is a set whose Haus-
dorff dimension is strictly greater than its topological dimension. This definition proved to
be unsatisfactory, as it excludes a large number of sets which clearly ought to be defined
as fractals; for example, certain space-filling curves (e.g. the Hilbert curve) do not meet
Mandelbrot’s criterion.
Consider the Cantor set, which is an example of a self-similar fractal constructed on the
unit interval (see Section 4.6.2). Heuristically, we may calculate the Hausdorff dimension
DH of the Cantor set C as follows. The Cantor set contains two copies of itself, C ∩
[
0, 13
]
and C ∩ [23 , 1], each of which has been scaled by a factor 13 . The Hausdorff dimension of
C is thus DH = ln 2ln 3 ≈ 0.631. The Hausdorff dimension of the Cantor set is between zero
(the Hausdorff dimension of a countable set) and one (the Hausdorff dimension of the unit
interval).
Similarly, we may consider the γ-Cantor set Cγ , defined in Section 4.6.2. This set
contains two copies of itself which have been scaled by a factor 1−γ2 . The Hausdorff
dimension of Cγ is therefore
DH(γ) =
ln 2
ln
(
2
1−γ
) . (5.6)
Varying γ ∈ (0, 1) gives any Hausdorff dimension DH(γ) ∈ (0, 1). Clearly, the case γ = 13
gives the Hausdorff dimension of the canonical middle-thirds Cantor set.
Uncertainty exponent
Grebogi et al. [251] considered the uncertainty (or unpredictability) associated with basin
boundaries in dynamical systems, introducing the uncertainty exponent as a quantitative
measure of the indeterminacy in final-state prediction when fractal boundaries are present.
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Here, we review the definition of the uncertainty exponent, and discuss its usefulness in
distinguishing between regular and fractal boundaries.
Consider an initial uncertainty ε in the determination of the initial conditions, which
can, in general, be due to numerical or experimental error, or a small perturbation of the
initial data. Given this uncertainty, we compute the fraction of initial conditions f which
are uncertain, i.e., the proportion of initial conditions that are within a distance ε of the
basin boundary. Computing f for different values of ε, we see that f ∼ ε for smooth
boundaries. However, for fractal boundaries, the fraction of uncertain initial conditions
obeys a power-law scaling of the form f ∼ εα. Here, α is the uncertainty exponent, which
takes values between zero (total fractality) and one (regularity).
The uncertainty exponent is related to the dimension D of the space in which the
object is embedded, and the Hausdorff dimension of the fractal boundary DH, via [251]
α = D −DH. (5.7)
(A proof of this statement is given in [252].) The uncertainty exponent of the Cantor
basins, whose boundary is the middle-thirds Cantor set, is α = 1 − ln 2ln 3 ≈ 0.369. This
indicates that the Cantor basins are indeed fractal.
Numerical method to calculate the uncertainty exponent
In practice, the uncertainty exponent is typically computed numerically by analysing how
the fraction of uncertain initial conditions f varies with the uncertainty ε. For a given
initial condition x, one first finds the basin to which x belongs. Next, one determines the
basin for (a sample of) initial conditions y which satisfy |x − y| ≤ ε, for some suitable
distance measure |·|. (Here, we use the Euclidean distance on Rn.) If all of these initial
conditions y belong to the same basin as x, then the point x is labelled certain, otherwise
it is labelled uncertain.
For a fixed value of ε, a large number N of initial conditions x are chosen – either
randomly or from a uniform grid. These are labelled as certain or uncertain according to
the method described above. The total number of uncertain initial conditions is denoted
Nu. Then f(ε) =
Nu
N , the fraction of initial conditions which are uncertain. This procedure
is repeated for a range of values of the tolerance parameter ε, in order to determine the
power-law relationship f ∼ εα. The slope of the graph of log f versus log ε is precisely the
uncertainty exponent α.
5.4.2 Uncertainty exponent for Cantor basins
To test and calibrate the method outlined in Section 5.4.1, we compute α numerically for
the two-colour γ-Cantor basins {B1, B2} (defined in Section 4.6.2), and we compare this
with an exact result.
The numerical calculation of the uncertainty exponent is performed using a fixed set of
N = 108 equally spaced “initial conditions” in the unit interval I = [0, 1]. For a fixed value
of ε, we consider each of the N initial conditions x ∈ I in turn. The initial condition x is
classified as certain or uncertain using the procedure outlined above. That is, by looking
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Figure 5.4. Uncertainty exponent for Cantor basins. (a)–(c) Two-colour γ-Cantor basins {B1, B2}
for a selection of values of γ. (d) Uncertainty exponent α for the γ-Cantor basins. The graph of the
analytical expression is shown in blue; the numerical values, computed for γ ∈ {0.05, 0.10, . . . 0.95}
using the method described in the text, are shown in red. The uncertainty exponent increases
with γ. This indicates that the smaller γ is, the more uncertain (i.e., the more “fractalised”) the
γ-Cantor basins are.
at the subset of the N initial conditions which are within a distance ε, and determining
to which basin each one belongs. If all such points belong to the same basin as the initial
condition under consideration, then the initial condition x is labelled as certain; otherwise,
x is labelled uncertain. The uncertainty exponent α is then obtained from the slope of
log f versus log ε, where f is the fraction of uncertain initial conditions.
For the γ-Cantor basins, the uncertainty exponent α(γ) may be obtained in closed
form by virtue of (5.6) and (5.7). That is, by subtracting the Hausdorff dimension of
the γ-Cantor set – the boundary of the γ-Cantor basins – from unity (the topological
dimension of the unit interval). This yields
α(γ) = 1 +
ln 2
ln
(
1−γ
2
) , γ ∈ (0, 1) . (5.8)
The function α(γ) is monotonically increasing on γ ∈ (0, 1) with limγ→0+ α(γ) = 0 and
limγ→1− α(γ) = 1. This indicates that the basins become more uncertain (i.e., α increases)
as we decrease the parameter γ.
In Figures 5.4(a)–5.4(c) we show examples of two-colour γ-Cantor basins for γ ∈{
1
2 ,
1
3 ,
1
9
}
. We consider the case of two basins because the uncertainty exponent is con-
cerned only with the boundary of the basins, not the number of basins. We recall that the
boundary of the γ-Cantor basins is the middle-γ Cantor set, no matter how many basins
we choose to construct; see Section 4.6.2. One can see by inspection of Figures 5.4(a)–
5.4(c) that the basins become more “fractalised” (i.e., more uncertain) as one increases
γ.
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Figure 5.4(d) shows the uncertainty exponent for the γ-Cantor basins, calculated using
(i) the closed-form expression for the uncertainty exponent (5.8) [blue curve]; and (ii)
the numerical method outlined above with γ ∈ {0.05, 0.10, . . . 0.95} and a resolution of
N = 108 initial conditions [red points]. We see that there is good agreement between
the analytical and numerical results. Better agreement could be obtained for the more
uncertain basins (which have γ ≈ 1) by calculating α numerically using a finer grid of
initial conditions; however, this would be more computationally expensive.
5.4.3 Uncertainty exponent for binary black hole shadows
In this section, we compute the uncertainty exponent of the boundary of one-dimensional
equal-mass Majumdar–Papapetrou di-hole shadows of constant Y , in the cases d = 1 and
d = 2, for a viewing angle of θ = pi2 . Recall that each slice of constant Y is related to a
fixed value of the azimuthal angular momentum pφ, as described in Section 4.7.2. Here,
we compute the uncertainty exponent using the numerical method outlined in Section
5.4.1, for one-dimensional shadows with Y ∈ {−8.0, 7.9, . . . , 8.0}, using N = 107 initial
conditions in each slice. Once the uncertainty exponent has been calculated, one can
obtain the Hausdorff dimension of the boundary using (5.7) with D = 1. In the following
analysis, we discuss only Y ≥ 0, because the equatorial (θ = pi2 ) shadows are symmetric
about Y = 0.
Let us first consider the case d = 2, shown in Figures 5.5(a) and 5.5(b). As outlined
in Section 4.7.2, we observe Cantor-like and regular boundaries in the one-dimensional
cross sections of this shadow; see Figure 4.17. We anticipate that the transition from
Cantor-like to regular will occur when the outer (type II/III) fundamental orbits coincide.
This happens when pφ = pˆφ ≈ 5.09, which corresponds to Y ≈ 4.71. Figure 5.5(a) shows
the uncertainty exponent for this case. This figure is transposed, so that Y runs along
the vertical axis, to aid comparison with the shadow presented in Figure 5.5(b). The
transition from regular to Cantor-like is indicated using a red horizontal line in Figures
5.5(a) and 5.5(b). We find that α < 1 for Y < 4.71, so this part of the shadow is fractal;
whereas α ≈ 1 for Y > 4.71, which indicates that this part of the shadow is not fractal.
This agrees with our understanding of the shadow structure and the fundamental orbits,
outlined in Chapter 4 and Section 5.3. Crucially, the uncertainty exponent is able to
distinguish between the fractal and non-fractal parts of the shadow.
We now consider the uncertainty exponent for a di-hole with d = 1. Figure 5.5(c) shows
that, in this case, α < 1 across the whole shadow, which indicates that the entire shadow
boundary is fractal. We observe that the uncertainty exponent attains its minimum value
(α = 0.252) at Y = 7.1; this is the most uncertain (or “most fractal”) part of the shadow.
Beyond this value, there is a discontinuity in the uncertainty exponent; we see that α = 1
for Y > 7.1, which is the end of the black hole shadow. The end of the shadow corresponds
to pφ = pφ
∗: a ray incident from r → ∞ with pφ ≥ pφ∗ is not permitted to fall into the
black holes by the critical contour h(ρ, z) = pφ. The value of Y corresponding to pφ
∗ is
found to be Y = 7.13. This agrees well with the results of Figures 5.5(c) and 5.5(d).
In the case d = 1, the one-dimensional shadows become more uncertain as one increases
the value of Y (for Y < 7.13). This may be due to the existence of a “pocket” with three
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Figure 5.5. Uncertainty exponent α(Y ) for one-dimensional slices (Y = constant) of Majumdar–
Papapetrou di-hole shadows. (a)–(b) For d = 2, the uncertainty exponent is able to distinguish
between the regular and fractal (Cantor-like) parts of the shadow. The critical value of Y , at which
the type II/III fundamental orbits coincide, is shown as a red horizontal line. (c)–(d) In the case
d = 1, the uncertainty exponent confirms that the entire shadow boundary is fractal. The end of
the shadow, corresponding to pφ = pφ
∗, occurs at Y = 7.13. This is shown as a red horizontal line.
We have transposed the graphs of α in (a) and (c) to aid comparison with the shadow images in
(b) and (d).
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escapes, leading to the black holes and to spatial infinity; see the discussion in Section
4.7.1. The escapes become narrower as one increases pφ towards pφ
∗. This results in
greater final-state unpredictability, because the “pocket” acts as a randomising region.
For the highly symmetric case d = 1, as pφ → pφ∗, the width of the three escapes in
phase space tends to zero. In this limit, we also anticipate that α → 0. In principle, this
could be the case; however, the computation of α is difficult in this regime, due to the fact
that the volume of the shadow tends to zero. This is similar to the limit γ → 0 for the
γ-Cantor basins, described in Section 5.4.1.
5.5 The Wada property
5.5.1 Wada basins
A collection of three or more open sets S = {Bi | i ∈ {1, 2, . . . , N} , N ≥ 3} are said to
satisfy the Wada property if each point p on the boundary of any of the Bi ∈ S is on the
boundary of all Bi ∈ S. Such sets are difficult to visualise, and at first seem impossible to
realise; however, the first explicit example of sets which possess this property – the lakes
of Wada – was given by Yoneyama in 1917 [244].
The lakes of Wada are constructed using the following simple geometrical procedure
[244, 253]. We start with a double annulus; this is taken to be an island in a red ocean
with two lakes, one of which is filled with green water, the other with blue. At time t = 0,
we dig a canal from the red ocean, such that each point on the land is within a distance
of 1 unit of red ocean water. At time t = 12 , we dig a canal from the green lake, which
brings green water to within a distance 12 from each point on the land. At time t =
3
4 ,
we dig a canal from the blue lake so that each point on the land is within a distance of
1
3 from blue water. At time
7
8 , a canal is dug from the first canal so that each point on
land is within a distance 14 of every point on land. We continue in this fashion until time
t = 1, when the remaining land is a continuum in the plane of zero measure which bounds
three open sets, i.e., the red ocean, the green lake and the blue lake. The boundary of the
lakes of Wada is an example of an indecomposable continuum, a concept first described by
Brouwer [254].
The Wada property began as a topological curiosity; however, Kennedy and Yorke
[245] demonstrated that is quite common in dynamics, arising generically in the basins of
systems with three or more attractors or escapes. Recall from Section 2.6.5 that a point
p is a boundary point of the basin B if every open neighbourhood of p contains at least
one point in B and one point not in B. If a point p is a boundary point of N ≥ 3 basins
Bi, i ∈ {1, 2, . . . , N}, then p is said to be a Wada point. If all the boundary points of a
basin B are Wada points, then B is called a Wada basin. The Wada property may be
rephrased as follows: a point p on the basin boundary is a Wada point if and only if every
open neighbourhood of p has a non-empty intersection with at least three different basins
(open sets).
In their seminal paper, Kennedy and Yorke [245] argue that the Poincare´ return map
of the forced damped pendulum with four attractors exhibits the Wada property. The
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Wada property has since been revealed, using a range of techniques (see Section 5.6), in a
variety of dynamical systems, such as the forced damped pendulum, the three-disc model,
the He´non–Heiles Hamiltonian system, and others [112].
Here, we are primarily concerned with open Hamiltonian systems, so the subsequent
discussion will refer only to exit basins; however, this could be generalised to include
basins of attraction for dissipative systems. When multiple escapes are present in phase
space, we typically wish to determine to which basin a point belongs, i.e., through which
escape the particle will leave the system when integrated forwards in time. If the basin
boundary is sufficiently complicated, a small uncertainty in fixing the initial conditions
may result in a large uncertainty in the final state of the system. In situations where the
basin boundary is a Wada boundary, one encounters a high level of indeterminacy and an
extreme sensitive dependence on initial conditions, despite the underlying system being
fully deterministic. The presence of Wada basins in phase space is therefore a hallmark of
deterministic chaos in non-linear dynamical systems.
5.5.2 The Wada property in Cantor basins
It is clear from Yoneyama’s geometrical construction of the lakes of Wada, reviewed in
Section 5.5, that the Wada property is intimately related to iteration. Furthermore, we
have seen that a Cantor set can be generated using a similar iterative procedure to that
which is used to construct the lakes of Wada. In this section, we demonstrate how the
Wada property can arise generically in basins with a Cantor-like boundary.
Recall the Cantor basins presented in Section 4.6.2. One can construct a set of N ≥ 3
basins {Bi}Ni=1 from the complement of the middle-thirds Cantor set C in I = [0, 1] as
follows. Denote by Jk the union of the 2
k−1 open intervals which are removed from I at
the kth iteration in the construction of C. Now, add Jk to the basinBi, where k = i mod N .
The N basins can then be expressed as an infinite union of disjoint open sets:
Bi =
⋃
k=i mod N
Jk, i ∈ {1, 2, . . . , N} . (5.9)
Let us colour the open intervals which are removed at each step using N colours, i.e., we
assign the intervals a label from the set {c1, c2, . . . , cN}. The label is chosen in accordance
with the iteration: all intervals which belong to the ith basin are labelled by the colour
ci. Clearly, ∂B1 = ∂B2 = . . . = ∂BN = C; i.e., all of the basins Bi share a common
boundary, namely the Cantor set. Our aim is to demonstrate that the basins {Bi}Ni=1
possess the Wada property: every open neighbourhood of a point which belongs to the
basin boundary has a non-empty intersection with all N different basins.
As described in Section 4.6.2, the construction of the Cantor basins can be understood
in terms of symbolic dynamics for the Cantor set, where each interval is encoded using
a string of symbols from a symbolic alphabet A = {0, 1, 2}. At each iteration, the left-
hand (closed) interval is assigned the digit 0; the middle (open) interval is assigned the
digit 1; and the right-hand (closed) interval is assigned the digit 2. The intervals which
are assigned a colour (i.e., which belong to an exit basin) are all those whose symbolic
representation ends in the digit 1. We iterate on the remaining intervals (corresponding
to the digits 0 and 2) ad infinitum.
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The boundary points are represented in symbolic dynamics by sequences of infinite
length which do not contain the symbol 1. We note that sequences which terminate in
the digit 1 correspond to open intervals, i.e., they do not contain the endpoints. Let
S(k) be a sequence of length k which does not contain the symbol 1. The endpoints
of the interval with representation S(k)1 have symbolic representation S(k)10 and S(k)12.
However, these points also admit alternative representations in symbolic dynamics, namely
Sk02 and Sk20, respectively. Clearly, the latter representation shows that these points are
boundary points, and should not be included in the interval S(k)1. Thus S(k)1 is open.
The open intervals in the basin Bi (which are labelled using the colour ci) are repre-
sented in symbolic dynamics by sequences of length l, with l = i mod N , which terminate
in the symbol 1, and whose first l − 1 digits do not contain the symbol 1. For example,
the open interval labelled 020021 (which can be read as left-right-left-left-right-middle)
belongs to the basin Bi, where 6 = i mod N .
It is possible to use the symbolic dynamics for the Cantor set to demonstrate that the
N -colour Cantor basins possess the Wada property. Given any boundary point p ∈ C,
whose symbolic representation is of the form p1p2p3 . . ., where each pi ∈ {0, 2}, one can
always find a point in any of the N basins which is arbitrarily close to p. For if we are
given a point q ∈ Bi, with symbolic representation p1p2 . . . pl1, it is always possible to
find a point q′ ∈ Bi with symbolic representation p1p2 . . . pl′1, where l′ = l mod N and
l′ > l. The point q′ is closer to p than q is, but is still in the basin Bi. Since p and Bi are
arbitrary, this demonstrates that every open neighbourhood of each boundary point p has
non-empty intersection with all of the N basins {B1, B2, . . . , BN}. Thus, the N -colour
Cantor basins (with N ≥ 3) possess the Wada property. This simple argument illustrates
how the Wada property may arise generically in fractal sets with Cantor-like structure,
which are typically constructed using iterative processes.
5.6 Numerical test for Wada basins
5.6.1 The merging method
As described in Section 5.5, the Wada property arises naturally in non-linear dynamical
systems. A number of methods have been proposed to test this striking property. We
present a brief overview of these methods here, before reviewing the merging method –
a recently developed algorithm which tests whether an exit basin diagram exhibits the
Wada property.
In 1996, Nusse and Yorke [255] established that an unstable manifold which crosses
three (or more) basins in phase space could be used to prove the existence of Wada
boundaries. The main goal of the work of Nusse and Yorke was to develop criteria for
Wada basins which could be verified numerically; Nusse and Yorke applied their method
to verify the Wada property in the basins of the He´non map and the forced damped
pendulum [255]. The so-called Nusse–Yorke method has since been used to demonstrate
that the basins of Gaspard–Rice three-disc model possess the Wada property [226]. The
Nusse–Yorke method involves the computation of the unstable manifold of a saddle point
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which lies on the basin boundary. The algorithm therefore requires a detailed knowledge
of the dynamical system under consideration, as well as the computation of unstable
manifolds; this is often technically and computationally demanding. Indeed, many studies
[226, 246, 247, 256] have been devoted to applying the Nusse–Yorke method to a given
dynamical system for a particular set of parameters.
In 2015, Daza et al. [257] proposed a new computational method to verify the existence
of Wada basins in dynamical systems. This approach, referred to as the grid method, is
based on successive refinements of a grid in phase space. At each stage of the algorithm,
further trajectories are computed at higher and higher resolution. This method can be
automated in a simple fashion, and does not require a detailed knowledge of the underlying
dynamical system. The grid method is therefore easily applied to any dynamical system,
and can test for the presence of Wada basins up to finite resolution. One drawback of
this approach is that it requires the computation of new trajectories of the system at high
resolution. It is therefore computationally expensive.
More recently, with the principal aim of overcoming the drawbacks of the Nusse–Yorke
method and the grid method, Daza et al. [248] developed a novel method to test for Wada
basins up to finite resolution. The method, referred to as the merging method, does not
require a detailed knowledge of the underlying dynamical system, and is computationally
inexpensive. Of the three methods outlined here, the merging method is the fastest,
and the only one able to provide a reliable test of the existence of Wada basins through
a straightforward examination of the basins (at finite resolution), without the need to
compute new trajectories of the system or its invariant manifolds.
The method is based on a simple but counterintuitive observation: Wada basin bound-
aries are invariant under the action of merging any two of the basins together. To see this,
consider N ≥ 3 disjoint open sets (i.e., basins) {B1, B2, . . . , BN}. Suppose p ∈ ∂Bi for all
i ∈ {1, 2, . . . , N}; in other words, p is a Wada point. Define a new basin B1,2 = B1 ∪ B2
(that is, merge the basins B1 and B2 together). Clearly p ∈ ∂B1,2 and p ∈ ∂Bj for all
j ∈ {3, . . . , N}, so p is still a boundary point of the merged basins. Since the choice
of basins B1 and B2 was arbitrary, the action of merging any two of the basins together
leaves the Wada boundary points invariant. In fact, one could continue merging the basins
together in this fashion, until one is left with a pair of basins Bi and
⋃
j 6=iBj for some
i ∈ {1, 2, . . . , N}. Clearly p ∈ ∂Bi and p ∈ ∂
(⋃
j 6=iBj
)
. Figure 5.6 illustrates this strik-
ing property. In Figures 5.6(a)–5.6(d), we show the exit basins in phase space and their
merged versions for the Majumdar–Papapetrou di-hole with initial conditions taken in the
(ρ, z)-plane and an angular momentum parameter ∆pφ = pφ
∗ − pφ = 0.05 (see Section
5.2.2). On first inspection, it appears that we have simply changed the colours used to
depict the basins. However, closer examination reveals that the boundaries in each figure
are the same, but that two of the three basins have been merged to form a new basin
in each case. It is straightforward to see that non-Wada boundaries do not exhibit this
invariance under the pairwise merging of the basins. Figures 5.6(e)–5.6(h) depict a simple
example of regular (i.e., non-fractal) basins – constructed by partitioning the unit disc
into three equal sectors – and their merged counterparts. For this example, only one of
the boundary points (the centre of the disc) is a Wada point. The non-Wada boundaries
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Figure 5.6. Illustration of the merging method for Wada basins and regular basins. (a)–(d) Wada
basins for the Majumdar–Papapetrou di-hole system for initial conditions in the (ρ, z)-plane with
∆pφ = 0.05. (a) The original three-colour basins: rays which plunge into the upper (lower) black
hole are coloured green (purple); rays which escape to infinity are coloured grey. (b) The basins
corresponding to the black holes are merged [cyan]. (c) The basins corresponding to the upper
black hole and spatial infinity are merged [yellow]. (d) The basins corresponding to the lower black
hole and spatial infinity are merged [magenta]. (e)–(h) A simple example of regular basins and
their merged versions. In this case, only the centre of the disc, where the three basins meet, is
invariant under the pairwise merging of the basins; this is a Wada point. The remaining boundary
points are not Wada points.
are destroyed by the pairwise merging of the basins.
Mathematically, to check that the basins of a system satisfy the Wada property, it
suffices to check that the boundary remains unaltered under the merging of the basins.
However, this procedure would require either (i) a closed-form expression for the basins
and their boundaries; or (ii) an image of the basins up to arbitrarily high resolution.
Typically, the exit basins of a dynamical system are computed using a finite grid
of initial conditions in the (u, v)-plane, where u and v are the coordinates of a two-
dimensional surface of section in phase space. The basins can, of course, be realised in
higher dimensions; however, we restrict our attention to the two-dimensional case for
simplicity. Here, a “pixel” is taken to be a square of side length L centred on the initial
condition (u0, v0). The exit basins are realised by colouring the pixels according to the
final state of the trajectory with initial condition given by the point (u0, v0), i.e., the centre
of the pixel.
Due to the issues caused by the finite resolution of the grid used to realise the basins,
we fatten the basin boundaries by a factor of the fattening parameter r; that is, we replace
each pixel belonging to the (original) slim boundaries by itself plus its r nearest neighbours.
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For a square grid of initial data, this is typically achieved using the Chebyshev metric;
however, other grid layouts and metrics can be employed without drastically affecting the
method.
Having computed the boundaries and applied the fattening procedure for some fat-
tening parameter r, we are left with the set of slim boundaries {∂Bi}Ni=1 and their fat-
tened versions {∂rBi}Ni=1. The condition of the method states that if all of the (origi-
nal) slim boundaries are contained in all of the fat boundaries, i.e., ∂Bi ⊂ ∂rBj for all
i, j ∈ {1, 2, . . . , N}, then the basin boundary is a Wada boundary up to the resolution
of the fattening parameter r. The method is reliant on the choice of parameter r; we
begin with r = 1 and increase its value until either all of the basin boundary points are
classified as Wada points, or a halting condition r > rstop is met. Of course, the merging
method only ascertains whether or not a basin is Wada up to a resolution determined by
the internal parameters of the method: the grid size L, and the fattening parameter r.
Let us summarise the steps of the merging method for clarity.
1. Begin with a finite resolution image of N exit basins {Bi}Ni=1. Recall that the method
does not require any prior knowledge of the dynamical system; however, this will be
necessary to compute the basins in the first place.
2. Choose one basin Bi for some i ∈ {1, 2, . . . , N}, and merge all of the other basins⋃
j 6=iBj . This yields a two-colour exit basin diagram. Repeat this procedure for
each basin Bi in turn. This results in a set of N two-colour basin diagrams (see
Figure 5.6).
3. Determine the boundary of each two-colour basin diagram. Practically, this is
achieved by identifying pixels which have at least one neighbour of the opposite
colour. This yields a set of N slim boundaries {∂Bi}Ni=1.
4. Starting with r = 1, fatten each slim boundary by a factor of r (i.e., take each
boundary point and all other points within a distance r) to obtain N fat boundaries
{∂rBi}Ni=1.
5. Consider a fat boundary ∂rBj for some j ∈ {1, 2, . . . , N}. Check whether the union
of slim boundaries is contained inside the fat boundary. Repeat for each of the
N fat boundaries ∂rBj in turn. If the union of the slim boundaries is contained
inside every fat boundary, then the basins are said to posses the Wada property, up
to the resolution determined by the fattening parameter r. If this is not the case,
increase the value of r (r 7→ r + 1) and return to step 4 of the algorithm. Repeat
this process until the halting condition r > rstop is satisfied. If this condition is met
and the union of slim boundaries is not contained in each fat boundary, then the
merging method classifies the basins as non-Wada. In the case of partially Wada
boundaries (i.e., some boundary points are Wada points, but others are not), the
merging method provides a list of all of the boundary points in the original image
and their classification as Wada or non-Wada.
Daza et al. [248] present an overview of the merging method, and provide a detailed
analysis of the method. Moreover, the method is used to test for the Wada property in
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the basins of two well-known systems: the He´non–Heiles Hamiltonian; and the Newton
method to find the nth roots of unity in the complex plane. Numerical investigation
of these systems demonstrates that the merging method correctly classifies basins which
are known to possess the Wada property; and that the classification using a fattening
parameter r is independent of (i) the fractal dimension of the boundary, and (ii) the
number of basins.
5.6.2 The Wada property in Majumdar–Papapetrou exit basins
As described in Sections 5.2.2 and 5.6.1, the exit basins in the phase space of the He´non–
Heiles Hamiltonian system [117] are known to possess the Wada property, as demonstrated
by Aguirre et al. [246], who employed the Nusse–Yorke method [255]. This has since
been confirmed using the grid method [257] and the merging method [249]. Given the
striking similarities between the He´non–Heiles system and the Majumdar–Papapetrou di-
hole system (see Section 5.2.2 and Appendix C), one would naturally expect the basins of
the Majumdar–Papapetrou di-hole – shown in Figure 5.2 – to exhibit the Wada property.
Here, we test this claim using the merging method.
We applied the merging algorithm described in Section 5.6.1 to the exit basins of
the Majumdar–Papapetrou system with initial data taken in both the (ρ, z)-plane and
the (ρ, pρ)-plane (see Figures 5.2(a)–5.2(c) and Figures 5.2(d)–5.2(f), respectively), where
the basins were realised using a grid of 103 × 103 equally spaced initial conditions. We
tested all boundary points for the Wada property for a selection of exit basin diagrams
with ∆pφ ∈ [0.02, 0.15], where ∆pφ = pφ∗−pφ. For this choice of parameters, the merging
algorithm classified all boundary points as Wada points for a fattening parameter of r = 3.
We remark that, as ∆pφ → 0 (i.e., as pφ → pφ∗), the width of the three escapes in
phase space tends to zero. Moreover, KAM islands become dominant – as shown in Figures
5.2(c) and 5.2(f) – and the escape time for photons which start inside the scattering region
blows up [227]. It is therefore computationally expensive to verify the Wada property for
small values of the parameter ∆pφ. Although we have not directly verified the Wada
property for Majumdar–Papapetrou basins with ∆pφ < 0.02, we expect all boundary
points to retain the Wada property in the limit of small escapes (∆pφ → 0). A detailed
discussion of the limit of small escapes in open Hamiltonian systems is given by Aguirre
and Sanjua´n [227].
5.6.3 The Wada property in Majumdar–Papapetrou shadows
We now turn our attention to the shadows of the Majumdar–Papapetrou di-hole, described
in detail in Section 4.7.2, and reviewed in this chapter in Section 5.3; see Figure 4.17 for
examples of shadows of equal-mass (M± = M = 1) black holes separated by distances
d = 1 and d = 2.
We applied the merging method (Section 5.6.1) to test for the Wada property in
Majumdar–Papapetrou di-hole shadows for a selection of coordinate separations in the
range d ∈ [0, 3]. In each case, we employed a ray-tracing method (Section 4.7.2) to generate
black hole shadow images for an observer situated at a radial distance r0 = 50M with
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Figure 5.7. Results of the merging method for the equal-mass Majumdar–Papapetrou di-hole with
coordinate separation d. The numerical algorithm was performed for a range of values of the
fattening parameter r. The dashed vertical line indicates the critical separation d = dˆ = 1.2085,
below which the shadows exhibit the full Wada property. The dotted vertical line at d ≈ 1.97
marks a second transition in the nature of the shadow, where there is an increase in the number
of non-Wada points.
a viewing angle of θ = pi2 . Practically, this involved numerically integrating Hamilton’s
equations for the Hamiltonian (5.2) for a 103× 103 grid of evenly spaced initial conditions
in the (X,Y )-plane (the observer’s image plane).
The results of the merging algorithm are shown in Figure 5.7, which depicts the per-
centage of boundary points which are not classified as Wada points by the algorithm, as
the coordinate separation d is varied. The results of the algorithm provide evidence that
the shadows are fully Wada (i.e., all boundary points are Wada points) for separations
in the range 0.1 . d . 1.2. Moreover, the results of Figure 5.7 suggest that there is a
qualitative transition in the nature of the shadows at d ≈ 1.2, after which the shadow is
only partially Wada.
Such a qualitative change was anticipated in our study of the fundamental orbits in
Sections 5.3.2 and 5.3.3. We argued that, for a fixed value of pφ, the existence of three
types of photon orbits, as shown in Figure 4.11, gives rise to Cantor-like structure in the
corresponding one-dimensional shadows (see Chapter 4). In Section 5.5.2, we presented
a simple argument based on symbolic dynamics which illustrates that a set of N ≥ 3
exit basins which have a Cantor-like boundary will possess the Wada property. Hence,
if all three types of fundamental orbits exist for 0 ≤ pφ < pφ∗, then we anticipate that
the two-dimensional shadow will be totally Wada. If, on the other hand, there exists
some value pˆφ < pφ
∗ for which the type II and III fundamental orbits cease to exist –
as shown in Figure 4.11(c) – then the one-dimensional shadows with pˆφ < pφ < pφ
∗ will
not be fractal. As a result, the two-dimensional shadow will only be partially Wada:
the boundary points corresponding to 0 ≤ pφ ≤ pˆφ will be Wada points, whereas those
corresponding to pˆφ < pφ < pφ
∗ will not. In Section 5.3.3, we demonstrated that the latter
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Figure 5.8. Results of the merging method to test for Wada boundary points in the equal-mass
Majumdar–Papapetrou di-hole shadow with coordinate separation d = 2M . (a) Shadow of the
Majumdar–Papapetrou di-hole in the image plane with coordinates (X,Y ). The shadow of the
upper (lower) black hole is shown in green (purple). The non-Wada boundary points found by the
merging method (with r = 5) are shown in red; critical values of Y , which delimit the non-fractal
regions, are shown in blue. The latter are obtained by looking at critical values of pφ. (b) Magnified
region of the shadow (a) which shows good agreement between the non-Wada points detected by
the merging method and the non-fractal regions of the shadow.
scenario occurs for sufficiently separated black holes with d > dˆ ≈ 1.2085. This prediction
matches the observed transition in the results of the merging algorithm, shown in Figure
5.7.
Figure 5.7 also indicates that there is a second qualitative change in the nature of the
shadow structure at d ≈ 1.9. It is likely that this transition occurs when the top of the main
globular shadow components impinge upon the regular region of the shadow. For d & dˆ,
only the tips of the primary eyebrow-like components are regular. As one increases d, the
regular region of the shadow (i.e., the domain in Y for which all one-dimensional shadows
are non-fractal) begins to incorporate the top of the globular features (main shadows).
Numerical investigations of the shadow structure and the location of the regular region
suggest that this occurs at d ≈ 1.97, which agrees well with the observed transition in
Figure 5.7 (shown as a dotted vertical line).
To confirm our interpretation of the Wada property in Majumdar–Papapetrou di-hole
shadows, we illustrate the results of the merging method in Figure 5.8. We consider
a Majumdar–Papapetrou di-hole shadows seen by an observer with a viewing angle of
θ = pi2 , for black holes of mass M separated by coordinate distance d = 2M . The exit
basin corresponding to the upper (lower) black hole are plotted in green (purple); the
exit basin corresponding to spatial infinity is plotted in white. The non-Wada points
detected by the merging method (for a fattening parameter r = 5) are shown in red. The
regular (non-fractal) region of the shadow is delimited by the blue horizontal lines; this
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region is determined by considering the values of Y corresponding to pφ ∈ (pˆφ, pφ∗). The
results of Figure 5.8 confirm that all of the non-Wada points lie within the regular region.
Furthermore, one can see from Figure 5.8(a) that the regular zone has begun to impinge
on the primary shadows for d = 2 > 1.97.
The agreement between the boundaries of the regular region [blue curves] and the non-
Wada points [red] detected by the merging method could be improved by (i) increasing
the resolution of the exit basin diagram; and (ii) taking rmax → ∞, where rmax is the
location of the observer. We caution that implementing these proposals would make the
merging method more computationally expensive.
5.7 Discussion
5.7.1 Extensions
Do the shadows cast by real binary black holes, such as the progenitors of gravitational
waves detected by LIGO–Virgo, exhibit the Wada property? This remains an open ques-
tion. Despite the fact that singleton black hole systems have been successfully imaged [1],
there appears to be little prospect of imaging a binary black hole system in the near future.
However, realistic simulations of gravitational lensing by dynamical binary black holes have
been conducted by Bohn et al. [190]. Classifying these high-resolution shadow images as
fully Wada, partially Wada or otherwise by applying the merging method would certainly
be of theoretical interest. One could also apply the algorithm to shadows in other binary
systems, such as the imitative models explored in the recent work of Cunha et al. [234].
Aguirre and Sanjua´n [227] explore the exit basins of open Hamiltonian systems in the
limit that the escape width tends to zero, using the Gaspard–Rice three-disc model and
the He´non–Heiles Hamiltonian system as illustrative cases. They find that, as the width of
the escapes decreases, the basins become totally uncertain (i.e., the uncertainty exponent
approaches zero with the width of the escapes). These totally uncertain basins resemble
the case of riddled basins in dissipative systems. A basin is said to be riddled if all of
its points are arbitrarily close to points from another basin [258]. Riddled basins coincide
with their boundary.
In the case of the Majumdar–Papapetrou Hamiltonian system with d = M (highly
symmetric case), we have three exits in phase space whose widths approach zero in the
limit ∆pφ → 0. We anticipate that the exit basins in phase space and the one-dimensional
shadows would become totally uncertain in the limit ∆pφ → 0. The basins of Figure 5.2,
the black hole shadows of Figure 5.5(c) and the uncertainty exponent in Figure 5.5(d) all
support this claim; however, an accurate calculation of the uncertainty exponent in the
limit ∆pφ → 0 would be computationally expensive.
5.7.2 Conclusions
In this chapter, we have applied techniques from the field of non-linear dynamics to study
fractal structures which arise in the shadows of a static binary black hole model – the
Majumdar–Papapetrou di-hole solution – which is an exact solution to the Einstein–
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Maxwell equations of gravity and electromagnetism. The solution can be regarded as a
surrogate for a more “realistic” dynamical binary black hole system, such the progenitors
of the gravitational waves detected by the LIGO–Virgo collaboration.
The black hole shadow is intimately related to the scattering of photons, which follow
null geodesics on the curved spacetime geometry. The null geodesics of the Majumdar–
Papapetrou geometry are governed by a two-dimensional Hamiltonian dynamical system
with a conserved parameter for rays (the photon’s azimuthal angular momentum). In-
triguingly, this Hamiltonian system shares many qualitative features with the well-known
He´non–Heiles system [117], a paradigmatic two-dimensional time-independent model for
chaotic scattering in Hamiltonian dynamics.
In Chapter 4, we saw that the Majumdar–Papapetrou di-hole system is an example
of chaotic scattering: the existence of three dynamically connected fundamental photon
orbits gives rise to a fractal set of scattering singularities of measure zero. The chaotic
scattering of photons by the two black holes is responsible for Cantor-like fractal structure
in the binary black hole shadows. Our perspective is that black hole shadows can be
viewed as exit basins defined with respect to the image plane of a distant observer. Black
hole shadows are therefore amenable to techniques from non-linear dynamics which have
been developed to characterise and quantify fractal structures.
In Section 5.2.1, we reviewed the key features of the Majumdar–Papapetrou di-hole
geometry and the Hamiltonian formalism for null geodesics (first covered in Chapter 4).
Taking inspiration from the study of the He´non–Heiles system in [246], we analysed the
geodesic dynamics of the Majumdar–Papapetrou di-hole by considering exit basins in
phase space in Section 5.2.2. Then, in Section 5.3, we reviewed the black hole shadows of
the equal-mass Majumdar–Papapetrou di-hole system for different values of the coordinate
separation d between the black holes. The role of fundamental photon orbits on the
variation in shadow structure was discussed (Section 5.3.2). We outlined a numerical
method which could be used to calculate the critical value of the separation parameter dˆ
(Section 5.3.3); we conjectured that Majumdar–Papapetrou di-hole shadows with d < dˆ
will be fully Wada, whereas shadows with d > dˆ will only be partially Wada (i.e., they
will exhibit both Wada and non-Wada regions). In Section 5.4.1, we reviewed the notion
of Hausdorff dimension for fractal sets and the uncertainty exponent, first introduced
by Grebogi et al. [251] as a quantitative measure for the indeterminacy in final-state
prediction when fractal boundaries are present in phase space. We presented a numerical
method which can be employed to compute the uncertainty exponent for exit basins. To
test and calibrate the numerical method, we calculated the uncertainty exponent for the
Cantor basins (first introduced in Section 4.6.2) and compared the numerical data to
known analytical results (Section 5.4.2). We then applied the numerical method to one-
dimensional Majumdar–Papapetrou di-hole shadows (Section 5.4.3); the results support
our understanding of the shadow structure and fundamental photon orbits, outlined in
Chapter 4 and Section 5.3. In Section 5.5.1, we reviewed the Wada property, with an
emphasis on the exit basins of open Hamiltonian systems. Using a simple argument based
on “symbolic dynamics” for Cantor basins, we demonstrate that the Wada property arises
generically in systems with three or more exit basins who share a common Cantor-like
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fractal basin boundary (Section 5.5.2). We applied the merging method (reviewed in
Section 5.6.1) to test for the Wada property in (i) the exit basins in phase space of the
Majumdar–Papapetrou di-hole (Section 5.6.2); and (ii) the shadows cast by the black
holes, i.e., exit basins on the image plane of an observer (Section 5.6.3).
Using the merging method, we have shown that the Majumdar–Papapetrou di-hole
shadows can exhibit either the partial Wada property or the full Wada property, depending
on the separation of centres d. In the exit basins of open Hamiltonian systems, the Wada
property is associated with high levels of indeterminacy and unpredictability, despite the
underlying dynamics being deterministic. In the case of a pair of black holes, the existence
of Wada basins implies that a photon whose initial conditions are chosen close to a Wada
boundary can end up in one of three final states: it can plunge into either of the black
holes of escape to spatial infinity.
An important property of the merging method of [248] is that it is agnostic to the
underlying dynamical system: no knowledge of the system or its invariant sets is required;
all that is necessary is an exit basin diagram at finite resolution. A key result of this work
is that the algorithm successfully detected a “phase transition” in the black hole shadow,
as it changed from fully Wada to partially Wada at a certain value of the separation
parameter d. The numerical results of the merging method agree well with our theoretical
predictions based on fundamental photon orbits (Sections 5.3.2 and 5.3.3). In the exit
basins of dynamical systems where the underlying dynamics is either unknown or too
complicated to study analytically, the merging method can provide novel physical insight.
As described in Section 5.6.1, a number of computational methods have been proposed
to test for Wada basins, including the Nusse–Yorke method [255]. The merging method,
employed in this work, offers several advantages over the Nusse–Yorke method. In the
latter approach, to verify the Wada property, one must compute an unstable manifold
and verify that it crosses all of the exit basins in phase space. In the case of black
hole shadows for the Majumdar–Papapetrou di-hole, the image plane mixes phase space
and parameter space: the image plane coordinates are dependent on the independent
phase space coordinates and the conserved parameter pφ. It is not clear how one would
construct an unstable manifold on the image plane; as a result, it does not appear possible
that the Nusse–Yorke method could be used to test for the Wada property in Majumdar–
Papapetrou di-hole shadows.
The work presented in this chapter (based on that of [249]) is, to our knowledge, the
first demonstration of the Wada property in the exit basins and/or the black hole shadows
of a general relativistic system. Our work demonstrates that tools from the field of non-
linear dynamics (e.g. the uncertainty exponent and the merging method to test for Wada
basis) can be exploited to deepen our understanding of scattering processes in general
relativity. Furthermore, this investigation of the Majumdar–Papapetrou di-hole system
shows that there exist novel dynamical systems in general relativity (and in the wider field
of gravitational physics) which are amenable to techniques from non-linear dynamics and
chaos theory.
Chapter 6
Stable photon orbits in stationary
axisymmetric spacetimes
6.1 Introduction
The epoch-making gravitational-wave detections by the LIGO–Virgo collaboration provide
compelling evidence for the existence of stellar-mass black holes in nature [18]. Moreover,
the characteristic “chirp” profiles of these events are consistent with the inspiral, merger
and ringdown phases of a binary black hole coalescence, which settles down to an equilib-
rium state described by Kerr’s solution of general relativity [35].
The ringdown phase of a binary black hole coalescence provides strong evidence that
the end-product of the merger possesses a light-ring [259], i.e., a family of unstable photon
orbits [76,177]. The parameters of the light-ring – in particular, its orbital frequencies and
Lyapunov exponents – are related to the frequency and decay rate of the ringdown phase
of the gravitational-wave signal [260–264]. If the merged body is endowed with a light-
ring, this will be associated with a range of observational phenomena, including multiple
lensing images of distant sources [7]; diffraction effects such as glories and orbiting [265];
and a characteristic spectrum of quasinormal modes [266].
Intriguingly, the correspondence between the object’s complex quasinormal mode os-
cillations and the existence of an unstable photon orbit suggests that any object with
a light-ring will initially vibrate like a black hole [259]. As a result, the LIGO–Virgo
gravitational-wave detections do not rule out the possibility that the merged body pos-
sesses a light-ring but not an event horizon. Objects with a light-ring are dubbed ultra-
compact in the literature [267,268].
Horizonless ultracompact objects – such as boson stars [269], Proca stars [270], gravas-
tars [271, 272], and wormholes [273] – possess unstable light-rings which are generically
accompanied by inner stable photon orbits [267]; the latter are associated with a range
of phenomenological features. First, the existence of stable photon orbits allows for the
trapping and storage of energy in bounded regions; this allows instabilities (e.g. fragmenta-
tion and collapse [267] or ergoregion instabilities [274,275]) to flourish. Second, Keir [276]
found that linear waves – which serve as a model for non-linear perturbations – decay
(no faster than) logarithmically with time, which dominates power-law Price decay [277];
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this slow decay suggests that ultra-compact objects are unstable at the non-linear level.
Finally, ultra-compact objects with a stable photon orbit exhibit a modified late-time
gravitational-wave ringdown which depends on the internal structure of the compact ob-
ject, and differs from that of a black hole [259]. As we enter a new era of precision
gravitational-wave experiments, this modified ringdown will be tested and constrained.
Various strands of work suggest that stable photon orbits are relevant not only in hori-
zonless geometries, but also play a key role in black hole spacetimes. In four dimensions,
stable photon orbits have been shown to exist within the inner horizons of Kerr–Newman
black holes and around naked singularities [77,78,278–283]; and around black holes (or soli-
tons) with a non-zero cosmological constant [284,285]. In higher-dimensional contexts, sta-
ble photon orbits have been revealed in the exterior regions (i.e., outside the event horizon)
of five-dimensional black rings [286] and six-dimensional Myers–Perry black holes [287].
More recently, stable photon orbits have been revealed around Majumdar–Papapetrou di-
holes [201,288], which serve as static axisymmetric toy models for dynamical binary black
holes; and around hairy black hole models, including Kerr black holes with scalar hair [184]
and Proca hair [79]. In these scenarios, stable photon orbits have been revealed to play a
key role in gravitational lensing; in particular, they are associated with distinctive chaotic
features in black hole shadows. Non-planar “fundamental photon orbits” (generalisations
of light-rings) in generic stationary, axisymmetric spacetimes have been classified – and
their stability explored – by Cunha et al. [79]. A review of the relationship between fun-
damental photon orbits and strong-field lensing effects by ultra-compact objects can be
found in [60].
In this chapter, we investigate the existence of stable photon orbits in four-dimensional
stationary axisymmetric electrovacuum spacetimes; the majority of the work presented in
this chapter is based on [289]. In Section 6.2, we review the existence and classification of
equatorial circular photon orbits in the charge–spin parameter space for the Kerr–Newman
family of spacetimes. In Section 6.3, we employ a Hamiltonian formalism for null geodesics
to demonstrate that, for a general stationary axisymmetric (Weyl) spacetime (reviewed in
Section 6.3.1), the Einstein–Maxwell equations permit the existence of stable photon orbits
in electrovacuum, but not in pure vacuum (Section 6.3.2). In Section 6.4, we explore the
existence of stable photon orbits in the Reissner–Nordstro¨m di-hole class of spacetimes – a
subfamily of the general Breto´n–Manko–Aguilar two-centre solution [232], which includes
the uncharged Weyl–Bach di-hole and extremal Majumdar–Papapetrou di-hole as special
cases. Using Poincare´ sections, we explore the structure of stable photon orbits around
the Majumdar–Papapetrou di-hole in Section 6.5. Finally, we conclude with a discussion
of this work and possible extensions in Section 6.6.
6.2 Photon orbits in Kerr–Newman spacetime
6.2.1 Spacetime geometry
Uniqueness and no-hair theorems [40, 290] support the conjecture that the end-product
of gravitational collapse in asymptotically flat electrovacuum is a Kerr–Newman black
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hole [36, 37]. The most astrophysically relevant case is that of an uncharged Kerr black
hole [35], which has become a cornerstone of Einstein’s theory of general relativity. Here,
we outline the key features of the Kerr–Newman geometry, paying special attention to its
(null) geodesics; for further details, see Sections 2.4 and 2.6, and references therein.
The Kerr–Newman geometry is characterised by three externally observable param-
eters: mass M , charge Q, and spin a = JM (where J is the angular momentum). In
Boyer–Lindquist coordinates {t, r, θ, φ}, the line element takes the form
ds2 = gabdx
adxb (6.1)
= −
(
1− 2Mr
Σ
)
dt2 +
Σ
∆
dr2 + Σ dθ2 +
(
r2 + a2 +
2Ma2r
Σ
sin2 θ
)
sin2 θ dφ2
− 4Mar sin
2 θ
Σ
dtdφ,
(6.2)
where Σ(r, θ) = r2 + a2 cos2 θ and ∆(r) = r2 − 2Mr + a2 + Q2. The event horizons are
located at Boyer–Lindquist radii r = r± = M±
√
M2 − (a2 +Q2). Introducing the charge
ratio q = QM and spin ratio a˜ =
a
M =
J
M2
, this becomes r± = M
(
1±√1− (a˜2 + q2)).
The black hole subfamily is given by a˜2 + q2 ≤ 1, with equality in the extremal case where
there is a single event horizon at r± = M . The Kerr–Newman family may be extended
beyond the black hole case to include naked singularities by considering the region of
charge–spin parameter space given by the inequality a˜2 + q2 > 1.
On Kerr–Newman spacetime, there exist two Killing vector fields, satisfying Killing’s
equation ξ(a;b) = 0, which are associated with time translations (ξ(t)
a), and rotation about
the symmetry axis (ξ(φ)
a). These isometries are in one-to-one correspondence with con-
stants of motion along the tangent vector ua to a geodesic: the energy E = −ξ(t)aua, and
azimuthal angular momentum Lz = ξ(φ)
aua. The existence of a rank-two Killing tensor,
which satisfies K(ab;c) = 0, is responsible for a further “hidden” constant of motion – the
Carter constant, defined as K = Kabu
aub. The geodesic equations are separable (and
hence Liouville integrable) thanks to the existence of this additional conserved quantity;
see Section 2.6 for a review.
The radial and latitudinal motion of a massless particle with energy E and angular
momentum Lz is described by the equations [176,291]
Σ2r˙2 =
[
E(r2 + a2)− aLz
]2 −K∆, (6.3)
Σ2θ˙2 = K −
(
aE sin θ − Lz
sin θ
)2
, (6.4)
where an overdot denotes differentiation with respect to an affine parameter along the ray,
say λ. Rearrangement of (6.4) permits us to write Carter’s constant in the form
K = Kabu
aub = Σ2θ˙2 +
(
aE sin θ − Lz
sin θ
)2
. (6.5)
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6.2.2 Classification of equatorial circular photon orbits
We are interested in the problem of classifying equatorial circular photon orbits. Setting
θ = pi2 , we see that (6.5) reduces to K = (aE − Lz)2 and (6.3) gives
r˙2 =
E2
r4
[(
r2 + a2 − ab)2 − (a− b)2 (r2 − 2Mr + a2 +Q2)] , (6.6)
where b = LzE is the impact parameter. The change of variables r 7→ u = Mr allows us to
express (6.6) as
r˙2 = E2R(u), R(u) = 1−
(
b˜2 − a˜2
)
u2 +
(
a˜− b˜
)2 (
2u3 − q2u4) , (6.7)
where a˜ and q are the spin and charge ratios, respectively, and b˜ = bM . A circular orbit
satisfies r˙ = 0 = r¨. If E 6= 0, the conditions for circular photon orbits can be expressed as
R(u) = 0 = R′(u), where a prime denotes differentiation with respect to u. Furthermore,
an orbit is stable if R′′(u) < 0. The problem of classifying equatorial circular photon
orbits of non-zero energy therefore reduces to classifying the roots of the quartic R(u).
We seek the values of the impact parameter b for which R has repeated roots. Such
values may be found by solving ∆u(R) = 0, where ∆u denotes the discriminant with
respect to u. The expression ∆u(R) is a polynomial in b of degree 10. Phase boundaries
in the (q2, a˜2)-plane – which correspond to repeated roots of the polynomial ∆u(R) – are
obtained by setting “the discriminant of the discriminant” to zero, which factorises as
∆b
(
∆u(R)
(b˜− a˜)6
)
= 232
(
1− a˜2 − q2) [27a˜2 − q2 (9− 8q2)2]3 . (6.8)
Hence, the phase boundaries in the charge–spin plane are
a˜2 = 1− q2, (6.9)
a˜2 =
1
27
q2
(
9− 8q2)2 . (6.10)
The first of these is the extremality condition for the Kerr–Newman family: solutions with
a˜2 + q2 ≤ 1 are black holes; whereas the converse holds for naked singularities. The phase
boundaries intersect at the point (q, a˜) =
(√
3
2 ,
1
2
)
.
In Figure 6.1, we present the Balek–Bicˇa´k–Stuchl´ık [78] phase diagram in the charge–
spin plane for equatorial circular photon orbits of positive Boyer–Lindquist radius (r > 0)
on Kerr–Newman spacetimes. Here we summarise the classification of equatorial circular
photon orbits in Regions I–VII of the phase diagram. Regions I and II correspond to
the black hole regime with distinct horizons at r = r± (a˜2 + q2 < 1); Regions III–VIII
correspond to naked singularities with no event horizon (a˜2 + q2 > 1). All orbits are
unstable, unless stated otherwise. In Region I there are two exterior orbits (r > r+). In
Region II there are two interior orbits (r < r−) and two exterior orbits (r > r+); the
innermost orbit is stable. Regions III and IV admit two orbits; the innermost is stable.
In Region V there are no equatorial circular photon orbits. Finally, Regions VI and VII
admit four orbits; the inner pair is stable. We remark that Regions III and VI (naked
singularities with 0 < q2 < 1) admit a counter-rotating orbit; whereas Regions IV and VII
do not.
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Figure 6.1. Phase diagram for equatorial circular photon orbits of positive Boyer–Lindquist radius
(r > 0) on Kerr–Newman spacetime in the charge–spin plane (q2, a˜2), where q = QM and a˜ =
a
M =
J
M2 . The black solid line shows the phase boundary a˜
2 = 127q
2
(
9− 8q2)2; the black dashed line
is the phase boundary a˜2 + q2 = 1, which separates black holes (Regions I and II) from naked
singularities (Regions III–VII). The phase boundaries meet at the point (q, a˜) =
(√
3
2 ,
1
2
)
. Stable
equatorial circular photon orbits exist within the inner horizon for black holes in Region II; on
(inside) extremal horizons r = M for a < 12 (a >
1
2 ); and around naked singularities in Regions
III, IV and VI. (Equivalent phase diagrams are presented in Figure 6 of [279], Figure 2.1 of [78],
and Figure 4 of [280].)
We now consider the critical cases, which demarcate the seven (open) regions of the
(q2, a˜2)-plane considered above. Firstly, for a˜2 = 0 and 0 ≤ q2 < 1 (Schwarzschild and
Reissner–Nordstro¨m black holes), there exists one exterior orbit. For a˜2 = 0 and 1 ≤
q2 < 98 (Reissner–Nordstro¨m naked singularities), there are two orbits; the innermost
being stable. In the case q2 = 0, 0 < a˜2 < 1 (Kerr black holes), there are two exterior
orbits and one interior orbit. (Recall from Section 3.3.3 that the Kerr black hole solution
admits a pair of unstable light-rings at r = rˆ±; one of which is co-rotating with the spin
of the black hole; the other is counter-rotating. In the Schwarzschild limit a → 0, these
light-rings coincide at r = 3M .) In the case of extremal Kerr–Newman black holes, with
a˜2 + q2 = 1, there are three equatorial circular photon orbits, whose stability depends on
the value of a˜: for 0 < a < 12 , there is one stable orbit on the horizon (r = M) and two
exterior orbits; for 12 < a < 1, there is one stable interior orbit (r < M), one horizon
orbit (r = M) and one exterior orbit (r > M) [282, 283]. At the point (q, a˜) =
(√
3
2 ,
1
2
)
,
where the phase boundaries (6.9) and (6.10) intersect, there is a marginally stable orbit
(R′′(u) = 0) on the extremal horizon, and one exterior orbit at r = 3M .
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6.3 Photon orbits in stationary axisymmetric spacetimes
6.3.1 Hamiltonian formalism for null geodesics
Stationary axisymmetric spacetime in electrovacuum can be described in Weyl–Lewis–
Papapetrou coordinates {t, ρ, z, φ} by the line element [83,86]
ds2 = gabdx
adxb = −f (dt+ w dφ)2 + 1
f
[
e2γ
(
dρ2 + dz2
)
+ ρ2 dφ2
]
, (6.11)
and electromagnetic one-form potential
Aadx
a = At dt+Aφ dφ, (6.12)
where f , γ, w, At and Aφ are functions of ρ and z only; see Section 2.3.3 and e.g. [83,86]
for further details. The geodesics qa(λ) are the integral curves of Hamilton’s equations,
with Hamiltonian function H(q, p) = 12g
abpapb and canonical momenta pa = gab q˙
a. Here,
an overdot denotes differentiation with respect to the affine parameter λ. The metric
components are independent of t and φ, so pt and pφ are constants of motion; one may
set pt = −1 without loss of generality, by rescaling the affine parameter. Further, H itself
is a constant of motion along geodesics, with H = 0 in the null case.
As shown in Section 2.2, null geodesics are invariant under conformal transformations
of the form gab 7→ Ω2(q)gab, where Ω > 0 is a function of the spacetime coordinates.
Employing a conformal transformation with Ω2 = e−2γf , we are able to recast the Hamil-
tonian associated with (6.11) in two-dimensional “canonical form” as
H(ρ, z, pρ, pz; pφ) =
1
2
(
pρ
2 + pz
2
)
+ V (ρ, z; pφ), (6.13)
V (ρ, z; pφ) = −
e2γ
2ρ2
[
ρ2
f2
− (w + pφ)2] , (6.14)
where pφ = constant is a free parameter. The positivity of the kinetic term in (6.13) and
the Hamiltonian constraint H = 0 imply that V ≤ 0. For a photon with fixed azimuthal
angular momentum pφ, this inequality demarcates the allowed regions of configuration
space.
Null geodesics of constant ρ and z (stationary points) exist where V = 0 and ∇V = 0,
where the ∇ = (∂ρ , ∂z) is the standard two-dimensional gradient operator. The stability
of such orbits can be determined by considering the extrema of the potential V : the
orbit is stable if the stationary point is a local minimum of V , i.e., if detH(V ) > 0 and
trH(V ) > 0, where
H(V ) =
[
V,ρρ V,ρz
V,ρz V,zz
]
(6.15)
is the Hessian matrix for the potential V . In general, null geodesics are kinematically
bounded if there exists a contour V (ρ, z) = 0 which is closed in the (ρ, z)-plane that
bounds an open region in which the potential is negative.
A drawback of the potential (6.14) is that it depends on the orbital parameter pφ. One
may factorise the potential as
V = − e
2γ
2ρ2
(h+ + pφ)(h
− − pφ), (6.16)
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where we introduce the height functions (or effective potentials)
h±(ρ, z) =
ρ
f
± w, (6.17)
which are independent of the azimuthal angular momentum pφ. (In the case of static
axisymmetric spacetimes, described by (6.11) with w = 0, we write h± = h.) In order
to determine the closed contours V = 0 (which are necessary for kinematically bounded
photon orbits), it is sufficient to seek closed contours h± = ∓pφ. Since pφ ∈ R, closed
contours V = 0 – and thus stable photon orbits – exist in the neighbourhood of any local
maximum of the effective potentials (6.17).1 The problem of classifying stable photon
orbits in stationary axisymmetric spacetimes reduces to classifying the fixed points of the
effective potentials (6.17), which is achieved by considering detH(h±) and trH(h±), where
H(h±) is the Hessian matrix for h±. In particular, a fixed point of h± is a local extremum
(saddle point) if detH(h±) > 0 (detH(h±) < 0). In the case of local extrema, we have a
maximum (minimum) if trH(h±) < 0 (trH(h±) > 0).
6.3.2 Classification of photon orbits in electrovacuum
We now classify the stationary points of the height function (6.17) for a general stationary
axisymmetric geometry in electrovacuum, described by the line element (6.11) and elec-
tromagnetic four-potential (6.12). In [85], Ernst presents a formulation of the Einstein–
Maxwell field equations for the electrovacuum Weyl solution; the equations relevant for
our purposes are
(∇f)2 − ρ−2f4 (∇w)2 + 2f (∇At)2 + 2ρ−2f3
(∇Aφ − w∇At)2 = f∇2f, (6.18)
∇ · [ρ−2f2∇w − 4ρ−2fAt (∇Aφ − w∇At)] = 0, (6.19)
∇ · [ρ−2f (∇Aφ − w∇At)] = 0. (6.20)
These equations may be obtained by considering the trace-reversed Einstein field equations
Rab = 8piT ab, where T ab = Tab − 12Tgab, with T = 0 for the electromagnetic field (see
Section 2.3.2). In (6.18)–(6.18), the two-gradient operator acting on an arbitrary scalar
field ϕ(ρ, z) is ∇ϕ = (ϕ,ρ, ϕ,z); the divergence operator acting on an arbitrary vector field
F(ρ, z) = (F1 (ρ, z), F2 (ρ, z)) is ∇ · F = 1ρ(ρF1 ),ρ + F2 ,z; and the Laplacian of a scalar
field ϕ(ρ, z) is given by ∇2ϕ = ∇ · (∇ϕ) = ϕ,ρρ + 1ρϕ,ρ + ϕ,zz.
To classify the stationary points of h±, we seek an expression for trH(h±) = h±,ρρ +
h±,zz. Taking second derivatives of (6.17), we find
trH(h±) = −ρf−3 (f∇2f)− f−2f,ρ + 2ρf−3 (∇f)2 ± (w,ρρ + w,zz) . (6.21)
The field equation (6.19) rearranges to
w,ρρ + w,zz = ρ
−1f2w,ρ − 2f−1∇f ·∇w + 4ρ2f−2∇ ·
[
ρ−2fAt
(∇Aφ − w∇At)] . (6.22)
Inserting (6.18) and (6.22) into the right-hand side of (6.21) yields
trH(h±) = ρf−3 (∇f)2 ∓ 2f−1∇f ·∇w + ρ−1f (∇w)2 − f−2f,ρ ± ρ−1w,ρ
− 2ρf−2 (∇At)2 − 2ρ−1
(∇Aφ − w∇At)2
± 4ρ2f−2∇ · [ρ−2fAt (∇Aφ − w∇At)] .
(6.23)
1Note that local maxima of h± correspond to local minima of V , due to the minus sign in (6.16).
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Suppose we have found a stationary point of either h+ or h−, that is, a point (ρ, z)
which satisfies the stationary point conditions h±,ρ = 0 = h±,z. Taking partial derivatives
of (6.17) and employing the stationary point conditions, we see that the equations
w,ρ = ±
(
ρf−2f,ρ − f−1
)
, (6.24)
w,z = ±ρf−2f,z (6.25)
must hold at fixed points of h±. One can use (6.24) and (6.25) to eliminate terms involving
partial derivatives of w from the right-hand side of (6.23); at stationary points of h±, the
relevant terms can be written
2f−1∇f ·∇w = ±
[
2ρf−3 (∇f)2 − 2f−2f,ρ
]
, (6.26)
ρ−1f (∇w)2 = ρf−3 (∇f)2 − 2f−2f,ρ + ρ−1f−1. (6.27)
Now, substituting (6.24), (6.26) and (6.27) into the right-hand side of (6.23), we see
that the first five terms vanish; this leaves us with
trH(h±) = −2ρf−2 (∇At)2 − 2ρ−1
(∇Aφ − w∇At)2
± 4ρ2f−2∇ · [ρ−2fAt (∇Aφ − w∇At)] . (6.28)
Consider the final term on the right-hand side of (6.28). Expanding this term using the
product rule for the divergence operator, we find
4ρ2f−2∇ · [ρ−2fAt (∇Aφ − w∇At)] = 4f−1∇At · (∇Aφ − w∇At)
+ 4ρ2f−2At∇ ·
[
ρ−2f
(∇Aφ − w∇At)] . (6.29)
Availing the remaining field equation (6.20), we see that the final term on the right-hand
side of (6.29) vanishes, such that
4ρ2f−2∇ · [ρ−2fAt (∇Aφ − w∇At)] = 4f−1∇At · (∇Aφ − w∇At) . (6.30)
Finally, inserting (6.30) into the right-hand side of (6.28) yields
trH(h±) = −2ρf−2 (∇At)2 − 2ρ−1
(∇Aφ − w∇At)2
± 4f−1∇At ·
(∇Aφ − w∇At) , (6.31)
which factorises to give
trH(h±) = −2
ρ
|W±|2 , W± = h±∇At ∓∇Aφ, (6.32)
where |W±|2 = W± ·W±. Using (6.32), we can replace the terms involving h±,zz in the
expression for detH(h±); this gives
detH(h±) = −
[
(h±,ρρ)
2
+
2
ρ
|W±|2 h±,ρρ + (h±,ρz)2
]
. (6.33)
In the pure vacuum case, the electromagnetic four-potential (6.12) is zero, so W± = 0
and the right-hand side of (6.32) vanishes, i.e., trH(h±) = 0. Moreover, detH(h±) =
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−
[
(h±,ρρ)
2
+ (h±,ρz)2
]
≤ 0. Hence, h± cannot possess a first-order local maximum, so
generic stable photon orbits are ruled out in pure vacuum.
For ∇Aa 6= 0, we have W± 6= 0, so trH(h±) < 0 by (6.32). Therefore local minima of
h± are forbidden; however, local maxima cannot be ruled out. Local maxima of h±, and
hence stable photon orbits, are possible if the right-hand side of (6.33) is positive; this
can only be true if h±,ρρ < 0 and (h±,ρz)2 < −h±,ρρ
(
h±,ρρ +
2
ρ |W±|2
)
. In the special
case of height functions with an equatorial symmetry, the derivative h±,ρz vanishes, and
the stability conditions reduce to the inequality 0 < −h±,ρρ < 2ρ |W±|2.
The absence of stable photon orbits in static axisymmetric vacuum spacetimes has
been pointed out by Liang [77], who remarked that “stability within the plane implies
instability off the plane”. Equation (6.32) demonstrates how Liang’s result breaks down
in electrovacuum, when an electromagnetic field is introduced. Generalisations of the
results presented in this section – to include other fields, matter sources, or a non-zero
cosmological constant – may be considered, and would provide a more complete description
of the geodesic dynamics on stationary axisymmetric spacetimes in Einstein’s general
theory of relativity. This is discussed further in Section 6.6.1.
6.4 Existence of stable photon orbits around di-holes
6.4.1 Di-hole formalism: the Breto´n–Manko–Aguilar solution
We consider the N = 2 Breto´n–Manko–Aguilar family of electrostatic solutions to the
Einstein–Maxwell equations [232, 292–294]. In Appendix D, we briefly review the so-
called “physical parametrisation” of the Breto´n–Manko–Aguilar solution, first presented
by Manko [295]. In this parametrisation, the Breto´n–Manko–Aguilar family of solutions
is described by five parameters: the black hole masses M±; the black hole charges Q±;
and the separation of centres d.
Here, we restrict our attention to the Reissner–Nordstro¨m di-hole subfamily, in which
each of the sources is a black hole (i.e., Q± ≤ M±, with equality in the case of extremal
black holes); we do not consider naked singularities (Q± > M±). The Reissner–Nordstro¨m
di-hole family contains as special cases (i) the Majumdar–Papapetrou di-hole family [202,
203], in which both black holes are extremal (Q± = M±); (ii) the Weyl–Bach di-hole
family [222], in which both black holes are uncharged (Q± = 0). With the exception
of the Majumdar–Papapetrou subfamily, the black holes which comprise the Reissner–
Nordstro¨m di-hole are held in equilibrium by a “Weyl strut” [222], and their (outer) event
horizons appear as “rods” on the symmetry axis of coordinate length 2
√
M2± −Q2± in
Weyl–Lewis–Papapetrou coordinates. In the Majumdar–Papapetrou case (Q± = M±),
the black hole horizons appear as points (of finite proper area) on the z-axis.
In this section we consider two special cases of the Reissner–Nordstro¨m di-hole family:
(i) the Majumdar–Papapetrou di-hole family, characterised by the mass ratio parameter
η = M+−M−M++M− (Section 6.4.2); (ii) the equal-mass, equal-charge RN di-hole, characterised
by the charge ratio parameter q = Q±M± (Section 6.4.3). We analyse the existence of stable
photon orbits in both cases; this involves employing a numerical root finder to classify the
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fixed points of the static height function h, given by (6.17) with w = 0.
6.4.2 Majumdar–Papapetrou di-hole
The Majumdar–Papapetrou di-hole comprises a pair of extremal Reissner–Nordstro¨m
black holes in static equilibrium [89, 202, 203]. The geometry is described by the Weyl
line element (6.11) with γ = 0 = w, and f = 1
U2
, where
U(ρ, z) = 1 +
M+√
ρ2 + (z − z+)2
+
M−√
ρ2 + (z − z−)2
. (6.34)
The only non-zero component of the electromagnetic four-potential (6.12) is At =
1
U . We
consider the general case, in which the black hole masses are given by M± = 12(1± η)M0,
where η ∈ (−1, 1) parametrises the mass ratio, and M0 = M+ + M− is the total mass of
the system. The black holes are located along the z-axis (ρ = 0) at z± = ±dM∓M0 , where d
denotes the separation between the sources (see Section 4.2.1). The solution is a special
case of the Breto´n–Manko–Aguilar family (see Section 6.4.1), where each black hole is
extremal (Q± = M±). The Majumdar–Papapetrou di-hole was used as a surrogate model
to investigate the qualitative features of binary black hole shadows in Chapters 4 and 5.
For the Majumdar–Papapetrou di-hole, the height function takes the form h = ρU2.
As described in Section 6.3, the stationary points of h correspond to orbits of constant ρ
and z; such orbits are stable if the stationary point is a local maximum of h. Moreover,
the contours of h around a local maximum will be closed curves, permitting kinemati-
cally bounded orbits. We now highlight the existence of stable photon orbits around the
Majumdar–Papapetrou di-hole with mass parameter η.
First, consider the equal-mass case, in which η = 0. We write M = M± for the
mass of the black holes. The system admits stable photon orbits for separations in the
range
√
16
27 <
d
M <
√
32
27 ; this existence region can be determined using the result on
stable photon orbits derived in Section 6.3.2, or an alternative approach; both methods
are presented in Appendix B. In this parameter regime, h admits four stationary points:
a local maximum in the equatorial plane at (ρ, z) = (ρ(1), 0), with h = pφ
(1); a saddle
point in the equatorial plane at (ρ, z) = (ρ(2), 0), with ρ(2) > ρ(1) and h = pφ
(2) < pφ
(1);
and two saddle points out of the plane at (ρ, z) = (ρ(3),±z(3)), with ρ(3) < ρ(1) and
h = pφ
(3) < pφ
(1). Figures 6.2(a)–6.2(c) show the stationary points and critical contours
of the height function h in the (ρ, z)-plane, for a selection of values of d (close to the highly
symmetric case d = M).
For separations in the range
√
16
27M < d < M , we have pφ
(2) < pφ
(3). Null geodesics
with pφ
(2) ≤ pφ < pφ(3) are permitted to fall into the black holes, but are not able to
escape to infinity. Moreover, rays with pφ
(3) ≤ pφ < pφ(1) which start in the vicinity of
the local maximum are kinematically bounded. This is illustrated Figure 6.2(a), where we
set d = 0.95M .
On the other hand, for M < d <
√
32
27M , we have pφ
(3) < pφ
(2), so rays with pφ
(3) ≤
pφ < pφ
(2) are connected to infinity but not to the black holes. Null rays which start
close to the local maximum of h with pφ
(2) ≤ pφ < pφ(1) are kinematically bounded. An
example of this case is shown in Figure 6.2(c), in which d = 1.05M .
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Figure 6.2. Critical contours of the effective potential h for the Majumdar–Papapetrou di-hole,
characterised by mass ratio η and separation parameter d. Filled orange circles indicate stationary
points of h: three saddle points and one local maximum. Filled black circles on the z-axis represent
the black hole horizons, which are located at z = z±. (a)–(c) Equal-mass di-holes with varying
separation d. (d) An unequal-mass di-hole with mass parameter η = 0.05, and separation of centres
d = 12M0.
Stable photon orbits in stationary axisymmetric spacetimes 151
In the critical case d = M , we have pφ
(2) = pφ
(3), and we are able to find closed-
form expressions for the fixed points of h and the critical contours which pass through
them (see Appendix B). There exists a local maximum at ρ(1) =
√
3
2 M , with pφ
(1) =
9
√
3
2 M . The maximum is enclosed by a single closed critical contour h = pφ
(2) = pφ
(3) =
1
25
5/4ϕ3/2M , which connects three saddles at ρ(2) =
1
25
1/4ϕ3/2M , z = 0 and ρ(3) =
1
25
1/4ϕ−1/2M , ±z(3) = ±M2ϕ , where ϕ = 12
(
1 +
√
5
)
denotes the golden ratio. This special
case is illustrated in Figure 6.2(b).
Figures 4.13(a) and 4.13(c) of Section 4.7 show the critical contours of the effective
potential h = ρU2 in the extreme cases d =
√
16
27M and d =
√
32
27M , respectively. When
d =
√
16
27M , h admits two saddle points in the equatorial plane. For d =
√
32
27M , there
are two non-equatorial saddle points and there is a “cusp” in the plane; decreasing d
slightly from this marginal value, the cusp becomes a saddle point in the equatorial plane,
as shown in Figure 4.13(b). For separations in the range
√
16
27M < d <
√
32
27M , the
effective potential admits one equatorial saddle point, two non-equatorial saddles, and a
local maximum in the equatorial plane. The latter corresponds to a stable circular photon
orbit.
In the more general case of unequal-mass black holes (η 6= 0), the Z2 symmetry in
the equatorial plane is broken: the non-planar saddle points are no longer connected by
the same critical contour, and the kinematically bounded “stable photon orbit region” is
pulled towards the more massive black hole. This is illustrated in Figure 6.2(d), where the
mass ratio is taken to be η = M+−M−M++M− = 0.05 (M+ > M−), and the separation between
the centres is d = 12M0 =
1
2 (M+ +M−).
We now consider the effect of increasing the mass ratio on the existence of stable
photon orbits around Majumdar–Papapetrou di-holes. In general, we are not able to find
closed-form expressions for the stable photon orbit existence regions. For a fixed value of
η, we employ a numerical root finder to solve the stationary point conditions h,ρ = 0 = h,z,
and the stability condition detH(h) = h,ρρ h,zz − (h,ρz)2 = 0, in order to find the critical
values of the dimensionless separation parameter d˜ = 2dM0 for which stable photon orbits
exist. In Figure 6.3(a), we present a plot of the (η, d˜) parameter space which highlights
the existence region for stable photon orbits. We observe that increasing the mass ratio
has the effect of diminishing the stable photon orbit existence region; for η & 0.13 stable
photon orbits do not exist. When η = 0 (equal-mass case), we see that the existence region
is given by
√
16
27M < d <
√
32
27M , which agrees with the analytical results described above.
6.4.3 Equal-mass, equal-charge Reissner–Nordstro¨m di-hole
We now turn our attention to the equal-mass, equal-charge Reissner–Nordstro¨m di-hole.
This is a two-parameter subfamily of the five-parameter Breto´n–Manko–Aguilar solution,
presented in Section 6.4.1. This solution comprises a pair of equal-mass black holes
(M± = M), with charges Q± = qM , where q ∈ [0, 1] is the charge ratio. The case
q = 0 corresponds to the uncharged Weyl–Bach di-hole, whilst the extremal q = 1 case
corresponds to the equal-mass Majumdar–Papapetrou di-hole (described in Section 6.4.2).
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Figure 6.3. Existence region for stable photon orbits around Reissner–Nordstro¨m di-holes, a
subfamily of the N = 2 Breto´n–Manko–Aguilar class of electrostatic solutions. (a) Majumdar–
Papapetrou di-holes with mass ratio η and separation parameter d˜ = 2dM0 . (b) Equal-mass Reissner–
Nordstro¨m di-holes with charge parameter σ =
√
1− q2; the separation between the event horizons
is d− 2Mσ.
The centres are held in static equilibrium by a Weyl strut, which imparts a force [295]
F = Mσ
2
d2 − 4M2σ2 , (6.35)
where σ =
√
1− q2 is a charge parameter. In Weyl–Lewis–Papapetrou coordinates, the
black hole event horizons appear as “rods” of length 2
√
M2± −Q2± = 2σ on the z-axis; the
coordinate distance between the horizons is given by d− 2Mσ.
Employing a similar method to that described in Section 6.4.2, we consider the effect
of varying the charge parameter σ on the existence region for stable photon orbits in
the equal-mass, equal-charge Reissner–Nordstro¨m di-hole spacetime. The results of the
numerical algorithm are presented in Figure 6.3(b). We observe that stable photon orbits
exist for 0 ≤ σ < 1, i.e., up to but not including the uncharged Weyl–Bach limit (σ = 1)
[222]. (Recall from our key result of Section 6.3.2 that stable photon orbits are permitted
in electrovacuum, but not in pure vacuum.) Increasing the charge parameter σ has the
effect of shrinking the existence region for stable photon orbits. In Figure 6.3(b), the
critical values of the separation parameter for the Majumdar–Papapetrou and Weyl–Bach
cases are shown as orange points: the analytical values are d =
√
16
27M and d =
√
32
27M
(Majumdar–Papapetrou); and d = 2
(
1
ϕ + 1
)
M (Weyl–Bach), where ϕ denotes the golden
ratio. (The Weyl–Bach case was studied by Coelho and Herdeiro in [223].)
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6.5 Geodesic structure of stable photon orbits
In general, the two-dimensional Hamiltonian system given by the Hamiltonian function
(6.13) with potential (6.14) is non-integrable. (The stationary axisymmetric geometry
(6.11) will not admit higher-order Killing tensor, except in special cases.) Thus, stable
photon orbits which exist close to local maxima of the effective potential(s) (6.17) will
exhibit rich – possibly chaotic – behaviour. In this section, we analyse the geodesic
dynamics of stable photon orbits for the Majumdar–Papapetrou di-hole, described in
Section 6.4.2.
Introducing a dimensionless parameter µ, we express the azimuthal angular momentum
in the form
pφ = (1− µ) pφ∗ + µ pφ(1), pφ∗ = max
(
pφ
(2), pφ
(3)
)
. (6.36)
The contours of h form closed curves on a subset of the (ρ, z)-plane for 0 ≤ µ < 1.
Orbits which start in this region are confined to a toroidal region in the three-dimensional
space spanned by the coordinates {ρ, z, φ}; such orbits are forbidden from escaping by
angular momentum. Thus, kinematically bounded stable photon orbits exist in the regime
0 ≤ µ < 1.
Close to the local maximum of h (i.e., in the limit µ → 1 from below), the bounded
region forms a small ellipse in the (ρ, z)-plane. At its local minimum (ρ, z) = (ρ0, z0), the
potential (6.14) satisfies V (ρ0, z0) = 0, and V,ρ (ρ0, z0) = 0 = V,z (ρ0, z0). Performing a
second-order Taylor expansion about this minimum, the potential may be expressed as
V ∼ 1
2
[
V,ρρ (ρ− ρ0)2 + 2V,ρz (ρ− ρ0) (z − z0) + V,zz (z − z0)2
]
. (6.37)
One can then perform a rotation in the (ρ, z)-plane to remove the mixed quadratic term
in the potential (6.37). The resulting potential resembles that of an anisotropic harmonic
oscillator V = 12
[
ω2ρ (ρ− ρ0)2 + ω2z (z − z0)2
]
, with characteristic frequencies given by
ωρ =
√
V,ρρ and ωz =
√
V,zz . For d < M (d > M), we have ωρ > ωz (ωρ < ωz). The case
d = M is isotropic, in the sense that ωρ = ωz.
From numerical investigations, we see that generic kinematically bounded photon or-
bits for µ→ 0 are precessing ellipses, confined to a small elliptical region of the (ρ, z)-plane
in the neighbourhood of the local maximum of the effective potential. Even in this regime,
higher-order corrections to the potential V cannot be neglected if the characteristic fre-
quencies of the orbit are commensurate, i.e.,
ωρ
ωz
≈ n1n2 , where n1 and n2 are small positive
integers. This is because perturbation methods generally break down due to secular terms
which appear in the case of low-order resonances [142]. Interestingly, the isotropic case
admits a 1: 1 resonance, and other low-order resonances.
6.5.1 Bounded orbits and Poincare´ sections
The dynamics of kinematically bounded photon orbits can be analysed using Poincare´
sections. For a review of this method, see Section 2.6.5 and [103], for example. In Appendix
C, we present a brief, illustrative review of Poincare´ sections for the well-known He´non–
Heiles Hamiltonian system [117]. A Poincare´ map allows us to build up a picture of the
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global dynamics, which is governed by a Hamiltonian flow on a three-dimensional energy
hypersurface (here H = 0, with pφ = constant), by constructing a discrete dynamical
system on a two-dimensional subspace – the Poincare´ section.
We let E = {(ρ, z, pρ, pz) |H = 0} be the three-dimensional energy hypersurface, de-
fined by the Hamiltonian constraint. We take the two-dimensional Poincare´ section (or
surface of section) to be the surface S = {(ρ, pρ) | z = 0}, which intersects E . The Poincare´
map P : S → S then maps a trajectory on E that begins on S to its next point of inter-
section with S.
Here, we construct Poincare´ sections for the equal-mass Majumdar–Papapetrou di-hole
using a method analogous to that of the He´non–Heiles system presented in Appendix C.
We consider a selection of orbits which start within the closed contour h = pφ, where
pφ
∗ ≤ pφ < pφ(1). The trajectories are numerically integrated using Hamilton’s equations.
Each time the orbit intersects the surface z = 0 (with pz > 0), the values of ρ and pρ are
recorded.
Figures 6.4 and 6.5 show Poincare´ sections for the isotropic case d = M , where we
consider the effect of varying the dimensionless angular momentum parameter µ, defined
in (6.36). We also present selected examples of kinematically bounded orbits projected
onto the (ρ, z)-plane. The orbits fall into three categories: (i) low-order n1 : n2 resonant
orbits; (ii) high-order resonances (or box orbits); and (iii) chaotic orbits. (See [296] for a
classification of these types of orbits for the He´non–Heiles system.) The n1 : n2 families of
resonant orbits (where n1 and n2 are both small positive integers) exhibit an oscillatory
pattern: the orbit completes n1 oscillations in the ρ-direction in the time it takes to
complete n2 oscillations in the z-direction. The ratio n1 : n2 corresponds to the ratio of
the characteristic frequencies of the orbit, which are defined with respect to the frequency
of the largest amplitude in each direction; see [296] and references therein.
For µ = 0.75, the Poincare´ section, shown in Figure 6.4(a), exhibits four regular
regions, delineated by a “separatrix”. Each of these four regions contains closed, smooth,
oval-shaped curves, which surround stable elliptic fixed points of the Poincare´ map. The
pair of fixed points in the plane pρ = 0 are “rotational” orbits which form closed curves in
the (ρ, z)-plane; whereas the fixed points out of the plane are “librational” orbits, which
correspond to open curves in the (ρ, z)-plane that bounce between two sides of the closed
contour h = pφ. The separatrix intersects itself three times; the points of intersection are
unstable hyperbolic fixed points of the Poincare´ map. The orbits corresponding to the
elliptic and hyperbolic fixed points are shown in Figure 6.4(b): the stable rotational orbit
is shown in red; the stable librational orbits are shown in green; and the unstable orbits
are shown in magenta. In Figure 6.4(c), we show an orbit whose initial conditions are
perturbed slightly from those of the planar unstable hyperbolic fixed point. Figure 6.4(d)
shows an example of a box orbit (i.e., a higher-order resonance).
We now turn our attention to Figure 6.5, in which we examine the effect of decreas-
ing the parameter µ (i.e., approaching the threshold value pφ = pφ
∗). In Figure 6.5(a),
we show the Poincare´ section for µ = 0.4. The four regions around the elliptic fixed
points containing regular orbits persist; however, the separatrix has degenerated into a
chaotic band. Moreover, stable and unstable Kolmogorov–Arnold–Moser (KAM) islands
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Figure 6.4. (a) Poincare´ section in the (ρ, pρ)-plane for a selection of kinematically bounded photon
orbits with dimensionless angular momentum parameter µ = 0.75. (b) Periodic orbits projected
onto the (ρ, z)-plane: a rotational 1 : 1 resonant orbit (“loop orbit”) [red], and a pair of librational
1 : 1 resonant orbits (“linear orbits”) [green], corresponding to elliptic fixed points of the Poincare´
map; three unstable linear orbits [magenta], corresponding to hyperbolic fixed points. (c) An orbit
whose initial conditions are perturbed slightly from those of the planar hyperbolic fixed point. (d)
A high-order resonance (“box orbit”).
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Figure 6.5. (a) Poincare´ section in the (ρ, pρ)-plane for µ = 0.4. (b) A pair of bounded orbits for
µ = 0.4: a low-order resonant orbit [red]; a chaotic orbit [green]. (c) Poincare´ section in the (ρ, pρ)-
plane for µ = 0, with chaos dominant. There exist small “islands of stability” in the “chaotic sea”.
(d) A pair of bounded orbits for µ = 0: a 2 : 2 resonant orbit [red]; a chaotic orbit [green].
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Figure 6.6. Poincare´ sections for the “anisotropic” (d 6= M) equal-mass Majumdar–Papapetrou
di-hole. (a) An example with d < M . The Poincare´ section exhibits rich structure: elliptic and
hyperbolic fixed points; low-order resonances; KAM islands; chaotic bands; and novel features,
including “crenulations”. (b) An example with d > M which exhibits regular behaviour.
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Figure 6.7. (a) Regular bounded null orbits for the d < M case, associated with the “crenulations”
in the Poincare´ section of Figure 6.6(a). (b) Regular bounded null orbits for the d > M case; see
Figure 6.6(b) for the corresponding Poincare´ section. (c) Non-escaping orbits in the unbounded
regime with µ = −0.1: an open libration-type orbit which touches the contour h = pφ [red];
a closed rotation-type orbit [green]. These orbits persist, despite the existence of three narrow
escapes which connect the scattering region to the black holes and to infinity (cf. Chapter 5).
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are manifest around resonances [103]. Figure 6.5(b) shows a 5 : 5 resonant orbit [red]; and
a chaotic orbit [green]. As µ is decreased, further lower-order resonances bifurcate from
the 1 : 1 resonances exhibited in Figure 6.4(b); and we observe the transition from order
to chaos. At the threshold µ = 0, chaos is dominant – as shown by the Poincare´ section
in Figure 6.5(c). We see that almost all of the Poincare´ section is filled by chaotic orbits,
with small “islands of stability” manifest. Figure 6.5(d) shows a pair of orbits bounded by
the contour h = pφ
∗. In particular, we show a 2 : 2 resonant orbit [red], and an example
of a chaotic orbit [green].
Intriguingly, the qualitative features of kinematically bounded photon orbits around
the isotropic (d = M) equal-mass Majumdar–Papapetrou di-hole are shared by the well-
known He´non–Heiles Hamiltonian system [103, 117, 296], a review of which is given in
Appendix C. In particular, compare the Poincare´ sections and bounded orbits in Figures
6.4 and 6.5 (Majumdar–Papapetrou) with those of Figures C.4 and C.5 (He´non–Heiles).
Figure 6.6 shows Poincare´ sections for the “anisotropic” (d 6= M) equal-mass Majumdar–
Papapetrou di-hole. We observe a rich variety of features in the d < M case, shown in
Figure 6.6(a). In addition to elliptic and hyperbolic fixed points (periodic orbits), there
exist chaotic domains in which KAM islands of stability are embedded. Moreover, we ob-
serve novel features in this Poincare´ section, including the “crenulations”. The Poincare´
section shown in Figure 6.6(b) (d > M) exhibits regular behaviour, despite the fact that
µ is small (i.e., we are far from the maximum of h).
Intriguingly, non-escaping photon orbits survive even in the kinematically unbounded
regime where µ < 0 (i.e., pφ < pφ
(1)). Figure 6.7(c) shows examples of closed (rotation-
type) and open (libration-type) periodic orbits in for µ = −0.1. Recall from Section 5.2.2
that, for µ . 0 there exist KAM tori of quasi-periodic orbits that do not escape the
scattering region, despite the system being open (i.e., kinematically unbounded); see the
exit basins of Figures 5.2(c) and 5.2(f), for example.
6.6 Discussion
6.6.1 Extensions
Stable photon orbits in other spacetimes
Cunha et al. [184] explore null geodesic motion around boson stars and Kerr black holes
with scalar hair. Two-dimensional effective potentials – similar to those discussed in
Section 6.3.1 – are employed, since the motion is not known (nor expected) to be separable.
The authors find that the spacetimes admit stable light-rings, which permit the formation
of “pocket” features in the two-dimensional configuration space spanned by the Boyer–
Lindquist coordinates {r, θ}; these pocket features are delimited by the contours of the
effective potential. As in the Majumdar–Papapetrou di-hole case, such features lead to an
effective trapping of some null rays. Furthermore, the authors observe that the existence
of multiple light-rings (including a stable one) around a horizon is a central ingredient for
the existence of multiple disconnected shadows of a single hairy black hole.
Using techniques from the theory of dynamical systems, Grover and Wittig [297] show
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how light-rings – fixed points of the null geodesic potential – give rise to families of
periodic orbits and invariant manifolds in phase space. These invariant structures are
shown to define the shape of the black hole shadow as well as a number of key signatures
of gravitational lensing. As a case study, the authors analyse chaotic lensing by a Herdeiro–
Radu hairy black hole (i.e., a Kerr black hole with scalar hair), similar to those studied
by Cunha et al. [191,241].
In a recent study, Jia et al. [298] explore the existence and stability of null (and timelike)
equatorial circular orbits in static axisymmetric spacetimes. Using a fixed point approach
similar to that considered here, the authors obtain a necessary and sufficient conditions
for the (non-)existence of timelike circular orbits; they prove that (stable) timelike circular
orbits will always exist at large ρ in an asymptotically flat static axisymmetric spacetime
with a positive Arnowitt–Deser–Misner mass. The authors then derive the necessary and
sufficient condition for the existence of null circular orbits. They show that the existence
of timelike circular orbits in static axisymmetric spacetimes does not, in general, imply
the existence of null circular orbits, and vice versa.
To generalise the results for stationary axisymmetric electrovacuum spacetimes (Sec-
tion 6.3.2), one could consider (i) including a non-zero cosmological constant; (ii) other
fields and matter sources; or (iii) spacetimes with less symmetry. Let us comment on each
of these potential generalisations here.
A natural starting point for case (i) would be to consider a cosmological version of
the Weyl–Lewis–Papapetrou solution: the spacetime geometry and an Ernst-type formu-
lation of the field equations are presented in vacuum by Charmousis et al. [299], and in
electrovacuum by Astorino [300]. In both cases, the inclusion of a non-zero cosmological
constant modifies the metric and field equations in a non-trivial way; a careful generali-
sation of the results of Section 6.3.2 would therefore be necessary in this case. As a first
attempt at case (ii), one may wish to analyse the existence and stability of photon or-
bits in stationary axisymmetric (electro)vacuum spacetimes which are coupled to a scalar
field. Solutions in the case of conformally (and minimally) coupled scalar fields in vacuum
are considered by Astorino [301]. We caution that, even in the “simple” case of massless
minimally or conformally couple scalar fields, the metric and field equations are much less
tractable than in the case of stationary axisymmetric electrovacuum with no additional
matter fields (considered in this work). Finally, we remark that, whilst case (iii) is of
interest for dynamical binary black holes (which are expected to be neither stationary
nor axisymmetric), the lack of symmetry would mean that studying the existence and
stability of photon orbits using two-dimensional effective potentials would not be possible.
A special treatment would be required to study the existence and stability of circular
photon orbits in dynamical spacetimes. To gain insight into the nature of photon orbits
on the spacetimes of dynamical binary black holes, a systematic study of the simulations
generated by Bohn et al. [190], for example, could repay further investigation.
Light-ring stability for horizonless ultra-compact objects
In Section 6.3.2, we considered the stability of photon orbits for (electro)vacuum solutions
to the Einstein(–Maxwell) field equations, motivated by the study of black holes. In
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recent work, Cunha et al. [268] consider stationary axisymmetric solutions of Einstein’s
field equations that are formed from classical gravitational collapse of matter which obeys
the null energy condition, which are ultra-compact (i.e., they possess a light-ring), but
which do not possess an event horizon.
Using a Hamiltonian formalism for null geodesics similar to that of Sections 6.3.1
and 6.3.2, the authors derive a pair of effective potentials which they use to analyse the
existence and stability of circular photon orbits. The authors prove that, for ultra-compact
objects described by a stationary axisymmetric geometry which is a solution to any metric
theory of gravity in which photons propagate along null geodesics, light-rings always come
in pairs, one of which is a saddle point and the other is a local extremum of an effective
potential. The proof depends on a topological argument based on the Brouwer degree of
a continuous map. Then, assuming Einstein’s equations of general relativity, the authors
prove that the local extremum of the effective potential is a minimum (i.e., a stable light-
ring) if the stress–energy tensor satisfies the null energy condition.
In a follow-up paper, Hod [302] proves that, whilst the key theorem of Cunha et al. [268]
is generally true, there is an exception in the case of degenerate light-rings, which are
characterised by the simple relation 8pi (%+ pT) r
2
γ = 1, where r = rγ is the location of the
light-ring in spherical coordinates, % = −T tt is the energy density, and pT = T θθ = T φφ is
the tangential pressure. This is illustrated explicitly by considering the case of a spherically
symmetric constant-density stars with dimensionless compactness MR =
1
3 , where M is the
object’s mass and R is its surface radius; Hod finds that this system admits a unique
unstable light-ring.
6.6.2 Conclusions
In this chapter, we have discussed the existence, stability and phenomenology of circular
photon orbits (or light-rings) in the context of four-dimensional stationary axisymmetric
solutions to the Einstein–Maxwell equations of gravity and electromagnetism.
Geodesic motion on Kerr(–Newman) spacetime, which is perhaps the most astrophys-
ically relevant stationary axisymmetric (electro)vacuum solution, is separable (and hence
Liouville integrable) in Boyer–Lindquist coordinates, thanks to the existence of four inte-
grals of motion in involution on phase space. The fourth conserved quantity is the Carter
constant, which arises from the “hidden” symmetry of Kerr(–Newman) spacetime which
is encoded in the existence of a rank-two Killing tensor field (see Section 2.6.4). The sep-
arability of the radial and latitudinal motion in Boyer–Lindquist coordinates means that
the problem of classifying the equatorial circular photon orbits of Kerr–Newman space-
time reduces to classifying the roots of the quartic (6.7) in u = Mr , where r is the radial
coordinate and M is the mass. We reviewed the Balek–Bicˇa´k–Stuchl´ık phase diagram [78]
in the charge–spin plane for equatorial circular photon orbits of positive Boyer–Lindquist
radius r (Figure 6.1).
We focussed on stationary axisymmetric spacetimes in four dimensions, which are de-
scribed in Weyl–Lewis–Papapetrou coordinates {t, ρ, z, φ} by the line element (6.11). In
general, the geodesic motion on such geometries is not expected to be separable (except in
special cases, such as the Kerr–Newman spacetime); however, the stationarity and axisym-
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metry mean that t and φ are ignorable coordinates, and the motion of null rays is governed
by a two-dimensional time-independent Hamiltonian system with conserved parameter pφ.
We introduced the effective potentials h±(ρ, z), given by (6.17), and demonstrated that the
problem of classifying circular photon orbits reduces to that of classifying the stationary
points of these effective potentials.
Restricting our attention to the electrovacuum case, we classified the stationary points
of the effective potentials by availing a subset of the Einstein–Maxwell field equations. Our
key result is that, in the context of four-dimensional stationary axisymmetric spacetimes
in general relativity, generic stable photon orbits are forbidden in pure vacuum; however,
stable photon orbits may arise in electrovacuum, thanks to (6.32).
As a case study, we explored the existence of stable photon orbits around static di-holes
in four dimensions. We reviewed the general Breto´n–Manko–Aguilar family of solutions
(Section 6.4.1), focussing on the Reissner–Nordstro¨m di-hole subfamily, which contains
the Weyl–Bach and Majumdar–Papapetrou di-holes as special cases. We found that, in
the case of the highly symmetric equal-mass Majumdar–Papapetrou di-hole, stable photon
orbits exist for separations in the range
√
16
27 <
d
M <
√
32
27 . In cases with less symmetry
(e.g. the unequal-mass Majumdar–Papapetrou di-hole and the equal-mass, equal-charge
Reissner–Nordstro¨m di-hole), we used a numerical method to determine the existence
region for stable photon orbits in parameter space (Figure 6.3). The results of Figure
6.3(b) indicate that stable photon orbits can exist up to (but not including) the vacuum
Weyl–Bach case, provided that other parameters are appropriately fine-tuned.
Finally, we explored the rich structure of stable photon orbits for the Majumdar–
Papapetrou di-hole, which is non-integrable (Section 6.5). In the isotropic case with
separation d = M , we found that the system can either be closed or open with three narrow
escapes, depending on the value of the conserved azimuthal angular momentum. Close to
the minimum of the geodesic potential, the motion is bounded to a small elliptical region.
Using Poincare´ sections, we analysed the dynamics of bounded null geodesics, presented
some examples of resonant orbits, and commented on the transition from order to chaos
as the azimuthal angular momentum parameter is varied. Curiously, in both the bounded
regime (this chapter) and the unbounded regime (Chapter 5), the isotropic equal-mass
Majumdar–Papapetrou di-hole shares many qualitative features with the He´non–Heiles
Hamiltonian system (Appendix C). In the anisotropic case (d 6= M), we observe a variety
of rich structure in the Poincare´ sections (e.g. the “crenulations” of Figure 6.6) and the
bounded null geodesics (Figure 6.7).
Chapter 7
Higher-order geometric optics on
Kerr spacetime
7.1 Introduction
The Event Horizon Telescope’s observations of the black hole M87∗ [1] and the detections
of gravitational waves by LIGO–Virgo [18] have opened up an exciting new era in gravi-
tational astronomy (see Chapter 1). These events are part of a long line of observations
which involve measurements of (typically electromagnetic) waves that have travelled to us
over cosmological distances through a dynamical curved spacetime.
Formally, electromagnetic fields are described by wavelike solutions to Maxwell’s equa-
tions; however, these equations are not typically analysed directly in practice. To describe
the effects of gravitational lensing, it is usually sufficient to adopt a leading-order geo-
metric optics approximation [7, 29, 162]. In this approach, the gradient of the eikonal
phase is tangent to a light ray, and light travels along null geodesics in a four-dimensional
spacetime, which is typically taken to be a solution to Einstein’s field equations of general
relativity; variations in the intensity of the radiation are determined by the change in
cross-sectional area of an infinitesimal bundle of rays in the geometric optics wavefront;
and the polarisation of the wave is parallel-transported along the ray – the gravitational
Faraday effect [303].
Geometric optics does not only apply to electromagnetic waves and the description of
gravitational lensing phenomena; in fact, the formalism is widely used in many areas of
physics [304]. Geometric optics is an accurate description of wave propagation when the
wavelengths and inverse frequency scales are short when compared to other characteristic
length and time scales, including the spacetime curvature scale set by the Riemann tensor
[29]. In the context of general relativity, the leading-order geometrical optics formalism
has been employed to provide a theoretical description of scalar, electromagnetic and
gravitational fields on curved spacetime [171].
For observations of gravitational lensing effects, the assumptions on which the geo-
metric optics approximation relies are generally sound. For example, the Event Horizon
Telescope employs millimetre and sub-millimetre very-long-baseline interferometry to gen-
erate images of supermassive black holes with very large diameters (∼ 1013 m for M87∗).
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Despite the fact that gravitational waves have much longer wavelengths (∼ 107 m for
GW150914), the geometric optics approximation is still typically safe.
However, there are a number of situations where the geometric optics approximation
breaks down. For example, it is well-known that – even in standard optics – the geometric
optics approximation is not valid at caustics (i.e., transverse self-intersections of the wave-
front) [7]. There are other scenarios, such as the scattering of waves by Kerr black holes
when the wavelength is comparable with the horizon radius [305,306], where the leading-
order geometric optics formalism is no longer an accurate description of the wave-optical
phenomena. In the latter scenario, one would expect that higher-order corrections would
provide a more accurate description, and perhaps provide insight into wavelike effects
which are not offered by the leading-order (ray-optics) approximation.
Higher-order extensions to the geometric optics formalism have been studied by Ehlers
[169] and Anile [170]. More recently, modifications to the geometric optics formalism have
been given by Dolan [81] and Harte [307, 308]. The work of Dolan [81] is motivated by
interest in spin–helicity effects, i.e., a coupling between the helicity of a circularly polarised
electromagnetic wave (of finite wavelength) and the frame-dragging of spacetime outside
a rotating source, such as a Kerr black hole [309]. It has been demonstrated, for example,
that Kerr black holes are able to distinguish and separate waves of opposite helicity [305,
310, 311]. Moreover, recent analyses of the absorption of planar electromagnetic waves
incident on a Kerr black hole along the axis of symmetry demonstrated that waves with a
circular polarisation that is rotating in the opposite sense to the black hole are absorbed
to a greater degree than co-rotating waves [306]. Dolan [81] argued that, in principle, such
effects can be captured by an extension to geometric optics at sub-leading order. However,
this approach has not yet been employed in any practical calculations of lensing effects by
black holes.
In this chapter, we apply the higher-order geometric optics formalism to electromag-
netic waves on Kerr spacetime. In Section 7.2 we review the geometric optics formalism for
electromagnetic waves on a four-dimensional curved spacetime. The leading-order formal-
ism was presented in detail in Section 3.3.2, but is reviewed in Section 7.2.1 of the present
chapter for convenience. In Section 7.2.2, we summarise the higher-order geometric optics
formalism of Dolan [81]. In this work, we are interested in using the formalism to calculate
the sub-leading-order corrections to the electromagnetic stress–energy tensor for circularly
polarised waves propagating on Kerr spacetime. We review the important properties of
Kerr spacetime in Section 7.3, including the spacetime geometry, the existence of Killing
objects and symmetries, Carter’s symmetric tetrad, and the role of spacetime symmetries
in the separability of geodesic motion. As described in Section 3.3.2, (parallel-transported)
complex null tetrads play an important role in the analysis of gravitational lensing phe-
nomena through the geometric optics formalism. In Section 7.4, we use the principal tensor
and its Hodge dual to construct a complex null tetrad which is parallel-propagated along
the null geodesics of Kerr spacetime; we demonstrate that this tetrad is equivalent to a
complex null tetrad which can be built from the legs of a real parallel-propagated tetrad
found by Marck [52]. Section 7.5 concerns the Newman–Penrose formalism for our parallel-
propagated complex null tetrad: we present the transport equations required to compute
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the higher-order geometric optics corrections; and we calculate quantities such as the Weyl
curvature scalars and their directional derivatives along the legs of the complex null tetrad.
In Section 7.6, we analyse the far-field behaviour of the Weyl scalars, Newman–Penrose
scalars, and geometric optics quantities. In Section 7.7, we review wavefronts and caustics
in geometric optics, and analyse the behaviour of (divergent) Newman–Penrose quantities
in the neighbourhood of caustic points, where neighbouring rays cross. Finally, in Section
7.8, we present a practical method for evolving transport equations through caustic points:
we introduce a regularisation method in Section 7.8.1; and we present some preliminary
numerical results for Kerr spacetime in Section 7.8.2. We discuss our results and avenues
for future work in Section 7.9.
7.2 Higher-order geometric optics formalism
7.2.1 Leading-order geometric optics
In this section, we briefly review aspects of the leading-order geometric optics formalism.
For further details, see Section 3.3.2 and references therein. The Faraday tensor Fab is
governed by the Maxwell equations in curved spacetime. One may introduce a complexified
Faraday tensor Fab = Fab + i?Fab , which is a self-dual bivector. Here, ?Fab is the Hodge
dual of the Faraday tensor, defined in (3.22). In the absence of sources, the complexified
Faraday tensor satisfies the wave equation
Fab + 2RacbdFcd +R ca Fbc −R cb Fac = 0, (7.1)
which is obtained by taking further covariant derivatives of the source-free Maxwell’s
equations (3.26).
The leading-order geometric optics solution to (7.1) for a circularly polarised electro-
magnetic wave is given by
Fab = Afab exp (iωΦ), fab = 2k[amb], (7.2)
Here, ka is a real null (kaka = 0) vector field which is defined as the gradient of the eikonal
phase (ka = ∇aΦ). We denote the directional derivative along ka by D = ka∇a. From the
gradient property, it follows that k[a;b] = 0. The fact that k
a is null and a gradient means ka
is tangent to a geodesic (Dka = 0); ka is a null generator of constant-phase hypersurfaces
(Φ = constant). The vector ma and its complex conjugate ma are complex null (mama =
0) vector fields which are unit mama = 1; parallel-propagated (Dm
a = 0); transverse to ka
(kama = 0); and hence tangent to constant-phase hypersurfaces (m
a∇aΦ = 0). One may
introduce an auxiliary real null vector na which is future-pointing and satisfies kana = −1
and mana = 0. It follows from these scalar products that, if k
a and ma are parallel-
transported, then so too is na (Dna = 0). Hence, each leg of the complex null tetrad
{ka, na,ma,ma} is parallel-propagated along the null generators of the constant-phase
hypersurfaces.
We recall from Section 3.3.2 that, at O(ω), the ambiguity in the definitions of the
amplitude A and the polarisation bivector fab can be used to split the transport equations
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such that
DA2 = 2ρA2, Dfab = 0, (7.3)
where ρ = −maka;bmb is a Newman–Penrose scalar (see Section 2.5.3). Hereafter, we will
use the transport equation for the square-amplitude A2 rather than A for reasons which
shall be discussed in Section 7.7.
At leading order in ω, the electromagnetic stress–energy tensor takes the form of a null
fluid, i.e.,
Tab =
1
8pi
A2kakb. (7.4)
We recall that, for a twist-free null congruence (k[a;b] = 0), the cross-sectional area A
of an infinitesimal bundle of rays in the geometric-optics wavefront satisfies the transport
equation
DA = −2ρA, (7.5)
where the Newman–Penrose scalar (or optical scalar) ρ, which is responsible for the ex-
pansion of the infinitesimal bundle, is real.
7.2.2 Higher-order geometric optics
Dolan [81] presents a method to extend the geometrical approximation to higher orders in
the frequency ω. This is achieved by retaining the standard ansatz (3.30), and expanding
the polarisation bivector as a power series:
fab =
∞∑
j=0
ω−jf(j)ab. (7.6)
The self-dual bivectors f(j)ab are then expanded in the bivector basis Uab = 2k[amb],
Vab = 2m[anb], Wab = 2(m[amb] − k[anb]), which is constructed from a twist-free parallel-
propagated complex null tetrad {ka, na,ma,ma} [83], viz.
f(j)ab = ujUab + vjVab + wjWab , (7.7)
where uj , vj and wj are complex scalar fields.
Inserting the ansatz (7.6) into the first of Maxwell’s equations (3.26) and expanding
order-by-order in ω yields a system of equations for the f(j)ab. At sub-leading order, the
relevant equations are
Du1 = i
(
1
AδδA+
χ
AδA+ δχ− σλ
)
, (7.8)
v1 = iσ, (7.9)
w1 = i
(
1
AδA+ χ
)
, (7.10)
where σ = −maka;bmb and χ = mama;bmb are Newman–Penrose scalars (see Sections 2.5
and 7.5). The transport equation (7.8) features second derivatives of the amplitude A
across the wavefront (i.e., in the m- and m-directions).
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Using the expression for the electromagnetic stress–energy tensor (3.29), and identi-
ties for the bivector basis {Uab , Vab ,Wab }, the sub-leading-order correction to the stress–
energy tensor is
4piTab =
1
2
A2kakb + ω−1A2 Re
(
u1kakb + v1mamb − 2w1k(amb)
)
+O(ω−2). (7.11)
Since this only features the real part of u1, one may use (7.8) and its complex conjugate
to obtain a transport equation for Re (u1). One may then apply the commutator identity
δδ − δδ = (µ − µ)D − χδ + χδ to eliminate second derivatives of A in favour of first
derivatives. The relevant transport equation is then
D(Re (u1)) =
i
2
[
δχ− δχ+ χδA
2
A2 − χ
δA2
A2 + ρ (µ− µ) + σλ− σλ
]
. (7.12)
Our principal aim here is to calculate the sub-dominant correction to the stress–energy
tensor (7.11). In principle, the Newman–Penrose scalars which appear in (7.9), (7.10) and
(7.12) may be found along null geodesics by evolving a system of standard transport
equations [81, 83] (see Sections 2.5.5 and 7.5.1). We observe that (7.9), (7.10) and (7.12)
also feature “higher-order” Newman–Penrose quantities and geometric optics quantities,
e.g. δχ and δA2, for which transport equations may also be obtained (see Section 7.5.1
and [81]).
By considering the asymptotic behaviour of the Newman–Penrose quantities in a flat
region of spacetime, Dolan [81] finds that, as s → ∞, uj = O(1), vj = O(s−2) and
wj = O(s
−1), where s denotes the affine parameter along a null geodesic. To find the
O(ω−1) correction to Tab in (7.11) far from the black hole, we therefore only need to
calculate the quantity Re (u1) by means of (7.12). We note that the sub-leading-order
correction is proportional to the leading-order piece (i.e., kakb).
7.3 Kerr spacetime
7.3.1 Spacetime geometry
The Kerr solution to Einstein’s field equations describes the spacetime of a rotating black
hole [35]. The region outside the event horizon may be described in Boyer–Lindquist
coordinates {t, r, θ, φ} [46], in which the line element ds¯2 = gabdxadxb takes the form1
ds¯2 = −
(
1− 2Mr
Σ
)
dt2 +
Σ
∆
dr2 + Σ dθ2 +
(
r2 + a2 +
2Ma2r
Σ
sin2 θ
)
sin2 θ dφ2
− 4Mar sin
2 θ
Σ
dt dφ,
(7.13)
where Σ(r, θ) = r2 +a2 cos2 θ and ∆(r) = r2−2Mr+a2. Here, M is the mass of the black
hole and a = JM is the spin, where J is the angular momentum. The Kerr spacetime has
an outer (+) and inner (−) horizon at r± = M ±
√
M2 − a2 cos2 θ; we only consider the
exterior region r > r+. The non-zero components of the inverse metric g
ab are
gtt = − 1
∆
(
r2 + a2 +
2Mra2
Σ
sin2 θ
)
, gtφ = gφt = −2Mar
∆Σ
, (7.14)
1Here, we denote the spacetime interval by ds¯, rather than ds, to avoid a clash with the notation used
for the affine parameter throughout the rest of this chapter.
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grr =
∆
Σ
, gθθ =
1
Σ
, gφφ =
∆− a2 sin2 θ
∆Σ sin2 θ
. (7.15)
It is useful to note the identity ∆− a2 sin2 θ = Σ− 2Mr.
7.3.2 Killing objects and symmetries
In Boyer–Lindquist coordinates, the Kerr solution admits a pair of Killing vectors ξ(t) = ∂t
and ξ(φ) = ∂φ , which satisfy Killing’s equation,
Lξgab = ξa;b + ξb;a = 2ξ(a;b) = 0. (7.16)
It is well known that the Killing vectors ξ(t) and ξ(φ) encode continuous symmetries (isome-
tries) of the metric, corresponding to time-translations and axial rotations, respectively.
In fact, the Kerr metric admits a special geometric object – the principal tensor –
which is the generator of a complete set of explicit and hidden (or implicit) symmetries
of the spacetime [50]. As described in Section 2.6.4, the principal tensor hab is a closed
(dh = 0) conformal Killing–Yano two-form, which satisfies the defining equation
hab;c = gacξb − gcbξa , (7.17)
where ξa is an associated vector field. (The terms “principal tensor” and “closed conformal
Killing–Yano tensor” will be used interchangeably.) Contracting (7.17) with gcb and using
the antisymmetry of hab, one may show that
ξa =
1
3
h ;bba . (7.18)
Taking the covariant derivative of (7.18), symmetrising, and imposing the Einstein field
equations in four dimensions, it is possible to show that [106,312,313]
ξ(a;b) =
1
2
Rc(bh
c
a) . (7.19)
For a spacetime which satisfies Einstein’s field equations in vacuum with a cosmological
constant, the Ricci tensor is proportional to the metric tensor. Hence, due to the antisym-
metry of hab, the right-hand side of (7.19) vanishes, and we see that ξ(a;b) i.e., Lξgab = 0.
In other words, ξa defined through (7.18) is a Killing vector. In fact, any solution to
Einstein’s equations which admits a principal tensor hab automatically possesses a Killing
vector. This is referred to as the principal Killing vector. For Kerr, the principal Killing
vector is ξ(t) = ∂t in Boyer–Lindquist coordinates.
The Hodge dual of the closed conformal Killing–Yano tensor is the Killing–Yano tensor
fab =
?hab =
1
2abcdh
cd, which satisfies fab;c = f[ab;c] . The Killing tensor Kab = f
c
a fbc is
the “square” of the Killing–Yano tensor, and satisfies K(ab;c) = 0. The conformal Killing
tensor Qab = h
c
a hbc is the “square” of the closed conformal Killing–Yano tensor. This
tensor satisfies Q(ab;c) = g(abqc), where qa = habξ(t)
b.
In this chapter, we focus on the null geodesics of Kerr spacetime. Consider an affinely
parametrised null geodesic on Kerr spacetime with tangent vector field ka(s) = x˙a(s),
where an overdot denotes differentiation with respect to the affine parameter s. In Section
2.6.4, we saw that each Killing vector ξa yields a conserved quantity along a geodesic,
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I = gabξ
akb. On Kerr spacetime, there exists a pair of commuting Killing vectors, ξ(t)
and ξ(φ), which encode the stationarity and axisymmetry of the metric. These Killing
vectors yield a pair of conserved quantities, E = −gabξ(t)akb and Lz = gabξ(φ)akb, such
that E˙ = 0 = L˙z along rays.
Besides the conserved quantities which arise from Killing vectors, there also exist
conserved quantities which are related to higher-rank Killing tensors, which imply the
existence of less evident symmetries [50]. For Kerr spacetime, define the scalar quantities
K = Kabk
akb, Q = Qabk
akb, (7.20)
along a null geodesic with tangent vector field ka. Then
K˙ = kcK;c = Kab;ck
akbkc = K(ab;c)k
akbkc = 0, (7.21)
where the right-hand side vanishes due to the fact that K(ab;c) = 0, i.e., Kab is a Killing
tensor. Similarly,
Q˙ = kcQ;c = Qab;ck
akbkc = Q(ab;c)k
akbkc = g(abqc)k
akbkc = kakak
cqc = 0, (7.22)
by virtue of the fact that ka is null. Hence, the Killing tensor and conformal Killing tensor
yield conserved quantities (7.20) along null geodesics. These will be discussed in greater
detail in Section 7.3.4.
7.3.3 Carter’s canonical tetrad
Here, we introduce Carter’s “canonical” (symmetric) tetrad [47], an orthonormal tetrad
(see Section 2.5.1) which is useful when analysing the separability properties of Kerr
spacetime [291,314]. The one-form components of the tetrad ω
(α)
a are given by
ω(0)a dx
a =
√
∆
Σ
(
dt− a sin2 θ dφ) , (7.23)
ω(1)a dx
a =
√
Σ
∆
dr, (7.24)
ω(2)a dx
a =
√
Σ dθ, (7.25)
ω(3)a dx
a =
sin θ√
Σ
[
adt− (r2 + a2) dφ] , (7.26)
and the vector components of the tetrad ω a(α) are
ω a(0) ∂a =
1√
Σ∆
[
(r2 + a2) ∂t + a ∂φ
]
, (7.27)
ω a(1) ∂a =
√
∆
Σ
∂r , (7.28)
ω a(2) ∂a =
1√
Σ
∂θ , (7.29)
ω a(3) ∂a = −
1√
Σ sin θ
(
a sin2 θ ∂t + ∂φ
)
. (7.30)
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In terms of Carter’s orthonormal tetrad, the covariant and contravariant components of
the metric tensor are, respectively, given by
gab = −ω(0)aω(0)b + ω(1)aω(1)b + ω(2)aω(2)b + ω(3)aω(3)b, (7.31)
gab = −ω a(0) ω b(0) + ω a(1) ω b(1) + ω a(2) ω b(2) + ω a(3) ω b(3) . (7.32)
Carter’s tetrad is closely related to the (normalised) Darboux basis {ν, νˆ, , ˆ}. This is
presented by Frolov et al. [50] in canonical coordinates {τ = t− aφ, r, y = a cos θ, ψ = φa},
in which the hidden symmetry of Kerr spacetime is more evident. By direct comparison
of the Darboux basis in [50] with the basis one-forms of Carter’s symmetric tetrad (7.23)–
(7.26), we see that
ν = ω(1), νˆ = ω(0),  = −ω(2), ˆ = ω(3). (7.33)
Hence, Carter’s orthonormal tetrad is equivalent to the Darboux frame (up to a change
of sign). One advantage of the Darboux basis (i.e., Carter’s tetrad) is that the closed
conformal Killing–Yano tensor and related Killing objects take a remarkably simple form
[50]:
fab = −2a cos θ ω(0)[aω
(1)
b] − 2r ω
(2)
[aω
(3)
b], (7.34)
hab = 2r ω
(0)
[aω
(1)
b] − 2a cos θ ω
(2)
[aω
(3)
b], (7.35)
Kab = −a2 cos2 θ
(
−ω(0)aω(0)b + ω(1)aω(1)b
)
+ r2
(
ω(2)aω
(2)
b + ω
(3)
aω
(3)
b
)
, (7.36)
Qab = −r2
(
−ω(0)aω(0)b + ω(1)aω(1)b
)
+ a2 cos2 θ
(
ω(2)aω
(2)
b + ω
(3)
aω
(3)
b
)
. (7.37)
We may use the expressions (7.34)–(7.37) to derive some useful identities for the Killing
objects on Kerr spacetime. Notice from the form of (7.36) and (7.37) that
Kab −Qab =
(
r2 − a2 cos2 θ) gab, (7.38)
where we have used (7.31). Now, contraction of (7.38) with kakb givesKabk
akb−Qabkakb =(
r2 − a2 cos2 θ) gabkakb = 0, which implies that
K = Q. (7.39)
Using (7.31) and (7.36), we obtain two useful expressions for the Killing tensor:
Kab = Σ
(
ω(0)aω
(0)
b − ω(1)aω(1)b
)
+ r2gab (7.40)
= Σ
(
ω(2)aω
(2)
b + ω
(3)
aω
(3)
b
)
− a2 cos2 θgab. (7.41)
Using (7.34) and (7.35) to read off the components of f(α)(γ) and h(α)(γ) (i.e., the
projection of the conformal Killing–Yano tensor and the Killing–Yano tensor onto Carter’s
tetrad), one may check that
f(α)(γ)h
(γ)
(β) = f(α)(γ) η
(γ)(δ)h(δ)(β) = ar cos θ η(α)(γ), (7.42)
where η(α)(β) are the components of the Minkowski metric. Hence, the “product” of fab
and hab is
fach
c
b = hacf
c
b = ar cos θ gab. (7.43)
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7.3.4 Null geodesics: separability and conserved quantities
Let us consider an affinely parametrised null geodesic on Kerr spacetime with tangent
vector field ka(s) = x˙a(s) in Boyer–Lindquist coordinates. The geodesic equation may
be separated with the aid of the explicit and hidden symmetries of Kerr spacetime. The
separation of geodesic motion was first demonstrated by Carter [47].
To demonstrate this separability, let us first consider the explicit symmetries which
arise from the existence of the Killing vectors ξ(t) and ξ(φ). In Boyer–Lindquist coordinates,
we have E = gabξ(t)
akb = −gtt t˙ − gtφφ˙ and Lz = gabξ(φ)akb = gtφ t˙ + gφφφ˙. These
relationships can be inverted to give
t˙ = −gttE + gtφLz, φ˙ = −gtφE + gφφLz. (7.44)
Next, we may use (7.40) and (7.41) to separate out the r- and θ-motion. Contracting
these identities with kakb, we see that the terms involving gab will vanish due to the fact
that ka is null. We are therefore left with
K = Σ
(
ω(0)aω
(0)
b − ω(1)aω(1)b
)
kakb (7.45)
= Σ
(
ω(2)aω
(2)
b + ω
(3)
aω
(3)
b
)
kakb. (7.46)
Inserting the one-form components of Carter’s orthonormal tetrad (7.23)–(7.26) into (7.45)
and (7.46), and inserting the components of the inverse metric (7.14) and (7.15) into (7.44),
we arrive at the geodesic equations
t˙ =
1
∆Σ
{
E
[(
r2 + a2
)2 −∆a2 sin2 θ]− 2MarLz} , (7.47)
Σ2r˙2 =
[
E
(
r2 + a2
)− aLz]2 −∆K, (7.48)
Σ2θ˙2 = K −
(
aE sin θ − Lz
sin θ
)2
, (7.49)
φ˙ =
1
∆Σ
[
2MarE +
(Σ− 2Mr)Lz
sin2 θ
]
. (7.50)
The constant K, which permits the separation of the radial and latitudinal motion, is the
so-called Carter constant. This can be written using (7.48) or (7.49) as
K =
1
∆
{[
E
(
r2 + a2
)2 − aLz]2 − Σ2r˙2} = Σ2θ˙2 + (aE sin θ − Lz
sin θ
)2
. (7.51)
Rather than work with the equations (7.47)–(7.50), we choose to employ the Hamil-
tonian formalism for null geodesics; see Section 2.2.3. The Hamiltonian takes the form
H = 12g
abpapb, where pa = gabx˙
b = gabk
b are the conjugate momenta, and gab are the con-
travariant components of the metric tensor given by (7.14) and (7.15). The null geodesics
are then the integral curves of Hamilton’s equations,
x˙a =
∂H
∂pa
, p˙a = −
∂H
∂xa
. (7.52)
Clearly, the metric (7.13) is independent of the coordinates t and φ, so the momenta
pt and pφ are constants of the motion. In fact, we have E = −gabξ(t)akb = −ξ(t)apa = −pt,
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and Lz = gabξ(φ)
akb = ξ(φ)
apa = pφ. The conserved quantities E and Lz correspond to
the energy and azimuthal angular momentum of the photon, respectively. Since these
conserved quantities are linear in the momenta, the symmetries generated by ξ(t) and ξ(φ)
are referred to as explicit symmetries [50].
As described in Section 7.3.2, there exist higher-rank Killing tensors on Kerr spacetime
which give rise to further conserved quantities along rays. Here, we express these in terms
of the Boyer–Lindquist coordinates and their conjugate momenta.
Firstly, we note that the metric itself is a (trivial) rank-two Killing tensor. The quantity
gabpapb is therefore conserved along geodesics. This means that the Hamiltonian H =
1
2g
abpapb is a constant of the motion, with H = 0 in the case of null geodesics.
Furthermore, the Carter constant, which can be written in the form K = Kabk
akb is
constant along geodesics. In terms of the Boyer–Lindquist coordinates and their conjugate
momenta, the Carter constant can be expressed in the form
K = Kabpapb = pθ
2 +
(
aE sin θ − Lz
sin θ
)2
. (7.53)
Clearly, the Carter constant is quadratic in the momenta (by virtue of the fact that Kab
is a rank-two Killing tensor). The Carter constant therefore corresponds to a hidden
symmetry of Kerr spacetime [50]. We also remark here that K is clearly non-negative.
(One may arrive at an alternative expression for K by rearranging (7.48) and noting that
pr =
Σ
∆ r˙.)
7.4 Construction of complex null tetrads
7.4.1 Complex null tetrads from symmetries of Kerr spacetime
We now use the Killing objects defined in Section 7.3.4 to construct a complex null tetrad
{ka, na,ma,ma}, which is parallel-transported along a null geodesic with tangent vec-
tor field ka. This is achieved by first constructing a non-parallel-transported tetrad
{k˜a, n˜a, m˜a, m˜a}, by projecting the tangent vector k˜, then performing a Lorentz trans-
formation which keeps k˜a fixed; see Section 2.5.2.
Define the complex bivector
Fab = fab − ihab, (7.54)
where hab and fab are the closed conformal Killing–Yano tensor and the Killing–Yano
tensor, respectively. Note that ?Fab = −iFab , so Fab is self-dual. Using the properties
of fab and hab, one may verify some useful identities for the complex bivector (7.54); see
Appendix E. In particular, we have
FacF
c
b = (r − ia cos θ)2 gab, (7.55)
FacF
c
b = Kab +Qab. (7.56)
We may now useFab and its geometrical properties to construct the tetrad legs {n˜a, m˜a, m˜a},
by projecting the tangent vector k˜a.
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First, let
m˜a =
1√
2K
F ab k˜
b. (7.57)
The leg m˜a is obtained by complex conjugation of (7.57). Clearly m˜a is orthogonal to k˜a:
k˜am˜a =
1√
2K
k˜aFab k˜
b = 0, (7.58)
by virtue of the fact that Fab is antisymmetric (Fab = −Fba ). Moreover, using the
identity (7.55), we find
m˜am˜a =
1
2K
F abFac k˜
bk˜c =
1
2K
(r − ia cos θ)2 gbc k˜bk˜c = 0, (7.59)
i.e., m˜a is null. Finally, using the identity (7.56), we see that
m˜am˜a =
1
2K
F abF ack˜
bk˜c =
1
2K
(Kbc +Qbc) k˜
bk˜c = 1, (7.60)
where we recall that Kab k˜
ak˜b = K = Qabk˜
ak˜b.
Applying the derivative operator D˜ = k˜a∇a to (7.57) gives (see Appendix E)
D˜m˜a =
iE√
2K
k˜a. (7.61)
Clearly m˜a is not parallel-propagated along a null geodesic with tangent vector k˜a; how-
ever, one can construct a parallel-transported vector ma by performing a null rotation, as
we shall demonstrate.
We define the final leg of our complex null tetrad to be
n˜a =
1
2K
F abF bck˜
c. (7.62)
First, note that
k˜an˜a =
1
2K
F ba F bck˜
ak˜c = − 1
2K
(Kac +Qac) k˜
ak˜c = −1, (7.63)
where we have used (7.56) and the fact that Kab k˜
ak˜b = K = Qabk˜
ak˜b. Next, taking the
inner product with m˜a, we see that
n˜am˜a =
1
(2K)3/2
F abF bcFad k˜
ck˜d =
1
(2K)3/2
(r − ia cos θ)2F cdk˜ck˜d = 0, (7.64)
where we have used (7.55) and the fact that F ab is antisymmetric. (It follows from
complex conjugation that n˜am˜a = 0, since n˜
a is real.) Finally,
n˜an˜a =
1
(2K)2
F abF bck˜
cF da F dek˜
e =
(
Σ
2K
)2
gce k˜
ck˜e = 0, (7.65)
where we have used the identity (7.55) and its complex conjugate, as well as the fact
that k˜a is null. Hence, n˜a is null. We note that n˜a is not parallel-propagated along null
geodesics.
We have used the complex self-dual bivector (7.54) to construct a complex null tetrad
{k˜a, n˜a, m˜a, m˜a}, with all inner products zero except k˜an˜a = −1 and m˜am˜a = 1. Only
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the tangent vector k˜a is parallel-transported. However, we may construct a parallel-
transported tetrad by performing a Lorentz transformation of the form
ka = k˜a, ma = m˜a +Bk˜a, na = n˜a +Bm˜a +Bm˜a +BBk˜a. (7.66)
We note that the transformation (7.66) preserves the inner product relationships between
the tetrad legs, so that kana = −1 and mama = 1, with all others zero.
Clearly ka is parallel-transported. The requirement that ma be parallel-transported
fixes the null rotation parameter B in (7.66) as
B = − iEs√
2K
+B0, (7.67)
where B0 ∈ C is an arbitrary integration constant. The transport equation (7.61) then
reads
Dm˜a = −B˙ka. (7.68)
It follows from the fact that each of the legs {ka,ma,ma} are parallel-transported that na
is also parallel-propagated along null geodesics.
In summary, taking the complex null tetrad {k˜a, n˜a, m˜a, m˜a}, and performing the
Lorentz transformation (7.66) with null rotation parameter (7.67) yields a complex null
tetrad {ka, na,ma,ma}, which is parallel-transported along null geodesics.
Intriguingly, we can absorb the Lorentz transformation (7.66) into the self-dual bivector
(7.54) by defining a new “projection operator”
Gab = Fab +
√
2KB gab, (7.69)
where B is defined in (7.67). (Note that Gab is not a bivector.) Then the definitions (7.57)
and (7.62) with Fab replaced by Gab (and “tilded” quantities replaced by “untilded”
quantities) yield the parallel-transported legs ma and na. The procedure outlined above
applies to all geometries which admit a principal tensor, i.e., the (off-shell) Kerr–NUT–
anti-de Sitter family of spacetimes [50].
We caution here that the construction of these tetrads is valid only for rays with K > 0.
Constructing a parallel-propagated complex null tetrad along rays with K = 0 requires a
special treatment.
On Kerr spacetime, the “tilded” complex null tetrad derived here can be related to
the well-known Kinnersley tetrad by application of a sequence of Lorentz transformations.
This is done explicitly in Appendix E.
7.4.2 Marck’s tetrads
Quasi-orthonormal tetrad
Marck [52] employs Carter’s canonical tetrad (Section 7.3.3) and the symmetries of Kerr
spacetime to construct a tetrad which is parallel-propagated along null geodesics in the
Kerr(–Newman) spacetime.
This is achieved by first constructing a quasi-orthonormal tetrad {λ˜0a, λ˜1a, λ˜2a, λ˜3a},
where λ˜0
a and λ˜3
a are null, and λ˜1
a and λ˜2
a are unit spacelike. Marck identifies λ˜0
a with
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the tangent vector ka, which is clearly parallel-transported. The components of this tetrad
leg with respect to Carter’s symmetric tetrad λ˜0
(α) = λ˜0
aω
(α)
a are given by
λ˜0
(0) =
1√
∆Σ
[
E
(
r2 + a2
)− aLz] , (7.70)
λ˜0
(1) =
√
Σ
∆
r˙, (7.71)
λ˜0
(2) =
√
Σ θ˙, (7.72)
λ˜0
(3) =
1√
Σ
(
aE sin θ − Lz
sin θ
)
. (7.73)
A second parallel-transported vector which is orthogonal to λ˜0
(α) arises naturally due
to the existence of the non-trivial Killing–Yano tensor f(α)(β) . The properties of this tensor
(discussed in Section 7.3.2) ensure that the vector with components v(α) = f
(α)
(β) λ˜0
(β) is
(i) parallel-propagated along the geodesic with tangent vector λ˜0
(α), and (ii) orthogonal
to λ˜0
(α). The leg λ˜2
(α) is chosen to be the unit vector parallel to v(α); its components with
respect to the symmetric tetrad are
λ˜2
(0) =
√
Σ
K∆
a cos θ r˙ =
a cos θ√
K
λ˜0
(1), (7.74)
λ˜2
(1) =
a cos θ√
K∆Σ
[
E
(
r2 + a2
)− aLz] = a cos θ√
K
λ˜0
(0), (7.75)
λ˜2
(2) = − r√
KΣ
(
aE sin θ − Lz
sin θ
)
= − r√
K
λ˜0
(3), (7.76)
λ˜2
(3) =
√
Σ
K
r θ˙ =
r√
K
λ˜0
(2). (7.77)
There is now a straightforward choice for the vectors λ˜1
a and λ˜3
a, such that the tetrad
legs satisfy
λ˜0
(α)λ˜3(α) = λ˜1
(α)λ˜1(α) = λ˜2
(α)λ˜2(α) = 1, (7.78)
with all other inner products zero. This choice is given by
λ˜1
(0) =
√
Σ
K∆
r r˙ =
r√
K
λ˜0
(1), (7.79)
λ˜1
(1) =
r√
K∆Σ
[
E
(
r2 + a2
)− aLz] = r√
K
λ˜0
(0), (7.80)
λ˜1
(2) =
a cos θ√
KΣ
(
aE sin θ − Lz
sin θ
)
=
a cos θ√
K
λ˜0
(3), (7.81)
λ˜1
(3) =
√
Σ
K
a cos θ θ˙ = −a cos θ√
K
λ˜0
(2), (7.82)
and
λ˜3
(0) = − 1
2K
√
Σ
∆
[
E
(
r2 + a2
)− aLz] = − Σ
2K
λ˜0
(0), (7.83)
λ˜3
(1) = − 1
2K
√
Σ3
∆
r˙ = − Σ
2K
λ˜0
(1), (7.84)
λ˜3
(2) =
1
2K
√
Σ3 θ˙ =
Σ
2K
λ˜0
(2), (7.85)
λ˜3
(3) =
1
2K
√
Σ
(
aE sin θ − Lz
sin θ
)
=
Σ
2K
λ˜0
(3). (7.86)
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Unlike λ˜0
a and λ˜2
a, the legs λ˜1
a and λ˜3
a are not parallel-propagated along null geodesics
with tangent vector λ˜0
a.
Parallel-transported tetrad
Marck [52] demonstrates that one may use the tetrad {λ˜0a, λ˜1a, λ˜2a, λ˜3a} to construct a
parallel-transported tetrad {λ0a, λ1a, λ2a, λ3a}. First, one may set λ0a = λ˜0a and λ2a =
λ˜2
a, as these legs are already parallel-propagated. The remaining legs, λ1
a and λ3
a, may
be constructed by means of a one-parameter Lorentz transformation of the form
λ1
a = λ˜1
a −Ψλ˜0a, λ3a = λ˜3a + Ψλ˜1a − 1
2
Ψ2λ˜0
a, (7.87)
where Ψ is a real-valued function. The requirement that the legs be parallel-transported
yields a first-order ordinary differential equation for Ψ which reads Ψ˙ =
(
kb∇bλ˜1a
)
λ˜3a.
Integration of this equation permits us to express the parameter Ψ as [52]
Ψ =
1√
K
(∫
E(r2 + a2)− aLz
[R(r)]1/2
dr −
∫
a sin θ
aE sin θ − Lz cosec θ
[Θ(θ)]1/2
dθ
)
. (7.88)
Here, R(r) = [E(r2 + a2) − aLz]2 −K∆ and Θ(θ) = K − (aE sin θ − Lz cosec θ)2, where
the signs of R1/2 = ±√R and Θ1/2 = ±√Θ are chosen independently and in accordance
with the turning points in the r- and θ-motion.
Inserting the equations of motion (7.48) and (7.49) into (7.88), one can simplify the
expression for the tetrad parameter Ψ:
Ψ =
1√
K
∫ (
E(r2 + a2)− aLz
[R(r)]1/2
r˙ − a sin θaE sin θ − Lz cosec θ
[Θ(θ)]1/2
θ˙
)
ds (7.89)
=
1√
K
∫
E(r2 + a2 cos2 θ)
Σ
ds (7.90)
=
E√
K
∫
ds. (7.91)
Hence, the Lorentz transformation parameter Ψ takes the form
Ψ =
Es√
K
+ ψ, (7.92)
where s denotes the affine parameter and ψ is an arbitrary constant of integration. One
can see from (7.53) that the Carter constant is non-negative. This construction of the
parallel-propagated tetrad is therefore valid for all null rays, apart from those which satisfy
K = 0. In this degenerate case, the vector v(α) = f
(α)
(β) λ˜0
(β) is parallel to λ0
(α); a special
treatment would therefore be required to construct a parallel-propagated tetrad along null
rays with vanishing Carter constant.
Complex null tetrads from Marck’s tetrads
One may construct a complex null tetrad from Marck’s quasi-orthonormal tetrad via
k˜a = λ˜0
a, n˜a = −λ˜3a, m˜a = 1√
2
(
λ˜2
a + iλ˜1
a
)
, m˜a =
1√
2
(
λ˜2
a − iλ˜1a
)
. (7.93)
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This tetrad is a Newman–Penrose tetrad: the legs satisfy k˜an˜a = −1 and m˜am˜a = 1, with
all other inner products zero. We note that only k˜a is parallel-transported.
One may construct a parallel-transported complex null tetrad by replacing the “tilded”
legs with parallel-transported legs (λ˜i
a 7→ λia) in the definitions (7.93). Alternatively, one
may perform a null rotation of the tetrad (7.93) of the form (7.66). The requirement that
the tetrad {ka, na,ma,ma} be parallel-transported yields B˙ = −n˜aDm˜a. Integrating this
ordinary differential equation fixes the null rotation parameter:
B = − iΨ√
2
, (7.94)
where Ψ is Marck’s tetrad parameter, given in (7.92).
It should be noted that the complex null tetrads built from Marck’s tetrads are equiv-
alent to those which were constructed using the complex self-dual bivector Fab in Section
7.4.1. This is best seen by projecting onto Carter’s symmetric tetrad, as shown in Ap-
pendix E. Moreover, direct substitution of Marck’s tetrad parameter (7.92) into (7.94)
shows that the null rotation parameters (7.67) and (7.94) are equivalent.
7.5 Newman–Penrose formalism and transport equations
7.5.1 Transport equations for Newman–Penrose quantities
The Newman–Penrose scalars are defined in terms of projections of first derivatives of the
complex null tetrad legs [93]; see Section 2.5 for a review. We define directional derivatives
along the tetrad legs to be
D = ka∇a, ∆ = na∇a, δ = ma∇a, δ = ma∇a. (7.95)
For our parallel-propagated complex null tetrad (Section 7.4), three of the Newman–
Penrose scalars are trivially zero: κ = pi =  = 0. The eight non-zero Newman–Penrose
scalars which we use are
ρ = −maka;bmb, σ = −maka;bmb, (7.96)
χ = −mama;bmb, τ = −maka;bnb, (7.97)
µ = mana;bm
b λ = mana;bm
b, (7.98)
ν = mana;bn
b, γ =
1
2
(
mama;bn
b − naka;bnb
)
. (7.99)
One can obtain identities for the Newman–Penrose scalars by using the fact that gab =
−kanb − nakb + mamb + mamb, and using the fact that ka = Φ;a is a gradient. For
example, it is straightforward to see that the twist-free property of the complex null
tetrad (i.e., k[a;b] = 0) implies that ρ is a real quantity. In fact, ρ = −12ϑ, where ϑ = ka;a
is the expansion scalar [172]. For our tetrad, τ = β + α and χ = β − α, where α =
1
2(k
ana;bm
b − mama;bmb) and β = 12(mama;bmb − naka;bmb). It is therefore possible to
eliminate both α and β with the introduction of χ [81].
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Along null geodesics, the Newman–Penrose scalars satisfy a system of transport equa-
tions [83]. In a Ricci-flat spacetime, the transport equations we require are
Dρ = ρ2 + σσ, Dσ = 2ρσ + Ψ0, (7.100)
Dχ = ρχ− σχ+ Ψ1, Dτ = ρτ + στ + Ψ1, (7.101)
Dµ = ρµ+ σλ+ Ψ2, Dλ = ρλ+ σµ, (7.102)
Dν = τµ+ τλ+ Ψ3, Dγ = ττ +
1
2
(τχ− τχ) + Ψ2. (7.103)
Here, Ψi are the complex Weyl scalars (see Section 2.5.4). We calculate these for the
“tilded” (non-parallel-transported) tetrad and the parallel-transported tetrad in Section
7.5.2. In this work, we are interested the closed subsystem of equations (7.100)–(7.102),
satisfied by the Newman–Penrose scalars {ρ, σ, χ, τ, µ, λ}.
In addition to the Newman–Penrose scalars, we wish to calculate higher-order quanti-
ties, such as δA2 and δχ, which feature in the transport equations for sub-leading-order
geometrical optics quantities (e.g. u1); see Section 7.2.2 and [81]. In general, one may
obtain transport equations by using the commutator identity Dδ = δD − τD + ρδ + σδ
and its complex conjugate [83]. The system of transport equations we require is
D(δA2) = 3ρ δA2 + σ δA2 + 2A2 (δρ− ρτ) , (7.104)
D(δA2) = 3ρ δA2 + σ δA2 + 2A2 (δρ− ρτ) , (7.105)
D(δρ) = 3ρ δρ+ σ δσ + σ
(
δσ
)∗ − (ρ2 + σσ) τ + σ δρ, (7.106)
D(δρ) = 3ρ δρ+ σ δσ + σ (δσ)∗ − (ρ2 + σσ) τ + σ δρ, (7.107)
D(δσ) = 3ρ δσ + 2σ δρ− 2ρστ + σ δσ − τΨ0 + δΨ0, (7.108)
D(δσ) = 3ρ δσ + 2σ δρ− 2ρστ + σ δσ − τΨ0 + δΨ0, (7.109)
D(δχ) = 2ρ δχ+ χ δρ+ σδχ− σ (δχ)∗ − χ δσ − τ (ρχ− σχ+ Ψ1) + δΨ1, (7.110)
D(δχ) = 2ρ δχ+ χ δρ+ σ δχ− σ (δχ)∗ − χ δσ − τ (ρχ− σχ+ Ψ1) + δΨ1, (7.111)
where for extra clarity we use an asterisk (as well as an overbar) to denote complex
conjugation. This system of transport equations features directional derivatives of the
first two Weyl scalars along the legs m and m: {δΨ0, δΨ0, δΨ1, δΨ1}. These quantities are
calculated in Section 7.5.3.
7.5.2 Weyl scalars
The Weyl tensor Cabcd , which in this case is identical to the Riemann tensor due to the
fact that Kerr spacetime is Ricci-flat, can be expressed in terms of Carter’s symmetric
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tetrad as [51,315]
Ω
(0)
(1) = 2I1 ω
(0) ∧ ω(1) + 2I2 ω(2) ∧ ω(3), (7.112)
Ω
(0)
(2) = −I1 ω(0) ∧ ω(2) + I2 ω(1) ∧ ω(3), (7.113)
Ω
(0)
(3) = −I1 ω(0) ∧ ω(3) − I2 ω(1) ∧ ω(2), (7.114)
Ω
(1)
(2) = −I1 ω(1) ∧ ω(2) + I2 ω(0) ∧ ω(3), (7.115)
Ω
(3)
(1) = I1 ω
(1) ∧ ω(3) + I2 ω(0) ∧ ω(2), (7.116)
Ω
(3)
(2) = −2I1 ω(2) ∧ ω(3) + 2I2 ω(0) ∧ ω(1), (7.117)
where Ω
(α)
(β) =
1
2C
(α)
(β)(γ)(δ)ω
(γ) ∧ ω(δ) is the curvature two-form, and the functions I1
and I2 are defined to be
I1 =
Mr
Σ3
(
r2 − 3a2 cos2 θ) , I2 = Ma cos θ
Σ3
(
3r2 − a2 cos2 θ) . (7.118)
These quantities satisfy the identity I1 + iI2 =
M
(r−ia cos θ)3 .
Using the components of the Weyl tensor in terms of Carter’s symmetric tetrad, we
calculate the complex Weyl scalars in the “tilded” complex null tetrad. We find
Ψ˜0 = Ck˜m˜k˜m˜ =
3KM
(r + ia cos θ)5
, (7.119)
Ψ˜1 = Ck˜n˜k˜m˜ = 0, (7.120)
Ψ˜2 = Ck˜m˜m˜n˜ =
M
2(r + ia cos θ)3
, (7.121)
Ψ˜3 = Ck˜n˜m˜n˜ = 0, (7.122)
Ψ˜4 = Cm˜n˜m˜n˜ =
3M
4K(r + ia cos θ)
, (7.123)
where we employ the notation C
k˜m˜k˜m˜
= Cabcd k˜
am˜bk˜cm˜d for brevity.
Recall that the “tilded” complex null tetrad {k˜, n˜, m˜, m˜} and the parallel-transported
complex null tetrad {k, n,m,m} are related by the Lorentz transformation (7.66) with
(7.67). The Weyl scalars in the parallel-propagated frame can be expressed in terms of
(7.119)–(7.123) as [83]
Ψ0 = Ckmkm = Ψ˜0, (7.124)
Ψ1 = Cknkm = Ψ˜1 +BΨ˜0, (7.125)
Ψ2 = Ckmmn = Ψ˜2 + 2BΨ˜1 +B
2
Ψ˜0, (7.126)
Ψ3 = Cknmn = Ψ˜3 + 3BΨ˜2 + 3B
2
Ψ˜1 +B
3
Ψ˜0, (7.127)
Ψ4 = Cmnmn = Ψ˜4 + 4BΨ˜3 + 6B
2
Ψ˜2 + 4B
3
Ψ˜1 +B
4
Ψ˜0, (7.128)
with B given by (7.67).
7.5.3 Directional derivatives of Weyl scalars
The transport equations in the higher-order geometric optics formalism feature the quan-
tities
{
δΨ0, δΨ0, δΨ1, δΨ1
}
, i.e., directional derivatives along m and m of the Weyl scalars
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Ψ0 and Ψ1. The calculation of these quantities is more involved than the calculation of
the Weyl scalars.
First, note that the Weyl scalars of interest are Ψ0 = Ckmkm = Cabcdk
ambkcmd and
Ψ1 = Ckmmm = Cabcdk
ambmcmd. Applying the differential operators δ and δ to these
quantities and using the Leibniz rule, we see that we will require directional derivatives
(along m and m) of the tetrad legs k, m and m. These are given by
δka = τka − ρma − σma, δka = τka − σma − ρma, (7.129)
δma = λka − σna + χma, δma = λka − σna + χma. (7.130)
The directional derivatives of the Weyl scalars can therefore be obtained by applying
the derivative operators δ and δ to the expressions Ψ0 = Cabcdk
ambkcmd and Ψ1 =
Cabcdk
ambmcmd, and using the identities (7.129)–(7.130). This yields
δΨ0 = 2 (τ + χ) Ψ0 − 4σΨ1 + (δC)kmkm , (7.131)
δΨ0 = 2 (τ − χ) Ψ0 − 4σΨ1 +
(
δC
)
kmkm
, (7.132)
δΨ1 = µΨ0 + (τ + χ) Ψ1 − 3σΨ2 + (δC)kmmm , (7.133)
δΨ1 = λΨ0 + (τ − χ) Ψ1 − 3ρΨ2 +
(
δC
)
kmmm
, (7.134)
where (δC)kmkm = (m
e∇eCabcd ) kambkcmd, for example. The quantities (δC)kmkm,(
δC
)
kmkm
, (δC)kmmm and
(
δC
)
kmmm
can be calculated explicitly by transforming be-
tween the Kinnersley tetrad and the parallel-transported complex null tetrad; this calcu-
lation is presented in Appendix E.
7.5.4 Constraints from Newman–Penrose field equations
When projected onto a complex null tetrad, the Ricci identities give rise to a system of
Newman–Penrose field equations, which relate the Newman–Penrose scalars, the Weyl
scalars and the Ricci scalars; the full system of equations can be found in (e.g.) [83]. The
Newman–Penrose field equations relevant for our purposes are
Z = δρ− δσ − ρτ + σ (τ − 2χ) + Ψ1 = 0, (7.135)
W = δχ+
(
δχ
)∗
+ ρ (µ+ µ)− σλ− σλ+ 2χχ−Ψ2 −Ψ2 = 0. (7.136)
We note that W is real. The identities (7.135) and (7.136) can be viewed as algebraic
constraints which must be satisfied along null rays by the Newman–Penrose scalars, higher-
order Newman–Penrose quantities, and Weyl curvature scalars.
With some work, it is possible to use the transport equations of Section 7.5.1 to
demonstrate that the quantities Z and W satisfy a coupled system of transport equations
along rays, namely
DZ = 3ρZ − σZ, DW = 2ρW + χZ + χZ. (7.137)
These equations indicate that, if Z 6= 0 or W 6= 0 initially (perhaps due to numerical
error), then the quantities Z and W will grow, which could cause propagation of errors
when numerically integrating transport equations along rays. It is therefore important to
keep track of the constraints (i.e., Ricci identities) along rays.
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7.6 Far-field asymptotics
We are interested in the special case of an initially parallel null geodesic congruence which
starts ar r =∞. In practice – i.e., when numerically integrating our transport equations
– we must start at some finite radius r = r0. We therefore wish to determine the far-field
behaviour of the Newman–Penrose scalars and higher-order quantities as power series in
r−1.
We first note that, for r → ∞, the geodesic equation (7.48) is r˙2 ∼ E2. This has
solution r ∼ ±Es+ r0, where r0 = r(0). Here, the upper (+) sign corresponds to outgoing
rays (with r˙ > 0), and the lower (−) sign corresponds to ingoing rays (with r˙ < 0). We
consider the latter case, as we are interested in the far-field behaviour of the system before
scattering has occurred.
Recall that the Weyl scalars in the parallel-transported basis are related to those of
the “tilded” tetrad by a parabolic Lorentz transformation, which features the complex
parameter (7.67), which can be rewritten in the form
B = − i(Es+ b0)√
2K
, (7.138)
where b0 ∈ C is an arbitrary integration constant. For rays which are ingoing from
r = r0  1, we have Es ∼ r0 − r. Making the replacement Es 7→ r − r0, and choosing
b0 = −r0 to eliminate any dependence on r0 in (7.138) yields
B =
ir√
2K
. (7.139)
7.6.1 Far-field behaviour of the Weyl scalars
Recall the Weyl scalars in the parallel-propagated frame (7.124)–(7.128). Inserting the
far-field null rotation parameter (7.139) into these expressions, and expanding to leading
order in r−1, we find
Ψ0 = 3MKr
−5 +O(r−6), (7.140)
Ψ1 = −3iM
√
Kr−4 +O(r−5), (7.141)
Ψ2 = −Mr−3 +O(r−4), (7.142)
Ψ3 =
3Ma cos θ√
2K
r−3 +O(r−4), (7.143)
Ψ4 = −3Ma
2 cos2 θ
K
r−3 +O(r−4). (7.144)
We see that the first three Weyl scalars (7.140)–(7.142) exhibit a peeling behaviour
at infinity: Ψi = O(r
i−5) for i ∈ {0, 1, 2}. Moreover, the leading-order terms for these
quantities are independent of the black hole spin a. The leading-order solutions for the
remaining Weyl scalars (7.143) and (7.144) depend on the spin of the black hole a, and the
polar angle θ. The Weyl scalars Ψ3 and Ψ4 therefore exhibit a first-order post-Newtonian
effect.
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7.6.2 Far-field behaviour of the Newman–Penrose scalars
The far-field behaviour of the Newman–Penrose scalars may be determined using the
transport equations (7.100)–(7.102), and the far-field expressions for the Weyl scalars
(7.140)–(7.144). We note that, in the far-field limit, the derivative operator which appears
on the left-hand side of the transport equations may be recast in terms of the radial
coordinate using the chain rule: D = dds = r˙
d
dr ∼ −E ddr , for ingoing rays.
The Newman–Penrose transport equations are hierarchical, so we consider them in
order. We first focus on the smallest closed subset, which are the Sachs equations (7.100).
We make a leading-order ansatz of the form ρ = ρ0r
nρ , σ = σ0r
nσ . Substitution of this
ansatz and the leading-order expression for Ψ0, given in (7.140), into the Sachs equations
yields
−nρEρ0rnρ−1 = ρ20r2nρ + σ0σ0r2nσ , (7.145)
−nσEσ0rnσ−1 = 2ρ0σ0rnρ+nσ + 3MKr−5. (7.146)
We assume that the term on the right-hand side of (7.146) at O(rnρ+nσ) is sub-dominant,
and can be neglected at leading order. The left-hand side of (7.146) (i.e., the change
in σ) is therefore sourced by the curvature term Ψ0 = O(r
−5). Balancing these terms
forces nσ = −4. Rearrangement then fixes the leading-order coefficient σ0 = 3KM4E . The
shear generated by spacetime curvature through (7.146), in turn, generates expansion ρ
through (7.145). Assuming that the term at O(r2nρ) on the right-hand side of (7.145)
is sub-dominant, we find nρ = −7. Moreover, the coefficient ρ0 is fixed in terms of σ0:
ρ0 =
1
7Eσ0σ0.
Going through the full system of transport equations in this way, we find that the
far-field leading-order solutions for the six relevant Newman–Penrose scalars are
ρ =
1
7E
(
3KM
4E
)2
r−7 +O(r−8), σ =
3KM
4E
r−4 +O(r−5), (7.147)
χ = − iM
√
K√
2E
r−3 +O(r−4), τ = − iM
√
K√
2E
r−3 +O(r−4), (7.148)
µ = −M
2E
r−2 +O(r−3), λ = −3KM
2
40E3
r−5 +O(r−6). (7.149)
7.6.3 Far-field behaviour of higher-order quantities
We now consider the far-field behaviour of the directional derivatives of Weyl scalars
(7.131)–(7.134), which appear on the right-hand side of the transport equations (7.104)–
(7.111). Inserting the leading-order solutions for the Newman–Penrose scalars, the Weyl
scalars and the null rotation parameter, the leading-order solutions for the directional
derivatives of the first two Weyl scalars are
δΨ0 = −15EM
√
Ka cos θ√
2
r−6 +O(r−7), δΨ0 = −6i
√
2KEMr−5 +O(r−6), (7.150)
δΨ1 = 6iEMa cos θr
−5 +O(r−6), δΨ1 = −3EMr−4 +O(r−5). (7.151)
Now, one may combine the results for the Newman–Penrose scalars, the Weyl scalars
and their directional derivatives to calculate leading-order solutions for the higher-order
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quantities
{
δA2, δA2, δρ, δρ, δσ, δσ, δχ, δχ}. Employing a method similar to that of Section
7.6.2 (i.e., substituting a leading-order ansatz into the transport equations and equating
powers of r−1), we find
δρ =
9M2
√
2K3i
56E2
r−7 +O(r−8), δρ = −9M
2
√
2K3i
56E2
r−7 +O(r−8), (7.152)
δσ = −3M
√
2Ka cos θ
2
r−5 +O(r−6), δσ = −3M
√
2Ki
2
r−4 +O(r−5), (7.153)
δχ =
3Ma cos θ
2
r−4 +O(r−5), δχ = −Mr−3 +O(r−4), (7.154)
δA2 = 3M
2
√
2K3i
56E3
r−6 +O(r−7). δA2 = 3M
2
√
2K3i
56E3
r−6 +O(r−7). (7.155)
We note that δρ = (δρ)∗ and δA2 = (δA2)∗, since both ρ and A are real for a twist-free
tetrad.
7.6.4 Far-field behaviour of geometric optics quantities
The geometric optics quantity of interest is Re (u1) which satisfies the transport equation
(7.12). The leading-order terms on the right-hand side of this transport equation come
from δχ and its complex conjugate, which are of order r−3, as given in (7.154). The
coefficient of the leading-order term in the far-field expansion for δχ is −M , which is
real. The leading-order terms in the transport equation (7.12) will therefore cancel. In
order to determine the leading-order behaviour of Re (u1), it is necessary to consider the
sub-leading-order behaviour of the terms on the right-hand side of (7.12).
To find the sub-leading-order part of δχ from its transport equation (7.111), we require
the sub-leading-order pieces of the terms on the right-hand side. The highest-order terms
are the O(r−4) and O(r−5) pieces of δΨ1. Using (7.134), we see that these are, respectively,
the O(r−4) and O(r−5) parts of
(
δC
)
kmmm
; an expression for the latter quantity is given
in (E.65) of Appendix E. Performing a series expansion of this quantity in powers of r−1,
we find (
δC
)
kmmm
= −3EMr−4 + 24iEMa cos θr−5 +O(r−6). (7.156)
Using this expression, we find that
δχ = −Mr−3 + 6iMa cos θr−4 +O(r−5). (7.157)
Crucially, the O(r−4) coefficient in (7.157) has a non-zero imaginary part. The term
δχ − δχ will therefore contribute to the right-hand side of the transport equation (7.12)
at O(r−4). Using this transport equation, we see that the leading-order far-field series
solution for Re (u1) is
Re (u1) = −2Ma cos θ
E
r−3 +O(r−2). (7.158)
We remark that the leading-order piece depends on the spin of the black hole a, and
vanishes in the case of a Schwarzschild black hole (a = 0).
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7.7 Wavefronts, caustic points and transport equations
7.7.1 Wavefronts and caustics in geometric optics
We are interested in the propagation of electromagnetic waves on Kerr spacetime using the
(higher-order) geometric optics approximation. Here, we review the important concept of
a wavefront in general relativity for a general spacetime (M, gab); we refer the reader to [7]
and references therein for a more detailed overview.
A wavefront is a subset of spacetime that can be constructed as follows [7]. First,
choose an orientable spacelike two-surface S. Next, at each point p ∈ S, choose a null
direction orthogonal to S that depends smoothly on p. Finally, consider all rays which
are tangent to the chosen null directions. These null geodesics are the generators of the
wavefront. The wavefront W is the union of all generators. If S is a two-sphere of radius
ε centred on p ∈M, then in the limit ε→ 0, the wavefront is the light cone with vertex p.
One may describe a wavefront using a coordinate system which is well-adapted to
the behaviour of the generators [172]. We allow the affine parameter s to be one of the
coordinates, and we introduce two additional (local) coordinates
{
θ1, θ2
}
to label the
null generators; the latter are constant along each generator, and span the two-surface S
(which is transverse to the generators). Each null generator γ(s) is chosen to be affinely
parametrised such that γ(s0) ∈ S and the tangent vector field ka depends smoothly on
the point γ(s0). The wavefront W is then the image of a map
(s, θ1, θ2) 7→W a(s, θ1, θ2), a ∈ {0, 1, 2, 3} . (7.159)
In the neighbourhood of the two-surface S (i.e., close to s = s0), the map (7.159) is an
embedding, so W is a three-dimensional (null) submanifold of M.2 However, away from
S, neighbouring null generators may intersect each other and the wavefront may fail to be
a submanifold.
The caustic of the wavefront is defined as the set of all points where (7.159) fails to
be an immersion; in other words, the rank of the differential of the map (7.159) is not
maximal (i.e., it is strictly less than 3) [7]. Heuristically, a caustic is a transverse self-
intersection of the wavefront. We note that the derivative of the map (7.159) with respect
to the affine parameter s is always non-zero, so the rank of the map cannot be zero. If
the rank is 3 − 1 = 2, then the caustic point is said to have multiplicity one. If, on the
other hand, the rank is 3− 2 = 1, the caustic point is said to be of multiplicity two. In the
former case, the cross-section of an infinitesimally thin bundle of null rays (generators) in
the instantaneous wavefront collapses down to a line at a caustic point. In the latter case,
the bundle of generators collapses down to a single point.
If the wavefront is a light cone with vertex p, caustic points are said to be conjugate
to the point p along a generator (i.e., a null geodesic) [7]. For an arbitrary wavefront, a
caustic point is said to be conjugate to a spacelike two-surface in the initial wavefront S.
The terms conjugate point and caustic point are therefore used interchangeably.
2A submanifold is said to be null (or lightlike) if its induced metric is degenerate. Since ka is orthogonal
to S, it follows that the induced metric on the wavefront close to S is degenerate [172]. It is therefore a
null submanifold.
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Away from caustic points, a wavefront is a hypersurface (i.e., a three-dimensional sub-
manifold), which can be expressed as a function of the spacetime coordinates in the form
S(xa) = constant, where S satisfies the Hamilton–Jacobi equation (or eikonal equation)
gabS,aS,b = 0. However, at caustic points, a wavefront will typically exhibit complicated
structure, with “cuspidal edges”, or “vertices”. Caustics can be classified locally using the
singularity theory of Arnold [84,316].
Recall from Section 3.3.2 that the lensing dynamics of an infinitesimal bundle of rays in
a wavefront S can be understood by analysing the geodesic deviation equation (or Jacobi
equation), given in (3.36). The cross-section of a bundle of rays is described by the shape
parameters d±. For an infinitesimal twist-free bundle of generators, a point where only
one of the two shape parameters vanishes is a caustic point of multiplicity one; a point
where both of the shape parameters vanish is a caustic point of multiplicity two [7]. It is
clear from this definition that, at a caustic point, the cross-sectional area of the bundle
A = pid+d− vanishes.
The behaviour of the optical scalars in the neighbourhood of caustic points can be
determined by considering the transport equations (7.100), i.e., the Sachs equations. Sup-
pose there is a caustic point at s = s0. For a caustic point of multiplicity one, the optical
scalars are [7, 317]
ρ(s) = −1
2
(s− s0)−1 +O (s− s0) , |σ(s)| = 1
2
(s− s0)−1 +O (s− s0) . (7.160)
For a caustic point of multiplicity two, the optical scalars are given by [7, 317]
ρ(s) = (s− s0)−1 +O (s− s0) , σ(s) = 1
3
Ψ0(s0)(s− s0) +O
(
(s− s0)2
)
. (7.161)
Caustic points of multiplicity one are somewhat more generic than caustic points of mul-
tiplicity two. Hereafter, when we use the term caustic point, we mean a caustic point of
multiplicity one, unless stated otherwise.
7.7.2 Behaviour of Newman–Penrose scalars at caustic points
It is clear from (7.160) that the optical scalars diverge like (s−s0)−1 at a caustic point. In
the vicinity of a caustic point, the behaviour of the full set of complex Newman–Penrose
scalars can be deduced from the system of transport equations (7.100)–(7.102) as follows.
In particular, let us assume that we have a caustic point of multiplicity one at s = 0,
where s is the affine parameter. (The affine parameter can always be redefined such
that the caustic point occurs at s = 0.) We suppose that each Newman–Penrose scalar
z ∈ {ρ, σ, χ, τ, µ, λ} can be expanded as a power series of the form
z(s) = snz
∞∑
j=0
zjs
j , (7.162)
where nz is some exponent to be determined for each Newman–Penrose scalar z, and the
coefficients zj are complex. Moreover, we expand the Weyl scalars, which appear on the
right-hand side of the Newman–Penrose transport equations (7.100)–(7.102), as a power
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series of the form
Ψi(s) =
∞∑
j=0
ψ
(j)
i s
j , (7.163)
where ψ
(j)
i are complex coefficients. (We note that the Weyl scalars are regular at caustic
points.)
We insert the ansatz (7.162) and (7.163) into the hierarchical system of transport
equations (7.100)–(7.102) and consider each closed subsystem in turn (see the method of
Section 7.6.2). Balancing the leading order terms on both sides of the transport equations
fixes the exponents nz = −1 for all z ∈ {ρ, σ, χ, τ, λ, µ}. We find that, close to a caustic
point of multiplicity one at s = 0, the behaviour of the Newman–Penrose scalars through
sub-leading order is given by
ρ(s) = −1
2
s−1 + ρ1 +O(s), σ(s) = −1
2
e2iϕs−1 − e2iϕρ1 +O(s), (7.164)
χ(s) = |χ0| ieiϕs−1 + |χ1| eiϕ +O(s), τ(s) = |τ0| eiϕs−1 + |τ1| ieiϕ +O(s), (7.165)
µ(s) = µ0s
−1 + µ1 +O(s), λ(s) = µ0e−2iϕs−1 − µ1e−2iϕ +O(s), (7.166)
where ϕ ∈ [0, 2pi), ρ1, |χ0| , |χ1| , |τ0| , |τ1| ∈ R and µ0, µ1 ∈ C are free parameters deter-
mined by the ray along which the transport equations (7.100)–(7.102) are evolved. The
Weyl scalars (7.163), which are O(1) quantities, do not contribute to the series solutions
(7.164)–(7.166) until O(s), i.e., sub-sub-leading order. Hence, close to a caustic point of
multiplicity one, spacetime curvature does not play a significant role in the behaviour of
the Newman–Penrose scalars. The leading-order results for the optical scalars, given in
(7.164), are equivalent to those presented by Perlick [7] and Seitz et al. [317], cf. (7.160).
The cross-sectional area A and geometric optics square-amplitude A2 satisfy the trans-
port equations DA = −2ρA and DA2 = 2ρA2. Close to the caustic point, we expand these
quantities as generalised power series of the form
A(s) =
∞∑
j=0
Ajs
j , A2(s) = sn
∞∑
j=0
ajs
j , (7.167)
where n is some index to be determined. Inserting (7.167) into the above transport
equations, and noting that the cross-sectional area vanishes at the caustic point (i.e.,
A(0) = 0), we find the sub-leading-order solutions
A(s) = A1s− 2ρ1A1s2 +O(s3), (7.168)
A2(s) = a0s−1 + 2ρ1a0 +O(s), (7.169)
where A1, a0 ∈ R are free parameters. The square-amplitude A2 therefore diverges like
O(s−1) close to a caustic point of multiplicity one. We use the square of the amplitude
(rather than the amplitude A) to avoid fractional powers in the generalised power series
expansions close to the caustic point.
7.7.3 Behaviour of higher-order quantities at caustic points
We now turn our attention to the quantities {δρ, δρ, δσ, δσ, δχ, δχ}, which are governed
by the transport equations (7.106)–(7.111). At first glance, this system of equations ap-
pears to be non-linear. However, we note that, if the Newman–Penrose scalars are known,
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then the transport equations (7.106)–(7.111) may be coupled to their complex conjugates
to yield a linear system of first-order ordinary differential equations for the unknown
quantities and their complex conjugates. This system may be expressed as a linear inho-
mogeneous system of ordinary differential equations of the form
Dx = Mx + S + W, (7.170)
where
x =
[
δρ, (δρ)∗, δσ, (δσ)∗, δσ, (δσ)∗, δχ, (δχ)∗, δχ, (δχ)∗
]
, (7.171)
is a vector which contains all of the dependent variables and their complex conjugates. We
recall that (δρ)∗ = δρ, since ρ is real. In (7.170), M is a coefficient matrix of Newman–
Penrose scalars, which is given by
M =

3ρ σ σ 0 0 σ 0 0 0 0
σ 3ρ 0 σ σ 0 0 0 0 0
2σ 0 3ρ 0 σ 0 0 0 0 0
0 2σ 0 3ρ 0 σ 0 0 0 0
0 2σ σ 0 3ρ 0 0 0 0 0
2σ 0 0 σ 0 3ρ 0 0 0 0
χ 0 −χ 0 0 0 2ρ 0 σ −σ
0 χ 0 −χ 0 0 0 2ρ −σ σ
0 χ 0 0 −χ 0 σ −σ 2ρ 0
χ 0 0 0 0 −χ −σ σ 0 2ρ

. (7.172)
The components of the inhomogeneous terms which appear on the right-hand side of
(7.170) are given by
S =
[
(ρ2 + σσ)τ, (∗), 2ρστ, (∗), 2ρστ, (∗), τ(ρχ− σχ), (∗), τ(ρχ− σχ), (∗)] , (7.173)
W =
[
0, (∗), δΨ0 − τΨ0, (∗), δΨ0 − τΨ0, (∗), δΨ1 − τΨ1, (∗), δΨ1 − τΨ1, (∗)
]
, (7.174)
where an asterisk in parentheses (∗) is used for brevity to denote the complex conjugate
of the preceding component of the vector. For example, the second component of S is(
(ρ2 + σσ)τ
)∗
= (ρ2 + σσ)τ . The vector S contains all of the Newman–Penrose scalars,
and W contains all of the curvature terms, i.e., the Weyl curvature scalars and their
directional derivatives.
Our aim is to find a generalised power series solution for the higher-order Newman–
Penrose quantities {δρ, δρ, δσ, δσ, δχ, δχ} through sub-leading order, in the vicinity of a
caustic point of multiplicity one. To do this, we seek a generalised power series solution to
the linear inhomogeneous system (7.170), with the additional constraint that the solution
must satisfy the complex conjugacy property x2k−1 = x2k for all k ∈ {1, 2, 3, 4, 5}, where
xk are the coefficients of the solution x. We expand x as a generalised power series of the
form
x(s) = sn
∞∑
j=0
xjs
j , (7.175)
where xj are vectors of complex coefficients and the index n is to be determined from
analysis of the system (7.170). We note here that since the solution x must satisfy the
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complex conjugacy property (by construction), each of the coefficients xj at O(s
j+n) must
also satisfy the same property. Upon substitution of (7.164)–(7.166) into (7.172)–(7.174),
we see that M = O(s−1), S = O(s−3) and W = O(s−1). We therefore write
M(s) = s−1
∞∑
j=0
Mjs
j , S(s) = s−3
∞∑
j=0
Sjs
j , W(s) = s−3
∞∑
j=0
Wjs
j . (7.176)
Here, Mj are matrices given by (7.172) with the Newman–Penrose scalars replaced by
their O(sj) coefficients from the series expansions (7.162). Similarly, Sj and Wj are
vectors given by (7.173) and (7.174), respectively, with the Newman–Penrose scalars and
curvature terms replaced by their O(sj) coefficients.
At leading order, the system of equations (7.170) is
M0x0 = nx0, (7.177)
where we have assumed that the O(s−3) terms are sub-dominant. This is an eigenvalue
problem for the matrix M0. The characteristic polynomial for the matrix M0 is
n2 (n+ 1)4 (n+ 2)3 (n+ 3) = 0, (7.178)
from which the eigenvalues and their multiplicities can be read off straightforwardly. The
smallest eigenvalue of M0 is n = −3, so x = O(s−3). The eigenvector of the matrix M0
corresponding to the eigenvalue n = −3 is
v(−3) =
[
eiϕ, (∗), e3iϕ, (∗), eiϕ, (∗),−2 |χ0| ie2iϕ, (∗),−2i |χ0| , (∗)
]
, (7.179)
where we have again used the notation (∗) to denote the complex conjugate of the previous
term. The eigenvector (7.179) clearly satisfies the complex conjugacy property. The
leading-order solution is therefore any (complex) scalar multiple of this eigenvector: x0 =
α0v
(−3). Demanding that the leading-order solution x0 satisfies the complex conjugacy
property means that α0 must be a real quantity. To leading order, the solutions to the
transport equations (7.106)–(7.111) close to a caustic point of multiplicity one are therefore
given by
δρ(s) = α0e
iϕs−3 +O(s−2), δρ(s) = α0eiϕs−3 +O(s−2), (7.180)
δσ(s) = α0e
3iϕs−3 +O(s−2), δσ(s) = α0eiϕs−3 +O(s−2), (7.181)
δχ(s) = −2α0 |χ0| ie2iϕs−3 +O(s−2), δχ(s) = −2α0 |χ0| is−3 +O(s−2). (7.182)
The sub-leading-order terms in (7.170) yield an inhomogeneous system,
(M0 + 2I) x1 = − (S0 +M1x0) , (7.183)
where I denotes the identity matrix. Interestingly, we find that x0 ∈ Null (M1), where
Null (M1) denotes the null space of the matrix M1. Hence, the term M1x0 on the right-
hand side of (7.183) vanishes. The matrix M0+2I is singular since n = −2 is an eigenvalue
of M0. One can see from (7.178) that this eigenvalue has multiplicity three. Solving the
system (7.183) using Gaussian elimination, we arrive at the sub-leading-order solution
x1 =
3∑
k=1
wkv
(−2)
k + y1, (7.184)
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where wk = ξk + iηk are arbitrary complex coefficients. The three eigenvectors of M0
corresponding to the eigenvalue n = −2 are
v
(−2)
1 =
[
ieiϕ,−ie−iϕ, 3ie3iϕ,−3ie−3iϕ, ieiϕ,−ie−iϕ, 4 |χ0| e2iϕ, 4 |χ0| e−2iϕ, 0, 0
]
, (7.185)
v
(−2)
2 =
[
0, 0, ie3iϕ,−ie−3iϕ, ieiϕ,−ie−iϕ, 2 |χ0| e2iϕ, 0, 2 |χ0| , 0
]
, (7.186)
v
(−2)
3 =
[
ieiϕ,−ie−iϕ, ie3iϕ,−ie−3iϕ,−ieiϕ, ie−iϕ, 4 |χ0| e2iϕ, 0, 0,−4 |χ0|
]
, (7.187)
which are clearly linearly independent. The particular solution to the inhomogeneous
system (7.183) is given by
y1 = −1
2
|τ0|
[
eiϕ, e−iϕ, e3iϕ, e−3iϕ, eiϕ, e−iϕ, 0, 0, 0, 0
]
. (7.188)
We note here that the particular solution (7.188) satisfies the complex conjugacy property;
however, the eigenvectors (7.186) and (7.187) do not. Demanding that the components
of the sub-leading-order solution (7.184) satisfy the complex conjugacy property gives a
relationship between the complex coefficients wk:
w1 = ξ1 + iη1, w2 = ξ2 − iη1, w3 = −2ξ2 − 2iη1, (7.189)
where ξ1, ξ2, η1 ∈ R are free parameters.
The generalised power series solutions for the higher-order Newman–Penrose quantities
through sub-leading order are given by
δρ(s) = α0e
iϕs−3 +
(
ξ1 + ξ2 +
i
2
|τ0|
)
ieiϕs−2 +O(s−1), (7.190)
δρ(s) = α0e
iϕs−3 −
(
ξ1 + ξ2 − i
2
|τ0|
)
ie−iϕs−2 +O(s−1), (7.191)
δσ(s) = α0e
3iϕs−3 +
(
3ξ1 − ξ2 − i
2
|τ0|
)
ie3iϕs−2 +O(s−1), (7.192)
δσ(s) = α0e
iϕs−3 +
(
ξ1 − 3ξ2 − i
2
|τ0|
)
ieiϕs−2 +O(s−1), (7.193)
δχ(s) = −2α0 |χ0| ie2iϕs−3 + 4 |χ0| (ξ1 − iη1) e2iϕs−2 +O(s−1), (7.194)
δχ(s) = −2α0 |χ0| is−3 − 4 |χ0| (ξ2 + iη1) s−2 +O(s−1). (7.195)
These solutions feature three free parameters (ϕ, |χ0| , |τ0| ∈ R) which appear in the
leading-order solutions for the Newman–Penrose scalars; one free parameter (α0 ∈ R)
which comes from the leading-order part; and three free parameters (ξ1, ξ2, η1 ∈ R) which
arise from the sub-leading-order part.
As described in Section 7.5.4, we have the pair of algebraic constraints Z = 0 and
W = 0, given in (7.135) and (7.135), which must be satisfied by the Newman–Penrose
scalars, the higher-order Newman–Penrose quantities, and the Weyl scalars. We now
impose these constraints on the solutions (7.190)–(7.195) through O(s−2). The dominant
terms in (7.135) are the O(s−3) pieces of δρ and δσ. Remarkably, these are equal, so the
constraint Z = 0 is satisfied at leading order. Similarly, the dominant terms in (7.136)
are the O(s−3) pieces of δχ and its complex conjugate. Since these quantities are purely
Higher-order geometric optics on Kerr spacetime 189
imaginary, their sum vanishes, and the constraint W = 0 is satisfied at leading order. In
order for the constraints (7.135) and (7.136) to be satisfied at O(s−2), we require
ξ2 =
1
4
|χ0| . (7.196)
Both Z = 0 and W = 0 yield the same condition. Replacing the parameter ξ2 in (7.190)–
(7.195) using (7.196) yields the generalised power series solutions through sub-leading
order for the quantities {δρ, δρ, δσ, δσ, δχ, δχ}.
Using the sub-leading-order solutions for the Newman–Penrose scalars and the higher-
order Newman–Penrose quantities, we may also look for a generalised series solution to
the transport equations (7.104) and (7.105) close to a caustic point of multiplicity one.
Noting that δA2 = (δA2)∗, we seek a solution of the form
δA2(s) = sn
∞∑
j=0
ajs
j , (7.197)
where aj are complex coefficients, and the index n is to be determined by balancing terms
in (7.104) and (7.105). Inserting (7.197) and its complex conjugate into the transport
equations (7.104) and (7.105), we find n = −3; hence, δA2 diverges like s−3 at a caustic
point of multiplicity one.
At O(s−3), the equations (7.104) and (7.105) lead to[
3ρ0 + 3 σ0
σ0 3ρ0 + 3
][
a0
a0
]
= −2a0α0
[
eiϕ
e−iϕ
]
. (7.198)
The matrix on the left-hand side of this system is invertible, and it follows that a0 =
−2a0α0eiϕ. Hence δA2 = −2a0α0eiϕs−3 + O(s−2). At O(s−2), the equations (7.104) and
(7.105) yield [
3ρ0 + 2 σ0
σ0 3ρ0 + 2
][
a1
a1
]
=
1
2
a0 (4ξ1 + |χ0|)
[
−ieiϕ
ie−iϕ
]
. (7.199)
This system is non-invertible; however, it may be solved using Gaussian elimination, for
example. The solution is a1 =
[
ζ1 +
ia0
2 (4ξ1 + |χ0|)
]
eiϕ, where ζ1 ∈ R is a free parameter.
The general solution to (7.104) and (7.105) through sub-leading order is therefore
δA2(s) = −2a0α0eiϕs−3 +
[
ζ1 +
ia0
2
(4ξ1 + |χ0|)
]
eiϕs−2 +O(s−1), (7.200)
with δA2 given by the complex conjugate of (7.200).
Inserting all of the relevant sub-leading-order series solutions into the right-hand side
of the transport equation (7.12), we find
D(Re (u1)) = 4α0 |χ0| s−3−
[
4 |χ0| (α0ρ1 − η1) + Im (µ0) + ζ1 |χ0|
a0
]
s−2 +O(s−1). (7.201)
Integration of this transport equation with respect to s gives
Re (u1(s)) = −2α0 |χ0| s−2 +
[
4 |χ0| (α0ρ1 − η1) + Im (µ0) + ζ1 |χ0|
a0
]
s−1 +O(1). (7.202)
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Hence, the quantity Re (u1) diverges like s
−2 at a caustic point of multiplicity one. The
O(s−2) part of the divergence is controlled by the parameters |χ0| and α0; the former arises
in the leading-order solution for the Newman–Penrose scalars (7.164)–(7.166), whilst the
latter comes from the leading-order series solution for the higher-order Newman–Penrose
quantities (7.180)–(7.182). The O(s−1) piece features the parameters ρ1, |χ0| and µ0,
which come from the leading-order solutions (7.164)–(7.166); a0, which comes from the
leading-order part of (7.169); α0 and η1, which arise from the leading- and sub-leading-
order solutions (7.190)–(7.195), respectively; and ζ1, which appears in the sub-leading-
order piece of (7.200).
We remark here that a quantity with spin weight s admits a power series expansion
close to the caustic point whose coefficients are proportional to the unit complex number
eispi. (We refer the reader to Section 2.5.6 for a brief review of the Geroch–Held–Penrose
calculus and the notion of spin weight.)
The transport equations for which we have obtained series solutions come from the
higher-order geometric optics formalism of Dolan [81], which assumes only that the space-
time is Ricci-flat. The results obtained in Section 7.7.2 and the present section are general,
in that they apply to any Ricci-flat manifold. The curvature terms (i.e., Weyl scalars and
their derivatives) do not play a role until sub-sub-leading order.
7.8 Evolving transport equations through caustic points
Our primary aim in this chapter is to calculate higher-order geometrical optics corrections
to the stress–energy tensor (see Section 7.2.2). This involves calculating the quantity
Re (u1), for which we have a transport equation involving Newman–Penrose scalars and
higher-order Newman–Penrose quantities (e.g. δχ). When evolving the relevant system of
transport equations for an infinitesimal bundle of rays, we will generically encounter caustic
points, where neighbouring rays cross. As demonstrated in Section 7.7, the Newman–
Penrose scalars, higher-order Newman–Penrose quantities and geometric optics quantities
diverge at caustic points; we therefore require a method which allows us to evolve the
transport equations through caustic points, so that the quantities of interest, such as
Re (u1), can be calculated after scattering has occurred (at r →∞).
As reviewed in Section 3.3.2, Dolan [81, 171] demonstrated that certain Newman–
Penrose scalars – namely {ρ, σ, χ, τ, µ, λ} – can be calculated by decomposing the geodesic
deviation equation (3.36) and the differential precession equation (3.49) in a parallel-
transported null tetrad {k, n,m,m}. This approach yields a system of first- and second-
order ordinary differential equations which can be evolved through caustic points. The
Newman–Penrose scalars can then be found by inverting a system of simultaneous equa-
tions for a pair of linearly independent solutions to the aforementioned differential equa-
tions. This inversion breaks down at caustic points; however, it is well-defined everywhere
else along the central ray of the bundle. The Newman–Penrose scalars may therefore be
calculated after the first caustic point using this method.
Whilst it is possible that a similar formalism could be used to find all of the Newman–
Penrose and geometrical optics quantities along an entire ray (i.e., past the first caustic
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point), it is not immediately obvious which equations (cf. geodesic deviation and differen-
tial precession) should be considered for this purpose. We therefore proceed by proposing
a more pragmatic approach to evolving the full system of transport equations through
caustic points, which relies on “regularising” the divergent quantities. In Section 7.8.1, we
introduce the regularisation method, which could be applied to any parallel-propagated
twist-free complex null tetrad on a Ricci-flat spacetime. In Section 7.8.2, we apply the
numerical method to Kerr spacetime, and present some preliminary results. We comment
on these results in Section 7.9.
7.8.1 Regularisation of transport equations
In this section, we assume that there is a caustic point (of multiplicity one) at s = s0,
where s is the affine parameter along the central ray. We note first that, close to a caustic
point, the cross-sectional area scales like (s− s0); see (7.168).
Consider the Newman–Penrose scalars {ρ, σ, χ, τ, µ, λ}, which obey the transport equa-
tions (7.100)–(7.102), and which admit generalised power series solutions in the neigh-
bourhood of the caustic point given by (7.164)–(7.166) through sub-leading order. Each
Newman–Penrose scalar diverges like (s − s0)−1 as we approach the caustic point. We
choose to regularise the Newman–Penrose scalars by multiplying each one by the cross-
sectional area, e.g. ρ̂ = Aρ, to cancel out the O
(
(s− s0)−1
)
divergence. The regularised
Newman–Penrose scalars, which do not diverge at caustic points, satisfy the system of
transport equations
Dρ̂ =
1
A
(
σ̂σ̂ − ρ̂2
)
, Dσ̂ = AΨ0, (7.203)
Dχ̂ = − 1
A
(
ρ̂χ̂+ σ̂χ̂
)
+AΨ1, Dτ̂ =
1
A
(
σ̂τ̂ − ρ̂τ̂
)
+AΨ1, (7.204)
Dλ̂ =
1
A
(
σ̂µ̂− ρ̂λ̂
)
, Dµ̂ =
1
A
(
σ̂λ̂− ρ̂µ̂
)
+AΨ2. (7.205)
We note that the cross-sectional area now satisfies the transport equation
DA = −2ρ̂. (7.206)
As in the case of the Newman–Penrose scalars, the square-amplitude A2 diverges like
(s−s0)−1, so we regularise via Â2 = AA2. The regularised square-amplitude then satisfies
DÂ2 = 0, (7.207)
i.e., it is constant. We remark that the notation used here is somewhat misleading: A2 is
not necessarily a non-negative quantity. One can see from the series solution (7.168) that
A will change sign at a caustic point; since A2 is proportional to A−1, this quantity will
also change sign at a caustic point.
Now consider the higher-order quantities {δρ, δρ, δσ, δσ, δχ, δχ, δA2, δA2}. The gener-
alised series solutions for these quantities are given in (7.190)–(7.195) and (7.200). Each
of these quantities diverges like (s− s0)−3 at a caustic point. We may therefore regularise
these quantities by multiplying by A3, e.g. δ̂ρ = A3δρ. The rescaled quantities satisfy the
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system of equations
D(δ̂ρ) =
1
A
(
−3 ρ̂ δ̂ρ+ σ̂ δ̂ρ+ σ̂ δ̂σ + σ̂ (δ̂σ)∗
)
−
(
ρ̂2 + σ̂ σ̂
)
τ̂ , (7.208)
D(δ̂ρ) =
1
A
(
−3ρ̂ δ̂ρ+ σ̂ δ̂ρ+ σ̂ δ̂σ + σ̂ (δ̂σ)∗
)
−
(
ρ̂2 + σ̂σ̂
)
τ̂ , (7.209)
D(δ̂σ) =
1
A
(
−3ρ̂ δ̂σ + 2σ̂ δ̂ρ+ σ̂ δ̂σ
)
− 2ρ̂ σ̂τ̂ −A2τ̂Ψ0 +A3δΨ0, (7.210)
D(δ̂σ) =
1
A
(
−3ρ̂ δ̂σ + 2σ̂ δ̂ρ+ σ̂ δ̂σ
)
− 2ρ̂ σ̂τ̂ −A2τ̂Ψ0 +A3δΨ0, (7.211)
D(δ̂χ) =
1
A
(
−4ρ̂ δ̂χ+ χ̂ δ̂ρ+ σ̂ δ̂χ− σ̂(δ̂χ)∗ − χ̂ δ̂σ
)
−
(
ρ̂χ̂− σ̂χ̂
)
τ̂
−A2τ̂Ψ1 +A3δΨ1,
(7.212)
D(δ̂χ) =
1
A
(
−4ρ̂ δ̂χ+ χ̂ δ̂ρ+ σ̂ δ̂χ− σ̂(δ̂χ)∗ − χ̂ δ̂σ
)
−
(
ρ̂χ̂− σ̂χ̂
)
τ̂
−A2τ̂Ψ1 +A3δΨ1,
(7.213)
D(δ̂A2) = 1
A
(
2 Â2 δ̂ρ− 3 ρ̂ δ̂A2 + σ̂ δ̂A2
)
− 2 Â2 ρ̂ τ̂ , (7.214)
D(δ̂A2) = 1
A
(
2 Â2 δ̂ρ− 3 ρ̂ δ̂A2 + σ̂ δ̂A2
)
− 2 Â2 ρ̂ τ̂ , (7.215)
where the divergent quantities are to be replaced by their regularised counterparts in δΨ0,
δΨ0, δΨ1 and δΨ1, which are defined in (7.131)–(7.134).
Finally, we see from (7.202) that the quantity Re (u1) scales like (s−s0)−2. We therefore
introduced the regularised quantity Re (û1) = A
2 Re (u1), which is not divergent at the
caustic point. This quantity satisfies the transport equation
D (Re(û1)) =
1
A
[
−4ρ̂Re(û1) + i
2
(
δ̂χ− (δ̂χ)∗ + χ̂ δ̂A
2
Â2
− χ̂ δ̂A
2
Â2
)]
+
i
2
[
ρ̂
(
µ̂− µ̂
)
+ σ̂λ̂− σ̂λ̂
]
.
(7.216)
We note that the regularisation operation (denoted by a caret) commutes with complex
conjugation (denoted by an overline or an asterisk) because the cross-sectional area A is
real. (Recall that a divergent quantity z which scales like (s− s0)n at the caustic point is
regularised by taking ẑ = A−nz. Then ẑ = A−nz = ẑ.)
7.8.2 Numerical method and results
Our principal aim is to consider spin–helicity effects for circularly polarised electromag-
netic waves on Kerr spacetime. In particular, we shall consider a circularly polarised
electromagnetic wave which begins far from the system, interacts with the black hole, and
is then scattered to infinity. We employ the higher-order geometric optics formalism to
consider the lensing effects of an initially circular infinitesimal bundle of rays in the elec-
tromagnetic wavefront. We shall evolve the transport equations of Section 7.8.1 along null
geodesics of Kerr spacetime, in order to calculate Re (u1) along a ray. (We consider the
case of a rapidly rotating Kerr black hole of mass M = 1 with spin parameter a = 0.9.)
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Null geodesic equations and initial conditions
We use the Hamiltonian formalism for null geodesics in Boyer–Lindquist coordinates. In
particular, we evolve the full set of Hamilton’s equations, which is a system of eight first-
order ordinary differential equations for the spacetime coordinates and their conjugate
momenta. We recall that there are four conserved quantities along null rays in the Kerr
spacetime: the energy E = −pt, the azimuthal angular momentum Lz = pφ; the Hamilto-
nian H = 0; and the Carter constant K = pθ
2 + (aE sin θ − Lz cosec θ)2.
Following Johannsen and Psaltis [9], we consider a ray which begins on an “image
plane” whose centre is a distance D0 away from the origin of the coordinate system centred
on the black hole, at an inclination angle ι, with its centre in the (x, z)-plane; see Appendix
of [9]. Since the ray begins far from the black hole, the initial data can be expressed using
standard Euclidean geometry. The image plane coordinates (X,Y ) are related to the
Cartesian coordinates (x, y, z) centred on the black hole via
x = −Y cos ι+D0 sin ι, y = X, z = Y sin ι+D0 cos ι. (7.217)
A photon which begins on the image plane at (X,Y ) with initial three-momentum orthog-
onal to the image plane has initial conditions
r =
√
X2 + Y 2 +D20, pr = −
D0
r
, (7.218)
θ = arccos
(
Y sin ι+D0 cos ι
r
)
, pθ =
cos ι−D0 (Y sin ι+D0 cos ι)
r2
√
X2 + (D0 sin ι− Y cos ι)2
, (7.219)
φ = arctan
(
X
D0 sin ι− Y cos ι
)
, pφ =
X sin ι
X2 + (D sin ι− Y cos ι)2 . (7.220)
The t-component of the four-momentum is calculated from the three-momentum so that
the norm gabpapb vanishes. In practice, we use the fact that gab → ηab as r → ∞ to
calculate pt. In this limit, the choice of normalisation of the three-momentum means that
we have pt = −1.
Transport equations and far-field initial data
In order to calculate Re (u1), one must evolve the system of transport equations (7.5) for
the cross-sectional area; (7.3) for the square-amplitude; (7.100)–(7.102) for the Newman–
Penrose scalars; (7.104)–(7.111) for the higher-order Newman–Penrose and geometrical
optics quantities; and (7.12) for Re (u1) itself. These must be evolved along a central
null geodesic, whose initial conditions are determined using the set-up presented in the
previous section.
We wish to consider an (initially circular) infinitesimal bundle of rays which starts at
infinity; however, in practice, the numerical integration of the transport equations must
begin at some finite (but large) value of r. One may use the far-field solutions to the
transport equations given in Section 7.6 to determine the leading-order-in-1r corrections
to the initial conditions which arise from the fact that r(0) = r0 <∞.
For example, at infinity, one would choose the expansion ρ and shear σ to be zero
initially. One can see from the Sachs equations (7.100) that, even in regions of spacetime
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where the curvature is small, shear will be generated through the transport equation for
σ, which will generate expansion through the transport equation for ρ. The leading-order
correction to the initial conditions for ρ and σ are determined by (7.147), i.e.,
ρ(0) =
1
7E
(
3KM
4E
)2 1
r70
, σ(0) =
3KM
4E
1
r40
, (7.221)
where r0  1. The initial conditions for the other Newman–Penrose quantities can be
determined using the leading-order far-field power series solutions given in (7.147)–(7.149).
We test the numerical method by integrating the transport equations along a ray with
initial conditions
X(0) = 5, Y (0) = 10, D0(0) = 10
5, ι(0) =
17pi
18
. (7.222)
The initial values of the spacetime coordinates and their conjugate momenta can be de-
termined through (7.218) and (7.219). In particular, r(0) =
√
X(0)2 + Y (0)2 +D0(0)2.
This value of r(0) is then used to determine the initial data for the remaining quantities,
using the far-field solutions of Section 7.6. We also choose A(0) = 1.
The transport equations can be evolved along the ray until we reach (the neighbour-
hood of) the first caustic point at s = s0, where the Newman–Penrose quantities diverge;
see Section 7.7. In practice, we can never reach the caustic point at s = s0, so we must
impose a halting condition: the numerical integration is stopped at s = s−ε = s0 − ε
(where ε > 0) when
A(s−ε) = A−ε, 0 < A−ε  1; (7.223)
typically, we take A−ε = 10−5. (Recall that A(s0) = 0 at the caustic point, where
neighbouring rays cross, and one of the two shape parameters d± vanishes.)
In order to calibrate the numerical method and check the solutions to the transport
equations, we fit a generalised power series solution to each of the variables in the vicinity
of the caustic point, and compare with the results of Section 7.7. Here, we briefly outline
the steps involved.
The output of the numerical integration is an interpolating function for each of the
(complex) scalar quantities described above (i.e., the Newman–Penrose scalars, higher-
order Newman–Penrose quantities, and geometric optics quantities). We take as numerical
data the interpolating function evaluated at a selection of N equally spaced values of
s ∈ [s−ε − s∗, s−ε] within a distance s∗ of the stopping value s−ε. Here, s∗ is taken to be
some sufficiently small value, so that the generalised power series solution through sub-
leading order is a good approximation for the true solution. (Typically, we take s∗ = 0.1
and N = 103.) For a quantity which diverges like (s− s0)n at leading order, we find a
least-squares fit to the numerical data as a linear combination of the leading- and sub-
leading-order functions, (s− s0)n and (s− s0)n+1. (In practice, this is achieved using
Mathematica’s Fit function.)
Upon inspection of plots in the neighbourhood of the caustic point, we see good agree-
ment between the solutions to the transport equations and the least-squares fit through
sub-leading order for all of the quantities under consideration.
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Recall that, there are a number of free parameters in the sub-leading-order generalised
power series solutions obtained in Section 7.7. The free parameters which arise from
the leading- and sub-leading-order solutions to the transport equations for the Newman–
Penrose scalars {ρ, σ, χ, τ, µ, λ} are ϕ ∈ [0, 2pi), ρ1, |χ0| , |χ1| , |τ0| , |τ1| ∈ R and µ0, µ1 ∈ C.
The cross-sectional area A features one free parameter A1 ∈ R which appears at leading
order. The square-amplitude A2 also features one free parameter a0 ∈ R which arises from
the leading-order piece. The free parameters which appear in the higher-order Newman–
Penrose quantities {δρ, δρ, δσ, δσ, δχ, δχ} are α0 ∈ R which comes from the leading-order
part, and ξ1, η1 ∈ R which arise from the sub-leading-order part. Finally, in the higher-
order geometric optics quantity δA2, there is one free parameter ζ1 ∈ R which arises at
sub-leading order. For each of the quantities described above, we may extract the free
parameters which appear in the coefficients of the generalised power series solutions using
the least-squares fits through sub-leading order. We see consistency between the free
parameters which are extracted from the numerical solutions.
Evolving regularised transport equations through caustic points
In order to calculate quantities along a ray beyond the first caustic point, we use the
regularised transport equations of Section 7.8.1. Here, we briefly outline the numerical
method, and illustrate this by evolving the regularised transport equations along a refer-
ence trajectory.
The full system of equations we evolve is given by the geodesic equations (i.e., Hamil-
ton’s equations) for the four spacetime coordinates and their conjugate momenta, as well
as the set of regularised transport equations (7.203)–(7.216). The right-hand sides of the
regularised equations feature denominators which are singular at the caustic point. It is
therefore necessary to integrate just short of the caustic point, and take a “step” over the
caustic point, before resuming the numerical integration on the other side.
The regularised quantities are all related to the original quantities by a factor of A to
some power. Since we choose to set A(0) = 1, the initial data for the regularised quantities
is the same as that for the original (divergent) quantities described above. We integrate
the full system of ordinary differential equations along a central ray with initial data given
by (7.222) until we reach the neighbourhood of the first caustic point. In practice, we
integrate from s = 0 up to s = s−ε = s0− ε, where A(s−ε) = A−ε for some predetermined
tolerance parameter 0 < A−ε  1; see the halting condition (7.223). Performing a Taylor
expansion of A(s) in the neighbourhood of the stopping point s = s−ε, we find
A(s) ∼ A−ε − 2ρ̂−ε(s− sε), (7.224)
where ρ̂−ε = ρ̂(s−ε), and we have used the regularised transport equation (7.206) to replace
the coefficient at O(s − sε). Evaluating (7.224) at the caustic point s = s0, noting that
A(s0) = 0 by definition, and rearranging, we find
ε =
A−ε
ρ̂−ε
. (7.225)
Hence, given the location of the stopping point s−ε, one can approximate the location of
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the caustic point s0 = sε + ε using information about A(s) and its first derivative – i.e.,
ρ̂(s) – at the stopping point.
To evolve the transport equations “through” the caustic point, we take a step of size
2ε from the stopping point to sε = s0 + ε and restart the numerical integration of the
regularised transport equations and Hamilton’s equations. Beyond the caustic point, at
s = sε, the new initial data are determined using information about the first derivative
of each quantity at the stopping point. As an illustrative example, consider the evolution
of ρ̂(s), which satisfies the transport equation Dρ̂ = A−1(σ̂σ̂ − ρ̂2). The value of ρ̂ at
the stopping point is ρ̂−ε = ρ̂(s−ε). Using the Taylor series expansion of ρ̂(s) about the
stopping point, one may write
ρ̂(s) ∼ ρ̂−ε + Dρ̂ |s=s−ε (s− s−ε), (7.226)
where it is understood that the term Dρ̂ is to be replaced by the right-hand side of the
transport equation for ρ̂. Evaluating (7.226) at s = sε, the (first-order approximation to
the) new initial condition after the caustic point is
ρ̂(sε) = ρ̂−ε +
2ε
A−ε
(
σ̂−εσ̂−ε − ρ̂2−ε
)
, (7.227)
where σ̂−ε = σ̂(s−ε) and ε is determined by (7.225). The initial data for all other quantities
of interest may be determined in a similar fashion. Once the new initial data are known,
the ordinary differential equations may be evolved for s ≥ sε. In practice, we carry out
the numerical integration until either ∆(r) = r2−2Mr+a2 ≤ εH  1, or r ≥ R 1. The
former case corresponds to a ray which approaches the outer event horizon; the latter case
corresponds to a ray which reaches infinity. (The particular ray we consider here satisfies
the second condition.)
Once the regularised quantities have been obtained by numerically solving the trans-
port equations (7.203)–(7.216), the divergent quantities can be obtained straightforwardly,
e.g. ρ = A−1ρ̂. In order to check the validity of the numerical solutions to the transport
equations, one may compare them to the generalised power series solutions through sub-
leading order. The latter are valid on both sides of the caustic point (for |s− s0| sufficiently
small), so a comparison between the two solutions permits us to check whether the evolu-
tion through the caustic point has been successful.
In Figures 7.1–7.3, we present the numerical results obtained by evolving the regu-
larised transport equations alongside the sub-leading-order generalised power series so-
lutions in the vicinity of the caustic point. For the particular ray we consider, we set
A−ε = 10−5. The value of the affine parameter when the halting condition is imposed is
s−ε = 100023.582612, and the (estimated) value of the affine parameter at the caustic is
s0 = 100023.582715. Let us now describe the results of Figures 7.1–7.3 in more detail.
Figure 7.1 shows the Newman–Penrose scalars {ρ = A−1ρ̂, σ = A−1σ̂, χ = A−1χ̂, τ =
A−1χ̂, µ = A−1µ̂, λ = A−1λ̂}, which are built from the regularised quantities, in the
neighbourhood of the caustic point at s = s0. The real (imaginary) part of the numerical
solution to the transport equations is plotted in blue (orange). As described above, the
quantities are evolved from s = 0 until s = s−ε, where A(s) = A−ε  1. The location of
the caustic point, s = s0, is estimated by extrapolation of A(s). The numerical integration
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Figure 7.1. Newman–Penrose scalars in the neighbourhood of the caustic point of multiplicity
one at s = s0, where s denotes the affine parameter. The real (imaginary) part of each Newman–
Penrose scalar is shown in blue (orange). The generalised power series solutions through sub-leading
order are overlaid as black dashed curves. We see good agreement between the interpolating
functions and the generalised power series expansions through sub-leading order on both sides of
the caustic point. (The absolute relative error is always less than 10−4.)
is then restarted at s = sε = s−ε + 2ε using the initial conditions described above. The
generalised power series solutions (7.164)–(7.166) are shown as black dashed curves. We
see good agreement between the numerical data and the least-squares fits of the generalised
power series through sub-leading order on both sides of the caustic point: the absolute
value of the relative error between the numerical solution and the least-squares fit is always
less than 10−4. We note that the solutions are odd about s = s0 because the leading-order
terms at O
(
(s− s0)−1
)
are equal and opposite on either side of s = s0.
In Figure 7.2 we present numerical results for the higher-order Newman–Penrose quan-
tities {δρ = A−3δ̂ρ, δρ = A−3δ̂ρ, δσ = A−3δ̂σ, δσ = A−3δσ, δχ = A−3δ̂χ, δχ = A−3δ̂χ} in
the neighbourhood of the caustic point at s = s0. Again, the real (imaginary) parts of the
solutions to the regularised transport equations are shown in blue (orange). The least-
squares fits of the sub-leading-order generalised power series solutions (7.190)–(7.195) are
shown as black dashed curves. We again see good agreement with the numerical solutions
to the transport equations; the absolute value of the relative error is always less than
10−4. We clearly see that there is an asymmetry in the solutions about s = s0, due to
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Figure 7.2. Higher-order Newman–Penrose quantities in the neighbourhood of the caustic point of
multiplicity one at s = s0. The real (imaginary) part of each quantity is shown in blue (orange).
The generalised power series solutions through sub-leading order are overlaid as black dashed
curves. There is good agreement between the interpolating functions and the generalised power
series expansions through sub-leading order on both sides of the caustic point; the absolute relative
error is always less than 10−4.
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Figure 7.3. Geometric optics quantities in the neighbourhood of the caustic point of multiplicity
one at s = s0. The real (imaginary) part of each quantity is shown in blue (orange). The generalised
power series solutions through sub-leading order are overlaid as black dashed curves. We observe
good agreement between the interpolating functions and the generalised power series expansions
through sub-leading order on both sides of the caustic point.
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the presence of competing terms at leading and sub-leading order, i.e., O
(
(s− s0)−3
)
and
O
(
(s− s0)−2
)
. Intriguingly, we find that, for certain quantities, the sub-leading-order
terms dominate until very close to the caustic point, due to the fact that the leading-order
coefficients are small in magnitude.
Figure 7.3 shows the geometric optics quantities A2 = A−1Â2, δA2 = A−3δ̂A2 and
Re (u1) = A
−2 Re (û1). We again see good agreement between the interpolating functions
built from numerical solutions to the regularised transport equations and the sub-leading
order generalised power series solutions (7.169) and (7.200). For each of these quantities,
the absolute value of the relative error is less than 10−4 in the neighbourhood of the caustic
point.
Recall that the regularisation method involves halting the numerical integrator just
short of the caustic point at s = s−ε, where A(s−ε) = A−ε. We estimate the value
of the affine parameter at the caustic point (s = s0) via extrapolation; see (7.224) and
(7.225). Dolan [81,171] demonstrated that certain Newman–Penrose quantities (e.g. ρ and
σ) may be calculated beyond caustic points using a second-order formalism; see Section
3.3.2 for a review. The complex scalar quantity c, which corresponds to a point in the
instantaneous geometric optics wavefront, satisfies the second-order equation (3.43) which
is well-behaved at caustic points. We recall that the shape parameters of the bundle satisfy
d+d− = 2 |Im (c1c2)|, where c1 and c2 are any pair of linearly independent solutions to
(3.43). At a caustic point, one of the shape parameters d± vanishes. One may therefore
calculate the value of the affine parameter at the caustic point independently by solving
the equation Im (c1c2) = 0 for s. Doing this for our reference ray, we find that the
absolute value of the relative error between the value estimated via extrapolation of the
regularised transport equations and the value obtained using the second-order equation
(3.43) is approximately 10−11.
Sensitivity to internal parameters
Let us now quantify the sensitivity of the numerical results to changes in the numerical
method’s internal parameters, such as the caustic-handling parameter A−ε. To do this,
we twice solve the full system of transport equations subject to the initial data described
above, comparing the results obtained for A
(1)
−ε = 10−5 and A
(2)
−ε = 2× 10−5.
We find that the Newman–Penrose scalars are insensitive to changes in the caustic-
handling parameter A−ε beyond the caustic point. The absolute value of the relative error
between the two runs is less than approximately 10−5 for all regularised Newman–Penrose
scalars (e.g. ρ̂ and σ̂) beyond the caustic point. We can therefore be confident that the
regularisation method and its numerical implementation have allowed us to calculate the
Newman–Penrose scalars beyond the caustic point, far from the black hole.
In addition, we observe good agreement for the higher-order quantities, such as δ̂ρ, δ̂χ
and Re (û1), in the neighbourhood of the caustic point: within a distance s
′ = s−s0 ∼ 0.005
of the caustic point, the absolute value of the relative error between the two runs is O(10−4)
or smaller. However, we find that the higher-order quantities become highly sensitive to
changes in the caustic-handling parameter downstream from the caustic point (i.e., as s′
is increased). A consequence is that we cannot be confident in the numerical results for
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Figure 7.4. Numerical results for Re (δ̂ρ) for two runs using A
(1)
−ε = 10
−5 [blue] and A(2)−ε =
2× 10−5 [red]. The horizontal axis is rescaled, so that the caustic point occurs at s′ = s− s0 = 0.
(a) Numerical solutions for the two runs in the vicinity of the caustic point. We observe good
agreement between the curves obtained from the first [blue] and second [red, dashed] runs. (b)
Disagreement between the two solutions beyond the caustic point. The curves begin to diverge for
s′ = s− s0 ∼ 0.02.
the higher-order quantities far from the black hole. For example, when A−ε = A
(1)
−ε, we
find lims→∞Re (u1) ∼ 200; however, when A−ε = A(2)−ε, we obtain lims→∞Re (u1) ∼ −30.
Figure 7.4 shows the numerical results for Re (δ̂ρ) – chosen as an example of a typical
(regularised) higher-order Newman–Penrose quantity – with A−ε = A
(1)
−ε [blue] and A−ε =
A
(2)
−ε [red]. In both figures, the horizontal axis has been rescaled (s 7→ s′ = s − s0) so
that the caustic point occurs at s′ = 0. In Figure 7.4(a), we compare the results in the
vicinity of the caustic point. For the first run, the numerical integration is halted when
A = A
(1)
−ε; the corresponding value of s
(1)
−ε is shown as a blue vertical line. The value
s
(1)
0 = s
(1)
−ε + ε(1), which is estimated via extrapolation using (7.225), is shown as a vertical
grey line. The numerical integration is resumed at s
(1)
ε = s
(1)
0 + ε, shown using a second
vertical blue line. The second run is halted when A = A
(2)
−ε. The corresponding values
of s
(2)
±ε are shown as red vertical lines. The estimated value of the affine parameter at
the caustic point, denoted s
(2)
0 , is not identical to the value obtained from the first run;
however, the absolute difference between these two quantities is O(10−10). The numerical
results for Re (δ̂ρ) are in good agreement on both sides of the caustic point: on the domain
shown in Figure 7.4(a), the absolute value of the relative error between the numerical data
obtained from the two runs is less than O(10−5). Figure 7.4(b) shows the numerical results
for Re (δ̂ρ) beyond the caustic point (which is again located at s′ = 0). One can clearly
see that for s′ ∼ 0.02, the curves begin to diverge from one another. We observe similar
behaviour for all other higher-order quantities. This demonstrates that the numerical
solutions to the transport equations beyond the caustic point are highly sensitive to small
changes in the caustic-handling parameter A−ε. In Section 7.9.1, we comment on potential
ways that the issues described here could be alleviated.
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7.9 Discussion
7.9.1 Extensions
Construction of parallel-transported complex null tetrads
In Section 7.4.1, we constructed a complex null tetrad by availing the properties of the
principal tensor hab and its Hodge dual fab . The construction of the parallel-transported
complex null tetrad should therefore apply to any geometry which admits a principal
tensor, i.e., the (off-shell) Kerr–NUT–(anti-)de Sitter spacetime. The parallel-transported
complex null tetrad constructed here can be of practical use in other scenarios beyond
gravitational lensing by Kerr black holes.
We recall that the construction of the complex null tetrads of Section 7.4.1 breaks
down for rays with K = 0. This is due to the fact that the tangent vector ka and the
vector fabk
b are collinear in this degenerate case. One could extend the work of Section
7.4.1 by paying special attention to the construction of a parallel-propagated complex null
tetrad along null geodesics with vanishing Carter constant.
Modified geometric optics, transport equations and caustic points
The results of Figure 7.4 demonstrate that the numerical solutions to the transport equa-
tions of modified geometric optics are sensitive to small changes in the caustic-handling
parameter A−ε beyond the caustic point. This hints at a potential flaw in either (i) the
modified geometric optics formalism (Section 7.2); (ii) its implementation in terms of
first-order transport equations (Section 7.5); or (iii) the numerical method used to evolve
transport equations through caustic points (Section 7.8).
Let us first consider point (i). The geometric optics approximation relies on the as-
sumption that the wavelength is small in comparison to other physically relevant length
scales (e.g. spacetime curvature scales). This assumption breaks down at caustic points.
The geometric optics approximation becomes valid again after passing through a caustic
point, when the rays in the bundle are sufficiently separated. However, the passage through
the caustic point gives rise to a change in sign of the Jacobian of the lensing map [318,319].
The (complex) geometric optics amplitude will therefore change phase by ±pi2 through a
caustic, becoming purely imaginary (A 7→ ±iA). Zenginog˘lu and Galley [319] remark that
the sign of the phase shift cannot be computed within the geometric optics approxima-
tion; instead, this must be determined by matching to the full solution from numerical
simulations, or by some alternative approach. It is clear that a better understanding of
caustic points and the passage through them is required in order to overcome the issues
with the modified geometric optics formalism.
Now consider point (ii) from the above list. The leading-order geometric optics formal-
ism (Section 7.2.1) and its sub-leading-order modification (Section 7.2.2) are formulated
in terms of first-order transport equations for quantities which diverge at caustic points.
This issue could perhaps be alleviated by adopting an alternative approach. Recall that a
subset of the Newman–Penrose scalars can be obtained beyond caustic points by solving
a system of first- and second-order ordinary differential equations along rays; see Section
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3.3.2 and [81,171]. The quantities which satisfy these differential equations do not diverge,
and can be evolved through caustic points without issue. It is not clear whether there
exists a similar system of equations satisfied by well-behaved quantities from which higher-
order Newman–Penrose quantities (e.g. δρ) and geometric optics quantities (e.g. u1) may
be obtained.
Finally, let us consider point (iii) from the above list. There are a number of ways
that the accuracy of the numerical method presented in Section 7.8.2 could be improved.
First, recall that we use extrapolation to step over the caustic point, based on a first-order
Taylor expansion of the dependent variables; see (7.224) and (7.226), for example. For
improved accuracy, one could extend this Taylor expansion to higher orders; this would
involve taking further derivatives of the dependent variables in order to work out the new
initial data after the caustic point. Alternatively, one could use a “midpoint method” to
calculate the initial data at s = sε, taking an average of the values obtained by performing
(first-order) Taylor series expansions about s = s−ε and s = sε. Second, recall that
we obtained generalised power series solutions through sub-leading order for all of the
Newman–Penrose scalars and higher-order Newman–Penrose quantities in the vicinity of
a caustic point of multiplicity one (Section 7.7). These generalised power series solutions
are valid on both sides of the caustic point; we therefore used them as a consistency check
of the numerical solution obtained by regularisation beyond the caustic point; see Figures
7.1–7.3. In addition to employing these solutions as a consistency check, one could use
them to perform a more sophisticated evolution of the divergent quantities through the
caustic point, by performing “matched asymptotic expansions” in the neighbourhood of
the caustic point.
In a recent paper, Dolan [320] presented a method to calculate the vector potential for
electromagnetic waves on Kerr spacetime in Lorenz gauge. To further test the modified
geometric optics formalism, one could perform a direct comparison between the results
obtained from solving wave equations in Lorenz gauge, and those obtained by evolving
systems of transport equations (considered here).
7.9.2 Conclusions
In this chapter, we have employed the higher-order geometric optics formalism of Dolan
[81] (see Section 7.2) to understand aspects of gravitational lensing by Kerr black holes
in general relativity. Our principal aim was to calculate the O(ω−1) correction to the
electromagnetic stress–energy tensor (7.11), which involves the quantities u1, v1 and w1.
In Section IV of [81], Dolan enumerates several practical hurdles which one faces when
applying the higher-order geometric optics formalism, including: (1) finding a suitable
parallel-transported complex null tetrad; (2) calculating key quantities, such as the Weyl
curvature scalars and their derivatives; (3) solving transport equations numerically or
otherwise; and (4) handling ray-crossings and caustic points.
For Kerr spacetime (reviewed in Section 7.3), we used the complex bivector (7.54) to
construct a complex null tetrad {ka, n˜a, m˜a, m˜a} along null geodesics by projecting along
the tangent vector ka. Performing a Lorentz transformation (7.66) with complex rotation
parameter B given by (7.67), we mapped the “tilded” tetrad onto a complex null tetrad
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{ka, na,ma,ma} which is parallel-transported along the null geodesics of Kerr spacetime.
Thus we have overcome hurdle (1) from the above list. Intriguingly, we were able to
arrive at this tetrad by defining a new operator (7.69) and projecting along ka, bypassing
the “tilded” tetrad altogether. Moreover, we demonstrated that the parallel-propagated
tetrad constructed here is equivalent to a complex null tetrad constructed from the legs
of Marck’s (real) parallel-transported tetrad [52].
In order to calculate the quantities u1, v1 and w1 in the sub-leading-order correction
to the electromagnetic stress–energy tensor, it is necessary to evolve a system of transport
equations for Newman–Penrose quantities along rays (see Section 7.5.1). These transport
equations feature the complex Weyl scalars Ψi and their derivatives along the wavefront
(e.g. δΨ0). The Weyl scalars take a simple form in the “tilded” tetrad, and can be trans-
formed to the parallel-transported tetrad straightforwardly by means of the Lorentz trans-
formation (7.66); see Section 7.5.2. The calculation of the quantities {δΨ0, δΨ0, δΨ1, δΨ1}
is more involved; however, progress can be made by transforming to the symmetrised
Kinnersley tetrad. Explicit expressions for these quantities are given for the parallel-
propagated tetrad in Appendix E. Hence, we have successfully calculated closed-form
expressions for the key quantities described in point (2) of the above list. In Section 7.6,
we analysed the far-field behaviour of these quantities, and used the results to understand
the asymptotic behaviour of the Newman–Penrose scalars for r → ∞, which is useful in
gravitational lensing calculations.
Points (3) and (4) from the list pose more of an issue. In principle, the relevant
transport equations (Section 7.5.1) can be calculated numerically along a ray. However,
on Kerr spacetime (and indeed in other situations), caustic points arise generically. The
geometric optics formalism breaks down at caustic points, and quantities like ρ (expansion)
and σ (shear) diverge there. In Sections 7.7.2 and 7.7.3, we used the full system of
Newman–Penrose transport equations (Section 7.5.1) to deduce the behaviour of Newman–
Penrose scalars and higher-order geometric optics quantities in the neighbourhood of a
caustic point of multiplicity one. In particular, we obtained these quantities as generalised
power series in (s− s0) through sub-leading order, where s = s0 is the value of the affine
parameter at the caustic point, as measured along the central ray of the bundle. The
results of Section 7.7.2 are general, in that they are valid for any Ricci-flat manifold.
In Section 7.8, we presented a practical method to evolve the full system of Newman–
Penrose transport equations through caustic points. The method involves regularising
divergent quantities at caustic points: a complex scalar quantity z which scales like (s−s0)n
at a caustic point is regularised by taking ẑ = A−nz. The regularised variables are finite at
caustic points. However, the transport equations feature denominators which are singular
at the caustic point. We therefore integrate the transport equations just short of the
caustic point, then use a first-order Taylor expansion of the regularised quantities to “step
over” the caustic point. The integration is then resumed on the other side of the caustic
point. We presented some preliminary numerical results for a reference trajectory on
Kerr spacetime (with M = 1, a = 0.9). In Figures 7.1–7.3, we observe good agreement
between the numerical solution to the transport equations and a least-squares fit of the
sub-leading-order generalised power series solutions in the neighbourhood of the caustic
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point. Moreover, we find that the regularised Newman–Penrose scalars (e.g. ρ̂ and σ̂)
are insensitive to changes in caustic-handling parameter A−ε downstream of the caustic
point. This suggests that the results obtained for the Newman–Penrose scalars are valid
far from the black hole, after scattering has occurred. However, we find that the higher-
order quantities (e.g. δ̂ρ and Re (û1)) are sensitive to small changes in A−ε beyond the
caustic point, as shown in Figure 7.4. We comment on this issue in Section 7.9.1.
Appendices
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Appendix A
Translation between symbolic
codes
Recall from Chapter 4 that the symbolic dynamics of Cornish and Gibbons [213], which
we refer to as collision dynamics, may be used to describe the perpetual orbits of the
Majumdar–Papapetrou di-hole in the meridian plane. This is achieved using the decision
dynamics alphabet ACG = {+1, 0,−1}. In Section 4.5.3, we present an alternative sym-
bolic code – decision dynamics – to describe trajectories in the Majumdar–Papapetrou
di-hole geometry. This is achieved using the symbolic alphabet A = {0, 1, 2, 3, 4}. The
perpetual orbits can be described using infinitely long sequences from the reduced alphabet
AR = {0, 2, 4}.
Consider a perpetual orbit described by the sequence a = a1a2a3 · · · , with ai ∈ ACG,
∀i ∈ N, as described by Cornish and Gibbons’s collision dynamics. Given the sequence a
in collision dynamics, we would like to be able to translate to a sequence X = X1X2X3 · · · ,
with Xi ∈ AR, ∀i ∈ N, as described by decision dynamics. This can be achieved using the
following algorithm.
We note first that, in decision dynamics, a “decision point” is preceded by the symbol
±1 in collision dynamics. Such points are referred to as pivots, and are central to the
translation between the two symbolic codes. We assume that a1 = ±1 is our first pivot.
Consider the first decision point, which follows the pivot a1 = ±1. If |a1 − a2| = 2 (i.e.,
a1 and a2 have opposite signs), then replace a1 with X1 = 0 ∈ AR in decision dynamics.
We then use a2 = ∓1 as the new pivot. On the other hand, if |a1 − a2| = 1 (i.e., a2 = 0),
we must consider the third element a3 of the collision dynamics sequence. If |a1 − a3| = 2
(i.e., a1 and a3 have opposite signs), then we replace a1a2 with X1 = 2 ∈ AR in decision
dynamics. Alternatively, if |a1 − a3| = 0 (i.e., a1 and a3 have the same sign), then we
replace a1a2 with X1 = 4 ∈ AR in decision dynamics. In both of these cases, we use
a3 = ±1 as the new pivot. The whole sequence can be translated from collision dynamics
to decision dynamics by continuing in this fashion, all the way along the sequence from
left to right.
The algorithm is summarised in Table A.1. The leftmost column, denoted an, repre-
sents the pivot under consideration; this is always an = ±1 in collision dynamics. The
second and third columns correspond to the subsequent elements, denoted by an+1 and
206
Translation between symbolic codes 207
an an+1 an+2 Xn
±1
∓1 0
0 ∓1 2
0 ±1 4
Table A.1. Summary of the translation between collision dynamics and decision dynamics. Be-
ginning with the pivot an = ±1, we replace a finite substring in collision dynamics – either an or
anan+1 – with a symbol Xn from decision dynamics. If an and an+1 have opposite signs, then we
make the replacement an 7→ Xn = 0, and we use an+1 = ∓1 as the new pivot. If an+1 = 0, then
we consider an+2. In this case, if an and an+2 have the opposite (same) sign, then we make the
replacement anan+1 7→ Xn = 2 (anan+1 7→ Xn = 4), and we use an+2 = ±1 as the new pivot.
an+2, of the finite substring we wish to translate. The final column, labelled Xn, gives the
corresponding symbol from the reduced decision dynamics alphabet AR. In each case, the
final element of the finite substring under consideration – be that an+1 or an+2 – becomes
the new pivot; this always takes the value ±1.
0 −1
1
0
−1
1
z
z+
z−
Figure A.1. Collision dynamics for the Majumdar–Papapetrou di-hole. The left-hand figure shows
a schematic diagram of the symbolic coding. The right-hand figure shows the transition diagram
for this symbolic dynamics: allowed transitions are shown using a solid line; forbidden transitions
are shown using a dashed line. (Adapted from Figure 5 of [213].)
Figure A.1 shows a schematic diagram of the collision dynamics symbolic coding of
Cornish and Gibbons [213]. The two black holes are located along the z-axis at z = z±.
Each time a null geodesic passes through z ∈ (z+,∞) we assign the digit 1; when the ray
passes through z ∈ (z−, z+) we assign the symbol 0; and when the ray passes through
z ∈ (−∞, z−) we assign the digit −1. The transition diagram on the right-hand side of
Figure A.1 encodes the fact that no digit can follow itself. This highlights explicitly the
correspondence with the Gaspard–Rice three disc model (see Section 4.5.2).
Appendix B
Circular photon orbits of the
Majumdar–Papapetrou di-hole
In this section, we derive some of the key results of Chapter 4 and Chapter 6 on the
existence of stable photon orbits around the equal-mass Majumdar–Papapetrou di-hole.
These results were originally presented in [201].
In this analysis, we use units in which the individual black hole masses are set to
unity, i.e., M± = M = 1. This is equivalent to a rescaling of the coordinates qa 7→ 1M qa,
momenta pa 7→ 1M pa, and the separation d 7→ dM .
B.1 Equatorial circular photon orbits
As described in Sections 4.3.2 and 6.3.1, null geodesic motion for the equal-mass Majumdar–
Papapetrou di-hole is governed by the two-dimensional effective potential
h(ρ, z) = ρU2, U(ρ, z) = 1 +
1√
ρ2 +
(
z − d2
)2 + 1√
ρ2 +
(
z + d2
)2 . (B.1)
The equal-mass di-hole is symmetric about the equatorial (z = 0) plane. Motion confined
to this surface is governed by a one-dimensional effective potential hˆ(ρ) = h(ρ, 0) = ρ Uˆ2,
where Uˆ(ρ) = 1+ 2R , where we have introduced a new radial coordinate R(ρ) =
√
ρ2 + d
2
4 .
(Note that R > d
2
4 > 0 and Uˆ > 0.) Circular null geodesics exist where hˆ,ρ = 0. Differen-
tiation of the effective potential gives
hˆ,ρ =
Uˆ
R3
P (R), P (R) = R3 − 2R2 + d2. (B.2)
The positivity of Uˆ and R mean that the task of locating circular photon orbits reduces
to finding the roots of the cubic P (R) = R3 − 2R2 + d2: circular orbits exist where P (R)
has roots. The discriminant of this polynomial is
∆R(P ) = −d2
(
27d2 − 32) . (B.3)
For d > d2 =
√
32
27 , ∆R(P ) < 0, so P (R) has one real root. It is straightforward to show
that, in this regime, there are no roots with R > 0, and hence no equatorial circular
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photon orbits. If d = d2, ∆R(P ) = 0, and there is a repeated root with R > 0. In this
case there is one circular photon orbit. For 0 < d < d2, we have ∆R(P ) > 0, so P (R) has
three distinct real roots, two of which have R > 0. Thus, there are two circular photon
orbits in the equatorial plane.
The stability of these orbits can be determined by considering hˆ,ρρ: orbits are stable
(unstable) under radial perturbations if hˆ,ρρ < 0 (hˆ,ρρ > 0). In the case where d < d2,
the inner (outer) orbit is stable (unstable) under radial perturbations. In the critical case
d = d2, the unique circular photon orbit is marginally stable (hˆ,ρρ = 0).
One may also consider the stability of equatorial circular photon orbits under per-
turbations in the z-direction. The equatorial symmetry of the equal-mass Majumdar–
Papapetrou di-hole implies that U,z (ρ, 0) = 0, thus h,z(ρ, 0) = 0. Taking a second deriva-
tive, we find
h,zz(ρ, 0) = 2ρ Uˆ U,zz (ρ, 0), U,zz (ρ, 0) =
3d2 − 4R2
2R5
. (B.4)
One can deduce the stability of equatorial circular photon orbits under perturbations in
the z-direction by considering the sign of the quadratic 3d2 − 4R2. Using the fact that
stable orbits satisfy P (R) = 0, we deduce that d2
(
d−
√
16
27
)
> 0. The inner orbit is
therefore stable under perturbations out of the plane if d > d1 =
√
16
27 (and it exists if
d < d2).
Summarising these results, we have demonstrated that stable equatorial photon orbits
exist for equal-mass Majumdar–Papapetrou di-holes with coordinate separations in the
range d1 < d < d2. We remark that the upper bound of this result (d < d2) is consistent
with Coelho and Herdeiro’s results [223]; and with those of Wu¨nsch et al. [288].
We now focus on the special case d = 1. In this case, the polynomial P (R) can be
factorised as P (R) = (R− 1) (R2 −R− 1). The (positive) roots are therefore R = 1
(ρ =
√
3
2 ) and R = ϕ (ρ =
√
ϕ2 − 14 = 1251/4ϕ3/2), where ϕ = 12
(
1 +
√
5
)
is the golden
ratio. Under radial perturbations, the inner (outer) orbit at R = 1 (R = ϕ) is stable
(unstable).
In Section 6.3.2, we derive a condition for the existence of stable photon orbits in
stationary axisymmetric electrovacuum spacetimes. We may employ this as a consistency
check for the results derived above in the case of an equal-mass Majumdar–Papapetrou
di-hole. A key result of Section 6.3.2 is that (6.32) must be satisfied at stationary points,
i.e., stationary points of h must satisfy
trH(h) = −2
ρ
|W|2 , W = h∇At −∇Aφ, (B.5)
where At =
1
U and Aφ = 0 for the Majumdar–Papapetrou solution. Introducing the
radial coordinate R =
√
ρ2 + d
2
4 , we find that the existence condition (B.5) is satisfied if
P (R) = R3 − 2R2 + d2 = 0, which is equivalent to condition (B.2). At a stationary point,
the black hole separation can therefore be expressed in terms of the radial coordinate R
as d2 = 2R2 −R3.
In the case of an equal-mass di-hole, there is an equatorial symmetry. The stability
condition for equatorial circular orbits derived in Section 6.3.2 therefore reduces to 0 <
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−h,ρρ < 2ρ |W|2. Rewriting this condition in terms of the radial coordinate R, and making
the replacement d2 = 2R2 − R3, we arrive at the inequality 23 < R < 43 . Noting that
d =
√
2R2 −R3 is monotonically increasing on the domain R ∈ [23 , 43], the inequality
on R may be recast in terms of the separation as
√
16
27 < d <
√
32
27 . Hence, we have
recovered the existence condition for stable equatorial circular null geodesics in the equal-
mass Majumdar–Papapetrou di-hole spacetime.
B.2 Non-planar circular photon orbits
Locating the stationary points of h which do not lie in the equatorial plane poses more of
a challenge; however, it is possible to make progress through the introduction of elliptic
coordinates (ξ, η), which are related to (ρ, z) via
ρ =
d
2
sinh ξ sin η, z =
d
2
cosh ξ cos η. (B.6)
Making the further substitutions X = cosh ξ and Y = cos η, (B.6) may be recast as
ρ =
d
2
√
X2 − 1
√
1− Y 2, z = d
2
XY. (B.7)
To ensure that ρ > 0, we must have X ∈ (1,∞) and Y ∈ (−1, 1). In these coordinates,
we have
U = 1 +
4X
d (X2 − Y 2) , (B.8)
and the effective potential is
h =
d
2
√
X2 − 1
√
1− Y 2
(
1 +
4X
d (X2 − Y 2)
)2
, (B.9)
Stationary points satisfy the pair of equations h,X = 0 = h,Y . It is quick to establish
that these conditions yield the system of equations
dX5 − 2dX3Y 2 + dXY 4 + 4X4 + 12X2Y 2 − 16X2 = 0, (B.10)
dX5 − 2dX3Y 2 + dXY 4 − 4X4 − 12X2Y 2 + 8X2 + 8Y 2 = 0. (B.11)
Subtracting (B.11) from (B.10) and simplifying yields
X4 + 3X2Y 2 − 3X2 − Y 2 = 0. (B.12)
This relationship allows us to express Y 2 = cos2 η as a function of X = cosh ξ:
Y 2 =
X2
(
X2 − 3)
1− 3X2 . (B.13)
Remarkably, this relationship is independent of the value of the black hole separation d.
Now, addition of (B.11) and (B.10) results in
dX5 − 2dX3Y 2 + dXY 4 − 4X2 + 4Y 2 = 0. (B.14)
Eliminating Y from (B.14) using (B.13) leads to a quintic in the X-coordinate:
dX5 − dX3 − 3X2 + 1 = 0. (B.15)
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For general values of the separation d, one is not able to factorise the left-hand side
of (B.15), or to find closed-form expressions for its roots in terms of d. However, when
d = 1, the quintic factorises as X5 −X3 − 3X2 + 1 = (X3 + X2 + X − 1)(X2 −X − 1).
The cubic factor has no roots with X > 1 (i.e., ρ > 0). The quadratic factor has one
such root at X = ϕ. Using the relationship (B.13), X = ϕ implies that Y = ± 1
ϕ2
. In the
case d = 1, the stationary point conditions are satisfied by cosh ξ = ϕ, cos η = ± 1
ϕ2
, i.e.,
(ρ, z) = (125
1/4ϕ−1/2,± 12ϕ). Inserting these values into the effective potential h = ρU2, it
is quick to verify that these two non-planar saddle points lie on the same contour as the
equatorial saddle point, given by h = pφ =
1
25
5/4ϕ3/2.
The linearity of (B.15) in d allows us to express the separation in terms of the X-
coordinate as
d =
3X2 − 1
X3 (X2 − 1) . (B.16)
Therefore, it is possible to substitute a closed-form value of X into the right-hand side
of (B.16) to find the corresponding value of d. Recalling that we require 0 < Y 2 < 1,
the relation (B.13) may then be used as a consistency check. For example, X =
√
2 is a
solution to (B.15) if d = 5
√
2
4 . Using (B.13), it is quick to check that Y
2 = 25 , as required.
Consider (B.16) for a general value of d. The conditionsX > 1 and 0 < Y 2 < 1 together
imply that we require X2 < 3 for a solution. The critical value X =
√
3 corresponds to a
separation of d = d1. For d < d1, there are no circular photon orbits out of the equatorial
plane.
Finally, let us consider the limit X → 1 (i.e., ρ → 0). Performing a first order
perturbative expansion with X ∼ 1 + ε, where ε  1, we have X2 ∼ 1 + 2ε. Then,
through (B.13),
Y 2 =
(1 + 2ε)(2− 2ε)
2 + 6ε
∼ 1− 2ε. (B.17)
Hence, Y 2 ∼ X−2 as X → 1. For widely separated black holes with d  1, X ∼ 1 + 1d
and Y ∼ 1− 1d . In this case, the equal-mass Majumdar–Papapetrou di-hole will resemble
a pair of isolated extremal Reissner–Nordstro¨m black holes, with unstable circular photon
orbits around each of the sources at ρ ∼ 1 and z ∼ ±d2 . (For a single Reissner–Nordstro¨m
black hole of mass M = 1, there is an unstable equatorial orbit at ρ = 1.)
Appendix C
He´non–Heiles Hamiltonian system
In the early 1960s, He´non and Heiles [117] investigated the non-linear motion of stars
about the galactic centre. The main purpose of this work was to obtain a third integral
of motion – in addition to the energy and angular momentum – in galactic dynamics. To
do this, He´non and Heiles consider a simple two-dimensional Hamiltonian, described in
phase space coordinates {x, y, px, py} by
H =
1
2
(
px
2 + py
2
)
+ V (x, y), (C.1)
V =
1
2
k
(
x2 + y2
)
+ λ
(
x2y − 1
3
y3
)
, (C.2)
where k, λ ∈ R are parameters. If λ is small, the potential resembles that of a two-
dimensional isotropic harmonic oscillator, with two cubic perturbation terms.
The system exhibits a threefold rotational symmetry in the (x, y)-plane. This is seen
most easily by transforming to planar polar coordinates x = r cos θ, y = r sin θ, in which
the potential reads V = 12kr
2 + 13λr
3 sin 3θ. The invariance of the potential under trans-
formations of the form θ 7→ θ + 2npi3 (n ∈ Z) is now manifest.
For simplicity, we consider the case k = 1 = λ. The Hamiltonian H is a constant of
the motion, say E, which corresponds to the total energy of the system. The equations of
motion, i.e., Hamilton’s equations, read
x˙ = px, y˙ = py, p˙x = −x− 2xy, p˙y = −y − x2 + y2, (C.3)
where an overdot denotes differentiation with respect to some time parameter, say t.
The coupled non-linear system (C.3) is not Liouville integrable, and has no closed-form
solution. One should therefore anticipate rich dynamics.
The full phase space of the He´non–Heiles system is described by two pairs of conjugate
variables {x, y, px, py}, and an energy constraint H = E. For a fixed value of the energy
E, we must have
1
2
(
px
2 + py
2
) ≤ E, (C.4)
V (x, y) ≤ E. (C.5)
The inequality (C.4) indicates that the kinetic energy of the particle is bounded above; the
inequality (C.5) demarcates the allowed regions of configuration space which are accessible
by the particle.
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Figure C.1. Equipotential curves of the two-dimensional He´non–Heiles potential for a selection
of values of the conserved energy E. The stationary points of V (three saddle points and a local
minimum) are represented by orange points. The local minimum is at the origin (0, 0), and has
V = 0. The three saddles are located at (0, 1) and
(
±
√
3
2 ,− 12
)
, and are connected by the critical
contour V = E∗. For energies with 0 < E ≤ E∗ the contours form closed curves; whereas for
E > E∗ the contours are open, and a particle can access spatial infinity through one of three
escapes.
Orbits of constant x and y satisfy ∇V = (V,x , V,y ) = (0, 0), with V = E; in other
words, such orbits are stationary points of the potential. Locating these stationary points
is tantamount to solving the system (C.3) for x and y, with px = 0 = py. A stationary
point is stable if it is a local minimum of the potential V , i.e., if detH(V ) > 0 and
trH(V ) > 0, where H(V ) denotes the Hessian matrix of the potential V . The He´non–
Heiles potential admits a local minimum (x, y) = (0, 0), where V = 0. Moreover, there
are three saddle points which lie on the vertices of an equilateral triangle with coordinates
(0, 1) and
(
±
√
3
2 ,−12
)
. The three saddles are connected by a single contour V = E∗ = 16
which encloses the local minimum.
In Figure C.1, we show the equipotential curves for the He´non–Heiles potential (C.2)
(i.e., curves of constant V ) in the (x, y)-plane. For E > E∗ (E ≤ E∗), the He´non–Heiles
equipotential lines are open (closed). The former case is related to the investigation of
Wada structures in binary black hole shadows, presented in Chapter 5. The latter case
is related to the study of bounded stable photon orbits around Majumdar–Papapetrou
di-holes, discussed in Chapter 6. We discuss each case separately below.
C.1 Open system
For E > E∗, the He´non–Heiles system is open: orbits are permitted to escape to spatial
infinity. For energies close to the threshold E & E∗, there are three narrow channels which
connect the scattering region to spatial infinity. In this regime, the He´non–Heiles system
is an example of an open Hamiltonian system with three escapes [112].
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(b) (y, py)-space
Figure C.2. Initial conditions for two-dimensional exit basins in the He´non–Heiles open Hamil-
tonian system in (a) the (x, y)-plane; and (b) the (y, py)-plane. In both cases, the contour
V = E∗ + ∆E is shown in blue, and a trajectory which escapes the scattering region through
Exit 1 is shown in red.
In an open Hamiltonian system with multiple escapes, an exit basin is defined as the
set of initial conditions which lead to a certain exit in phase space (see Section 2.6.5). As
described above, the He´non–Heiles system is a two-dimensional time-independent Hamilto-
nian system: the phase space is described by two pairs of conjugate variables {x, y, px, py},
and an energy constraint H = E. One must fix three initial conditions to define a trajec-
tory: the “physical” phase space is therefore three-dimensional. In order to visualise the
exit basins of such a Hamiltonian system, one can employ a surface of section (or Poincare´
section) to reduce the dimensionality of the phase space by one; see Section 2.6.5 for a
review. In [246], the authors employ two choices of initial conditions which define a two-
dimensional surface of section; these initial conditions are chosen so that the exit basins
contain a Lyapunov orbit – an unstable periodic orbit which exists for all energies above
the threshold value, such that any trajectory which crosses the Lyapunov orbit with its
velocity vector pointing outwards is forced to escape without returning to the scattering
region.
The first choice of initial conditions is defined as follows. For each pair of coordinates
(x, y) which satisfy the inequality (C.5) (i.e., which lie in the allowed region of configuration
space), we choose the initial momentum (px, py) to be tangent (in the anti-clockwise sense)
to the circle centred on (0, 0) which passes through the initial condition (x, y). In other
words, the two-dimensional surface of section is defined by the constraint xpx + ypy = 0,
with xpy − ypx > 0. (See Figure C.2(a) for the set-up of these initial conditions.)
For our second choice of initial conditions, we fix x = 0 and vary the initial values of y
and py; the initial value of the momentum px is determined by rearranging the Hamiltonian
constraint H = E. (The set-up of these initial conditions is shown in Figure C.2(b).)
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(a) ∆E = 0.05
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(f) ∆E = 0.01
Figure C.3. Exit basins in the He´non–Heiles open Hamiltonian system for (a)–(c) initial conditions
in the (x, y)-plane; and (d)–(f) initial conditions in (y, py)-plane. The basins corresponding to Exits
1, 2, and 3 are plotted in red, green, and blue, respectively.
In Figure C.3, we show the exit basins for the He´non–Heiles system for a selection
of values of the energy parameter ∆E = E − E∗, using the two types of initial condi-
tions described above. In practice, the exit basins are realised by numerically integrating
Hamilton’s equations for a fine grid of initial conditions in either the (x, y)-plane or the
(y, py)-plane. The initial conditions are coloured red, green or blue according to whether
they leave the scattering region through Exit 1, Exit 2 or Exit 3, respectively.
Figure C.3 shows the effect of varying the energy ∆E on the structure of the basins.
As ∆E → 0 (i.e., as E → E∗ = 16 from above), the basins become more “fractalised”: the
three (disconnected) basins are intertwined in a complicated fashion, and their boundary
is highly intricate. Moreover, Kolmogorov–Arnold–Moser islands of stability (depicted in
black) remain as “deterministic islands” in a “random sea”. The exit basins of the He´non–
Heiles system have been explore in detail by Aguirre et al. [246], and in the limit of small
escapes by Aguirre and Sanjua´n [227].
The exit basins of the He´non–Heiles system possess the Wada property: any point
on the boundary of one basin is on the boundary of the other two basins (see Section
5.5). This was verified numerically using the Nusse–Yorke method by Aguirre et al. in
2001 [246]. Since then, a range of numerical algorithms have been proposed to test for
the Wada property in the exit basins of open Hamiltonian systems, using the He´non–
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Heiles system as a standard example; these include the grid method [257], the merging
method [248], and the saddle–straddle method [321]. In practice, the existence of Wada
basins in phase space mean that the system exhibits extreme sensitive dependence on
initial conditions: a small uncertainty in fixing the initial conditions in the neighbourhood
of a Wada boundary results in high levels of indeterminism in the final state of the system,
despite the underlying dynamics being fully deterministic. This is discussed in more depth
throughout Chapter 5.
Additional studies of the fractal structures which arise in the exit basins of the He´non–
Heiles system have been conducted by Barrio et al. [322] and Zotos [323].
C.2 Closed system
For conserved energies in the range 0 < E ≤ 16 , the He´non–Heiles system is closed: orbits
are kinematically bounded by the energy, and the motion is restricted to an open subset
of the (x, y)-plane. The inequality (C.4) indicates that the kinetic energy of the particle is
bounded above; the inequality (C.5) demarcates the allowed regions of configuration space
which are accessible by the particle. Any trajectory which starts inside a closed contour
V = E will remain so for all t > 0.
In order to visualise the complex nature of trajectories in phase space, one may use
a Poincare´ section (see Section 2.6.5). A rearrangement of the Hamiltonian constraint
H = E allows us to express one of the phase space coordinates, say px, in terms of the
other three. The dimensionality of the “physical” phase space is therefore reduced by
one, and the motion is confined to a three-dimensional energy hypersurface. Since the
motion is kinematically bounded, the orbits will repeatedly intersect any embedded two-
dimensional surface, e.g. the (y, py)-plane (x = 0). If there exists an additional conserved
quantity involving y and py, then it could be used to express py = py(y); the points of
intersection between the trajectory and the surface x = 0 will therefore lie on a smooth
curve.
To illustrate the utility of the Poincare´ section, let us consider the dynamics of bounded
trajectories the He´non–Heiles system for a selection of energies 0 < E ≤ 16 , where the
surface of section is taken to be x = 0, i.e., the (y, py)-plane (see Section 2.6.5). The
Hamiltonian constraint H = E, coupled with the fact that px
2 ≥ 0 imply that motion is
restricted to a subset of the (y, py)-plane given by
1
2
py
2 +
1
2
y2 − 1
3
y3 ≤ E. (C.6)
The extreme values of py occur where y = 0, i.e., py = ±
√
2E. Similarly, the extreme
values of y occur where py = 0, i.e., at the two real roots of the cubic Q(y) =
1
3y
3− 12y2 +E
which satisfy the inequality (C.5) with x = 0. The cubic Q(y) has discriminant ∆y(Q) =
1
2E (1− 6E); two such roots are therefore guaranteed to exist for energies in the range
0 < E ≤ 16 .
On the surface x = 0, we can express px as a function of y and py as
px = ±
√
2E − py2 − y2 +
2
3
y3. (C.7)
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(a) Poincare´ section for E = 1
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Figure C.4. (a) Poincare´ section in the (y, py)-plane for the He´non–Heiles Hamiltonian system
with conserved total energy E = 112 . (b) A selection of (stable and unstable) periodic orbits which
lie within the closed contour V = E = 112 [blue]: a rotational 1 : 1 resonant orbit (or “loop orbit”)
[red]; a pair of librational 1 : 1 resonant orbits (or “linear orbits”) [green]; and three unstable linear
orbits [magenta].
In practice, the construction of a Poincare´ section involves numerically integrating trajec-
tories in the three-dimensional phase space for a selection of initial conditions, recording
the values of y and py each time the trajectory intersects x = 0 with px > 0, i.e., taking
the upper (+) sign in (C.7).
Figure C.4(a) shows an example of a Poincare´ section for the He´non–Heiles system
with E = 112 . There are four regions which contain closed oval-shaped curves, surrounding
four (stable) elliptic fixed points. These four regions are separated by a continuous curve,
which has self-intersections at three (unstable) hyperbolic fixed points. (The Poincare´
section is clearly symmetric about the y-axis, due to the fact that the Hamiltonian (C.1)
is invariant under the transformation py 7→ −py.) In Figure C.4(b), we present a selection
of periodic orbits, bounded by the closed contour V = E = 112 , shown in blue. The red
curve is a “rotational” orbit, corresponding to the pair of elliptic fixed points in the plane
py = 0. The green curves are “librational” orbits, corresponding to the non-planar elliptic
fixed points. The rotational and librational orbits are partitioned by a “separatrix”, which
intersects itself at the three elliptic fixed points; the corresponding unstable periodic orbits
are shown as magenta curves.
We now consider the effect of increasing the energy E, towards the threshold E = 16 .
In Figure C.5, we present a selection of Poincare´ sections and orbits for E ∈ {18 , 16}.
Figure C.5(a) shows that, when E = 18 , there exist regions containing closed oval-
shaped curves which surround elliptic fixed points. However, these regular “islands” are
no longer demarcated by a smooth separatrix: the intermediate regions are filled with
irregular orbits. In fact, all of the points in the “speckled” region of Figure C.5(a) are
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(a) Poincare´ section for E = 1
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(b) Orbits for E = 1
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6
Figure C.5. (a) Poincare´ section in the (y, py)-plane for E =
1
8 . We observe regions of regular
motion around elliptic fixed points, and chaotic motion. (b) Orbits bounded by the closed contour
V = E = 18 [blue]: a 5 : 5 resonant orbit [red]; and a chaotic orbit [green]. (c) Poincare´ section for
E = 16 with chaos dominant. (d) Orbits which lie within the closed contour V = E =
1
6 [blue]: a
2 : 2 resonant orbit [red]; and a chaotic orbit [green], which wanders through the strange attractor
region of phase space.
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generated by the repeated intersection of a single orbit with the surface of section. In
Figure C.5(b), we present a selection of orbits for E = 18 . A resonant periodic orbit is
shown in red; and an irregular (chaotic) orbit is shown in green.
Increasing the energy to its maximum value E = 16 , we see that chaos becomes dom-
inant. Figure C.5(c) shows the Poincare´ section for E = 16 . We see that, in this case,
chaotic orbits fill almost all of the available phase space; however, there exist very small
regular islands, which surround elliptic fixed points. We show a selection of orbits for
E = 16 in Figure C.5(d). The stable periodic orbit – corresponding to the elliptic fixed
point of the Poincare´ map – is shown in red. We also show an example of a chaotic orbit
in green.
More comprehensive discussions of bounded motion in the He´non–Heiles Hamiltonian
system as well as a detailed description of the Poincare´ sections can be found in [103,296,
324], for example.
Appendix D
Breto´n–Manko–Aguilar di-hole
solution
The N = 2 Breto´n–Manko–Aguilar [232] solution describes a pair of aligned Reissner–
Nordstro¨m particles in static equilibrium. The geometry is a solution to the Einstein–
Maxwell equations, and is described by the static Weyl line element
ds2 = −fdt2 + 1
f
[
e2γ
(
dρ2 + dz2
)
+ ρ2dφ2
]
, (D.1)
where f = f(ρ, z), γ = γ(ρ, z), and the only non-zero component of the electromagnetic
gauge potential is At(ρ, z).
Manko [295] presents the general five-parameter Breto´n–Manko–Aguilar solution in
terms of the “physical parameters”: the black hole masses M±; the black hole charges
Q±; and the separation between the centres d. In the so-called physical parametrisation,
the metric functions and electrostatic potential take the form
f =
A2 −B2 + C2
(A+B)2
, e2γ =
A2 −B2 + C2
16σ2+σ
2−(ν + 2κ)2r1r2r3r4
, At =
C
A+B
, (D.2)
where the functions A, B and C are given by
A = σ+σ− [ν (r1 + r2) (r3 + r4) + 4κ (r1r2 + r3r4)]
− (µ2ν − 2κ2) (r1 − r2) (r3 − r4) , (D.3)
B = 2σ+σ− [(νM+ + 2κM−) (r1 + r2) + (νM− + 2κM+) (r3 + r4)]
− 2σ+
[
νµ (Q− + µ) + 2κ
(
dM− + µQ+ − µ2
)]
(r1 − r2)
− 2σ−
[
νµ (Q+ − µ)− 2κ
(
dM+ − µQ− − µ2
)]
(r3 − r4) ,
(D.4)
C = 2σ+σ− {[ν(Q+ − µ) + 2κ(Q− + µ)] (r1 + r2)
+ [ν(Q− + µ) + 2κ(Q+ − µ)] (r3 + r4)}
− 2σ+(µνM− + 2κ(µM+ + dQ− + µd))(r1 − r2)
− 2σ− [µνM+ + 2κ(µM− − dQ+ + µd)] (r3 − r4),
(D.5)
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with
ν = d2 − σ2+ − σ2− + 2µ2, κ = M+M− − (Q+ − µ)(Q− + µ), (D.6)
µ =
M−Q+ −M+Q−
M+ +M− + d
, σ± =
√
M2± −Q2± ± 2µQ±, (D.7)
r1 =
√
ρ2 +
(
z − d
2
− σ−
)2
, r2 =
√
ρ2 +
(
z − d
2
+ σ−
)2
, (D.8)
r3 =
√
ρ2 +
(
z +
d
2
− σ+
)2
, r4 =
√
ρ2 +
(
z +
d
2
+ σ+
)2
. (D.9)
In [295], Manko derives a concise formula for the force imparted by the Weyl strut
which holds the sources in static equilibrium:
F = κ
ν − 2κ =
M+M− − (Q+ − µ)(Q− + µ)
d2 − (M+ +M−)2 + (Q+ +Q−)2
. (D.10)
Appendix E
Tetrad calculations
E.1 Identities for Killing objects and tetrads
Using the properties of the Killing objects from Chapter 7, we prove the identities (7.55)
and (7.56) for the self-dual bivectorFab = fab −ihab, where fab is the Killing–Yano tensor
and hab is the closed conformal Killing–Yano tensor.
Firstly, recall that fach
c
b = hacf
c
b = ar cos θgab, and Kab −Qab =
(
r2 − a2 cos2 θ) gab.
The “square” of Fab is then
FacF
c
b = (fac − ihac) (f cb − ih cb ) (E.1)
= fac f
c
b − hach cb − i (fach cb + hacf cb ) (E.2)
= Kab −Qab − 2iar cos θgab (E.3)
=
(
r2 − a2 cos2 θ − 2iar cos θ) gab (E.4)
= (r − ia cos θ)2 gab. (E.5)
This proves (7.55). Similarly, the product of Fab with its complex conjugate is
FacF
c
b = (fac − ihac) (f cb + ih cb ) (E.6)
= fac f
c
b + hach
c
b + i (fach
c
b − hacf cb ) (E.7)
= Kab +Qab. (E.8)
This proves result (7.56).
We now derive the transport equation (7.61) by applying the derivative operator D˜ =
k˜a∇a to the tetrad legs m˜a and n˜a, which are defined in terms of the self-dual bivector
Fab as
m˜a =
1√
2K
F ab k˜
b, n˜a =
1
2K
F abF bck˜
c. (E.9)
First, recall that fab;c = f[ab;c] , and hab;c = gacξb − gcbξa , where ξa = ξ(t)a is the primary
Killing vector field. We also note that k˜aξa = −E, where E is the photon’s conserved
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energy. Using these results, the transport equation for m˜a is then
D˜m˜a =
1√
2K
k˜c
(
Fab k˜
b
)
;c
(E.10)
=
1√
2K
Fab;c k˜
bk˜c (E.11)
=
1√
2K
(
fab;c − ihab;c
)
k˜bk˜c (E.12)
=
1√
2K
[
f[ab;c] − i (gacξb − gcbξa)
]
k˜bk˜c (E.13)
= − i√
2K
(
k˜bξb
)
k˜a (E.14)
=
iE√
2K
k˜a. (E.15)
This is precisely (7.61).
E.2 Relationship with Marck’s tetrads
In Section 7.4 we claim that the complex null tetrad {k˜a, n˜a, m˜a, m˜a} constructed from the
symmetries of Kerr spacetime is equivalent to that constructed using the legs of Marck’s
quasi-orthonormal tetrad. In particular,
n˜a =
1
2K
F abF bck˜
c = −λ˜3a, m˜a = 1√
2K
F ab k˜
b =
1√
2
(
λ˜2
a + iλ˜1
a
)
. (E.16)
This is best demonstrated by projecting onto Carter’s tetrad as follows. First, we note that
k˜a = λ˜0
a by definition. For notational simplicity, we introduce the coordinate y = a cos θ.1
When projected onto Carter’s symmetric tetrad, the Killing objects take the form [50]
f(α)(β) =

0 −y 0 0
y 0 0 0
0 0 0 −r
0 0 r 0
 , h(α)(β) =

0 r 0 0
−r 0 0 0
0 0 0 −y
0 0 y 0
 , (E.17)
K(α)(β) =

y2 0 0 0
0 −y2 0 0
0 0 r2 0
0 0 0 r2
 , Q(α)(β) =

r2 0 0 0
0 −r2 0 0
0 0 y2 0
0 0 0 y2
 . (E.18)
Recall that Σ = r2 + a2 cos2 θ = r2 + y2. Using the definition (E.16) and the identity
FacF
c
b = Kab + Qab, we find that the leg n
a, when projected onto Carter’s symmetric
1In fact, y = a cos θ is one of the so-called canonical coordinates [50].
224 Tetrad calculations
tetrad, takes the form
n˜(α) = − 1
2K
(
K
(α)
(β) +Q
(α)
(β)
)
λ˜0
(β) (E.19)
= − Σ
2K

−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1


λ˜0
(0)
λ˜0
(1)
λ˜0
(2)
λ˜0
(3)
 (E.20)
= − Σ
2K

−λ˜0(0)
−λ˜0(1)
λ˜0
(2)
λ˜0
(3)
 . (E.21)
By comparing (E.21) with the components of λ˜3
(α) given in Section 7.4.2, we see that
na = −λ˜3a, as claimed.
Similarly, when projected onto Carter’s tetrad, we find that the leg m˜a may be ex-
pressed in the form
m˜(α) =
1√
2K
(
f
(α)
(β) − ih
(α)
(β)
)
λ˜0
(β) (E.22)
=
1√
2K


0 y 0 0
−y 0 0 0
0 0 0 −r
0 0 r 0
+ i

0 r 0 0
r 0 0 0
0 0 0 y
0 0 −y 0



λ˜0
(0)
λ˜0
(1)
λ˜0
(2)
λ˜0
(3)
 (E.23)
=
1√
2
 1√K

yλ˜0
(1)
yλ˜0
(0)
−rλ˜0(3)
rλ˜0
(2)
+ i√K

rλ˜0
(1)
rλ˜0
(0)
yλ˜0
(3)
−yλ˜0(2)

 . (E.24)
Comparison of (E.24) with the legs λ˜1
(α) and λ˜1
(α) of Marck’s quasi-orthonormal tetrad
(Section 7.4.2) shows that m˜a = 1√
2
(
λ˜2
a + iλ˜1
a
)
. Considering the real and imaginary
parts of m˜a separately, we see that
λ˜2
a =
1√
K
fabk
b, λ˜1
a = − 1√
K
habk
b. (E.25)
The first of these identities is unsurprising: Marck [52] defines the leg λ˜2
a to be the unit
spacelike vector which is parallel to the vector va = fabk
a.
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E.3 Relationship with Kinnersley’s tetrad
We begin with the well-known Kinnersley tetrad {ka, na,ma,ma} [325], which in Boyer–
Lindquist coordinates has components
ka∂a =
1
∆
[(
r2 + a2
)
∂t + ∆ ∂r + a ∂φ
]
, (E.26)
na∂a =
1
2Σ
[(
r2 + a2
)
∂t −∆ ∂r + a ∂φ
]
, (E.27)
ma∂a =
1√
2 (r + ia cos θ)
(
ia sin θ ∂t + ∂θ +
i
sin θ
∂φ
)
, (E.28)
ma∂a =
1√
2 (r − ia cos θ)
(
−ia sin θ ∂t + ∂θ −
i
sin θ
∂φ
)
, (E.29)
where Σ(r, θ) = r2 + a2 cos2 θ and ∆(r) = r2 − 2Mr + a2. All inner products of the
Kinnersley tetrad are zero, except kana = −1 and mama = 1, i.e., it is a complex null
tetrad.
We define the symmetrised Kinnersley tetrad as
kˆa =
√
∆
2Σ
ka, nˆa =
√
2Σ
∆
na, mˆa = ma, mˆa = ma. (E.30)
This is a Lorentz boost in the (k , n)-plane; see the transformation (2.110) in Chapter 2.
Clearly, the symmetrised null tetrad satisfies the same inner product relationships as the
standard Kinnersley tetrad.
One may express the “tilded” complex null tetrad {ka, n˜a, m˜a, m˜a} (see Chapter 7) in
terms of the symmetrised Kinnersley tetrad as
ka = A
(
e+γ kˆa + e−γnˆa + e−iβmˆa + e+iβmˆa
)
, (E.31)
n˜a =
1
4A
(
e+γ kˆa + e−γnˆa − e−iβmˆa − e+iβmˆa
)
, (E.32)
m˜a =
ieiα
2
(
e+γ kˆa − e−γnˆa + e−iβmˆa − e+iβmˆa
)
, (E.33)
m˜a = − ie
−iα
2
(
e+γ kˆa − e−γnˆa − e−iβmˆa + e+iβmˆa
)
, (E.34)
where we have made the definitions
A =
√
K
2Σ
, (E.35)
e±γ =
Σ√
K∆
[
E
(
r2 + a2
)− aLz
Σ
± r˙
]
, (E.36)
eiβ = eiα
√
Z
Z
, (E.37)
eiα =
√
r − ia sin θ
r + ia sin θ
=
r − ia sin θ√
Σ
=
√
Σ
r + ia sin θ
, (E.38)
Z = θ˙ +
i
Σ
(
Lz
sin θ
− aE sin θ
)
, (E.39)
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and K = Kabk
akb is Carter’s constant. It is quick to show that ZZ = K
Σ2
, so Z
Z
= Σ
2Z2
K .
We can therefore write (E.37) as
eiβ =
eiα√
K
[
Σθ˙ + i
(
Lz
sin θ
− aE sin θ
)]
. (E.40)
The transformation (E.31)–(E.33) can be achieved by performing a series of Lorentz
transformations of the symmetrised Kinnersley tetrad {kˆ, nˆ, mˆ, mˆ}. First, perform a boost
in the (kˆ, nˆ)-plane and a spatial rotation in the (mˆ, mˆ)-plane, such that k1 = e
+γ kˆ, n1 =
e−γnˆ and m1 = e+iβmˆ. (Note that we have changed the handedness in the (mˆ, mˆ)-plane.)
Second, perform a null rotation which keeps n1 fixed of the form k2 = k1 + Em1 + Em1 +
EEn1, n2 = n1, m2 = m1 + En1, with E = 1. Third, perform a null rotation which keeps
k2 fixed of the form k3 = k2, n3 = n2 +Bm1 +Bm1 +BBk1, m3 = m2 +Bk2, with B = −12 .
Finally, perform a boost in the (k3, n3)-plane and a spatial rotation in the (m3,m3)-plane,
such that k˜ = Ak3, n˜ =
1
An3 and m˜ = −ieiαm3, where A and eiα are defined in (E.35)
and (E.38), respectively.
The relationships (E.31)–(E.33) permit us to calculate quantities in terms of the sym-
metrised Kinnersley tetrad {kˆ, nˆ, mˆ, mˆ}, and map them to the “tilded” Marck tetrad
{k, n˜, m˜, m˜}. Transforming from the “tilded” tetrad to the parallel-transported tetrad us-
ing the Lorentz transformation (7.66) with null rotation parameter (7.67) is then straight-
forward.
As an example, let us calculate the Weyl scalars in the “tilded” frame by transforming
from the Kinnersley tetrad. It is well known that Kerr spacetime is Petrov type D, i.e.,
it has two double principal null directions; these are precisely the legs kˆ and nˆ of the
symmetrised Kinnersley tetrad. This means that, in the symmetrised Kinnersley tetrad,
there is only one non-vanishing Weyl scalar:
Ψˆ2 = Cabcd kˆ
amˆbmˆcnˆd = − M
(r − ia cos θ)3 . (E.41)
One may now employ the sequence of Lorentz transformations described above to cal-
culate the Weyl scalars in the “tilded” frame. We note that, in changing from the
frame {kˆ, nˆ, mˆ, mˆ} to the frame {k1, n1,m1,m1} we interchanged m1 and m1; the only
non-vanishing Weyl scalar in the latter frame is therefore Ψ
(1)
2 = Cabcdk1
am1
bm1
cn1
d =
Cabcd kˆ
amˆbmˆcnˆd = Ψˆ2, which is the complex conjugate of (E.41). Applying the sequence
of Lorentz transformations, we arrive at the Weyl scalars in the tilded basis:
Ψ˜0 = Cabcd k˜
am˜bk˜cm˜d = −A2e2iα (6E2) Ψˆ2, (E.42)
Ψ˜1 = Cabcd k˜
an˜bk˜cm˜d = −Aieiα (3E + 6E2B) Ψˆ2, (E.43)
Ψ˜2 = Cabcd k˜
am˜bm˜cn˜d =
(
1 + 6EB + 6E2B2) Ψˆ2, (E.44)
Ψ˜3 = Cabcd k˜
an˜bm˜cn˜d =
ie−iα
A
(
3B + 9EB2 + 6E2B3) Ψˆ2, (E.45)
Ψ˜4 = Cabcdm˜
an˜bm˜cn˜d = −e
−2iα
A2
(
6B2 + 12EB3 + 6E2B4) Ψˆ2, (E.46)
where E = 1 and B = −12 are the null rotation parameters defined above. Upon simpli-
fication, the expressions agree (E.42)–(E.46) with (7.119)–(7.123), which were computed
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by contracting the “tilded” tetrad legs with the Weyl tensor. Using the expressions for
the Weyl scalars in the “tilded” frame, one may obtain the Weyl scalars in the parallel-
transported basis using by applying the Lorentz transformation outlined in Section 7.5.2.
E.4 Calculating directional derivatives of Weyl scalars
In Section 7.5.3, we provide expressions for directional derivatives of the Weyl scalars Ψ0
and Ψ1 along the legs m
a and ma of our parallel-transported null tetrad. These involve
directional derivatives of the Weyl tensor projected along tetrad legs, e.g. (7.131) features
the quantity (δC)kmkm = (m
e∇eCabcd ) kambkcmd. In this section, we calculate these
quantities explicitly, by first calculating analogous quantities in the Kinnersley tetrad,
then transforming to the “tilded” complex null tetrad using the transformation (E.31)–
(E.33) of Section E.3.
Let us denote directional derivatives along Kinnersley’s symmetrised tetrad (E.30) by
Dˆ = kˆa∇a, ∆ˆ = nˆa∇a, δˆ = mˆa∇a, δˆ = mˆa∇a. (E.47)
Using a symbolic algebra package, we find
(DˆCabcd )k
am˜bkcm˜d =
6iKMa sin θ√
2%7
e−γ−iβ − 9KM
%6
√
∆
2Σ
, (E.48)
(∆ˆCabcd )k
am˜bkcm˜d =
6iKMa sin θ√
2%6%
e+γ+iβ +
9KM
%6
√
∆
2Σ
, (E.49)
(δˆCabcd )k
am˜bkcm˜d =
9iKMa sin θ√
2%7
− 6KMe
+γ+iβ
%6
√
∆
2Σ
, (E.50)
(δˆCabcd )k
am˜bkcm˜d =
9iKMa sin θ√
2%6%
+
6KMe−γ−iβ
%6
√
∆
2Σ
, (E.51)
(DˆCabcd )k
am˜bmcm˜d = −3AMa sin θ√
2%5
eiα−γ−iβ, (E.52)
(∆ˆCabcd )k
am˜bmcm˜d =
3AMa sin θ√
2%4%
eiα+γ+iβ, (E.53)
(δˆCabcd )k
am˜bmcm˜d =
3iAM
%4
√
∆
2Σ
eiα+γ+iβ, (E.54)
(δˆCabcd )k
am˜bmcm˜d =
3iAM
%4
√
∆
2Σ
eiα−γ−iβ, (E.55)
where we have introduced the quantity % = r + ia cos θ for notational simplicity. Trans-
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forming to the “tilded” complex null tetrad via (E.31)–(E.33), we find
(DCabcd )k
am˜bkcm˜d = −15KM
%6
(
r˙ − iθ˙a sin θ
)
= DΨ0, (E.56)
(δ˜Cabcd )k
am˜bkcm˜d =
15iM
√
2K
2%7
[
2a (Lz − aE)− E
(
r2 − a2 cos2 θ)] , (E.57)
(δ˜Cabcd )k
am˜bkcm˜d =
3iEM
√
2K
2%5
, (E.58)
(DCabcd )k
am˜bm˜
c
m˜d =
3iEM
√
2K
2%5
, (E.59)
(δ˜Cabcd )k
am˜bm˜
c
m˜d = −3M%
2%5
(
r˙ + iθ˙a sin θ
)
, (E.60)
(δ˜Cabcd )k
am˜bm˜
c
m˜d = −3M
2%4
(
r˙ − iθ˙a sin θ
)
= DΨ2. (E.61)
Finally, we may calculate the desired quantities by using a null rotation to transform
to the parallel-transported complex null tetrad. Under this transformation, the leg m˜a
transforms as ma = m˜a + Bka, where the null rotation parameter B is defined in (7.67).
Using this, we find
(δC)kmkm = (δ˜C)km˜km˜ +B(DC)km˜km˜, (E.62)
(δC)kmkm = (δC)km˜km˜ +B(DC)km˜km˜, (E.63)
(δC)kmmm = (δ˜C)km˜m˜m˜ +B(DC)km˜m˜m˜ +B(δ˜C)km˜km˜ +BB(DC)km˜km˜, (E.64)
(δC)kmmm = (δ˜C)km˜m˜m˜ +B(DC)km˜m˜m˜ +B(δ˜C)km˜km˜ +B
2
(DC)km˜km˜, (E.65)
where explicit expressions for the quantities on the right-hand side are given in (E.56)–
(E.61). The directional derivatives (E.62)–(E.65) can now be inserted into (7.131)–(7.134)
to complete the derivation of δΨ0, δΨ0, δΨ1 and δΨ1.
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