Abstract
Introduction and motivation
Automated analysis of 3D scenes from 2D videos has attracted a lot of attention in recent years, due in part to the increasing volume of data being generated by surveillance and personal cameras, and fuelled by the computational power of today's computers. Yet, automatic 3D inferences are still challenging, especially when the source of data is a single uncalibrated camera, which is usually the case. Effectively addressing this problem would tremendously benefit numerous computer vision applications, e.g., tracking, detection and occlusion reasoning.
In this paper we present a 3D scene analysis framework that learns the camera transformation and the direction of the shadows using information extracted from pedestrians casually walking in the scene, as seen from a single view. The proposed approach poses scene geometry estimation as a likelihood maximization problem that is efficiently solved via factorization and dynamic programming, and is also amenable to an online implementation. Essentially our approach searches for a set of parameters (camera transformation, shadow direction and people's trajectories) that "explains" the input video. For this purpose, we introduce a novel model of the appearance of a pedestrian from a given viewpoint (we call it a 3D prior), and use it to quantify the "agreement" of a tentative set of parameters with the actual video observations. This "agreement" takes into account not only the pixels occupied by the pedestrian, but also those of his shadows and/or reflections. In addition, we show how to use a single consumer video camera and the Radon transform to learn this 3D prior.
Previous work and key contributions
Knowledge of the camera transformation matrix provides essential information in order to make inferences about a 3D scene from its 2D projection. Numerous methods have been proposed to estimate this matrix. Tracking local features [1] is a successful approach for moving-camera calibration, which has even been integrated into commercial products (e.g., Boujou, from 2d3 [2] ). To work, this method requires the tracked features to move in 3D (either because the camera itself is moving or because the objects in the scene move), and it may fail on a scene shot from a single still camera in which featureless objects move (a common case in surveillance). Here we propose to exploit complementary features (such as pedestrians and their shadows), either to address the problem when such systems fail or to improve the accuracy of such systems.
Other camera calibration methods, appropriate for still camera settings, use helpful structures naturally occurring in the scene (see [1, 3] for a review). Though these approaches have been relatively successful, they are not completely automatic and require some level of user intervention and/or modifications in the scene to aid in the calibration (e.g., addition of marks or lines).
In recent years, several techniques, e.g., [4] [5] [6] , have been proposed to automatically estimate the camera projection matrix from multiple images from the same viewpoint, by means of natural experiments. 1 These techniques exploit the pedestrians in the scene (natural and common ingredients in ubiquitous videos) to compute the camera projection matrix using an offline or batch estimate. Lv et al. [4] were, to the best of our knowledge, the first to propose the use of pedestrians in the scene for autocalibration. Their approach is sensitive to noise and requires motion constraints on the pedestrians in the scene. Krahnstoever and Mendonça, [5] , later extended this approach by proposing a bayesian formulation that allowed for the incorporation of measurement uncertainties, outlier models, and prior information about the problem. This 1 Natural experiment (from Wikipedia): A naturally occurring instance of observable phenomena which approach or duplicate a scientific experiment.
[…] a common research tool in fields where artificial experimentation is difficult [...] approach is non-linear and requires prior knowledge about unknown camera parameters and the location of the people in the scene. Junejo and Foroosh proposed using harmonic homologies [6] , and more recently epipolar geometry [7] , to improve the scene geometry estimation from the observed pedestrians in the scene. With a similar aim of understanding the 3D placement of foreground objects in a 3D scene, although from a single image, Hoiem et al. [8] proposed an elegant approach which uses priors about the appearance and location of scene elements in order to place foreground objects in perspective.
The aforementioned approaches [4] [5] [6] , are generally focused on foreground objects in the scene and disregard other important and natural ingredients such as shadows and reflections. Ignoring these elements often results in an incorrect detection of the pedestrians in the scene. In contrast, we consider that shadows (as in [9] [10] [11] ) and reflections are in fact useful clues that can be exploited to make inferences about a 3D scene, in collaboration with information gleaned from the pedestrians themselves.
In this direction, our previous work (in [9] ) provides a simple framework for online learning of 3D scenes. Drawbacks of this approach include its use of 2D (and not 3D) templates to model the foreground, limiting its applicability to nearly horizontal camera angles; the closed loop topology of the approach that makes it prone to local optima; the lack of temporal integration among observations that leads to noisy estimates in the feet positions (whose correct estimation is critical); and the independence between the feet/head detection step and the geometry estimation step, that prevents the mutual benefit that can result from their simultaneous estimation.
Regarding pedestrian appearance models or priors, numerous ideas have been proposed in the literature. Notable ones are those where the pedestrian is regarded as a collection of loosely-connected limbs or articulated parts (e.g., [12] ), models of the silhouette of the pedestrians (e.g. [13] ), models of the interior or 2D priors (e.g. [9, 14] ), or distributions of local features (e.g. [15] ). For a more detailed review of human models please refer to [16] . The goal of our work is not pedestrian detection/recognition or pose-estimation (as is in the works mentioned above), but to compute the consistency between the pedestrians (objects) as seen in the video and their simulated image from a hypothetical camera view, to test whether the hypothetical camera view explains the pedestrians' observations. Since this consistency between the pedestrians and the camera view is computed in the innermost loop of the framework, it is very important that this is carried out in a computationally in-expensive manner. The object model proposed by Savarese and Li [17] can be used to compute the consistency pedestriancamera view but is computationally too expensive for our purposes. Hence, in this work we introduce a 3D occupancy prior for pedestrians, which can be efficiently computed and at the same time provides a way of fusing information from the pedestrian, his shadows and/or reflections. In addition, this 3D prior is simple to acquire/construct with a single camera.
Temporal integration among observations is not a new idea in the area. Relevant to our discussion are tracking systems that solve a Hidden Markov Model (HMM) formulation using dynamic programming (e.g. [18] [19] [20] ). Two peculiarities of our proposed HMM implementation are: 1) that it tracks individuals using all their observations (processing is carried out once all the observations of an individual are available); and 2) that each HMM state consists of a pair of ground locations (i.e. one state encodes the fact that the individual is currently at one location and visited another location in the previous step) representing position and velocity of an individual at a given time.
Here, we attempt to address the shortcomings of previously mentioned approaches by: 1) using 3D occupancy-priors of pedestrians to "explain" their 2D appearance in a scene, allowing for a better geometry estimation as detailed in sections 2 and 4; 2) unifying the feet/head detection and geometry estimation into a single step, where the feet/head position contributes to the estimation of the scene geometry and vice-versa, as described in Sec. 3; 3) integrating temporal information from different observations efficiently, to discard outlier detections (Sec. 3.3); 4) efficiently searching the entire parameter space of the scene for the global optimum, thereby avoiding possible local optima; and 5) utilizing the optimal substructure of the proposed likelihood function to derive a low complexity optimization scheme which is amenable to an online implementation.
Note that learning the scene geometry is not the only contribution of this work, since the proposed 3D model and the inclusion of other elements such as shadows and reflections have intrinsic value, and camera calibration is just one possible application for them.
Computing 3D priors
The appearance of an object in an image depends on its 3D orientation and position relative to the camera. 3D priors capture the distribution of the object's mass in space and can be efficiently projected to any 2D view to simulate the space occupied by the object in the view. Specifically, a 3D prior is a 3D matrix in which each element contains the probability that the corresponding voxel in a 3D box in space, surrounding the object, is occupied.
In this work we develop and use 3D priors of humans in order to obtain the likelihood of a person's observation from a candidate camera position. This likelihood is a quantitative measure of consistency between the (candidate) scene geometry and the actual observations, and is paramount to estimate the camera transformation in the proposed framework (as explained in Sec. 3).
Mathematical preliminaries
A 3D prior is a three dimensional collection of Bernoulli random variables, one for each point inside a 3D box in world space 2 . Each Bernoulli variable describes the probability that an object placed inside the box (horizontally centered and lying on the box's floor) will contain the corresponding world point. We consider a discretization of the 3D box into voxels (see Fig. 1 ), and compute for each voxel the average (occupancy) probability of observing the object (a person walking) in the region enclosed by each voxel. 3 We assume these voxel occupancy probabilities to be independent, an assumption that while only approximately true, considerably simplifies the model, preventing the size of the stored probability tables, and then the memory and computational requirements, from growing excessively with the number of voxels.
Consider as the probability of the object occupying voxel in the 3D box, and as the probability of observing the object at pixel in the image plane. Let be the ray that originates at a camera center and passes through and voxels , , (Fig. 1 ). From the independence assumptions and basic rules of probability, it follows that these quantities are related by
where is the contribution of voxel to the ray , which is proportional to the length of the intersection between the ray and the voxel. These contributions depend on the camera matrix considered, the position of the box, and the number of voxels in the box along each dimension.
In order to compute the probability of finding the object at a pixel of the image plane (its foreground 2D prior) given its tentative 3D location, the 2D projection of a 3D prior is computed for every ray (pixel) that intersects the 3D prior's box, using Eq. (1) and the tentative camera matrix. This process has
. complexity, where is the number of rays intersecting the 3D prior's box, and is the mean number of voxels intersected by the rays. increases with the square of the video resolution, and therefore so does the computational cost. This computation can be parallelized to run extremely fast on a GPU.
The pixels in the image plane that correspond to the pedestrian's shadow are also related by a projective transformation to the 3D space occupied by the pedestrian. Following [10] , we refer to this transformation as the shadow camera, since as expected from a camera transformation, it maps points in 3D space to the image plane. This transformation is the composition of a central projection from 3D space to the floor plane, whose center is the light source position, followed by the homography from the floor plane to the image plane. Note that to compute the shadow camera, only the light source position is needed, on top of the camera matrix. To obtain the shadow 2D prior (the probability that a pixel in the image belongs to the pedestrian's shadow), the shadow camera is used in the projection.
Analogously, we define the reflection camera as the composition of a mirror-plane symmetry and the camera matrix. In scenes having shiny floors or mirrors, this transformation is used to construct the reflection 2D prior.
The 2D priors of the foreground, its shadow, and reflections, are all projected from the same 3D prior, using the same algorithm, simply with different projection matrices. In contrast for example with [9] , a single 3D prior is projected to obtain 2D priors from any view. This is a critical contribution of this work.
Learning the 3D prior
Learning a 3D prior amounts to estimate the 's, which are the elements of the 3D prior, from the given 's, which are the projections of the 3D prior to 2D (we explain below how to obtain them). We use a variation of the method of moments [21] for this estimation, matching the unknown values obtained along each ray (rhs of Eq. (1)), to the empirical values (lhs of Eq. (1)). Each pixel (ray) in a video provides an equation in the form of (1) 4 and the estimation of the probabilities can thus be reformulated as a linear system of equations, , where is the vector of all the observations, log 1 , is the vector of all unknowns, log 1
, and is the sparse matrix of contributions, , indicating how much each voxel in the 3D prior contributes to each measurement (computed from the camera matrix and the box's size and position). We solved this equation by minimizing the robust error norm, argmin . This is a convex function of , and we used the gradient descent technique to find its global minimum. 4 The same pixel in two different frames of the same video appears in the same equation. 5 Since a fast convergence was attained using the simple method of gradient descent, we did not apply more advanced optimization techniques. Fig. 1: 2D analog of a 3D prior. Rays , originating at the camera center , pass through corresponding pixels in the image plane (in blue) and intersect voxels inside the 2D box (in green).
To compute the 's we followed a number of steps. First, we shot 14 videos (one at a time), of a person walking on a treadmill against a dark background, from different (calibrated) views at diverse heights and angles. Fig. 2a shows a single frame from a single view. Then, we segmented each video frame to obtain masks of the walking person as the light parts of the images (Fig. 2b) , and computed the average of all the masks for each video separately, calculating the probability of observing the person in each pixel of the video (Fig. 2c) . For each pixel in the video, this probability is the empirical probability of seeing the object at the pixel. Since one view does not provide enough information to solve the system of equations mentioned above, we used 14 different views 6 to obtain additional independent equations, which were combined as the rows of the matrix . This is actually the widely used concept of tomography, and the matrix is conceptually similar to the fan-beam Radon transform [22] . The 3D prior in this context can then be considered as a semi-transparent object observed from different views. 7 For comparison, Fig. 2d shows the estimated 3D prior projected to the same view. Fig. 3 compares a 2D prior for the foreground (as in [9] ), with a projected 3D prior as described here, for a nearly zenithal angle. Note the increased fidelity of the proposed 3D prior, in particular in the area around the feet.
An alternative approach to learn 3D priors could be to use the very realistic geometric models developed (mostly) by the graphics community (e.g. [23, 24] ), together with 3D motion models. We believe that a (simpler) method that can learn directly from the data, as presented here, is valuable, especially since in a multiple camera setup, priors tailored 6 Since we are interested in the pixel occupancy probability as seen from every view, these videos do not need to be shot simultaneously. In fact they were shot sequentially using the same camera, greatly reducing the acquisition complexity and cost. 7 The code along with the videos and data can be obtained from the authors by request.
for the particular scene can be learned.
Given a person's height (or size) and position in 3D world coordinates, a 3D prior box scaled by the height and placed in the person's position can be projected to estimate the probabilities that the person, its shadow or reflection, will be seen in each video pixel (Fig. 4) . For this reason, 3D priors are an essential ingredient of the statistical model discussed in the following section (in particular, Sec. 3.2).
Scene learning
In order to learn the desired parameters of the scene (camera matrix and light source 3D location), a model relating them to the observed variables (the input video) is necessary. To this end, we construct a statistical model that explains each pixel in the video as being "produced" by one of three possible classes: background, foreground (people walking in the scene), or shadow (the people's shadow on the floor). Reflections (on shiny floors or mirrors) could also be considered as another class in the same framework, but was not considered in this work.
Each class has an associated color model and class prior. The color models assign probabilities to the colors that each pixel can display if it belongs to a class. The background and shadow color models at each pixel consist of a single Gaussian (we explain how to compute them in Sec. 3.1). Not knowing in advance the appearance of people, the foreground color model is a uniform probability in the RGB color space. The class prior defines, for each pixel, the probability of the pixel being background, foreground or shadow. The foreground class 2D prior is computed by placing the learned 3D prior (box) at the pedestrian's (tentative) position, and projecting it (as explained in Sec. 2) using the (tentative) camera matrix. Similarly, the shadow class prior is obtained by projecting the 3D prior using the shadow camera. The background class prior is computed so that the three priors add up to 1.
We now describe the variables used in the model:
M -camera matrix, a 3x4 matrix relating the world and image coordinates. It is characterized in terms of three quantities: the horizon height (H), the scaling (S z ) of the z axis (vertical), and the scaling (S y ) of the y axis (pointing away from camera in the floor plane).
-position of the light source in 3D world coordinates.
-attenuation of the background color due to the shadow.
-set of scene parameters to learn, M, . There are other nuisance parameters not included in .
, , -color of the pixel (i,j) in the t-th frame for the q-th person observed in the scene. This is an input. , , -class label (e.g. background, foreground or shadow), corresponding to the pixel (i,j) in the t-th frame for the q-th person.
-position (in 3D world coordinates) of the projection of the q-th person's center of mass on the floor, in frame t.
-acceleration (second temporal derivative) of . -height (or size in general) of the q-th person.
The conditional independencies between these variables are shown in the graphical model of Fig. 5 . The only observable variables in the model are the pixel colors ( ), obtained from the input video. According to the proposed model, they depend only on the pixel classes ( ), which in turn depend on the position of the person ( ), the person's height ( ), and the scene parameters ( ). Given these dependencies, the joint probability can be written as , , , ,
Assuming that all scene configurations are equiprobable, we can safely disregard the scene prior term.
The goal of this work is to estimate the scene parameters , from videos of walking people, using the 3D prior (introduced in Sec. 2). For this purpose, we use the Maximum A Posteriori (MAP) estimator:
This maximization can be carried out efficiently using a nested optimization strategy, where the function is computed in steps (named -) "from the inside out." These steps are carried out simultaneously as suggested by max , , max max , . This strategy and each of the terms in Eq. (2) are described in more detail in the following sections.
Pre-computation
Before starting the actual estimation stage, the proposed pipeline has to compute the background color model, the global attenuation constant, and the rough trajectories corresponding to individuals walking in the scene.
The background model consists of a single Gaussian in the RGB color space for each pixel, with mean and variance estimated following [9] . A global attenuation constant, , which is the factor multiplying the background color model to yield the shadow color model, is computed as the mode (i.e., the most populated histogram bin) of the pixel attenuations 8 for pixels with chroma compatible with the background chroma.
The rough trajectories of individual people walking in the scene are composed of the blobs corresponding to pedestrians, previously detected by background subtraction, which move continuously in the scene while their size changes smoothly. 9 Although better filters based on the appearance of the blobs (e.g. [12, 15] ) or advanced people tracking systems could be considered, it is not the goal of this paper, and this simple model is sufficient both to introduce the proposed framework and to present good experimental results.
Color model and label priors
Given the hypothesized location of a pedestrian in the scene at time t, , and his height (or size in general), , the 3D box containing the 3D prior is scaled by the height and placed at that location in the world. Then, using Eq. (1) and the postulated camera matrix, the 3D prior is projected to obtain the foreground class prior probability, 8 The attenuation of a pixel is defined as the norm of its color (vector) divided by the norm of the background color (vector). 9 We say that a blob moves continuously and smoothly if it preserves at least 90% of its pixels from one frame to the next and its size does not change by more than 10%. 
Frame t
Person q F | … (prior probability that each pixel belongs to the foreground). Similarly, the shadow class prior is obtained using the shadow camera matrix. Under the simplifying assumptions that the color and label of a pixel ( , , and , , respectively) are independent of the colors and labels of other pixels, the maximum of the first two terms in Eq. (2), for a given frame , position , person height , and scene parameters , can be simply computed as
This expression is maximized assigning independently to each pixel the label which maximizes the (i,j)-th term. The first step in the maximization therefore only involves finding, for every pixel, the maximum of three numbers.
Trajectory prior
The trajectory prior is a regularization term that penalizes "unlikely" trails. A reasonable assumption is that people tend to walk in relatively straight lines and with roughly constant speed. Therefore, we penalize large acceleration values by modeling the instantaneous accelerations with a zero-mean Gaussian distribution. We also assume that accelerations in different frames are mutually independent, and approximate them at a given time from the current and the two previous positions (second order backward difference). These considerations are summarized in the following expression for the trajectory prior:
where is the log of the Gaussian distribution of and is the total number of frames. The prior for the entire trajectory can be written as the sum of the priors of its parts. This is helpful in the second step of the maximization of (2), which requires finding the trajectory that maximizes the term in square brackets in
For each time t, a small number of tentative positions in the ground floor where the q-th person may be standing are tested. 10 Let's call the i-th of these positions , . Then, for an assumed height ( ) and scene parameters ( ), 10 We estimate these positions using the top location of the head (which in general can be correctly detected) and the tentative height.
, is the regularized trajectory that best explains the observations.
Consider the three dimensional matrix , , that keeps a record of the maximum value that can be achieved in a trajectory that reaches the -th location at time t, after visiting the -th location the previous frame. It can be shown that the following recursion computes Q efficiently and exactly:
, , , , , ,
Then, by definition, , max , , , , can be computed in time . where is the number of possible locations per frame. Exact and efficient computation of is possible since it has optimal substructure and therefore dynamic programming can be applied. Note that the state recorded at each instant (in Q) has dimension two, in order to include the position as well as the velocity of the person.
Human size prior
The next nested level of the maximization,
estimates the unknown person's height by searching in a range of values around the expected height value. The term to maximize (in brackets), includes the person's height prior, modeled by a Gaussian centered at 170cm with a standard deviation of 8.5cm (as in [8] ). is computed exactly and efficiently, while still avoiding local maxima in the inner nested optimizations, since only grid search and dynamic programming are used.
Parameter space search
With the notation introduced in the previous sections, the solution to the problem in (3) can now be stated as, arg max
The problem has been reduced to searching the parameter space (a 4-dimensional space in the example of Sec. 4.1) for the maximum of . The complexity of this search is reduced by a multiscale approach, in the resolution of both the video and the 3D prior.
This whole framework can be implemented in an online fashion keeping track of the value of at the current solution candidates, and then adding the contributions to Eq. (8) of the newly arrived people.
Experimental results
The framework presented in Sec. 3 was tested on the video in [9] (available at [25] ), which includes quantitative results. The goal was to estimate the four parameters that define the scene geometry and illumination: the position of the horizon line, the scale of the y axis, 11 and the position of the light (at infinity in the direction given by the spherical coordinates longitude, , and latitude, ). As explained above, the estimate for the parameters is the optimum of .
was computed in a grid in the parameter space at two video resolutions: half the original resolution and the original resolution. The reason for this is that the parameter values that correspond to the optimum do not change when the video resolution is halved, but the computational cost is one fourth. For the proposed method to work, downsampling can be applied as long as the observed pedestrians are about thirty pixels tall (in this video to half the resolution).
The top part of Fig. 6 shows two orthogonal cuts of computed in the 4D parameters space surrounding the maximum ( ), computed at half the original video resolution. To locate the maximum more accurately, the neighborhood of was then explored at the original resolution of the video (twice that of the previous one) and the new maximum, , was found (bottom of Fig. 6 ). This is the estimate for the scene parameters. Fig. 7 shows the axes and shadows that correspond to . These parameters define the scene geometry and can be used to perform distance measurements in the scene (see the labeled distances in Fig. 7) . Table 1 summarizes the results and compares them to those in [9] . Note that the only input to the system is the assumed average human height. The new proposed framework leads to significantly better results (1.7% error on average, versus 3.5% in [9] ) in the z direction. Considering the inherent measurement noise (people's height varies as they walk), the resolution of the video and the size of the people in it, we believe the result obtained is close to the theoretical limit. The measurements in the x and y directions, being indirectly computed and from less informative clues (i.e. width of the silhouettes, walking speed, etc.), are less exact. It is worth mentioning that the 3D prior used, via the proposed framework, was learned from a training set containing only empty handed male subjects, while the input video (at [25] ) contains mostly female subjects carrying bags, backpacks or purses.
When the camera and illumination parameters are known, they can be exploited through the statistical model presented in Sec. 3 to more accurately localize the pedestrians on the floor plane. The trajectories of the people were computed for the video of Fig. 7 , with and without explicitly modeling the shadows. Table 2 contains the mean deviations from the ground truth (hand marked by the user) for each case. Note how using the proposed framework significantly improves the estimation, showing not only the power of the proposed approach but also the importance of explicitly modeling the shadows. 
Conclusions and future work
In this paper, we first introduced a novel representation (3D priors) for non-rigid objects that can be used to reason about the 3D environment, and presented an economic, efficient, and simple method to learn it and use it. We then presented a probabilistic framework to estimate the important camera matrix in situations where other methods have difficulty and to more accurately localize people in the scene. We showed that the combination of 3D priors with the new probabilistic framework outperforms the previous state-of-the-art technique [9] at estimating vertical distances. We also demonstrated that shadows, far from being inconvenient disturbances, could be useful clues to better localize objects in a 3D scene.
An important direction to pursue this work is to remove the independence assumptions built-in into the model and study the effect on the computational cost and results. In particular, it seems worth removing the independence assumption between the colors corresponding to the same part of the body at different times (e.g., the color of the pedestrian's shirt is the same in different frames), the independence assumption between neighboring voxels in the same box (e.g., the voxel below the head's voxel is probably occupied by the neck), and the independence assumption between corresponding voxels at different times (e.g., if an overweight pedestrian occupies many voxels in one frame, he will probably also occupy many voxels in the following frame).
Complementary directions for future work include the learning of multiple light source locations, an important generalization to handle indoor scenes; and the learning and use of multiple 3D priors that include people of both genders and different heights and body shapes, people carrying accessories (e. g., backpacks, purses and bags), and people performing different activities (e.g., running, skating, etc.). (For the current prior only thin males of average height, walking empty handed, were included in the training set.) Results in these directions will be reported elsewhere.
Fig. 7:
Results obtained for the video in [9] (to be compared with figures 8 and 11 therein). The estimated horizon line is shown in green, the x, y and z axes are shown in red, blue and yellow, respectively, and the estimated shadow directions are shown in red. Four vertical measurements are marked in white (see the corresponding values in Table 1 ).
