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Abstract
We consider a theory of superselection sectors for infinite quantum spin systems, describing charges
that can be approximately localized in cone-like regions. The primary examples we have in mind are
the anyons (or charges) in topologically ordered models such as Kitaev’s quantum double models and
perturbations of such models. In order to cover the case of perturbed quantum double models, the
Doplicher-Haag-Roberts approach, in which strict localization is assumed, has to be amended. To this
end we consider endomorphisms of the observable algebra that are almost localized in cones. Under
natural conditions on the reference ground state (which plays a role analogous to the vacuum state in
relativistic theories), we obtain a braided tensor C∗-category describing the sectors. We also introduce a
superselection criterion selecting excitations with energy below a threshold. When the threshold energy
falls in a gap of the spectrum of the ground state, we prove stability of the entire superselection structure
under perturbations that do not close the gap. We apply our results to prove that all essential properties
of the anyons in Kitaev’s abelian quantum double models are stable against perturbations.
1 Introduction
For a quantum many-body system described by a Hamiltonian depending on one or more parameters,
quantum phase transitions mark the boundaries between regions in parameter space where the ground
states are characterized by qualitatively distinct physical properties. There is much interest currently in
the classification of gapped ground state phases, for example by constructing a complete set of invariants of
the phase. We consider this problem for a particular class of models that belong to the class of topological
phases, accompanied by low-lying excitations described by anyons. Such phases are not associated with
spontaneous breaking of a local symmetry and a local order parameter, as is the case in the Landau’s theory
of phase transitions.
We are particularly interested in topologically ordered quantum spin systems. In a finite volume with
boundaries or with non-trivial topology, the topological nature of the phase is reflected in a non-trivial
ground state degeneracy [63] and a spectral gap above the ground state uniform in the system size. Such
states are also characterized by long range entanglement [18], which manifests itself as a correction term
to the area law in the thermodynamic limit [41, 43], and, in two spatial dimensions, by the emergence of
elementary excitations with braid statistics called anyons. Perhaps the best known physical manifestation
of anyons are the quasi-particle excitations in the fractional quantum Hall effect [3, 33]. The prototypical
models of the type we study in this paper are Kitaev’s quantum double models [42] and the string-net models
of Levin and Wen [44].
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In infinite volume, a structure of superselection sectors appears, which are labeled by (topological)
charges, or anyons. Hence a fundamental question in the classification of such topological phases of matter
is how to extract the physical properties of the anyons from first principles. And moreover, based on the
topological nature of the anyons, one expects that this structure remains unchanged if the underlying system
is perturbed a little. Or in other words, it is expected that the superselection sectors form an invariant of
the topological phase.
In this paper we develop the mathematical tools to extract this “anyonic charge content” from first
principles, and show that this is indeed an invariant of topological phases. To make the latter statement
more precise, recall that a standard notion of equivalence of gapped ground states of quantum spin systems
considers two states to be in the same phase if they are ground states of local Hamiltonians that are
gapped and that can be continuously deformed into each other without closing the gap, possibly requiring
in addition that certain symmetries are preserved [18, 19]. Instead of just continuity, one can demand
the stronger condition that the path of Hamiltonians is piecewise C1 [6, 57, 58, 59], presumably without
loss of generality. Since we wish to use results from [5], in this work we will only consider such piecewise
differentiable paths. A typical way of obtaining such a path of gapped ground states is by gently perturbing
the dynamics of the original system. In this paper we show that the structure of the anyons is stable under
such perturbations of the dynamics.
Since we are interested in gapped quantum phases, we need to know that the perturbation does not close
the gap. Stability properties of the spectral gap for topologically ordered states have been well studied.
Bravyi, Hastings and Michalakis [12] first showed that for topologically order systems with frustration-free
Hamiltonians and commuting interaction terms the spectral gap is stable under local perturbations, uniform
in the system size. A topologically ordered state therefore belongs to a gapped ground state phase [5], and
further, this phase is a topological phase. This result was generalized to Hamiltonians with non-commuting
terms by Michalakis and Zwolak [48]. Existing results regarding the stability properties of the anyon structure
are however rather limited, but see [12, 32, 38, 40]. Our methods are applicable to a wider class of models
and retain more of the structure of the anyons.
We will now outline the main ideas behind our approach and the technical challenges that we have to
address. Mathematically the properties of the anyons are described by a modular tensor category (see for
example [62]). A modular tensor category is in particular a fusion category, and these have a property known
as Ocneanu rigidity. This essentially says that such categories do not have non-trivial deformations. That
is, one cannot continuously deform them to obtain a new, inequivalent fusion category. Following ideas of
Ocneanu, Blanchard and Wassermann, this has been shown for the more general “multi-fusion” case in [25].
While this suggests that the anyonic structure indeed should be stable, it does not provide a satisfactory
answer to our question. In particular, what is missing is that it is not clear how to obtain a modular tensor
category in the first place after perturbing the dynamics. Hence, the question whether the coefficients that
can be used to define the modular tensor category depend continuously on, for example, the strength of the
perturbation is not a priori well defined.
To address this issue we present a method that allows us to define a braided tensor category describ-
ing anyonic charges that is robust with respect to general, uniformly small perturbations of the model
Hamiltonian. Our approach to describing the superselection sectors is inspired by work in local quantum
physics, starting with Doplicher, Haag and Roberts (DHR) in the 1970’s [20, 21], who considered bosonic
and fermionic sectors. Later, in the late 80’s, this was extended by Fredenhagen, Rehren, and Schroer,
and later also by Fro¨hlich and Gabbiani to describe sectors with braided statistics [28, 29, 30]. Although
these authors were interested in relativistic (and conformal) field theories in low dimensions, many of the
ideas developed there can be adapted to quantum spin systems after taking into account some fundamental
technical differences [50].
The key realization in this approach is that charged states can be obtained by composing localized (that
is, acting non-trivially only on a part of the system) endomorphisms of the observable algebra with the
ground state (or vacuum) of the quantum system. They are also transportable: for a different localization
region one can find a unitary equivalent (to the original) endomorphism that is localized in that region.
Physically these two conditions mean that charges can be localized in suitable regions, and can be moved
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around in the system. This leads to a semigroup of such endomorphisms, the semigroup operation being
composition of morphisms (or fusion). Studying this semigroup along the lines of the DHR program, one
can for example recover the full modular tensor category in the abelian quantum double models [26, 50].
For perturbations of the quantum double models, however, the analysis of previous approaches breaks
down. The reason is that generally it is not possible to localize charges exactly in a region, which is a
prerequisite for the DHR approach to work. Consider a path of gapped ground states of local Hamiltonians,
informally denoted by H(s) = H(0) + Φs, where s ∈ R is a parameter, for example related to the strength
of the perturbation. Then, generically ω0, a ground state of H(0), is not a ground state of the perturbed
dynamics, and the question is what the superselection sectors are with respect to the new ground (or
reference) state. If these perturbations are sufficiently regular and s small enough, the results mentioned
above imply that the gap stays open [11, 12, 48]. This allows us to apply the spectral flow automorphism
of [5], which yields a cocycle s 7→ αs ∈ Aut(A), such that ωs ≡ ω0 ◦ αs is a ground state of H(s).
Naively, since αs is an automorphism, it seems reasonable to expect that one could just compose the
semigroup of automorphisms from the DHR analysis with this αs to get the sectors of the perturbed theory.
This is however much more subtle: αs in general does not send local observables to strictly local observables.
Hence the sectors obtained in this way lose their strict localization property, and the DHR analysis breaks
down. A related reason is that in the definition of the tensor product (which describes fusion and braiding
of the anyons), it is necessary to extend the endomorphisms to slightly larger von Neumann algebras. The
automorphisms αs however act on the level of the C
∗-algebra of observables, and it is far from clear if they
can be extended to the von Neumann algebras.
Fortunately, however, αs is quasi-local, in the sense that it satisfies a Lieb-Robinson type of bound.
See [55] for a detailed discussion of quasi-local maps. In particular, while αs(A) may not be strictly local
for local A, it can be approximated by local operators where the error term decreases faster than any power
law in the size of the support for a suitably chosen sequence of approximating operators. Motivated by
these observations, we introduce the notion of an almost localized endomorphism, generalizing the notion of
a localized endomorphism. Again, equivalence classes of such endomorphisms will correspond to the different
types of anyons. To get the full structure of the anyons, we define a braiding of such endomorphisms.
Our study of the almost localized endomorphisms is motivated by the notion of bi-asymptopia introduced
by Buchholz et al. [14]. Qualitatively they consider a similar situation, where one has to deal with a lack
of strict localization. We show that endomorphisms satisfying a certain superselection criterion lead to bi-
asymptopia in a natural way. This criterion encodes the desired physical properties: almost localization and
the ability to move anyons around. The bi-asymptopia can then in turn be used to define the full braided
tensor structure on the sectors by using the results of [14]. And moreover, the result agrees with the DHR
analysis in the case of strict localization.
The construction of the bi-asymptopia hinges on the almost locality of the endomorphisms. Hence if
applying some automorphism preserves this almost locality, this leads to a new set of bi-asymptopia. This
is in particular true for the automorphisms αs coming from the spectral flow. They satisfy a Lieb-Robinson
type of bound. Although these are usually stated for observables of finite support, they can be extended to
quasi-local observables localized in cone-like regions. Such regions are precisely the localization regions of
interest for 2D topologically ordered models with anyons. These bounds can then be used to show that one
can “perturb” the original almost localized endomorphisms, and obtain a new superselection theory that is
equivalent to the original one.
The result of this analysis is then applied to obtain the second major result of this paper: the stability of
abelian quantum double models. We show that under an additional (but natural) assumption on the energy
of certain excitations, using the automorphic equivalence result of [5], that the superselection structure
is invariant under a broad range of perturbations of the model. That is, the perturbed model and the
unperturbed model give rise to the same braided tensor C∗-category describing the anyonic excitations.
The paper is organized as follows. In the next section, we first recall the basic setting, fix our notations
and assumptions, and give an overview of our main results. Section 3 discusses the superselection criterion
and contains the proof of the main result. In Section 4 we consider suitable perturbations of the dynamics
and their effect on the superselection structure. We conclude by applying the general theory to the class of
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abelian quantum double model in Sec. 5. The proof of Lieb-Robinson bounds for cone localized observables
is deferred to the Appendix, as are a brief overview on the spectral flow automorphisms, and on braided
tensor categories. Some results in this work were first reported as part of the Ph.D. dissertation of MC [16].
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2 Assumptions and main results
In this section we first state our main assumptions and give an overview of the most important results.
For the convenience of the reader, we recall the basic definitions and introduce our notation. For further
background on the C∗-algebraic approach to quantum spin systems see for example [9, 10].
Let Γ = Zν be the cubic lattice in Rν with metric d(x, y) = |x− y|. We choose a cubic lattice for
convenience. Most results can be easily generalised to other underlying sets, as long as Γ is regular enough
(e.g., the number of points in a ball of size r does not grow faster than a power of r). We will mostly work
in the case Γ = Z2. To each x ∈ Γ assign a finite dimensional Hilbert space Hx. Let P0(Γ) denote the set of
finite subsets of Γ. For Λ ∈ P0(Γ) we define the Hilbert space of states for the composite system as the tensor
product space HΛ ≡
⊗
x∈ΛHx with the corresponding algebra of observables AΛ = B(HΛ). If Λ1 ⊂ Λ2 there
is a natural inclusion of AΛ1 ↪→ AΛ2 via the map A 7→ A⊗ IΛ2\Λ1 . This gives a local net of C∗-algebras and
allows us to define the algebra of local observables as Aloc =
⋃
Λ∈P0(Γ)AΛ and the C∗-algebra of quasi-local
observables as the norm completion A = Aloc‖·‖.
Let X ⊂ Γ be a potentially infinite set. We define the quasi-local algebra of observables in X as the
C∗-subalgebra AX ≡
⋃
Λ∈P0(X)AΛ
‖·‖ ⊂ A. An observable A is said to be localized in a set X if A ∈ AX .
The support of A is defined as the smallest set X such that A ∈ AX . Notice that when X ∈ P0(Γ) then we
have AX ∼= B(HX), and that AΓ = A.
A state on AΓ is a linear functional ω : AΓ → C such that ω(A) ≥ 0 if A ≥ 0 and ω(I) = 1. The set
of all states is denoted A∗+,1 and is a weak∗-compact convex set, its extremal points are called pure states.
For each state ω, the GNS construction gives a triple (piω,Ωω,Hω) where piω : AΓ → B(Hω) is a cyclic
∗-representation, Ωω is a cyclic vector, and ω(A) = 〈Ωω, piω(A)Ωω〉. It can be shown that ω is a pure state
if and only if its GNS representation is irreducible. Since the quasi-local algebra is simple, and thus each
∗-representation is faithful, we will often abuse notation when the context is clear and identify piω(A) = A.
2.1 Reference state and main assumptions
The discussion above applies to general quantum spin systems. For our analysis we need a reference state
ω0, roughly playing the role of the vacuum in relativistic quantum field theories. We will first describe some
of the assumptions on ω0 that we require. In particular, let ω0 be a pure state, and write (pi0,Ω0,H0) for the
corresponding GNS representation. As mentioned earlier, in concrete models there typically is a canonical
choice for the reference state. The example of abelian quantum double models will be discussed below. In
addition to purity, we will require some additional properties. Again, these can be shown to hold in abelian
quantum double models. To introduce these assumptions it is necessary to first introduce the notion of a
cone. They should be thought of as the localization regions of the excitations of the models of interest.
Cones are chosen here partly for convenience, the precise shape is not that important: what is important is
that they extend to infinity and are without holes in the interior. For technical reasons we also want them
to be such that any finite region can be translated to the interior of the region.
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For concreteness, we will use round cones, with axis a ∈ Rν , ‖a‖ = 1, and opening angle 2α. We first
define cones with apex at the origin and then obtain the ones with arbitrary apex by translation. Let Λ¯α(a)
be the infinite open cone in Rν with apex at the origin, parametrized by a unit vector a ∈ Rν and α ∈ (0, pi):
Λ¯α(a) = {x ∈ Rν | x · a > ‖x‖ cosα} .
For x ∈ Rν , we will write Λ¯α + x for the translated cone. We will write C for the set of all such cones and
Cα for the set with opening angle less than 2α. To simplify notation we will typically suppress the axis a in
the notation. Note that Rν itself is not a cone.
If the spin variables of the model are associated with the vertices, as above, we will consider cones Λα
in the lattice defined by Λα ≡ Λ¯α ∩ Zν . In models such as Kitaev’s quantum double model the spins are
associated with edges instead of vertices. In that case, we identify a cone with all edges such that both
endpoints lie within the cone Λ¯α ⊂ Rν . As a special case of translations, we also define Λα + n for integers
n ∈ Z as the translation over n times the unit vector pointing along the axis of the cone. By convention,
we choose this vector such that Λα + n ⊂ Λα for positive n. Note that translations behavior naturally with
respect to the operation of set complement, (Λα − n)c = Λcα + n.
For some of our constructions it is necessary that two cones, one contained in the other, have boundaries
that are sufficiently far apart. Or equivalently, we want the complement of one cone region to be sufficiently
far separated from some other cone. Here “sufficient” depends on the model of interest. More precisely, we
will require a technical property on the reference representation, called the approximate split property (or
rather, the strong approximate split property).
To define this later on, we need to consider a relation  on C as follows. Fix an integer n0 ≥ 1. The
choice of n0 is model-dependent. The relation is  is then defined by saying that Λ  Λ̂ if Λ ⊂ Λ̂ + n0.
Note that Λ Λ̂ implies d(Λ, Λ̂c) > 0. That is, the cones Λ and Λ̂c are spatially separated.
We now return to formulating our assumptions on the reference state ω0. Typically, ω0 would be a pure
and translation-invariant ground state for a dynamical system (A, τt = eitδ), that is, ω0 ◦ Tx = ω0 for all
x ∈ Zν where Tx is the natural action of Zν , and ω0(A∗δ(A)) ≥ 0 for A ∈ D(δ). In the standard DHR
analysis of sectors, the role of the reference state ω0 is played by the vacuum state. For any subset Λ ⊂ Γ,
denote the von Neumann closure in B(H0) by
R(Λ) ≡ pi0(AΛ)′′, (2.1)
where pi0 is the GNS representation of ω0 as before. If Λ is an infinite set the weak-operator closure R(Λ)
depends on pi0.
Clearly, if Λ  Λ̂ then the inclusion of quasi-local algebras AΛ ⊂ AΛ̂ implies the inclusion of cone
algebras R(Λ) ⊂ R(Λ̂). Usually these cone algebras are factors, but not of Type I. For instance, in the
frustration-free ground state of the Kitaev quantum double models the cone algebras are non-Type I infinite
factors [50]. We say that the inclusion is split [22] if there is a type I factor N such that R(Λ) ⊂ N ⊂ R(Λ̂).
Our main technical assumption on ω0 is that it satisfies a variant of the split property for the set of infinite
cones:
Definition 2.1. We say that ω0 satisfies a strong approximate split property for C if for each pair Λ, Λ̂ ∈ C
with Λ Λ̂ there exists a N > 0 and a type I factor N such that
R(Λ +N) ⊂ N ⊂ R(Λ̂) (2.2)
and
R(Λ̂c) ⊂ N ′ ⊂ R((Λ +N)c). (2.3)
Recall that  was defined in terms of some integer n0. In applications we choose this integer so that the
strong approximate split property as defined here holds. Notice that if n > N then sinceR(Λ+n) ⊂ R(Λ+N)
and R((Λ +N)c) ⊂ R((Λ + n)c) we can replace n for N in Eqs. (2.2) and (2.3).
The strong approximate split property can be interpreted as a statistical independence of the regions Λ
and Λ̂c [22, 64]. This will be used in Section 3.1 to establish locality properties of intertwiners. The strong
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approximate split property implies that if Λ  Λ̂ then the von Neumann algebra generated by the regions
Λ and Λ̂c satisfy R(Λ) ∨ R(Λ̂c) ' R(Λ)⊗R(Λ̂c) [22]. Here R(Λ) ∨ R(Λ̂c) is the smallest von Neumann
algebra generated by the two algebras, while R(Λ)⊗R(Λ̂c) is the von Neumann algebraic tensor product.
The symbol ' signifies that the two von Neumann algebras are naturally isomorphic, in the sense that the
map AB 7→ A ⊗ B for A ∈ R(Λ) and B ∈ R(Λ̂c) extends to a normal isomorphism of R(Λ) ∨ R(Λ̂c) and
R(Λ)⊗R(Λ̂c). In the case that ω0 is a ground state, we expect the strong approximate split property to be
closely related to the existence of a spectral gap. For quantum spin chains, i.e., one-dimensional systems,
Matsui showed the existence of a spectral gap implies a (non-approximate) split property in the ground
state [47]. In dimensions ≥ 2, however, we do not have a general theory that demonstrates the split property
but we do have interesting examples, such as the toric code model, for which it holds.
The condition on split inclusions we consider is approximate in the sense that if Λ Λ̂ then the regions
Λ and Λ̂c are spatially separated, whereas the split property means that R(Λ) ⊂ N ⊂ R(Λc)′, see for
example [46]. That is, there is only a minimal separation assumption on the volumes Λ and Λc. In algebraic
quantum field theory a similar split condition is considered. The condition we assume is strong in that sense
that each split inclusion (2.2) is paired with a dual split inclusion (2.3).
It is useful to relate Eq. (2.3) to Haag duality for cones, that is, R(Λ)′ = R(Λc). In particular, Eq. (2.2)
and Haag duality imply (2.3). Let Λ Λ̂ and suppose there exists a type I factorN such that Eq. (2.2) holds.
Then, taking commutants, we have R(Λ) ⊂ N ⊂ R(Λ̂) ⇐⇒ R(Λ̂)′ ⊂ N ′ ⊂ R(Λ)′. With Haag duality the
right hand side is equivalent to R(Λ̂c) ⊂ N ′ ⊂ R(Λc). Thus, the type I factor N ′ gives a split inclusion for
the cone algebras R(Λ̂c) ⊂ R(Λc). From this it follows that the strong approximate split property holds for
the frustration-free ground state of Kitaev’s abelian quantum double models [26]. It should also be noted
that the split property itself does not hold for cones, since R(Λ) is not a Type I factor [50].
In our results we do not need to assume Haag duality, and therefore only assume that the strong ap-
proximate split property holds. However, we do not know of any models for which the strong approximate
property holds but Haag duality fails.
2.2 Superselection structure
Superselection sectors can be identified with equivalence classes of (irreducible) representations of the ob-
servable algebra AΓ. Physically, this means that it is not possible to make coherent superpositions of vector
states in different representations, or equivalently, it is not possible to obtain a vector state in one represen-
tation by acting with observables on a vector state in an inequivalent representation. This can be interpreted
as a form of charge conservation: it is not possible to go from a charged state to a state with a different
(total) charge. Hence it stands to reason that one can learn something about these charges (or, in our case,
anyons) by studying sets of representations of AΓ and their intertwiners.
The first issue that one encounters is that a general C∗-algebra has very many inequivalent irreducible
representations, most of which are not physically relevant (for example because they describe states with
infinite energy). A superselection criterion is a criterion to select the relevant representations. For example,
for models such as the toric code, the following criterion is natural [50]. Consider representations pi such
that for any cone Λ, there is a unitary U (that may depend on Λ) such that
Upi(A)U∗ = pi0(A) for all A ∈ AΛc . (2.4)
This criterion means that we select those representations pi of AΓ that are unitarily equivalent to the reference
representation pi0 when restricted to observables outside an arbitrary cone Λ. The interpretation there is that
charges can be localized in a cone, and that moreover they are transportable, in the sense that we can move
the localization region around with unitary operators. In conformal or relativistic theories there are analogous
criteria, depending on the type of charges one wants to describe [15, 20, 31].
The second issue is that the set of representations has relatively little structure, compared for example
to endomorphisms of AΓ, which can be composed. It is therefore more convenient to work with endomor-
phisms. For the quasi-local algebra AΓ, it is known that any cyclic representation is equivalent to one
described by an asymptotically inner endomorphism [39]. That is, let pi be a cyclic representation and pi0
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the irreducible reference representation. Then there is a continuous path {Ut}t∈[0,∞) of unitaries in AΓ such
that ρ(A) = limt→∞ UtAU∗t for all A ∈ AΓ defines an endomorphism with pi unitarily equivalent to pi0 ◦ ρ.
Thus, considering only endomorphisms may not be so restrictive. The downside is however that one loses
control of locality in this approach. Alternatively, one can use Haag duality to pass from representations
to endomorphisms which do enjoy good locality properties [15, 20, 26]. Here we do not assume Haag du-
ality, but bypass this step by first restricting to representations that are obtained by composing pi0 by an
endomorphism that has suitable localization properties. It is possible that in some situations it may be
of interest to compare the analysis of sectors obtained by endomorphisms to the potentially larger family
obtained by representations, but for our purposes all representations of interest can be obtained by suitable
endomorphisms.
We now introduce the primary objects of interest. Let ∆ be a semi-group (with respect to composition)
of ∗-endomorphisms on AΓ. Let T∆ denote the set of all intertwiners T of pairs of endomorphisms in the
semigroup, i.e., (ρ, σ) ∈ ∆×∆:
Tρ(A) = σ(A)T, A ∈ AΓ.
Then (∆, T∆) is a C∗-category whose objects are ρ ∈ ∆ and arrows are intertwiners T∆. In the following,
we introduce a superselection criterion on the endomorphisms of AΓ, to obtain the semi-group ∆ which has
objects that are almost localized and transportable with respect to the reference state ω0. In that case it is
not sufficient to restrict to intertwiners in AΓ and it is necessary to redefine T∆ in terms of the reference
representation pi0.
For our purposes it is necessary to have good control on the localization of the endomorphisms. To
describe this, let F∞ denote the family of functions f : R+ × R+ → R+ such that f(n) ≡ f(, n) is non-
increasing in both variables and limn→∞ nkf(n) = 0 for all k ∈ N. Generally, we say that f ∈ O(n−∞),
since it goes to zero faster than any power of n. Notice that F∞ is closed under addition. The family F∞
will be used as a measure of locality for both operators and endomorphisms of AΓ.
Definition 2.2. A ∗-endomorphism ρ is said to be almost localized in a cone Λα ∈ C if there exists a function
f ∈ F∞ such that
sup
A∈AΛc
α+
+n
‖ρ(A)−A‖
‖A‖ ≤ f(n) for all 0 <  < pi − α, n ∈ N. (2.5)
The function f is called the decay function for ρ in Λα.
Note that the definition says that ρ is close to the identity outside a shifted cone with a slightly wider
opening angle than α, and the approximation improves the further we shift away the cone. In applications,
the localization cone Λα will be convex, that is, 0 < α < pi/2. By convention we do not consider the open
half-space (α = pi/2) as a convex cone.
For a ∗-endomorphism ρ, we consider the cyclic representation of the form (pi0 ◦ ρ,Ω0,H0). Let ρ ∼= ρ′
denote unitary equivalence of the corresponding representations, pi0 ◦ ρ ∼= pi0 ◦ ρ′. Since pi0 is faithful we will
often abuse notation to write pi0 ◦ ρ as simply ρ.
Definition 2.3. Let ρ be almost localized in Λα with a decay function f . We say that ρ is transportable
with respect to ω0 if for each cone Λ
′
β ∈ C there exists a ∗-endomorphism ρ′β almost localized in Λ′β such
that ρ ∼= ρ′β . Further, if β ≥ α then ρ′β can be chosen to have decay function f in Λ′β . Finally, we assume
that if β < α, there is some decay function g that works for all cones Λ′β ∈ Cβ .
The last condition guarantees that if we transport to a smaller cone, the resulting almost localized
endomorphism is still transportable according to our definition. That is, we can consider smaller cones, at
the expense of having to choose a possibly worse decay function. For our purposes it would be enough to
require this only for angles above some small enough minimum angle β0 > 0, but relaxing this condition
complicates the proofs.
When the context is clear, we simply say that ρ is transportable. In translation invariant models, one
might expect the sectors to be translation covariant, that is T−x ◦ ρ ◦ Tx ∼= ρ for all x ∈ Zν . This would give
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transportability with respect to translations of cones. In addition to this, however, we need to be able to
rotate cones and decrease their opening angles as well. These symmetries do not have a natural action on the
lattice. In any case, for our results we do not need covariance, and hence we do not make this assumption.
Definition 2.4. A semi-group ∆ of endomorphisms of AΓ is said to satisfy the almost localized and trans-
portable superselection criterion for ω0 (or for its GNS representation pi0) if for all ρ ∈ ∆ there exists a cone
Λρα ∈ C such that ρ is almost localized in Λρα, and ρ is transportable with respect to the state ω0.
Note that transportability is defined with respect to the representation pi0. Consequently, it is natural
to also consider intertwiners with respect to this representation, and redefine T∆ to be the set of operators
T ∈ B(H0) such that T intertwines pi0 ◦ ρ and pi0 ◦ σ for some ρ, σ ∈ ∆. To emphasize the dependence on pi0
we will use the notation T ∈ (ρ, σ)pi0 , although if the reference representation is clear from the context we
sometimes drop the subscript. With this notation, ρ ∼= σ precisely if there is some unitary T ∈ (ρ, σ)pi0 . An
equivalence class of such endomorphisms ρ such that pi0 ◦ ρ is irreducible is called a superselection sector or
simply a sector.
Now let A∆ be the C∗-subalgebra of B(H0) generated by AΓ and T∆. A technical difficulty in extending
∆ to a tensor C∗-category, and thus obtaining fusion rules for ∆, is that the endomorphisms ρ ∈ ∆ are
defined on AΓ but do not necessarily have a unique extension to A∆. A key result in this paper is that this
difficulty can be overcome. In particular, it shows that if ∆ satisfies the almost localized and transportable
superselection criterion then ∆ is a tensor C∗-category.
Theorem 2.5. Suppose ω0 satisfies the strong approximate split property for cones. Let ∆ be a semi-group
of endomorphisms satisfying the almost localized and transportable superselection criterion 2.4 and suppose
that each ρ ∈ ∆ is almost localized in a convex cone Λρα. Suppose there exists a convex cone K ∈ C such that
Λρα  (K +nρ)c for all ρ and some nρ ∈ N. Then, each ρ ∈ ∆ has a unique extension to a ∗-endomorphism
ρ̂ on A∆ and ∆ is a tensor C∗-category. Furthermore, if ν ≥ 2 then ∆ is a braided tensor C∗-category.
This formulation of the theorem follows directly from Theorems 3.9 and 3.13 below. The proof, which
is inspired by [14], can be divided into two main steps. First, we prove norm locality estimates on the
intertwiner maps T∆, which do not necessarily belong to the quasi-local algebra. Indeed, we show that if
T ∈ (ρ, σ) and ρ and σ are almost localized in a cone Λα, then T is ‘almost localized’ in the same cone.
Second, we construct an asymptopia, as introduced in [14], for ∆. More specifically, for each ρ, ρ′, σ, σ′ ∈ ∆
we construct sequences of unitaries such that ρ(A) = limn→∞ U∗nAUn and σ(A) = limn→∞ V
∗
nAVn, and
given R ∈ (ρ, ρ′) and R′ ∈ (σ, σ′),
lim
m,n→∞ ‖[VnRU
∗
m, R
′]‖ = 0. (2.6)
Heuristically, the limit above describes a procedure in which the intertwiner R is moved to infinity in a
direction disjoint from the support of R′, and thus the interwiners are said to be asymptotically abelian. Eq.
(2.6) is motivated by the following formal calculation,
‖Rρ(R′)− σ(R′)R‖ = lim
m,n→∞ ‖RU
∗
mR
′Um − V ∗nR′VnR‖ = lim
m,n→∞ ‖VnRU
∗
mR
′ −R′VnRU∗m‖,
where this is formal in the sense that ρ(R′) and σ(R′) may not be well defined, since the intertwiners need
not be in AΓ. When ν ≥ 2 a similar construction leads to a bi-asypmtopia for ∆, and further, the results of
[14] give a braided tensor C∗-structure for ∆.
The cone K can be interpreted of as a forbidden direction and is used in the construction of the auxiliary
C∗-algebra [15, 50], BK ≡
⋃
x∈Zν R((K + x)c)
‖·‖
=
⋃
n∈NR((K + n)c)
‖·‖
. Indeed we will show that the
intertwiners belong to the auxiliary algebra. In principle, the tensor structure on ∆ may depend on the
choice of K. However, we show in Lemma 3.10 that is not the case.
The use of the cone K is necessary mainly for technical reasons. In particular, we need to extend our
endomorphisms to endomorphisms of a larger algebra which contains the intertwiners, in order to define the
monoidal product. The cone K provides us with a canonical way to define this algebra (see equation 3.5
below). In the case that we consider, the choice also provides a canonical choice of direction in which we
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can move charges to infinity, in such a way that we can guarantee that no other charges are in the way.
This will be useful to prove various commutativity bounds, which are crucial in extending the approximately
localized endomorphisms to act on the intertwiners. At the same time, using the same auxiliary algebra as
in the unperturbed case [50] makes it easier to relate these results to our present analysis. And finally, in
the 2D case that we are interested in, it can be used to define unambiguously when a cone is to the “left”
of another one, which is necessary in order to define a braiding. We will come back to this point later. As a
final remark we mention that it is possible to avoid the use of a forbidden direction by considering different
“coordinate patches” (see for example [30]). This would however complicate our analysis for an end result
which is essentially the same.
2.3 Dynamics of quantum spin systems and Lieb-Robinson bounds
To discuss specific models, we have to define the dynamics of the model. This allows us to talk about ground
states, and more generally, about quantum phases. For our problem ground states play a fundamental role:
typically in the models of interest to us, there is a “preferred” ground state, for example because it is the
only ground state that is invariant with respect to translations. This then gives a natural reference state
ω0, and via the GNS construction also a reference representation, which is necessary for the discussion of
superselection sectors. This is analogous to the role the vacuum plays in relativistic theories. We will now
state our assumptions on the dynamics.
To define dynamics for a quantum spin system we first recall the notion of interactions. An interaction
is a map Φ : P0(Γ) → Aloc such that Φ(X) ∈ AX and Φ(X)∗ = Φ(X). For a finite subset Λ ⊂ Γ, the local
Hamiltonians and the Heisenberg dynamics corresponding to Φ are given, respectively, by
HΛ ≡
∑
X⊂Λ
Φ(X) and τΛt (A) ≡ eitHΛAe−itHΛ .
They describe the time evolution due to all interactions within the region Λ.
If the interaction is sufficiently local, that is, the norm ‖Φ(X)‖ decays sufficiently fast in diam(X), it
will be possible to define a dynamics on the infinite system. The full details for the range of interactions we
allow will be discussed in Sec. 4. For the purposes of the present discussion, one can simply assume Φ to be a
finite range interaction. That is, suppose there is a R > 0 such that Φ(X) = 0 if diam(X) > R and ‖Φ(X)‖
is uniformly bounded. Let Λn ∈ P0(Γ), n ≥ 1, be an increasing and exhausting sequence in Γ, that is, if
Λn ⊂ Λn+1 and Γ =
⋃
n Λn. Then, the norm limit τt(A) ≡ limn→∞ τΛnt (A) exists for all t ∈ R and A ∈ AΓ
[10]. The infinite volume dynamics τt defines a strongly continuous, one-parameter group of automorphisms
on AΓ. Locality estimates for the infinite volume dynamics are described by Lieb-Robinson bounds [10, 52].
In their simplest form, it says that for local observables A ∈ AX , B ∈ AY , we have
‖[τt(A), B]‖ ≤ 2CA,B‖A‖‖B‖ev|t|−d(X,Y ),
where CA,B may depend on the interaction and the size of the supports and their distance, and v ≥ 0 is
called the Lieb-Robinson velocity. It can be seen as an analogy to the speed of light in relativistic theories.
Under quite general assumptions, which we will discuss in detail in Section A, good bounds can be obtained
for CA,B . In particular we will need a Lieb-Robinson type of bound for observables that are localized in
infinite regions, such as the cones above.
A consequence is that the infinite volume dynamics is quasi-local in the sense that for A ∈ AX and
|X| <∞, the time-evolved observable τt(A) can be approximated exponentially well in the set X + v |t|+ l
for l > 0 and some v > 0 [52]. This again has an analog for cones. Such types of quasi-local maps appear in
various contexts, and do not always come from some dynamics. See [55] for an overview. In light of this, we
will sometimes call a family s 7→ αs of automorphism a quasi-local dynamics if it satisfies a Lieb-Robinson
bound as above. In fact, it is often enough to restrict to some interval, say s ∈ [0, 1]. In any case, the
key point to keep in mind is that if A is strictly local, αs(A) can be well approximated by strictly local
observables in such a way that the support of the strictly local approximations does not grow too quickly.
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2.4 Stability under deformation by a quasi-local dynamics
The category ∆ that was introduced in the previous section depends on the choice of reference representation
pi0. If the superselection structure of ∆ corresponds to a system of quasi-particle excitations then it is
expected that this structure is an invariant of a gapped ground state phase [12, 32, 42]. In particular, when
the quasi-particle excitations are anyons, this stability is expected to play a crucial role in the classification
of two dimensional topologically ordered phases [40]. Addressing these questions is the main motivation
behind the present work.
Our stability results for the superselection structure of ∆ are twofold. First, we show that if ∆ satisfies
the almost localization and transportability criterion then the superselection structure is stable under any
deformation of ∆ described by a quasi-local dynamics, in a sense that we will explain below. Second, we
apply this to show that the superselection sectors of anyons in the Kitaev abelian quantum double models
satisfy the almost localization and transportability criterion, and prove the superselection structure of anyons
is stable under any uniform and local perturbation that does not close the spectral gap in the ground state.
This provides a general framework to study the anyon structure of a topologically ordered system and prove
its stability.
The main result can be paraphrased as follows: given a (family of) automorphisms τt that act sufficiently
local, the sector structure ∆ is invariant under conjugation with τt. The precise conditions on τt are
introduced in Section 4, but one could think for example of dynamics satisfying a suitable Lieb-Robinson
type of bound. We note that τt need not be directly related to the dynamics of the underlying system.
Rather, it would typically be obtained as a “spectral flow” [5]. The important things is that it should be
sufficiently local, in the sense that for local observables A and B, the commutator ‖[τt(A), B]‖ should decay
super-polynomially in the distance between the supports of A and B. Alternatively, this means that τt(A)
can be well approximated by a strictly local observable A′, with error decaying super-polynomially in the
size of the support of A′. If this is the case, and ∆ is a semi-group of endomorphisms satisfying the almost
localized and transportable superselection criterion for ω0, it follows that τ
−1
t ◦ ∆ ◦ τt satisfies the same
criteria for the state ω0 ◦ τt.
Theorem 2.6. Let ν ≥ 2 and assume that we have a semi-group ∆ and reference state ω0 satisfying all the
assumptions of Theorem 2.5. Let t 7→ τt for t ∈ [0, 1] be a quasi-local dynamics in the sense of Section 2.3.
Then endomorphisms in τ−1t ◦∆◦ τt are localized and transportable with respect to ω0 ◦ τt, and the semigroup
forms a tensor category that is braided tensor equivalent to ∆.
The proof relies on estimates for the Lieb-Robinson bounds applied to two infinite disjoint cones, in
particular on how they depend on their separation. Estimates of this type were first proved by Schmitz
in [61]. For completeness, we include a proof and discussion of the Lieb-Robinson bounds for cones in
Appendix A.
These results can be applied to prove stability of abelian quantum double models. The details can be found
in Section 5, but the result is essentially as follows. Consider a path HΛ(s) of local Hamiltonians, with HΛ(0)
the Hamiltonian of the abelian quantum double model for some finite abelian group G. If the “perturbation”
along the path is sufficiently small, it can be proven that the Hamiltonians stay gapped [12, 48]. If in addition
the Hamiltonians are sufficiently local, and the path is piecewise C1, it is possible to relate the ground state
spaces along the path, at least those that are weak-∗ limits of finite volume ground states. We will denote
these sets by S(s). This can be done by adapting Hasting’s quasi-adiabatic continuation technique (or
spectral flow) to the infinite setting [5]. The result is that there are automorphisms τs (with s ∈ [0, 1]) such
that for the weak-∗ limits S(s) = S(0) ◦ τs. Moreover, it can be shown that τs can seen as resulting from
some time-dependent dynamics, and consequently the τs satisfy a corresponding Lieb-Robinson bound. This
puts us in a position to apply Theorem 2.6 to yield the following stability result:
Theorem 2.7. Let HΛ(s) be as described above, and write ∆(s) for the category of almost localized and
transportable endomorphisms with respect to ωs, the infinite volume ground state of the local dynamics
Λ 7→ HΛ(s). Assume moreover that the object is ∆(0) satisfy an additional “finite energy” criterion. Then
∆(s) is braided tensor equivalent to Rep(D(G)), the representation category of the quantum double D(G),
for all s ∈ [0, 1].
10
The finite energy criterion says that for every irreducible endomorphism ρ, ω0◦ρ is equivalent to one of the
known states from [17]. This criterion ensures that (for the unperturbed model) relaxing strict localization
to approximate localization does not introduce new sectors. We conjecture that this criterion is redundant
(at least for the abelian quantum double model), but are not aware of a proof.
3 Almost localized and transportable superselection sectors
We discuss some properties of the almost localized endomorphisms of Definition 2.2. Notice that if ρ is
almost localized in Λα then by increasing the opening angle of the cone we get that ρ is almost localized in
Λα+δ for all 0 ≤ δ < pi−α with the same decay function. On the other hand, if we decrease the opening angle
then ρ is no longer guaranteed to be almost localized in a cone with smaller opening angle. In particular, as
→ 0 the function f could diverge.
Perhaps the simplest example of an almost localized endomorphism is an exactly localized endomorphism,
for which by definition ρ(A) = A for A ∈ AΛc for some cone Λ. Such an endomorphism could be obtained as
follows. Let Un ∈ AΛα be a sequence of unitary operators each supported on the cone Λα and suppose the
limit ρ(A) ≡ limn→∞ U∗nAUn exists for all A ∈ AΓ. Then, ρ is a ∗-endomorphism with ρ(B)−B = 0 for all
B ∈ AΛcα , by locality, and it follows that ρ is exactly localized in Λα, and hence also almost localized in Λα.
It is well known that ρ is an inner automorphism if and only if the sequence Un converges in AΓ, but we are
mainly interested in examples where this is not the case, since by definition such automorphisms belong to
the trivial (reference) sector.
In Definition 2.2 the class of decay functions F∞ could in principle be weakened, however it is crucial
that composition of endomorphisms preserve the almost localized property, as in the following lemma.
Proposition 3.1. Let ρ and σ be almost localized in Λα with decay functions f and g, respectively. Then,
ρ ◦ σ is almost localized in Λα with decay function f + g.
Proof. This follows from the triangle inequality, since
sup
A∈AΛc
α+
+n
‖ρ ◦ σ(A)−A‖
‖A‖ ≤ supA∈AΛc
α+
+n
‖ρ‖‖(σ(A)−A)‖
‖A‖ +
‖ρ(A)−A‖
‖A‖
≤ f(n) + g(n),
where we use that ‖ρ‖ = 1.
There are some simple but useful properties that follow readily from the definition of almost localized
endomorphisms. Let ρ be almost localized in an infinite cone Λα with decay function f . Then, for any fixed
n ∈ N
sup
A∈AΛc
α+
+(n+n′)
‖ρ(A)−A‖
‖A‖ ≤ f(n+ n
′) for all n′ ∈ Z≥0.
Thus, ρ is almost localized in Λα − n with the decay function f(n + n′). If f is submultiplicative in the
second variable then f(n+ n
′) ≤ f(n)f(n′), thus recovering the same decay function up to a factor.
Consider translations of the cone Λα+x and the corresponding translated endomorphism ρx ≡ Tx◦ρ◦T−x,
with x ∈ Zν . Then,
sup
A∈AΛc
α+
−(x−n)
‖ρx(A)−A‖
‖A‖ = supA∈AΛc
α+
+n
‖ρx(Tx(A))− Tx(A)‖
‖Tx(A)‖
= sup
A∈AΛc
α+
+n
‖Tx(ρ(A)−A)‖
‖Tx(A)‖
≤ f(n)
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Thus, the shifted endomorphism ρx is almost localized in Λα+x with the same decay function. In particular,
for any sequence xn such that d(Λα + xn, 0)→∞ as n→∞ then
lim
n→∞
d(Λα+xn,0)→∞
‖ρxn(A)−A‖ = 0 for all A ∈ AΓ. (3.1)
Notice that almost localized property of ρ is defined on the level of the algebra of observables and does
not depend on the reference state ω0. In contrast, the transportability property (see Definition 2.3) has a
clear dependence on the reference state. In quantum spin models, like the toric code model, transportability
can typically be proven from the properties of the ground state such as path independence of string-like
operators and translation invariance.
Generally, any cyclic representation of the quasi-local algebra AΓ can be obtained by composing pi0
with an asymptotically inner endomorphism [39]. For localized and transportable endomorphisms, the
transportability property leads to natural choices for the sequence of unitaries. Here we give an explicit
construction for cyclic representations of the form pi0 ◦ ρ where ρ is almost localized and transportable.
Similar constructions have been considered in models for the electromagnetic charge [13].
Lemma 3.2. Let ρ be an almost localized and transportable ∗-endomorphism on AΓ. Then ρ is asymptotically
inner in B(H0). That is, there exists a sequence of unitary intertwiners Un ∈ B(H0) such that
ρ(A) = lim
n→∞U
∗
nAUn for all A ∈ AΓ. (3.2)
Note that we identify AΓ with pi0(AΓ) again.
Proof. Let Λα be a cone such that ρ is almost localized in Λα with decay function f . By transportability,
there exists a sequence of ∗-endomorphisms ρn almost localized in Λα+n with decay function f and unitary
operators Un ∈ (ρ, ρn) such that
ρn(A) = Unρ(A)U
∗
n for all A ∈ AΓ. (3.3)
Let  > 0 be given and A ∈ Aloc. Then, there exists N > 0 such that A ∈ AΛcα+−N . It follows that
‖ρ(A)− U∗nAUn‖ = ‖U∗n(ρn(A)−A)Un‖ = ‖ρn(A)−A‖
≤ f(n−N)‖A‖ → 0 as n→∞.
In the last inequality, transportability implies that each ρn can be assigned the same decay function f . Since
Aloc is dense in AΓ, we have ρ(A) = limn→∞ U∗nAUn for all A ∈ AΓ.
3.1 Locality structure for intertwiners
Let ρ and σ be ∗-endomorphisms. Recall that the space of interwiners is given by
(ρ, σ)pi0 ≡ {T ∈ B(H0) : Tpi0(ρ(A)) = pi0(σ(A))T,A ∈ AΓ},
where we use the subscript pi0 if we want to emphasize the dependence on the reference representation. When
the context is clear, we drop the subscript pi0 and write (ρ, σ) = (ρ, σ)pi0 , as we have done before. Notice
that if R ∈ (ρ, σ) and S ∈ (σ, τ) then
SRρ(A) = Sσ(A)R = τ(A)SR,
so that SR ∈ (ρ, τ) intertwines ρ and τ . Hence the set of ∗-endomorphisms of AΓ with intertwiners has
the structure of a category. We analyze the locality structure for intertwiners between almost localized
endomorphisms.
Since the intertwiners generally do not reside in the quasi-local algebra, the strong approximate split
property for ω0 will be crucial to establish a suitable C
∗-algebra for the set of intertwiners. More precisely,
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it will allow us to decompose the Hilbert space of the reference representation in a natural way into tensor
products. We can then approximate the intertwiner by an observable that acts on only one of the tensor
factors [53]. Using the strong approximate split property, this observable can be seen to be localized in one
of the cone algebras R(Λ). It should be noted that in general writing AΓ ∼= AΛ ⊗ AcΛ does not lead to a
tensor product decomposition of the corresponding von Neumann algebras (cf. [50, Sect. 5]).
Unlike in the situation where we have strictly localized endomorphisms and Haag duality, intertwiners
can no longer be strictly localized either, and it is necessary to look at almost localized operators. In the
context of local quantum physics, almost local observables were first introduced in [2] and further studied
in the context of quantum spin systems in [4, 61]. Here, we study almost localized observables of B(H0),
which by irreducibility coincides with the weak operator closure pi0(AΓ)w, with respect to a cone region.
The underlying idea is that if R is strictly localized in a cone Λ, it commutes with all observables localized
outside the cone. The definition here is an approximate version of that.
Definition 3.3. An operator A ∈ B(H0) is said to be almost localized in a cone Λα ∈ C if there exists a
function f ∈ F∞ such that
sup
B∈R(Λcα++n)
‖AB −BA‖
‖B‖ ≤ f(n) = O(n
−∞) for all 0 <  < pi − α. (3.4)
The function f is called the decay function for A in Λα.
Hence, just as in applications of Lieb-Robinson bounds, locality is expressed by the property that com-
mutators with operators outside of the localization region are small. Note that the supremum is over a
von Neumann algebra. The following lemma shows that instead it can be taken over the C∗-subalgebra of
observables AΛcα++n ⊂ R(Λcα+ + n).
Lemma 3.4. An operator A ∈ B(H0) is almost localized in a cone Λα if and only if there exists a function
f ∈ F∞ such that
sup
B∈AΛc
α+
+n
‖AB −BA‖
‖B‖ ≤ f(n) = O(n
−∞) for all 0 <  < pi − α.
Proof. The forward direction of the lemma follows directly from the fact AΛcα++n ⊂ R(Λcα+ + n).
Suppose there exists a function f ∈ F∞ such that
sup
B∈AΛc
α+
+n
‖AB −BA‖
‖B‖ ≤ f(n) = O(n
−∞) for all 0 <  < pi − α.
Let B ∈ R(Λcα+ + n) be such that ‖B‖ = 1. By Kaplansky’s density theorem the unit ball of AΛcα++n is
dense (in the strong operator topology) in the unit ball of R(Λcα+ +n). Hence there is a net Bλ ∈ AΛcα+ε+n
such that ‖Bλ‖ ≤ 1 and s- limBλ = B. By strong operator continuity of multiplication on bounded sets, we
have that AB −BA = s- limλABλ −BλA. Let ξ ∈ H0. We have that
‖[A,B]ξ‖ = lim
λ
‖ABλ −BλA ξ‖ ≤ ‖ξ‖ lim
λ
‖ABλ −BλA‖ ≤ ‖ξ‖f(n) lim
λ
‖Bλ‖.
It follows that ‖AB −BA‖ ≤ ‖B‖f(n), from which the result follows.
As a consequence, we get the following locality property for intertwiners.
Corollary 3.5. Let ρ and σ be almost localized in a cone Λα with decay functions f and g, respectively. If
R ∈ (ρ, σ) then R is almost localized in Λα with decay function ‖R‖(f + g).
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Proof. For all B ∈ AΓ we have that
‖RB −BR‖ ≤ ‖RB −Rρ(B)‖+ ‖Rρ(B)− σ(B)R‖+ ‖σ(B)R−BR‖
≤ ‖R‖(‖ρ(B)−B‖+ ‖σ(B)−B‖).
Therefore,
sup
B∈AΛc
α+
+n
‖RB −BR‖
‖B‖ ≤ ‖R‖(f(n) + g(n)),
from which the claim follows using the lemma.
The almost local property for operators A ∈ B(H0) suggest that if ω0 satisfies certain locality conditions
then A may be well approximated in some cone algebra R(Λ). Following [15, 50], we introduce a convex cone
Kκ with an arbitrary but small opening angle κ < pi determining a forbidden direction. For convenience, we
abuse notation to simply write K ≡ Kκ and K = Kκ+. Define the auxiliary algebra as
BK ≡
⋃
x∈Zν
R((K + x)c)
‖·‖
=
⋃
n∈N
R((K + n)c)
‖·‖
, (3.5)
where the second equality follows from the fact that for every x ∈ Zν there is an n ∈ N such thatK+n ⊂ K+x
and (K + x)c ⊂ (K + n)c.
Up to this point we have not used any of the assumptions on the reference state ω0. Now we will assume
ω0 satisfies the strong approximate split property and use it to establish operator norm estimates for the set
of intertwiners. These estimates are key in extending the almost localized endomorphisms to intertwiners.
Lemma 3.6. Suppose ω0 satisfies the strong approximate split property. Let Λα be a cone such that for
some  > 0 and x ∈ Zν it holds that Λα+  (K +x)c. If A ∈ B(H0) is almost localized in Λα then A ∈ BK .
Proof. Notice that for all n ∈ N we have that K + x+ n ⊂ Λcα+ + n.
Let δ > 0 be given and A ∈ B(H0) be almost localized in Λα. Then, there exists an N > 0 such that if
n > N then
‖AB −BA‖ ≤ f(n)‖B‖ < δ‖A‖‖B‖ for all B ∈ R(K + x+ n). (3.6)
Let n′ ∈ N be such that Λα+  (K + x+ n)c  (K + x+ n′)c. By the strong approximate split property
for ω0, if n
′ is chosen large enough then there is a type I factor N such that
R((K + x+ n)c) ⊂ N ⊂ R((K + x+ n′)c) (3.7)
R(K + x+ n′) ⊂ N ′ ⊂ R(K + x+ n). (3.8)
From (3.6) and (3.8) it follows that
‖AB −BA‖ ≤ δ‖A‖‖B‖ for all B ∈ N ′.
Applying Lemma 2.1 of [54] with B(H1) ∼= N and B(H2) ∼= N ′, there exists an operator A′ ∈ N such that
‖A−A′‖ ≤ δ‖A‖.
In other words, A is arbitrarily well approximated in norm by an operator A′ in the cone algebra R((K+y)c)
for some y ∈ Zν . Therefore, A ∈ BK .
In the setting above, we do not restrict the angle of the cone Λα but simply require that it be epsilon
bounded away from the cone (K + x)c. In what remains, we will consider endomorphisms almost localized
on convex cones. It is clear that if Λα is a convex cone then we could weaken the assumptions in Lemma 3.6
to simply the assumption that Λα  (K + x)c for some x ∈ Zν .
Consider now two endomorphisms ρ and σ. If ρ and σ are almost localized in the same convex cone Λα
with Λα ⊂ (K + x)c for some x, then Corollary 3.5 and Lemma 3.6 immediately yield that (ρ, σ) ⊂ BK .
However, if ρ and σ are almost localized on potentially different convex cones Λρα and Λ
σ
β , respectively, the
argument as above must be slightly modified.
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Corollary 3.7. Suppose ω0 satisfies the strong approximate split property. Let ρ and σ be almost localized
endomorphisms in convex cones Λρα and Λ
σ
β, respectively. If there is a convex cone K such that Λ
ρ
α 
(K + nρ)c and Λσβ  (K + nσ)c for some nρ, nσ ∈ Z then (ρ, σ) ⊂ BK .
Proof. By convexity, there exist  > 0 such that Λρα+  (K + n)c and Λσβ+  (K + n)c where n =
max{nρ, nσ}. In other words, Λρα ∪ Λσβ ⊂ (K + n)c ⊂ (K + n + 1)c. It follows that ρ and σ are almost
localized endomorphisms on the cone (K+n)
c. By Corollary 3.5, R ∈ (ρ, σ) is almost localized in (K+n)c
and (K + n)
c ⊂ (K/2 + n)c  (K + n′)c for some n′ ∈ N. Thus, the result is obtained by applying
Lemma 3.6.
It is possible to give a more precise characterization of the localization properties of R ∈ (ρ, σ), but we
will not need this.
3.2 Superselection structure
We assume throughout this section that ω0 satisfies the strong approximate split property.
Let ρ, ρ′, σ, σ′ ∈ ∆ and R ∈ (ρ, ρ′), R′ ∈ (σ, σ′). Sequences {Un} and {Vn} of unitary operators im-
plementing the asymptotically inner property for ρ and ρ′, respectively, as in Lemma 3.2 are not unique.
Motivated by the following formal calculation, that should hold independent of the choice of sequences,
‖Rρ(R′)− σ(R′)R‖ = lim
m,n→∞ ‖RU
∗
mR
′Um − V ∗nR′VnR‖ = lim
m,n→∞ ‖VnRU
∗
mR
′ −R′VnRU∗m‖,
the notions of asymptopia and bi-asymptopia were introduced in [14]. We will recall their definitions later.
The calculation above is formal in the sense that ρ(R′) and σ(R′) may not be well defined.
We consider a mapping U : ∆ 3 ρ 7→ Uρ where each Uρ is a family of unitary sequences implementing the
asymptotically inner property for ρ.
Definition 3.8 ([14]). An asymptopia for ∆ is a mapping K : ρ 7→ Kρ, with ρ ∈ ∆, where each Kρ is a stable
family of sequences of unitary operators in B(H0), that is, closed under taking subsequences, such that for
each {Um} ∈ Kρ we have
ρ(A) = lim
m→∞U
∗
mAUm for all A ∈ AΓ,
and for any ρ, ρ′, σ, σ′ ∈ ∆ given R ∈ (ρ, ρ′) and R′ ∈ (σ, σ′), and {Um} ∈ Kρ and {Vn} ∈ Kρ′ ,
lim
m,n→∞ ‖[VnRU
∗
m, R
′]‖ = 0.
We will later need to consider different asymptopia simultaneously, and will generally use the notation
K,U or V. The last condition will allow us to make sense of expressions like ρ(T ), for T an intertwiner. This
is essential in defining the tensor product (and hence, fusion rules) on ∆. More precisely, consider S ∈ (ρ, ρ′)
and T ∈ (σ, σ′). We will define extensions ρK (and similarly for the others) to an algebra that contains S
and T . Then, we can define
(ρ⊗ σ)(A) ≡ ρK ◦ σ(A), S ⊗ T ≡ SρK(T ). (3.9)
A formal calculation shows that indeed S ⊗ T ∈ (ρ⊗ σ, ρ′ ⊗ σ′).
In our case, ∆ will be a family of the almost localized and transportable endomorphisms. The first
goal is to show that these naturally lead to a choice of asymptotia. Moreover, they allow us to extend the
localized endomorphisms of AΓ to an algebra containing also the intertwiners. To this end, let A∆ be the
C∗-subalgebra of B(H0) generated by AΓ and T∆. We then have the following result.
Theorem 3.9. Let ∆ be a semi-group of endomorphisms of AΓ satisfying the almost localized and trans-
portable superselection criterion of Definition 2.4, and suppose that each ρ ∈ ∆ is almost localized in a convex
cone Λρα. Suppose there exists a convex cone K ∈ C such that for all ρ ∈ ∆ we have Λρα  (K + nρ)c for
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some nρ ∈ N. Then, there exists an asymptopia K : ρ 7→ Kρ for ∆. Furthermore, each ρ ∈ ∆ has a unique
extension to a ∗-endomorphism ρK of A∆ such that for each {Um} ∈ Kρ we have
ρK(A) = lim
m→∞U
∗
mAUm for all A ∈ A∆,
and (ρ, σ) = (ρK, σK) for all ρ, σ ∈ ∆. Moreover, ∆ is a tensor C∗-category, where the tensor operation is
defined as in equation (3.9).
Proof. We construct an asymptopia K for ∆ based on the forbidden region K. Let ρ ∈ ∆ be given. Define
Kρ as the set of sequences of unitaries {Um} with the following properties:
1. ρ(A) = limm→∞ U∗mAUm for all A ∈ A;
2. there is an ({Um}) > 0 (i.e., only depending on the sequence), an increasing sequence km ∈ N and
a sequence of ∗-endomorphisms ρm such that ρm is almost localized in K−({Um}) + km with decay
function fρ independent of m (but which may depend on the sequence);
3. Um intertwines ρ and ρm, that is, Um ∈ (ρ, ρm).
We first show that Kρ is non-empty, using an argument similar to the proof of Lemma 3.2. Choose some
0 <  < κ. Then by the transportability assumption, given an increasing sequence km, there is a sequence
of endomorphisms ρm almost localized in K− + km, with some decay function fρ which can be chosen
independently of m, since the opening angle of the cones is the same. For each m we can then choose a
unitary Um ∈ (ρ, ρm), and we set ({Um}) ≡ . An argument similar to that in the proof of Lemma 3.2
shows that the sequence ρm will converge pointwise to the identity,
lim
m→∞ ‖ρm(A)−A‖ = limm→∞ ‖ρ(A)− U
∗
mAUm‖ = 0, (3.10)
and hence Kρ is non-empty. By construction, the family Kρ is stable, that is, any subsequence of {Um} will
also belong to Kρ.
Let ρ, ρ′, σ, σ′ ∈ ∆, R ∈ (ρ, ρ′) and S ∈ (σ, σ′). Consider {Um} ∈ Kρ and {Vm′} ∈ Kρ′ . It follows that
Vm′RU
∗
mρm(A) = Vm′Rρ(A)U
∗
m = Vm′ρ
′(A)RU∗m = ρ
′
m′(A)Vm′RU
∗
m.
so that Vm′RU
∗
m ∈ (ρm, ρ′m′) is an intertwiner. By Corollary 3.5, Vm′RU∗m is an almost localized operator in
K− + min{km, k′m′} with decay function g ≡ ‖R‖(fρ + fρ
′
) for  = min{({Un}), ({Vm′})}. In particular,
the following inequality holds whenever min{km, k′m′} > n > 0,
sup
A∈R((K+n)c)
‖[Vm′RU∗m, A]‖
‖A‖ ≤ g(min{km, k
′
m′} − n).
Let ′ > 0 be given. By assumption, if n > max{nσ, nσ′} then Λσα,Λσ
′
β ⊂ (K + n)c. Thus, Corollary 3.7
implies that S ∈ BK . Therefore, there existsN > 0 such that for n ≥ N there is an operator Sn ∈ R((K+n)c)
with ‖Sn‖ ≤ ‖S‖ and the approximation ‖S − Sn‖ < ′‖S‖. It follows that
‖[Vm′RU∗m, S]‖ ≤ ‖[Vm′RU∗m, Sn]‖+ 2‖R‖‖S − Sn‖
≤ ‖S‖g(min{km, k′m′} − n) + 2′‖R‖‖S‖.
Taking the limit as m,m′ →∞ and since ′ > 0 was arbitrary we have that
lim
m,m′→∞
‖[Vm′RU∗m, S]‖ = 0.
Therefore, K is an asymptopia for ∆. Applying Theorem 4 of [14] we recover that ρ extends uniquely to a
∗-endomorphism ρK on A∆ and satisfies the properties as listed in the theorem.
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The tensor product on ∆ was defined in equation (3.9). A calculation shows that for all A ∈ AΓ,
(R⊗ S)ρ ◦ σ(A) = RρK(S)ρ(σ(A)) = RρK(Sσ(A)) = ρ′(σ′(A))RρK(S)
= ρ′ ◦ σ′(A)(R⊗ S),
and thus R⊗ S ∈ (ρ ◦ σ, ρ′ ◦ σ′). It follows that ∆ is a tensor C∗-category.
If every object ρ ∈ ∆ can be almost localized in a fixed convex cone Λα then any convex cone K satisfying
K ⊂ (Λα + 1)c will satisfy the assumptions of Theorem 3.9.
For a fixed reference state ω0 the asymptopia K, defined in Theorem 3.9, are determined by a forbidden
region K. In principle, a choice of different cones could lead to different asymptopia, and in particular, a
different tensor structure. However, for the tensor product to be related to the physical procedure of fusing
charges it is important that the tensor structure on ∆ is independent of the forbidden region. This is the
case. To see this, consider a path of cones. More precisely, choose cones Ki ∈ C, with i = 1, . . . , n, such that
for each i = 1, . . . n− 1 we have either Ki ⊂ Ki+1 or Ki+1 ⊂ Ki. This allows for an interpolation argument
(compare for example with [20, Sect. 4]).
Lemma 3.10. Let ∆ be a C∗-category satisfying the almost localized and transportable superselection cri-
terion 2.4 and suppose that each ρ ∈ ∆ is almost localized in a convex cone Λρα. Suppose that there exists
a path of cones K1, . . . ,Kn ∈ C such that for all ρ ∈ ∆ we have Λρα  (Ki + nρi )c for some nρi ∈ N and
i = 1, . . . , n. Then, the asymptopias K1 and Kn (as defined in Theorem 3.9) determine the same tensor
structure on ∆.
Proof. It is enough to show that if K˜1 ⊂ K˜2 (with Λα  (K˜2 + nρ)c for some nρ), then the corresponding
asymptopias K˜i from Theorem 3.9 yield the same tensor structure. For this it is enough to show that the
K˜i are contained in a common asymptopia [14]. But since K˜1 ⊂ K˜2, from the construction in the theorem
it is clear that every sequence in K˜1 is also in K˜2.
Given a tensor C∗-structure on ∆, a braiding is a unitary intertwiner ρ,σ ∈ (ρ⊗σ, σ⊗ρ) satisfying some
natural additional conditions. Physically, a braiding describes an interchange of the charges labeled by ρ
and σ. Intuitively, if ρ and σ are almost localized in Λα a braiding could be performed by first transporting
ρ to a far away cone ΛUα and σ in the opposite direction to a cone Λ
V
β , see Figure 1. By the almost localized
property, after this transportation the charges would approximately commute, in the sense that for the
transported endomorphisms we have ρ′ ◦σ′ is close to σ′ ◦ ρ′. Transporting the charges back would complete
the braid. In the following we make this argument precise.
Definition 3.11 ([14]). Suppose ∆ is a tensor C∗-category of endomorphisms on AΓ. A bi-asymptopia for
∆ is a pair of mappings U : ρ 7→ Uρ and V : ρ 7→ Vρ where Uρ and Vρ are stable families of unitary sequences
such that for the following hold:
1. for each {Um} ∈ Uρ and {Vn} ∈ Vρ we have
ρ(A) = lim
m→∞U
∗
mAUm = lim
n→∞V
∗
nAVn for all A ∈ AΓ,
2. for ρ, ρ′ ∈ ∆ there exist {Um} ∈ Uρ, {U ′m} ∈ Uρ′ , {Vn} ∈ Vρ, and {V ′n} ∈ Vρ′ such that {Um ⊗ U ′m} ∈
Uρ◦ρ′ and {Vn ⊗ V ′n} ∈ Vρ◦ρ′ ,
3. and for R ∈ (ρ, ρ′) and S ∈ (σ, σ′) we have that
lim
m,m′,n,n′→∞
‖U ′m′RU∗m ⊗ V ′n′SV ∗n − V ′n′SV ∗n ⊗ U ′m′RU∗m‖ = 0
for all Um ∈ Uρ, U ′m′ ∈ Uρ′ , Vm ∈ Vσ, and V ′m′ ∈ Vσ′ .
The tensor product is that of Theorem 3.9.
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Figure 1: A sample configuration of cones ΛUα , Λ
V
β and K satisfying the conditions set for the bi-asymptopia
{U ,V} of ∆. Here ΛUα is to the left of ΛVβ with respect to K.
The bi-asymptopia can be used to define a braiding, as we will do below. Before we continue it should be
noted that bi-asymptopia generally are not unique, and consequently different choices may lead to different
braidings. One can order bi-asymptopia by inclusion, and then it can be seen that two bi-asymptopia yield
the same braiding if they lie in the same path component. It should be noted that this phenomenon already
appears in the case of strict cone localization in ν = 2. There one has to make a choice if for ρ,σ one has
to move ρ to the “left” and back, or to the “right” and back. The notion of left and right can be defined
in terms of an auxiliary cone K, which can be regarded as a “forbidden” direction. To do this, consider
the auxiliary cone K and two cones Λ1 and Λ2, such that they are mutually disjoint. Now consider a circle
large enough such that it contains the apexes of all three cones. Then the intersection of the cones with the
circle gives us three disjoint intervals, which we denote I1, I2 and IK . We say that Λ1 is to the left of Λ2, if
we can rotate the interval I1 counter clockwise along the circle in such a way that it will first intersect with
IK before it intersects with I2. The choices of moving left or moving right generally lead to distinct (but
nevertheless related) braidings (the argument is similar to the compact case described in for example [34]).
Remark 3.12. If the spatial dimension is ν > 2, it is no longer possible to define “left” and “right” in this
way. This however is no issue: in this case one can continuously deform one cone into another without
either crossing the auxiliary cone K or a fixed localization cone Λ. As a consequence the definition of the
braiding does not depend on the relative position of the cones, and the braiding is in fact a symmetry, in
the sense that interchanging two charges twice is the trivial operation. In other words, we only have bosons
and fermions.
We will not attempt to classify all possible braidings. Rather, the goal is to recover the braiding defined in
Ref. [50] for strictly localized sectors. To this end, consider ρ ∈ ∆. In the construction of the bi-asymptopia,
we have to choose cones ΛUα and Λ
V
β . We choose Λ
U
α to be to the left of Λ
V
β . Here “left” is defined as in [50]
and explained above. This is the situation depicted in Figure 1.
Theorem 3.13. Suppose ν ≥ 2 and ∆ satisfies the assumptions of Theorem 3.9. Then, there exists a
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bi-asymptopia {U ,V} for ∆ and given ρ, σ ∈ ∆ the following limit exists:
ρ,σ ≡ lim
m,n→∞(V
∗
n ⊗ U∗m)(Um ⊗ Vn). (3.11)
The limit is independent of the choice of {Um} ∈ Uρ and {Vn} ∈ Vσ, and we have ρ,σ ∈ (ρ⊗ σ, σ ⊗ ρ).
Furthermore, if R ∈ (ρ, ρ′) and S ∈ (σ, σ′) then
ρ′,σ′(R⊗ S) = (S ⊗R) ρ,σ (3.12)
and if τ ∈ ∆ then
ρ◦σ,τ = (ρ,τ ⊗ 1σ)(1ρ ⊗ σ,τ ) (3.13)
ρ,σ◦τ = (1σ ⊗ ρ,τ )(ρ,σ ⊗ 1τ ). (3.14)
Here 1σ ≡ I, seen as the trivial intertwiner from σ to itself. That is, the braiding is natural in both variables,
and satisfies the braid equations. Hence ∆ is a braided tensor C∗-category.
Proof. Let ΛUα and Λ
V
β be convex cones in C such that for some  > 0 and x ∈ Zν we have ΛUα+  (K +x)c,
ΛVβ+  (K + x)c and ΛUα+  (ΛVβ )c. Moreover we choose ΛUα to the left of ΛVβ , as explained above. For
instance, see Figure 1 for a sample configuration on Z2. A similar configuration exists for all ν ≥ 2, where
for ν > 2 the choice for “left” or “right” is not important any more. We will freely use Lemma 3.10 on the
independence of the cone in the definition of the tensor product.
Construct families of unitary sequences Uρ and Vρ analogously to Kρ as defined in Theorem 3.9, except
in the construction the role of the cone K is played by the cones ΛUα and Λ
V
β , respectively. If {Um} ∈ Uρ
then ρ(A) = limm→∞ U∗mAUm for all A ∈ AΓ and there exists an increasing sequence km ∈ N and a sequence
of ∗-endomorphisms ρm such that ρm is almost localized in ΛUα−({Um}) + km with decay function f , chosen
independent of m, and Um ∈ (ρ, ρm). Uρ is stable, non-empty, and the sequence ρm converges pointwise to
the identity, see (3.10). We define Vρ similarly where ΛVβ will play the analogous role for ΛUα .
Let ρ, ρ′ ∈ ∆ and {Um} ∈ Uρ and {U ′m} ∈ Uρ′ . For all A ∈ AΓ we have
lim
m→∞(Umρ(U
′
m))
∗AUmρ(U ′m) = lim
m→∞U
∗
mρm(U
′∗
m)Aρm(U
′
m)Um = ρ ◦ ρ′(A)
where ρ(U ′m) exists by Theorem 3.9 and for the second equality we used (3.10). Moreover, Umρ(U
′
m) ∈
(ρ ◦ ρ′, ρm ◦ ρ′m). Using Proposition 3.1 one can find ({Umρ(U ′m)}) > 0 and appropriate integers km as in
the proof of Theorem 3.9. It follows that {Um ⊗ U ′m} ∈ Uρ◦ρ′ .
Let ′ > 0 be given. For ρ, ρ′, σ, σ′ ∈ ∆ and {Um} ∈ Uρ, {U ′m′} ∈ Uρ′ , {Vn} ∈ Vσ and {V ′n′} ∈ Vσ′
we have that U ′m′RU
∗
m ∈ (ρm, ρ′m′) and V ′n′SV ∗n ∈ (σn, σ′n′). By Corollary 3.5 and the construction
of U and V, the intertwiner U ′m′RU∗m is almost localized in ΛUα− + min{km, km′} with decay function
2‖R‖f and V ′n′SV ∗n is almost localized in ΛVβ− + min{kn, kn′} with decay function 2‖S‖g, where  =
min{({Um}), ({U ′m′}), ({Vn}), ({V ′n′})}. Thus, there exists M,N > 0 and RM ∈ R((ΛUα + M)c) and
SN ∈ R((ΛVβ +N)c) such that for all m,m′, n, n′ sufficiently large we have that ‖U ′m′RU∗m − RM‖ < ′‖R‖
and ‖V ′n′SV ∗n − SN‖ < ′‖S‖. It follows that
‖U ′m′RU∗m ⊗ V ′n′SV ∗n − V ′n′SV ∗n ⊗ U ′m′RU∗m‖
= ‖U ′m′RU∗mρm(V ′n′SV ∗n )− V ′n′SV ∗n σn(U ′m′RU∗m)‖
≤ 3‖R‖‖V ′n′SV ∗n − SN‖+ 3‖S‖‖U ′m′RU∗m −RM‖
+ ‖R‖‖ρm(SN )− SN‖+ ‖S‖‖σn(RM )−RM‖+ ‖RMSN − SNRM‖
< 6′‖R‖‖S‖+ 2‖R‖‖S‖(f(N +m) + g(M + n)).
Taking the limit as m,m′, n, n′ →∞ and since ′ > 0 was arbitrary, gives that U and V form a bi-asymptopia
for ∆. The result follows from Theorem 8 of [14].
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Here we include a calculation showing that ρ,σ intertwines ρ⊗ σ with σ ⊗ ρ. A crucial point is that ρm
and σn, being almost localized in far removed disjoint cones, commute asymptotically:
ρ,σ(ρ⊗ σ)(A) = lim
m,n→∞(V
∗
n ⊗ U∗m)(Um ⊗ Vn)ρ(σ(A)) = lim
m,n→∞V
∗
n σn(U
∗
m)Umρ(Vn)ρ(σ(A))
= lim
m,n→∞V
∗
n σn(U
∗
m)Umρ(σn(A)Vn) = lim
m,n→∞V
∗
n σn(U
∗
m)ρm(σn(A)Vn)Um
= lim
m,n→∞V
∗
n σn(U
∗
m)σn(ρm(A))ρm(Vn)Um = lim
m,n→∞V
∗
n σn(U
∗
mρm(A))ρm(Vn)Um
= lim
m,n→∞V
∗
n σn(ρ(A)U
∗
m)ρm(Vn)Um = lim
m,n→∞σ(ρ(A))V
∗
n σn(U
∗
m)Umρ(Vn)
= lim
m,n→∞σ(ρ(A))(V
∗
n ⊗ U∗m)(Um ⊗ Vn)
= (σ ⊗ ρ)(A)ρ,σ
Calculations along the same lines as above hold to show properties (3.12), (3.13), and (3.14).
In case one has Haag duality for cones and strictly cone-localized charges one can do the usual sector
theory, as we discussed earlier. For sector theory of almost localized sectors to be a proper generalization of
this case, at least the tensor product defined above should coincide with the original definition. Fortunately,
this turns out to be the case.
Proposition 3.14. Suppose that Haag duality for cones hold. Then on strictly localized and transportable
endomorphisms, the tensor product coincides.
Proof. Recall that in the analysis of strictly cone-localized sectors one first chooses an auxiliary cone K and
define an auxiliary algebra AK ≡ ⋃x∈Z2 R((K + x)c)‖·‖, see [50]. Choose K to be the cone of Theorem 3.9.
Let ρ be strictly localized in some cone Λ that is disjoint from K+x for some x. Then one can show that ρ has
a unique weakly continuous extension ρK to AK . This is done by choosing a unitary V such that V ρ(A)V ∗
is localized in the auxiliary cone K + x for some x. Then, by localization, it follows that ρ(A) = V ∗AV for
all A ∈ A(K+x)c . Hence ρK(A) ≡ V ∗AV , now with A ∈ R((K + x)c), is a weakly continuous extension of ρ.
Note that the choice of V does not matter: for another choice W , V AV ∗ = WAW ∗ = ρ(A) on A(K+x)c ,
and hence by weak continuity their extensions coincide on R((K + x)c). In particular, one can choose
the unitaries Um from the asymptopia Kρ, as defined in the proof of Theorem 3.9. It is then clear that on
A∆∩R((K+x)c) the extensions ρK and ρK coincide. Moreover, by Haag duality one can show that T ∈ (ρ, σ)
is in R(Λ) for any cone Λ containing the localization regions of both ρ and σ, hence ρK(T ) = ρK(T ), and
both tensor products coincide.
Since the morphisms in the category are the intertwiners in both cases, the following follows immediately.
Corollary 3.15. There is a full and faithful monoidal functor from the category of strictly localized and
transportable endomorphisms to ∆.
This still leaves open the possibility that there are sectors in ∆ that are not equivalent to a strictly
localized sector. In other words, the inclusion might not be an equivalence of braided tensor categories.
We will show later that – under the additional assumption that a natural energy criterion is satisfied – the
categories are indeed equivalent.
4 Stability of the superselection structure
The results in the previous section show that we can define a braided tensor C∗-category ∆ of almost
localized and transportable endomorphisms. It is important to remember that the notion of transportability,
and hence ∆ itself, depends on the choice of reference representation pi0. In this section we study what
happens if we change the reference representation pi0.
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In general, there does not need to be a relation between the categories ∆ for two reference representations
pi0 and pi
′
0. To give an example, consider two finite abelian groups |G1| = |G2| which are not isomorphic.
Then one can consider the corresponding abelian quantum double models [42]. In the thermodynamic limit,
both models have the same underlying quasi-local algebra AΓ, and both have a unique, translation invariant
pure ground state ωG10 and ω
G2
0 , with corresponding ground state representations. Since automorphisms
act transitively on the pure states of AΓ, see for example [37, Thm. 12.3.4], it follows that there is an
automorphism α ∈ Aut(AΓ) such that piG10 ◦α = piG20 . Nevertheless, the corresponding categories of localized
and transportable endomorphisms are not equivalent [26]. As a corollary, our results show that α must be
highly non-local. A similar result has been obtained by Haah using different methods [32, Thm. 4.2].
Recall that two ground states of gapped local Hamiltonians H(0) and H(1) respectively are said to be
in the same phase if there is a continuous path of gapped local Hamiltonians t 7→ H(t) with H(0) and
H(1) as given. One way to get examples of such paths is to perturb a given local Hamiltonian. Under
suitable conditions, one can show that the perturbed ground state is related to the unperturbed one via an
automorphism αs [5], see Appendix B for the main points. This automorphism is local, in the sense that
it satisfies a Lieb-Robinson type of bound. This is the proper generalization in the thermodynamic limit of
local unitary circuits [18]. This is the type of automorphisms that we will be interested in. In the remainder
of this section we will work this out in detail.
As before we restrict to the case Γ = Zν , with distance function d(x, y) = |x− y|. The automorphisms
that we are interested in are typically obtained as the dynamics generated by local dynamics, where the
strength of the local interactions should decay fast enough for the dynamics to be defined at all. To make
this precise, we follow [52] and first introduce F-functions. A function F : R≥0 → R≥0 is called an F-function
for Zν if it is monotone decreasing and satisfies
‖F‖0 = sup
x∈Γ
∑
y∈Γ
F (d(x, y)) <∞ (uniform integrability), (4.1)
CF = sup
x,y∈Γ
∑
z∈Γ
F (d(x, z))F (d(z, y))
F (d(x, y))
<∞ (convolution identity). (4.2)
It can be checked that the function F (r) = 1(1+r)ν+ is an F−function for all  > 0. Let b > 0 and
g : R≥0 → R≥0 be uniformly continuous, non-decreasing and sub-additive, that is, g(x+ y) ≤ g(x) + g(y). If
F is an F-function, then
Fbg(r) ≡ e−bg(r)F (r) (4.3)
also is an F-function. These properties are satisfied by the following functions:
g(r) = rα for 0 < α ≤ 1, (4.4)
g(r) =
{ r
lnp(r) if x > e
p(
e
p
)p
if x ≤ ep . (4.5)
When the context is clear, we will abuse notation and denote Fb(r) ≡ e−brF (r).
One measure of locality in quantum spin system is by commutator bounds. Let X,Y ∈ P0(Γ). If
d(X,Y ) > 0 then [A,B] = 0 for all A ∈ AX and B ∈ AY . To measure the diffusion or spreading of a
dynamics τΛt , Lieb and Robinson [45] considered bounding the commutator [τ
Λ
t (A), B]. Since the Heisenberg
dynamics are non-relativistic, it is generally expected that the commutator norm is non-zero at any finite
time t > 0. In the relativistic case, the commutator is non-zero only if τt(A) and B are not spacelike
seperated. The Lieb-Robinson bounds motivate the following definition.
Definition 4.1. A one-parameter family of automorphism τt ∈ Aut(AΓ) is called a quasi-local dynamics
if there exist an F−function F and constants v, CF > 0 such that for any A ∈ AX and B ∈ AY with
d(X,Y ) > 0,
‖[τt(A), B]‖ ≤ 2‖A‖‖B‖
CF
(ev|t| − 1)
∑
x∈X
∑
y∈Y
F (d(x, y)) (4.6)
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for any t ∈ R.
Quasi-local dynamics are typically generated by a short-ranged interaction map. Here we consider inter-
actions Φ satisfying a finite F -norm, that is,
‖Φ‖F ≡ sup
x,y∈Γ
1
F (d(x, y))
∑
X⊂Γ:
x,y∈X
‖Φ(X)‖ <∞. (4.7)
Let Φ be an interaction with a finite F -norm. Then, for any increasing and exhausting sequence Λn, that is,
if Λn ⊂ Λn+1 and Γ =
⋃
n Λn, the norm limit τt(A) ≡ limn→∞ τΛnt (A) exists for all t ∈ R and A ∈ AΓ [52].
Here τΛnt is the dynamics generated by the local Hamiltonian HΛn ≡
∑
X⊂Λn Φ(X). The limiting dynamics
τt defines a strongly continuous, one-parameter group of automorphisms on AΓ. The convergence is uniform
for t in compact sets and is independent of the sequence Λn. Moreover, if Φ satisfies a finite F -norm, then τt
satisfies a Lieb-Robinson bound [52] and is a quasi-local dynamics with the same F-function. The estimate
of the form (4.6) given in [52, Theorem 2.1] is stated for observables with finite supports X and Y and for
the dynamics generated by the interactions in a finite set. However, since the LHS of (4.6) is continuous as
a function of A and B on Aloc, and the size of the region for which the dynamics are defined do not appear
in the bound, the bound extends directly to A ∈ AX and B ∈ AY for infinite sets X and Y , and gives
a non-trivial estimate as long as the RHS is finite. Indeed, showing that it is finite in interesting cases of
quasi-local observables is a key technical tool in our analysis.
4.1 Lieb-Robinson bound for cones
In the definition of almost localized endomorphisms, we consider operators in two cone regions. However, if
X,Y ⊂ Γ are infinite regions then the bound in (4.6) may not be better than the trivial bound 2‖A‖‖B‖.
For X,Y ∈ C and Y ⊂ Xc two far separated cone regions, we show that the bound (4.6) recovers a good
approximation. Results of this type were first discussed and proved in the unpublished thesis of Schmitz [61].
For completeness, and because access to [61] is not readily available, we present the results here. The bounds
here are crucial in proving stability of the superselection structure.
We first state our assumptions.
Assumption 4.2. Let g : R≥0 → R≥0 be uniformly continuous, non-decreasing and sub-additive. We
assume that for all b > 0 and k ∈ N there exists a t0 > 0 such that for all t > t0,∫ ∞
t
rke−bg(r)dr ≤ Kb,ktl(k)e−bg(t). (4.8)
for some positive function Kb,k > 0 and affine function l(k).
By uniform continuity, if g satisfies Assumption 4.2 then limr→∞ rke−bg(r) = 0 for all k ∈ N. From the
following inequalities ∫ ∞
t
rke−brdr ≤ k + 1
b
tke−bt for t > k,∫ ∞
t
rke−b
r
ln2 r dr ≤ 2k + 3
b
t2k+2e−b
r
ln2 r for t > e4,
(see Lemma 2.5 of [5]) we see that for example the functions
g(r) = r and g(r) =
r
ln2 r
satisfy Assumption 4.2.
The main result in this section is the following Lieb-Robinson bound for cones.
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Theorem 4.3. Suppose g satisfies Assumption 4.2 and Φ has a finite Fbg-norm for some b > 0. Let X ∈ Cα
(i.e., X is some cone Λα) and define Y,n ≡ (Λα+ − n)c. Then there exists an affine function l˜ and vbg > 0
such that for all 0 ≤ α < pi, 0 <  < pi − α, and observables A ∈ AX and B ∈ AY,n ,
‖[τt(A), B]‖ ≤ 2‖A‖‖B‖Cd(X,Y,n)l˜(ν)evbg|t|−bg(d(X,Yn,) sin ), (4.9)
where
n sin(α+ ) ≤ d(X,Y,n) ≤ n sin(α+ ) + 2 (4.10)
and C is non-increasing in  and only depends on ν, b and α.
Proof. Substituting the bound found in Lemma A.1 into the Lieb-Robinson bound (4.6) gives the result.
The quasi-locality of the dynamics τt can be interpreted by measuring the growth of the support of a
time-evolved observable. Let Λ ∈ P0(Γ) be a finite subset and take X ⊂ Λ. For any observable A ∈ AΛ
consider the conditional expectation
〈A〉Xc ≡
∫
U(Xc∩Λ)
U∗AUµ(dU), (4.11)
where µ is the normalized Haar measure on the family of unitary operators U(Xc ∩ Λ) ⊂ AΛ, that is,∫
U(Xc∩Λ) µ(dU) = 1. If A ∈ AX then A commutes with U(Xc) so that 〈A〉Xc = A. Moreover, invariance
of the Haar measure implies that 〈A〉Xc commutes with any unitary localized in AΛ∩Xc , and hence it is an
element of AX . In particular, 〈〈A〉Xc〉Xc = 〈A〉Xc for all A ∈ AΛ.
We first recall how Lieb-Robinson bounds can be used to obtain a local approximation of the time
evolution of a local operator. Let n > 0 and denote Bt(X,n) = {y ∈ Γ : d(y,X) ≤ vbg |t| + n}. Suppose
A ∈ AX . Applying the Lieb-Robinson bound (4.6), it follows that
∥∥τt(A)− 〈τt(A)〉Bct (X,n)∥∥ =
∥∥∥∥∥
∫
U(Bct (X,n))
[τt(A), U ] µ(dU)
∥∥∥∥∥ (4.12)
≤ sup
U∈U(Bct (X,n))
‖[τt(A), U ]‖ (4.13)
≤ Ka‖A‖ |X| (1− e−vgb|t|)e−bg(n), (4.14)
whereKa is a constant (which can be calculated explicitly by doing the double summation in the bound (4.6)).
Now let X ⊂ Zν be a potentially infinite subset, e.g., X = Λα an infinite cone. Denote the following
subsets of Zν by
ΛL ≡ [−L,L]ν ∩ Zν , XL ≡ X ∩ ΛL, and XcL ≡ ΛL \XL.
Definition 4.4. We define 〈 · 〉Xc : AΓ → AX ∼= AX ⊗ I ⊂ AΓ by
〈A〉Xc ≡ lim
L→∞
〈A〉XcL = limL→∞
∫
U(XcL)
U∗AUµ(dU) for all A ∈ AΓ, (4.15)
where the limit is in the norm sense.
Lemma 4.5. The operator 〈A〉Xc is well defined: the limit (4.15) exists and is unique, and 〈A〉Xc ∈ AX .
Proof. Let  > 0 be given. By density of Aloc in AΓ there exists L > 0 and an operator AL ∈ AΛL such that
‖A−AL‖ < .
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For any n,m > L we have that
‖〈A〉Xcm − 〈A〉Xcn‖ ≤ ‖〈A〉Xcm − 〈AL〉Xcm‖+ ‖〈A〉Xcn − 〈AL〉Xcn‖+ ‖〈AL〉Xcm − 〈AL〉Xcn‖
=
∥∥∥∥∥
∫
U(Xcm)
U∗(A−AL)Uµ(dU)
∥∥∥∥∥+
∥∥∥∥∥
∫
U(Xcn)
U∗(A−AL)Uµ(dU)
∥∥∥∥∥
≤ 2,
where we use that 〈AL〉Xcm = 〈AL〉Xcn = AL for the last term. Thus, the sequence 〈A〉XcL is Cauchy in AX
and its limit is defined to be the operator 〈A〉Xc ∈ AX .
This result can be combined with the Lieb-Robinson bound for cones, to approximate time-evolved
observables localized outside cones (compare with [61, Satz II.8]).
Corollary 4.6. Suppose g satisfies Assumption 4.2 and Φ has a finite Fbg-norm for b > 0. Let X and Y,n
as from Lemma A.1. Denote Y,n(t) ≡ (Λα+ − (d vbg|t|a + ne))c. Then, there exists an affine function l˜ such
that for all 0 ≤ α < pi, 0 <  < pi − α, and A ∈ AX ,
‖〈τt(A)〉Y,n(t) − τt(A)‖ ≤ C‖A‖d(X,Y,n(t))l˜(ν)e−bg(d(X,Y,n(t)) sin ), (4.16)
where ⌈
vbg |t|+ n
⌉
sin(α+ ) ≤ d(X,Y,n(t)) ≤
⌈
vbg |t|+ n
⌉
sin(α+ ) + 2,
and C is non-increasing in  and only depends on ν, b and α. In particular,
lim
n→∞n
k‖〈τt(A)〉Y,n(t) − τt(A)‖ = 0 for all k ∈ N. (4.17)
Proof. The proof is similar to the argument given for the finite volume case (4.14) where we take the limit
as in Lemma 4.5. Equation (4.17) comes from a similar argument to the proof of Corollary A.3.
The bounds in Theorem 4.3 and Corollary 4.6 have exact generalizations for quasi-local dynamics.
4.2 Stability
Let τt be a quasi-local dynamics for some Fbg with b > 0. We will consider endomorphisms of the form
τ−1t ◦ ρ ◦ τt. In a later section, we will argue why if ρ describes a charge in an unperturbed system, the new
endomorphism corresponds to a charge in a perturbed system. The main result of this section is that the
evolution by a quasi-local dynamics will preserve the defining property of almost-localized endomorphisms.
The main tool in the proof will be the Lieb-Robinson bound for cones that was established in the previous
section.
Suppose g satisfies Assumption 4.2. Then, there exist an n0 > 0 such that for constants r, b, a > 0 and
C non-increasing in , the function
h(n) ≡
{
Cn
r
0e
−bg(an0) sin  if n ≤ n0
Cn
re−bg(an) sin  if n > n0
(4.18)
is in the class F∞. By Corollary 4.6, there are constants r, b, a > 0 such that
‖〈τt(A)〉Y,n(t) − τt(A)‖ ≤ h(n)‖A‖ (4.19)
for A localized in a cone X and Y,n(t) as defined above.
Lemma 4.7. Suppose that g satisfies Assumption 4.2 and τt is a quasi-local dynamics for some Fbg-function
and b > 0. If ρ is an almost-localized endomorphism in Λα with decay function f then for all t ∈ R, τ−1t ◦ρ◦τt
is an almost-localized endomorphism in Λα with decay function f/2(n/2) + 2h/2(vbg |t|+ n/2).
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Proof. Let  > 0 be given. By Corollary 4.6 and (4.19) we have that there exists constants C, r > 0 such
that if n is even then
sup
A∈AΛc
α+
−n
‖τ−1t ◦ ρ ◦ τt(A)−A‖
‖A‖ ≤ supA∈AΛc
α+
−n
‖ρ(〈τt(A)〉)− 〈τt(A)〉‖
‖A‖ + 2
‖〈τt(A)〉 − τt(A)‖
‖A‖ (4.20)
≤ f/2(n/2) + 2h/2(vbg |t|+ n/2), (4.21)
where 〈 · 〉 = 〈 · 〉Λα+/2+n/2.
Hence the above result says that almost localized endomorphisms are mapped to almost localized endo-
morphisms. This is in fact true for the complete tensor-C∗ structure on ∆, so that quasi-local dynamics can
be used to change the reference representation.
Theorem 4.8. Let ∆ is a semi-group of almost localized and transportable endomorphisms satisfying the
superselection criterion, Definition 2.4, for a reference state ω0. If τt is a quasi-local dynamics then for
all t ∈ [0, 1] the semi-group τ−1t ◦∆ ◦ τt satisfies the superselection criterion for the reference state ω0 ◦ τt.
Furthermore, for all ρ, σ ∈ ∆ we have that
(ρ, σ)pi0 = (τ
−1
t ◦ ρ ◦ τt, τ−1t ◦ σ ◦ τt)pi0◦τt . (4.22)
If in addition ∆ satisfies the assumptions of Theorem 3.13, then τ−1t ◦∆ ◦ τt with reference state ω0 ◦ τt is
a braided tensor C∗-category and is braided equivalent to ∆.
Proof. Let ρ ∈ ∆ be almost localized in a cone Λα. Then, by Lemma 4.7, τ−1t ◦ ρ ◦ τt is almost localized in
Λα. Thus, the first part of the superselection criterion is satisfied.
Let T ∈ (ρ, σ)pi0 . It follows that T ∈ (ρ ◦ τt, σ ◦ τt)pi0 and
T (pi0 ◦ τt) ◦ τ−1t ρ ◦ τt(A) = Tpi0 ◦ ρτt(A) = pi0 ◦ σ ◦ τt(A)T = (pi0 ◦ τt) ◦ τ−1t σ ◦ τt(A)T.
Thus, T ∈ (τ−1t ◦ ρ ◦ τt, τ−1t ◦ σ ◦ τt)pi0◦τt . A similar argument shows the reverse inclusion, and hence that
(ρ, σ)pi0 = (τ
−1
t ◦ ρ ◦ τt, τ−1t ◦ σ ◦ τt)pi0◦τt .
We now show that ρt ≡ τ−1t ◦ ρ ◦ τt ∈ τ−1t ◦∆ ◦ τt, where ρ ∈ ∆, is transportable with respect to pi0 ◦ τt.
Let Λ′β ∈ C be a cone. Since ρ is transportable there is a ρ′ almost localized in Λ′β and a unitary U such
that Upi0 ◦ ρ(A) = pi0 ◦ ρ′(A)U for all A ∈ AΓ. Let ρ′t ≡ τ−1t ◦ ρ′ ◦ τt. By Lemma 4.7 ρ′t, is almost localized
in Λ′β and by (4.22) we have that (ρ, ρ
′)pi0 = (ρt, ρ
′
t)pi0◦τt . Therefore, ρt is transportable for ω0 ◦ τt.
If in addition, ∆ satisfies the assumptions of Theorem 3.13 then ∆ is a braided tensor C∗-category.
Thus, τ−1t ◦∆ ◦ τt is a braided tensor C∗-category with braiding defined by τ−1t ◦ρ◦τt,τ−1t ◦σ◦τt ≡ ρ,σ. Define
a functor F by F (ρ) = τ−1t ◦ ρ ◦ τt and F (T ) = T on the intertwiners. It follows that
F (ρ⊗ σ) = τ−1t ◦ ρ ◦ σ ◦ τt = τ−1t ◦ ρ ◦ τt ◦ τ−1t ◦ σ ◦ τt
= F (ρ)⊗ F (σ).
Hence F is a ⊗-functor. From the first part of the proof it easily follows that F is a braided equivalence of
tensor C∗-categories.
5 Application: stability of abelian quantum double models
We are now in a position to apply the above analysis to a prototypical example of a topologically ordered
quantum spin system: Kitaev’s quantum double model. More precisely, we consider the model for an abelian
group G, and consider the quantum spin system and dynamics introduced by Kitaev [42]. It is well known
that its anyonic excitations are described by the representation theory of the quantum double D(G) of the
group algebra of G [8, 42]. The category of such representations is a modular tensor category (see e.g. [7,
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Ch. 2]). In the thermodynamic limit on the plane, the case that we are interested in here, this category has
been obtained using the sector analysis outlined above [26, 50].
The model has a gap above the ground state, which is stable under local perturbations [12]. Here we
apply the superselection criterion and stability results of the previous section combined with the techniques
of spectral flow [5] to in addition prove the stability of anyons in the abelian quantum double models. The
key idea is to consider the set S(s) of low-energy states. Here s parametrizes a path of perturbations, with
s = 0 being the unperturbed model. The set S(s) is essentially the set of weak∗ limits of states of the finite
model with energy below some fixed (volume-independent) threshold. This set can be understood using
techniques developed in previous work by the authors on classifying the infinite volume ground states of the
unperturbed model [17]. We then use the spectral flow [5] (or “quasi-adiabatic continuation” [35, 36]) to
relate S(s) to S(0). More precisely, this will yield a family of automorphisms αs that satisfy a Lieb-Robinson
type of bound, see Appendix B. Applying Theorem 4.8 will then lead to the desired conclusion.
We begin by recalling the main properties of the quantum double model. In the final subsection this will
be combined with the spectral flow to prove our main result of this section.
5.1 Kitaev’s abelian quantum double model
We recall the family of planar quantum double models for finite groups G as defined by Kitaev [42]. Although
the definition is the same for non-abelian groups, we will restrict to abelian G. We do expect that the stability
result is equally valid for non-abelian G, but a proof would require an extension of the sector analysis to
non-abelian groups.
Let B be the bond set of the planar square lattice Z2. To each e ∈ B we assign a |G|-dimensional Hilbert
space, C|G|, with an orthonormal basis denoted |g〉, with g ∈ G. To define the model we specify the local
Hamiltonians and the Heisenberg dynamics on the quasi-local algebra AΓ. The interaction terms of the local
Hamiltonian are non-trivial only on certain subsets of B, called stars and plaquettes. A star v is the set of
four edges sharing a vertex and similarly, a plaquette f is the set of four edges forming a unit square in the
lattice. Interaction terms are defined for each star and plaquette by
Av ≡ 1|G|
∑
g∈G
Agv, and Bf ≡ Bef , (5.1)
where the terms Agv and B
h
f are defined by
Here g is the inverse of g. Note that Av and Bf commute and are both projectors. The operator A
g
v can be
seen as gauge transformations, with Av projecting onto the invariant subspace, while Be projects onto the
states with trivial “flux” through a plaquette.
For Λ ⊂ B, denote the subset of stars and plaquettes contained in Λ as VΛ = {v ⊂ Λ : v is a star},
and FΛ = {f ⊂ Λ : f is a plaquette}. If Λ ∈ P0(B), the local Hamiltonians for the quantum double models
defined by Kitaev [42] are given by∑
v∈VΛ
(I −Av) +
∑
f∈FΛ
(I −Bf ) ≡ HΛ ∈ AΛ. (5.2)
Since the interaction terms are uniformly bounded and of finite range, the existence of global dynamics
t 7→ τt ∈ Aut(A) is readily established.
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For our analysis, following [17], it will be enough to consider square regions ΛL ⊂ B consisting of all edges
in [−L,L]2. We will denote HL = HΛL , HL = HΛL , and HperL the Hamiltonian with periodic boundary
conditions and likewise, FL = FΛL , VL = VΛL , and FperL and VperL the set of stars and plaquettes in the case
of periodic boundary conditions. The generator of the dynamics is the closure of the operator
δ(A) = lim
L→∞
[HL, A] = lim
L→∞
[HperL , A] for all A ∈ Aloc. (5.3)
It follows that the dynamics are given by τt(A) = e
itδ(A) for all A ∈ A.
The ground state space GL of the finite volume Hamiltonians HL simultaneously minimizes the energy
of each interaction term, that is, GL = kerHL. Equivalently, ΩL ∈ HL is a ground state if and only if
(I − Av)ΩL = (I − Bf )ΩL = 0 for all v ∈ VL and f ∈ FL. Consider a family of states {ωL}∞L=2 as
L → ∞, where ωL is an arbitrary extension of the state 〈ΩL, · ΩL〉 for ΩL ∈ GL to the quasi-local algebra
A. In particular, we could choose a product state. It can be shown that the sequence ωL(A) is eventually
constant for any local observable A [26]. This is essentially due to the local topological order condition, which
amounts to local observables being unable to distinguish ground states. Thus, the limit ω0 ≡ limL→∞ ωL
exists, and by the local topological order condition turns out to unique. For any v and f , choose L large
enough such that v ∈ VL and f ∈ FL. Since ωL is a ground state for the finite model it follows that
ω0(I−Av) = ωL(I−Av) = 0 and ω0(I−Bf ) = ωL(I−Bf ) = 0. Thus, we call ω0 the frustration-free ground
state. Note that it is translation invariant.
This ground state, which will play the role of the reference state, is pure, gapped and has a simple
ground state eigenvector in the GNS representation. Because of the spectral gap we also have exponential
decay of correlations [56]. Finally, ω0 satisfies the strong approximate split property, as in Definition 2.1, for
cones [26]. To summarize, we have the following properties:
Proposition 5.1. [1, 26] Let ω0 be the frustration-free ground state of the quantum double model for an
abelian group G, obtained as above. Then the following is true:
1. ω0 is a pure state;
2. if ω is a frustration-free ground state then ω = ω0;
3. let (pi0,Ω0,H0) be a GNS-representation for ω0 and H0 be the GNS Hamiltonian. Then, spec(H0) =
2Z≥0 with a simple ground state eigenvector Ω0;
4. ω0 satisfies the strong approximate split property for cones.
Hence ω0 fulfills the assumptions as stated in Theorems 3.13 and 4.8.
5.2 Stability of anyons for Kitaev’s abelian quantum double models
Recall that excitations of the quantum double model are formed by violating one or more of the frustration-
free conditions. Excitations live at sites. A site x = (v, f) is a pair of a vertex v and a face f of Λ such that
v is at the tip of one of the edges surrounding f .1 Write FL for all the faces of B that are contained in the
square [−L,L]2 with L > 0. Let SL denote the set of all sites x = (v, f) such that v ∈ Z2 ∩ [−L,L]2 and the
corresponding face f ∈ FL. We say that a site x = (v, f) is on the boundary of ΛL if v ∈ Z2 ∩ [−L,L]2 and
the corresponding face f ∈ FL+1 \ FL.
Excitations live at the end of ribbons. A ribbon ρ is an ordered sequence of adjacent sites (see [8] or
Section 3 of [17] for a more precise definition and more details). Ribbons carry an orientation, and we write
∂0ρ and ∂1ρ for the starting (respectively ending) site of ρ. Write Ĝ for the group of characters or G. For
each (χ, c) ∈ Ĝ × G and ribbon ρ there exists a ribbon operator Fχ,cρ such that if ρ is an open ribbon, i.e.
∂0ρ 6= ∂1ρ, then
HLF
χ,c
ρ Ω = Cρ(2− δχ,ι − δc,e)Fχ,cρ Ω. (5.4)
1In the abelian case one can treat the vertex and face case separately, but it is more convenient to consider them together.
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where
Cρ =
 2 if ∂iρ ∈ SL for i = 0, 11 if ∂iρ ∈ SL, ∂i+1ρ /∈ SL
0 if ∂iρ /∈ SL for i = 0, 1.
Hence we can create energy eigenstates using the ribbon operators. A precise inspection shows that the
energy increase is precisely due to the frustration-freeness condition being violated at the sites ∂iρ.
In the infinite volume, we consider a half-infinite ribbon ρ such that ∂0ρ = x ∈ SL for some L and write
∂1ρ = ∞ to indicate that the ribbon goes off to infinity. We also denote ρL = ρ ∩ ΛL for the part that is
contained in a finite box of width 2L. It was shown in [50] that the following limit exists (in norm) for all
A ∈ AΓ:
ρχ,c(A) ≡ lim
L→∞
Fχ,c∗ρL AF
χ,c
ρL . (5.5)
It defines an automorphism of AΓ which can be interpreted as describing a single excitation of type (χ, c).
This is vindicated by the following properties, where we use the notation ωχ,cx ≡ ω0 ◦ ρχ,c.
Proposition 5.2 ([26, 50]). Let (piχ,cx ,Ω
χ,c
x ,Hχ,cx ) be the GNS triple for ωχ,cx . Then:
1. piχ,cx are irreducible representations satisfying the selection criterion
pi0  AΛc ∼= pi  AΛc for all Λ ∈ C, (5.6)
2. for all sites x, x′ we have piχ,cx ∼= piχ,cx′ ,
3. if (χ, c) 6= (χ′, c′) then piχ,cx and piχ
′,c′
x are inequivalent representations,
4. if pi is irreducible and satisfies (5.6) then there exists a pair (χ, c) such that pi ∼= piχ,cx .
Thus, we say that the state ωχ,cx is a single excitation state of type (χ, c). Since these states satisfy the
superselection criterion, and the abelian quantum double models satisfy Haag duality for cones, it is possible
to analyze the sector theory, and one finds that it is given by the category Rep(D(G)).
The goal is to use the spectral flow dynamics to relate charged states of the perturbed model to the
unperturbed one. Hence as a first step we have to identify a suitable set Sqd of weak∗ limits of states. To
this end, note that elementary excitation have energy bounded by four as shown in (5.4). We consider the
set of all states in the infinite systems that have the same energy threshold as follows. Let SqdL be the set of
mixtures of eigenstates of HperL with energy in [0, 4] and Sqd be the set of all weak∗ limit points of the sets
SqdL .
The following classification theorem follows directly from Lemma 4.2 and Theorem 4.7 of [17].
Theorem 5.3. The state ωχ,cx ∈ Sqd for all (χ, c) ∈ Ĝ ×G and sites x. Furthermore, if ω ∈ Sqd is a pure
state then ω ∼= ωχ,cx for some (χ, c) ∈ Ĝ×G. Here Ĝ is the group of characters of G.
The energy threshold for Sqd was chosen such that each single excitation state is represented as a state
in the Sqd. In principle, this energy threshold could be increased without changing the sector theory: the
additional states one obtains can be obtained by local operations from states in Sqd, and hence will be
equivalent to them. There is also a natural physical interpretation of the criterion. Note that the most
interesting states are the single excitation states, which are weak∗ limits of states with uniformly bounded
energy. These states could be interpreted as having a pair of excitations, with one of them being moved off
to infinity. If limits of such states are in Sqd, that means that the energy cannot exceed a fixed upper bound
as we move one of them away. In other words, the energy criterion means that we restrict to charges which
are not confined.
To treat the perturbed and unperturbed model on equal footing, we have to modify the selection crite-
rion (2.4) slightly. Based on the results and discussion so far, we make the following definition.
Definition 5.4. Define the C∗-category of endomorphisms ∆qd with reference ground state ω0 as follows:
its objects are ∗-endomorphism ρ ∈ ∆qd satisfying
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1. ω0 ◦ ρ ∼= ω for some ω ∈ Sqd,
2. ρ is almost localized and transportable (see Definition 2.4).
We further assume that ∆qd satisfies the assumptions of Theorem 3.9. The arrows are the intertwiner spaces
(ρ, σ)pi0 for each ρ, σ ∈ ∆qd.
It should be stressed that the first criterion is about equivalence of representations. Applying local
operators to a state does not change the equivalence class of the corresponding GNS representation. Hence
we can create as many anyon pairs from the ground state as we want without violating the “energy criterion”.
Ultimately this is because we are only interested in the total charge of the representation, which is not changed
by local operations, since they always create pairs of conjugate charges.
Note that the irreducible representations satisfying the selection criterion (2.4) satisfy both criteria of
Definition 5.4, by Proposition 5.2 and Theorem 5.3. Hence the question is if relaxing strict localization to
almost localization (together with the energy condition) will give rise to new sectors. This turns out not
to be the case, and we recover the original category, Rep(D(G)). We refer to Appendix C for more on
equivalences of braided tensor categories.
The idea behind the proof is to construct a braided tensor functor from the category of the unperturbed
model with strict localization to the category of almost localized sectors. This category is known to be
equivalent to Rep(D(G)). For the two categories to be the same, this functor should be an equivalence of
categories, and moreover be braided.
Theorem 5.5. The category ∆qd is a braided tensor C∗-category and is braided tensor equivalent to the
category of finite dimensional representations of the quantum double of G, Rep(D(G)).
Proof. From Proposition 5.1, the frustration-free ground state ω0 is a pure state and has the strong approx-
imate split property. By construction, we may apply Theorem 3.13 directly to ∆qd to show that it can be
given the structure of a braided tensor C∗-category.
We now show that ∆qd is equivalent to the category constructed in Refs. [26, 50] (and hence equivalent
to Rep(D(G))). Write ∆ for this category. From Corollary 3.15 it follows that there is a full and faithful
monoidal functor F : ∆ → ∆qd. It is also essentially surjective. To prove this, let Λ ∈ C be a fixed
convex cone. Consider the superselection criterion selecting ∗-representations satisfying equation (5.6). Let
ρ ∈ ∆qd be such that pi0 ◦ ρ is irreducible. Then, by Theorem 5.3, we have that pi0 ◦ ρ ∼= piχ,cx for some
site x and (χ, c) ∈ Ĝ × G. By Proposition 5.2, piχ,cx satisfies the criterion (5.6) from which it follows that
pi0  AΛc ∼= pi0 ◦ ρ  AΛc . Recall that for each site x of Λ and (χ, c) ∈ Ĝ×G, the representation piχ,cx is given
by pi0 ◦ ρχ,cx where the automorphisms ρχ,cx can be constructed from an infinite ribbon supported entirely in
Λ. It follows that ρχ,cx ∈ ∆qd. Therefore, the irreducible objects of ∆qd and the irreducible representations
satisfying (5.6) are exactly equal (up to equivalence). It follows that F is essentially surjective, and hence
an equivalence of categories.
It remains to be shown that F is braided. Let ΛUα and Λ
V
β be as in Theorem 3.13. Suppose that ρ and σ
are localized in some cone Λ that is to right of ΛUα and to the left of Λ
V
β . The general case can be obtained by
transporting the sectors and using naturality of the braiding. Write ∆ρ,σ for the braiding of ∆. Let Um, Vn,
and the transported charges ρm, σn be as in Theorem 3.13. From localization and Haag duality, it follows
that σn(U
∗
m) = U
∗
m, and hence
(Vn ⊗ Um)∗(Um ⊗ Vn) = V ∗n ρ(Vn) = ∆ρ,σ. (5.7)
Note that by Lemma 4.2 of [50] the braiding ∆ρ,σ does not depend on the specific choice of charge transporters,
but only on the relative position of ρn and σ. Hence equation (5.7) does not depend on n. Taking the image
under F of equation (5.7), it follows with equation (3.11) that F (∆ρ,σ) = F (ρ),F (σ). The result then follows
from the discussion in Appendix C (see in particular Lemma C.1, together with Theorem 6.3 of [50] and its
generalization to finite abelian groups in [26]), and indeed we have a braided tensor equivalence of categories
∆qd → Rep(D(G)).
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The theorem shows that we might just as well use almost localized endomorphisms, even for the un-
perturbed model. As argued earlier, almost localization is the appropriate notion for the perturbed model.
Hence, we now consider perturbations of the quantum double models with periodic boundary conditions of
the form discussed in Section B.1. Let I0 = [0, 4] and I1 = [5,∞). Then, by stability of the spectral gap [12],
for some  > 0 and all 0 ≤ s <  there are intervals I0(s) and I1(s) with endpoint depending continuously
on s such that I0(0) = I0 and I1(0) = I1, there is a γ > 0 such that d(I0(s), I1(s)) > γ and the spectrum of
HL(s) splits into two disjoint sets: spec(HL(s)) = Σ
0
L(s) ∪ Σ1L(s) with Σ0L(s) ⊂ I0(s) and Σ1L(s) ⊂ I1L(s) for
all L. By equation (B.12), for each s the dynamics defined by HL(s) will satisfy a Lieb-Robinson bound.
Consider the set of elementary excitations for the perturbed quantum double model. Naturally, these
correspond to states with energy supported in the interval I0(s). Let SqdL (s) be the set of mixtures of
eigenstates with energy in I0(s) and Sqd(s) be the set of all weak∗ limit points of the sets SqdL (s). Recall
that by Theorem B.8 the spectral flow dynamics αs satisfies Sqd(s) = Sqd ◦ αs.
Define the C∗-category ∆qd(s) of ∗-endomorphisms with respect to the reference ground state ω0 ◦αs as
before. That is, ∆qd(s) has as objects all ρ satisfying:
1. ω0 ◦ αs ◦ ρ ∼= ω for some ω ∈ S(s),
2. ρ is almost localized and transportable with respect to ω0 ◦αs and further satisfies the assumptions of
Theorem 3.13.
The intertwiners are defined as before.
With this definition, we can now prove stability of the abelian quantum double models.
Theorem 5.6. The category ∆qd(s) is a braided tensor C∗-category and is braided tensor equivalent to the
category of finite dimensional representations of the quantum double of G, Rep(D(G)).
Proof. By construction, ∆qd(0) = ∆qd and thus is braided equivalent to Rep(D(G)) by Theorem 5.5.
Now consider the C∗-category α−1s ◦ ∆qd ◦ αs with reference state ω0 ◦ αs. Theorems 4.8 and B.8 give
α−1s ◦∆qd ◦ αs ⊂ ∆qd(s). We claim that ∆qd(s) = α−1s ◦∆qd ◦ αs. For each irreducible ρ ∈ ∆qd(s) there is a
pure state ω(s) ∈ S(s) such that ω0 ◦ αs ◦ ρ ∼= ω(s). By Theorem B.8, ω(s) = ω ◦ αs for ω ∈ S. The state
ω must be a pure state since αs is an automorphism. By purity and Theorem 5.2, ω ∼= ωχ,cx for some single
excitation state. It follows that
ω0 ◦ αs ◦ ρ ∼= ω(s) (5.8)
= ω ◦ αs (5.9)
∼= ωχ,cx ◦ αs (5.10)
= ω0 ◦ αs ◦ α−1s ◦ ρχ,cx ◦ αs, (5.11)
leading to the equivalence ρ ∼= α−1s ◦ ρχ,cx ◦ αs from which the claim follows.
By Theorem 4.8, α−1s ◦∆qd ◦ αs is braided equivalent to ∆qd(0), which concludes the proof.
6 Concluding remarks
We have presented a general framework to describe charges in infinite quantum spin systems that can be
approximately localized in cones. This is necessary if one wants to perturb, for example, frustration-free
models of topologically ordered systems, such as the toric code. Hence it is relevant for the classification
of topological phases. Using this framework we have shown that the full superselection structure of abelian
quantum double models is invariant under perturbations of the dynamics that do not close the gap. We
conclude with a brief discussion of some open problems remaining that we leave to future work.
Theorem 4.8, establishes stability under quasi-local deformations by, in a sense, pushing forward the
superselection structure from the base system to the deformed system. An interesting question is whether
one can compute a superselection structure for the deformed system independent of the base system. If,
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for instance, we could establish the strong approximate split property independently at each deformed level
then we could simply apply the construction as in Theorem 2.5 and compare the results at each level. The
problem is closely related to the stability of the strong approximate split property in gapped phases. More
generally, in the unperturbed case von Neumann algebraic aspects play an important role, as discussed in
the introduction. It would be very useful to get better control of what happens with the von Neumann
algebras after perturbing the dynamics, and hence changing the reference representation.
The almost localized and transportable superselection criterion can be applied quite generally to study
the superselection structure of charges in any dimension. However, the case of two dimensional systems
is most interesting, because here the braiding can be a proper braiding, and not a symmetry. That is,
the charges can be genuine anyons. It is an interesting open problem to find criteria in which this indeed
happens. More generally, there are many intriguing candidates for such models, for example the Levin-Wen
string-net models [44]. But it is far from clear what the necessary conditions are to obtain a non-trivial
superselection theory. For example, given an arbitrary ground state, say, of a gapped local Hamiltonian, it
is not at all clear if there even are any non-trivial almost localized and transportable endomorphisms.
Two dimensional topologically ordered systems are an interesting class for which we expect an interesting
superselection theory. It is unclear under what circumstances we can expect the resulting theory to be
described by a modular tensor category. On the other hand, an anyon theory is often defined by giving the
data of a modular tensor category, see for example [62]. In particular this would mean that there are only
finitely many sectors, and it is expected that in topologically ordered models this indeed is the case [27].
The analysis we presented here gives a way to obtain the braiding, once our assumptions hold true. For the
resulting category to be modular, this braiding should then be completely non-degenerate. It is an interesting
open problem to find sufficient modularity conditions for ∆ determined entirely by the Hamiltonian. Related
results in this direction have been found in the case of localized and transportable endomorphisms [51], but
these rely on the specific structure of strictly localized models, and appear to be difficult to verify in practice.
A Lieb-Robinson bounds for cones
In this appendix we prove the Lieb-Robinson bound for observables localized in cones, Theorem 4.3. This
result is a variation of a result obtained by Schmitz [61]. Since this reference is not easily accessible, and
this is an important technical tool for our results, we provide a proof here for the convenience of the reader.
Throughout this appendix we assume that we are given a function g : R≥0 → R≥0 satisfying Assumption 4.2.
Lemma A.1. [61] Suppose g satisfies Assumption 4.2 and let F be an F-function. Define the following sets
as X = Λα ∈ C and Y,n = (Λα+ − n)c. Then, there exists an affine function l˜ such that for all 0 ≤ α < pi,
0 <  < pi − α and b > 0 ∑
x∈X
∑
y∈Y,n
Fbg(d(x, y)) ≤ Cd(X,Y,n)l˜(ν)e−bg(d(X,Y,n) sin ) (A.1)
where
n sin(α+ ) ≤ d(X,Y,n) ≤ n sin(α+ ) + 2
and C is non-increasing in  and only depends on ν, b and α.
Proof. Without loss of generality, suppose Λα is a cone based at the origin. Suppose that 0 ≤ α < pi/2,
that is, Λα is a convex cone. Let Λ
∗
α = −Λpi/2−α be the polar cone for Λα. Let Y I,n = Y,n ∩ Λ∗α and
Y II,n = Y,n \ Y I,n. It follows that∑
x∈X
∑
y∈Y,n
Fbg(d(x, y)) =
∑
y∈Y I,n
∑
x∈X
Fbg(d(x, y)) +
∑
y∈Y II,n
∑
x∈X
Fbg(d(x, y)).
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We proceed by bounding the first sum. By geometry, if y ∈ C∗α and x ∈ Cα then d(y, 0) ≤ d(x, y). It follows
that ∑
y∈Y I,n
∑
x∈X
Fbg(d(x, y)) ≤
∑
y∈Y I,n
∑
x∈Bcy(|y|)
Fbg(d(x, y)))
=
∑
y∈Y I,n
∑
x∈Bc0(|y|))
Fbg(|x|).
Bounding the sums by integration and using the explicit form Fbg(r) = e
−bg(r)F (r) along with Assump-
tion 4.2 gives ∑
y∈Y I,n
∑
x∈Bc0(|y|))
Fbg(|x|) ≤ V
∑
y∈Y I,n
F (|y|)
∫ ∞
|y|
dr rν−1e−bg(r)
≤ V Kν−1
∑
y∈Bc0(d(X,Y,n))
F (|y|) |y|l(ν−1) e−bg(|y|)
≤ V 2Kν−1F (d(X,Y,n))
∫ ∞
d(X,Y,n)
drrl(ν−1)+ν−1e−bg(r)
≤ C1F (d(X,Y,n))d(X,Y,n)l˜(ν)e−bg(d(X,Y,n)),
where the constant V is proportional to the volume of the unit sphere in Rν , C1 = V 2Kν−1Kl(ν−1)+nu−1,
and l˜(ν) = l(l(ν − 1) + ν − 1). One can compute that n sin(α+ ) ≤ d(X,Y,n) ≤ n sin(α+ ) + 2. Thus,∑
y∈Y I,n
∑
x∈X
Fbg(d(x, y)) ≤ C1F (d(X,Y,n))d(X,Y,n)l˜(ν)e−bg(d(X,Y,n)). (A.2)
Next, we bound the second term in the sum. For each y ∈ Y II,n, the inclusion X ⊂ Bcy(d(y,X)) holds. It
follows that ∑
y∈Y II,n
∑
x∈X
Fbg(d(x, y)) ≤
∑
y∈Y II,n
∑
x∈Bcy(d(y,X))
Fbg(d(x, y))
=
∑
y∈Y II,n
∑
x∈Bc0(d(y,X))
Fbg(|x|).
In spherical coordinates, label y = (r, φ1, φ2 . . . , φν−1) ∈ Rν where φ1 labels the angle from the positive
x1-axis, φi ∈ [0, 2pi) for 1 ≤ i ≤ ν − 2 and φν−1 ∈ [0, pi). For convenience we will denote φ ≡ φ1. If
y = (r, φ, . . . , φν−1) ∈ Y II,n then α+  < φ ≤ pi/2 + α and for a fixed φ the values of the radius r range from
rφ < r <∞, where
rφ ≡ n sin(α+ )
sin(φ− α− ) .
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For y ∈ YII a simple calculation gives that d(y,X) = r sin(φ− α). Bounding the sum by integration gives,∑
y∈Y II,n
∑
x∈Bc0(d(y,X))
Fbg(d(x, 0))
≤ V
∑
y∈Y II,n
F (d(y,X))
∫ ∞
d(y,X)
dr rν−1e−bg(r)
≤ V Kν−1
∑
y∈Y II,n
F (d(y,X))rl(ν−1)e−bg(d(y,X))
≤ V 2Kν−1F (d(X,Y,n))
∫ pi/2+α
α+
dφ sinφ
∫ ∞
rφ
dr rl(ν−1)+ν−1e−bg(r sin(φ−α))
≤ C1F (d(X,Y,n))
∫ pi/2+α
α+
dφ sinφ sin(φ− α)l(ν−1)−νrl(l(ν−1)+ν−1)φ e−bg(rφ sin(φ−α)).
For all φ ∈ (α + , pi/2 + α), the bound d(X,Y,n) ≥ rφ ≥ (n − 1) sin(α + ) + sin(α+)sin(φ−α−) holds. It follows
from the properties of g that
e−bg(rφ sin(φ−α)) ≤ e−bg((n−1) sin(α+) sin(φ−α))e−bg( sin(α+) sin(φ−α)sin(φ−α−) ).
Substituting back into the bound for Y II,n and simplifying gives∑
y∈Y II,n
∑
x∈X
Fbg(d(x, y)) (A.3)
≤ C1F (d(X,Y,n))d(X,Y,n)l˜(ν)e−bg(d(X,Y,n) sin )
∫ pi/2−
0
dφ sin(φ)−νe−a
sin(α+) sin 
sinφ (A.4)
The φ-integral is bounded for fixed 0 <  < pi/2, is non-increasing in , and only depends on ν, a and α.
Combining the bounds (A.2) and (A.3) gives the result.
The double sum in (A.1) is symmetric in the interchange of x and y and the opening angle for Y,n is
β = pi − (α+ ). Since 0 ≤ α ≤ pi/2 and 0 <  < pi/2− α this implies that pi/2 < β < pi. Thus, exchanging
the roles of X and Y,n gives the result.
Remark A.2. The double sum
∑
x∈X
∑
y∈Y,n Fbg(d(x, y)) is indeed divergent as  → 0 for all n and b > 0.
By comparing the sets Y,n and Y0,n+2 one achieves the lower bound⌊
3 tanα tan(α+ )
tan(α+ )− tanα
⌋ ∞∑
j=0
Fbg(j + n+ 3) ≤
∑
x∈X
∑
y∈Y,n
Fbg(d(x, y)), (A.5)
where the term
⌊
3 tanα tan(α+)
tan(α+)−tanα
⌋
= O
(
1

)
is a lower bound for the number of lattice points in Y,n \ Y0,n+2.
This agrees with the upper bound found in Theorem 4.3 as the φ-integral in (A.3) diverges as → 0.
Corollary A.3. Suppose g satisfies Assumption 4.2. Let X and Y,n be defined as in Lemma A.1. Then,
for all 0 ≤ α < pi/2, 0 <  < pi/2− α, b > 0 and k ∈ N we have that
lim
n→∞
[
nk
∑
x∈X
∑
y∈Y,n
Fbg(d(x, y))
]
→ 0. (A.6)
Proof. Comparing the bound in Lemma A.1 with the limit limn→∞ nke−bg(n) = 0 for all b > 0 and k ∈ N
gives the result.
With these results Theorem 4.3 follows by substituting the bound found in Lemma A.1 into the Lieb-
Robinson bound (4.6).
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B Spectral flow
To study the perturbed model we apply the spectral flow theory [5]. We recall the necessary assumptions,
which limit the type of perturbations we can study, and the main result of this theory. Let Γ = B be the
bond set of the Zν lattice. We will be interested in the case ν = 2, but the results in this section hold for
any natural number ν. Note that there is a natural action of Zν (and correspondingly on the bond set) by
translations, inducing a group of automorphisms x 7→ Tx ∈ Aut(AΓ).
Consider a family of interactions Φs : P0(Γ)→ A for 0 ≤ s ≤ 1. These will typically be given by, say, a
frustration-free Hamiltonian plus an s-dependent perturbation. We will make the following assumptions.
Assumption B.1 (Differentiability). The family is differentiable in the parameter s and short-range such
that for some a,M > 0
sup
x,y∈Γ
ead(x,y)
∑
X⊂P0(Γ):
x,y∈X
sup
s
‖Φs(X)‖+ |X| ‖∂sΦs(X)‖ ≤M. (B.1)
The following assumption allows us to split the spectrum in a “low-energy” part and the rest of the
spectrum, separated by a gap.
Assumption B.2 (Spectral gap). There exists an increasing and exhaustive sequence Λn ∈ P0(Γ) such that
the local Hamiltonians HΛn(s) =
∑
X⊂Λn Φs(X) have a uniform spectral gap. Let ΣΛ(s) ≡ spec(HΛ(s))
and assume that the spectrum decomposes into two non-empty disjoint sets, ΣΛ(s) = Σ
0
Λ(s) ∪ Σ1Λ(s) and
there are disjoint intervals Ii(s) = [ai(s), bi(s)] for i = 0, 1 such that ai(s), bi(s) are continuous functions,
a0(s) ≤ b0(s) < a1(s) ≤ b1(s) and ΣiΛ(s) ⊂ Ii(s). The spectrum is gapped in the sense that there exists
γ > 0 with d(Σ1Λn(s),Σ
0
Λn
(s)) ≥ γ > 0 where γ is uniform in s ∈ [0, 1] and n.
Assumption B.3 (Lieb-Robinson bound). Consider the finite volume dynamics for Λ ∈ P0(Γ), given by
τ
HΛ(s)
t (A) = e
itHΛ(s)Ae−itHΛ(s). We assume there exist a > 0 and va,Ka > 0 such that the following
exponential Lieb-Robinson bound holds:∥∥∥[τHΛ(s)t (A), B]∥∥∥ ≤ Ka‖A‖‖B‖evat ∑
x∈X
∑
y∈Y
e−ad(x,y).
Assumption B.4 (Translation invariance). We assume the perturbation is translation invariant, that is,
Φs(Tx(X)) = Tx(Φs(X)) for all X ⊂ Γ and x ∈ Zν .
The idea is to view s 7→ Φs as an s-dependent “time”-evolution, which can be smeared against a test
function wγ . More precisely, let wγ ∈ L1(R) be a function satisfying:
1. wγ is real-valued and
∫
dtwγ(t) = 1,
2. the Fourier transform ŵγ is supported in the interval [−γ, γ].
For the existence of such a function see Lemma 2.6 of [5].
Consider, for a finite subset Λ ⊂ Γ, the self-adjoint operator
DΛ(s) =
∫ ∞
−∞
dtwγ(t)
∫ t
0
dueiuHΛ(s)H ′Λ(s)e
−iuHΛ(s). (B.2)
This operator will be the generator of the spectral flow, which allows one to relate the spectral subspaces
Σ0Λ(s) with each other. More precisely:
Proposition B.5 (Spectral flow [5]). There is a norm-continuous family of unitaries UΛ(s) such that the
spectral projections PΛ(s) onto the subset Σ
0
Λ(s) are given by
PΛ(s) = UΛ(s)PΛ(0)UΛ(s)
∗. (B.3)
The unitary family is given by the unique solution to −i ddsUΛ(s) = DΛ(s)UΛ(s) and UΛ(0) = I.
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The infinite volume limit is obtained analogously to the transition from local to infinite volume dynamics.
Define the spectral flow automorphism family as
αΛs (A) = U
∗
Λ(s)AUΛ(s). (B.4)
Since the UΛ(s) are solutions to a time-dependent Schro¨dinger’s equation, the spectral flow will have a
cocycle property. More precisely, solving the equation will yield a unitary propagator UΛ(s1, s2), with
UΛ(s) ≡ UΛ(s, 0). The corresponding automorphisms satisfy
αΛs1,s2(A) = α
Λ
s,s2 ◦ αΛs1,s(A). (B.5)
Again, we use the convention that αΛs ≡ αΛs,0.
To specify an interaction norm on the perturbations, let g(x) denote the function given by equation (4.5)
for p = 2. That is,
g(r) =
{ r
lnp(r) if x > e
p(
e
p
)p
if x ≤ ep . (B.6)
Furthermore, let F be an F-function such that there exists 0 < δ < 2/7 with
sup
r≥1
e−δg(r)
F (r)
<∞. (B.7)
Define the F-function
FΨ(r) ≡ e−µg(
γ
8va
r)F
(
γ
8va
r
)
. (B.8)
The main property of the spectral flow is that it can be seen as a quasi-local dynamics connecting the spectral
subspaces.
Theorem B.6. [5] Let Assumptions B.1, B.2, and B.3 hold. Then there exists a time-dependent volume-
dependent interaction ΨΛ(s) such that
‖ΨΛ‖FΨ ≡ sup
x,y∈Γ
1
FΨ(d(x, y))
∑
Z⊂Λ
x,y∈Z
sup
0≤s≤1
‖ΨΛ(Z, s)‖ <∞ (B.9)
and
DΛ(s) =
∑
Z⊂Λ
ΨΛ(Z, s). (B.10)
Further, if Λn ∈ P0(Γ) is an increasing and exhausting sequence as given in Assumption B.2 and there exist
positive constants b1, b2 and p such that
d(Λm,Λ
c
n) ≥ b1(n−m), and |Λn| ≤ b2np, (B.11)
then (B.9) holds uniformly in Λn.
We can use similar techniques as for local dynamics to argue the following. There exists a strongly
continuous cocycle of automorphisms αs on AΓ as the strong limit of αΛns for an increasing and exhausting
sequence Λn. In addition, for all A ∈ AX and B ∈ AY such that d(X,Y ) > 0 and 0 ≤ s ≤ 1 we have that
‖[αs(A), B]‖ ≤ 2‖A‖‖B‖
CFΨ
(
e2‖Ψ‖FΨ |s| − 1
)∑
x∈X
∑
y∈Y
FΨ(d(x, y)). (B.12)
That is, the spectral flow obeys a Lieb-Robinson bound.
Finally, translation invariance is preserved if the local interactions are translation invariant:
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Lemma B.7. If Φs is a translation invariant interaction for all s then αs ◦Tx = Tx ◦αs for all s and x ∈ Γ.
Proof. This follows from
Tx(DΛ(s)) = Tx
(∫ ∞
−∞
dtwγ(t)
∫ t
0
dueiuHΛ(s)H ′Λ(s)e
−iuHΛ(s)
)
=
∫ ∞
−∞
dtwγ(t)
∫ t
0
dueiuHΛ+x(s)H ′Λ+x(s)e
−iuHΛ+x(s)
= DΛ+x(s).
Since DΛ(s) is the generator of αs, the result follows.
The most important property of the αs is that they can be used to relate the low energy states along
the path Φs, similar to Proposition B.5. Let SΛ(s) denote the set of states on AΛ that are mixtures of
eigenstates with energy in the interval I0(s). Define S(s) as the set of all weak∗ limit points of states that,
when restricted to AΛ, are elements of the sets SΛ(s). Then they are related by an automorphism of AΓ:
Theorem B.8 ([5]). The set S(s) is automorphically equivalent to S(0) for all s ∈ [0, 1]. In particular,
S(s) = S(0) ◦ αs (B.13)
where αs is the spectral flow on A.
This result not only allows use to relate the different ground states, but is also relevant for the superse-
lection sectors. Indeed, a single anyon state can be obtained by creating a pair of excitations in the ground
state, and sending one of them off to infinity. In the unperturbed model, such two-anyon states have energy
2. Hence, the single anyon state is in S(0) if we choose the interval I0(s) to be large enough. This is a
key observation in the stability proof in Section 4. A closer investigation of such weak∗ limits can be found
in [17].
C Equivalence of braided tensor categories
Recall that a monoidal (or tensor) category is a category C together with a bifunctor ⊗ and an object ι
that acts as the tensor unit. Furthermore, one has to specify natural isomorphisms, encoding for example
(ρ ⊗ σ) ⊗ τ ∼= ρ ⊗ (σ ⊗ τ), satisfying some coherence conditions. All categories that we will be considering
are strict, which means that these isomorphisms are in fact identities. To get a braided tensor category one
in addition has to specify natural isomorphisms cρ,σ : ρ⊗σ → σ⊗ρ satisfying the braid relations. The main
definitions and results on such categories can be found in [24, 49].
In addition to the braided tensor structure, the categories that we consider here have a lot more structure.
In particular, they are modular. We do not need much of this structure, but we do need that the Hom-sets
are linear spaces over C, with all relevant operations (e.g. composition of morphisms) being linear as well.
Furthermore we need that there is a contravariant anti-linear functor ∗ that is also an involution, and we
require that the rest of the structure is compatible with the ∗-operation in the natural way. In our case
the linear structure and ∗-operation are induced by the underlying C∗-algebra containing the intertwiners
(and in fact this also induces a norm). Using this it is easy to see, for example, that an isomorphism in the
category is the same thing as a unitary in the C∗-algebra.
The main result of this paper is that the sector theory of the perturbed theory is the same as that of the
unperturbed theory when viewed as braided categories. We say that two braided monoidal categories C and D
are equivalent as braided monoidal categories if there exists a braided functor F : C → D that is full, faithful
and essentially surjective (and hence an equivalence of categories), see for example [24, Sect. 8.1]. One
could also consider a more symmetric definition. In particular, one can assume the existence of F : C → D
braided, and G : D → C braided, such that there are monoidal natural isomorphisms α : idC ⇒ G ◦ F and
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β : F ◦G ⇒ idD. As is well-known the latter condition implies that F is essentially surjective and full and
faithful. Hence the second definition implies the first.
The converse is less obvious, and indeed it is not immediately clear that the first definition really defines
an equivalence relation. That is, given F a braided monoidal functor that is also an equivalence of categories,
is it possible to find G as above? The answer is yes. As a remark, we note that it is essential that F is
braided. Indeed, there are categories that are equivalent as monoidal categories, but not as braided monoidal
categories [23].
To find G, note first that F full, faithful, and essentially surjective. Hence F is an equivalence of
categories, and there exists G : D → C and natural transformations α : idC ⇒ G ◦ F and β : F ◦ G ⇒ idD.
Hence we have to show that G is braided monoidal, and the natural isomorphisms are in fact natural
monoidal isomorphisms. The latter follows from Proposition I.4.4.2 of [60], which also tells us that G is a
monoidal functor. Since G is full and faithful, it follows that there is a unique braiding c′X,Y on D such
that G(c′X,Y ) = c
C
G(X),G(Y ), where c
C
X,Y is the given braiding on C. Hence it remains to be shown that
c′X,Y = c
D
X,Y . But this follows from Proposition I.4.4.3.2 of [60].
2
The discussion can be summarized as the following lemma:
Lemma C.1. Let F : C → D be a braided monoidal functor between braided monoidal categories. If F is
an equivalence categories, then there is a functor G : D → C braided and monoidal, together with natural
monoidal transformations α : idC ⇒ G ◦ F and β : F ◦G⇒ idD.
References
[1] R. Alicki, M. Fannes, and M. Horodecki. A statistical mechanics view on Kitaev’s proposal for quantum
memories. J. Phys. A, 40(24):6451–6467, 2007.
[2] H. Araki and R. Haag. Collision cross sections in terms of local observables. Commun. Math. Phys.,
4(2):77–91, 1967.
[3] D. Arovas, J. R. Schrieffer, and F. Wilczek. Fractional statistics and the quantum hall effect. Phys.
Rev. Lett., 53:722–723, 1984.
[4] S. Bachmann, W. Dybalski, and P. Naaijkens. Lieb-Robinson bounds, Arveson spectrum and Haag-
Ruelle scattering theory for gapped quantum spin systems. Ann. Henri Poincare´, 17(7):1737–1791,
2016.
[5] S. Bachmann, S. Michalakis, B. Nachtergaele, and R. Sims. Automorphic equivalence within gapped
phases of quantum lattice systems. Commun. Math. Phys., 309(3):835–871, 2012.
[6] S. Bachmann and Y. Ogata. C1-classification of gapped parent Hamiltonians of quantum spin chains.
Commun. Math. Phys., 338(3):1011–1042, 2015.
[7] B. Bakalov and A. Kirillov, Jr. Lectures on tensor categories and modular functors, volume 21 of
University Lecture Series. American Mathematical Society, Providence, RI, 2001.
[8] H. Bombin and M. A. Martin-Delgado. A Family of Non-Abelian Kitaev Models on a Lattice: Topo-
logical Confinement and Condensation. Phys. Rev., B78:115421, 2008.
[9] O. Bratteli and D. W. Robinson. Operator algebras and quantum statistical mechanics. 1. Texts and
Monographs in Physics. Springer-Verlag, New York, second edition, 1987.
[10] O. Bratteli and D. W. Robinson. Operator algebras and quantum statistical mechanics. 2. Texts and
Monographs in Physics. Springer-Verlag, Berlin, second edition, 1997.
2A braiding is called a commutativity constraint in [60]. The author only considers the case where the braiding is a symmetry,
but for the result we need this extra condition is not necessary.
37
[11] S. Bravyi and M. B. Hastings. A short proof of stability of topological order under local perturbations.
Commun. Math. Phys., 307(3):609–627, 2011.
[12] S. Bravyi, M. B. Hastings, and S. Michalakis. Topological quantum order: stability under local pertur-
bations. J. Math. Phys., 51(9):093512, 33, 2010.
[13] D. Buchholz, S. Doplicher, G. Morchio, J. E. Roberts, and F. Strocchi. A model for charges of electro-
magnetic type. In Operator algebras and quantum field theory (Rome, 1996), pages 647–660. Int. Press,
Cambridge, MA, 1997.
[14] D. Buchholz, S. Doplicher, G. Morchio, J. E. Roberts, and F. Strocchi. Asymptotic abelianness and
braided tensor C∗-categories. In Rigorous quantum field theory, volume 251 of Progr. Math., pages
49–64. Birkha¨user, Basel, 2007.
[15] D. Buchholz and K. Fredenhagen. Locality and the structure of particle states. Commun. Math. Phys.,
84(1):1–54, 1982.
[16] M. Cha. Topologically ordered states in infinite quantum spin systems. PhD thesis, University of
California, Davis, 2017. arXiv:1708.05035.
[17] M. Cha, P. Naaijkens, and B. Nachtergaele. The complete set of infinite volume ground states for
Kitaev’s abelian quantum double models. Commun. Math. Phys., 357:125–157, 2018.
[18] X. Chen, Z. C. Gu, and X. G. Wen. Local unitary transformation, long-range quantum entanglement,
wave function renormalization, and topological order. Phys. Rev., B82:155138, 2010.
[19] X. Chen, Z.-C. Gu, and X.-G. Wen. Complete classification of one-dimensional gapped quantum phases
in interacting spin systems. Phys. Rev. B, 84:235128, 2011.
[20] S. Doplicher, R. Haag, and J. E. Roberts. Local observables and particle statistics. 1. Commun. Math.
Phys., 23:199–230, 1971.
[21] S. Doplicher, R. Haag, and J. E. Roberts. Local observables and particle statistics. 2. Commun. Math.
Phys., 35:49–85, 1974.
[22] S. Doplicher and R. Longo. Standard and split inclusions of von Neumann algebras. Invent. Math.,
75(3):493–536, 1984.
[23] P. Etingof and S. Gelaki. Isocategorical groups. Internat. Math. Res. Notices, 2001(2):59–76, 2001.
[24] P. Etingof, S. Gelaki, D. Nikshych, and V. Ostrik. Tensor categories, volume 205 of Mathematical
Surveys and Monographs. American Mathematical Society, Providence, RI, 2015.
[25] P. Etingof, D. Nikshych, and V. Ostrik. On fusion categories. Ann. of Math. (2), 162(2):581–642, 2005.
[26] L. Fiedler and P. Naaijkens. Haag duality for Kitaev’s quantum double model for abelian groups. Rev.
Math. Phys., 27(9):1550021, 43, 2015.
[27] S. T. Flammia, J. Haah, M. J. Kastoryano, and I. H. Kim. Limits on the storage of quantum information
in a volume of space. Quantum, 1:4, 2017.
[28] K. Fredenhagen, K.-H. Rehren, and B. Schroer. Superselection sectors with braid group statistics and
exchange algebras. I. General theory. Commun. Math. Phys., 125(2):201–226, 1989.
[29] K. Fredenhagen, K.-H. Rehren, and B. Schroer. Superselection sectors with braid group statistics
and exchange algebras. II. Geometric aspects and conformal covariance. Rev. Math. Phys., 04(Special
Issue):113–157, 1992. Special issue dedicated to R. Haag on the occasion of his 70th birthday.
38
[30] J. Fro¨hlich and F. Gabbiani. Braid statistics in local quantum theory. Rev. Math. Phys., 2(3):251–353,
1990.
[31] F. Gabbiani and J. Fro¨hlich. Operator algebras and conformal field theory. Commun. Math. Phys.,
155(3):569–640, 1993.
[32] J. Haah. An invariant of topologically ordered states under local unitary transformations. Commun.
Math. Phys., 342(3):771–801, 2016.
[33] B. I. Halperin. Statistics of quasiparticles and the hierarchy of fractional quantized hall states. Phys.
Rev. Lett., 52:1583–1586, 1984.
[34] H. Halvorson. Algebraic quantum field theory. In J. Butterfield and J. Earman, editors, Philosophy of
Physics, pages 731–922. Elsevier, 2006.
[35] M. B. Hastings. Lieb-Schultz-Mattis in higher dimensions. Phys. Rev., B69:104431, 2004.
[36] M. B. Hastings and X.-G. Wen. Quasi-adiabatic continuation of quantum states: The Stability of
topological ground state degeneracy and emergent gauge invariance. Phys. Rev., B72:045141, 2005.
[37] R. V. Kadison and J. R. Ringrose. Fundamentals of the theory of operator algebras. Vol. II: Advanced
theory, volume 16 of Graduate Studies in Mathematics. American Mathematical Society, Providence,
RI, 1997.
[38] K. Kato and P. Naaijkens. An entropic invariant for 2D gapped quantum phases. Preprint,
arXiv:1810.02376, 2018.
[39] A. Kishimoto. The representations and endomorphisms of a separable nuclear C∗-algebra. Internat. J.
Math., 14(3):313–326, 2003.
[40] A. Kitaev. Anyons in an exactly solved model and beyond. Annals Phys., 321(1):2–111, 2006.
[41] A. Kitaev and J. Preskill. Topological entanglement entropy. Phys. Rev. Lett., 96:110404, 2006.
[42] A. Yu. Kitaev. Fault tolerant quantum computation by anyons. Ann. Phys., 303:2–30, 2003.
[43] M. Levin and X.-G. Wen. Detecting topological order in a ground state wave function. Phys. Rev. Lett.,
96:110405, 2006.
[44] M. A. Levin and X.-G. Wen. String net condensation: A Physical mechanism for topological phases.
Phys. Rev., B71:045110, 2005.
[45] E. H. Lieb and D. W. Robinson. The finite group velocity of quantum spin systems. Commun. Math.
Phys., 28:251–257, 1972.
[46] T. Matsui. The split property and the symmetry breaking of the quantum spin chain. Commun. Math.
Phys., 218(2):393–416, 2001.
[47] T. Matsui. Boundedness of entanglement entropy and split property of quantum spin chains. Rev. Math.
Phys., 25(9):1350017, 31, 2013.
[48] S. Michalakis and J. P. Zwolak. Stability of frustration-free Hamiltonians. Commun. Math. Phys.,
322(2):277–302, 2013.
[49] M. Mu¨ger. Tensor categories: a selective guided tour. Rev. Un. Mat. Argentina, 51(1):95–163, 2010.
[50] P. Naaijkens. Localized endomorphisms in Kitaev’s toric code on the plane. Rev. Math. Phys., 23(4):347–
373, 2011.
39
[51] P. Naaijkens. Kosaki-Longo index and classification of charges in 2D quantum spin models. J. Math.
Phys., 54(8):081901, 17, 2013.
[52] B. Nachtergaele, Y. Ogata, and R. Sims. Propagation of correlations in quantum lattice systems. J.
Stat. Phys., 124(1):1–13, 2006.
[53] B. Nachtergaele, V. B. Scholz, and R. F. Werner. Local approximation of observables and commutator
bounds. In Operator methods in mathematical physics, volume 227 of Oper. Theory Adv. Appl., pages
143–149. Birkha¨user/Springer Basel AG, Basel, 2013.
[54] B. Nachtergaele, V. B. Scholz, and R. F. Werner. Local approximation of observables and commutator
bounds. In Operator methods in mathematical physics, volume 227 of Oper. Theory Adv. Appl., pages
143–149. Birkha¨user/Springer Basel AG, Basel, 2013.
[55] B. Nachtergaele, B. Sims, and A. Young. Quasi-locality bounds for quantum lattice systems. Part I.
Lieb-Robinson bounds, quasi-local maps, and spectral flow automorphisms. Preprint, arXiv:1810.02428,
2018.
[56] B. Nachtergaele and R. Sims. Lieb-Robinson bounds and the exponential clustering theorem. Commun.
Math. Phys., 265(1):119–130, 2006.
[57] Y. Ogata. A class of asymmetric gapped Hamiltonians on quantum spin chains and its characterization
I. Commun. Math. Phys., 348(3):847–895, 2016.
[58] Y. Ogata. A class of asymmetric gapped Hamiltonians on quantum spin chains and its characterization
II. Commun. Math. Phys., 348(3):897–957, 2016.
[59] Y. Ogata. A class of asymmetric gapped Hamiltonians on quantum spin chains and its characterization
III. Commun. Math. Phys., 352(3):1205–1263, 2017.
[60] N. Saavedra Rivano. Cate´gories Tannakiennes. Lecture Notes in Mathematics, Vol. 265. Springer-
Verlag, Berlin-New York, 1972.
[61] M. Schmitz. Lokalita¨tseigenschaften von Einteilchenzusta¨nden in Quanten-Spinsystemen. Diplomarbeit,
Albert-Ludwigs-Universita¨t, 1983.
[62] Z. Wang. Topological Quantum Computation, volume 112 of CBMS Regional Conference Series in
Mathematics. Published for the Conference Board of the Mathematical Sciences, Washington, DC,
2010.
[63] X. G. Wen. Vacuum degeneracy of chiral spin states in compactified space. Phys. Rev. B, 40:7387–7390,
1989.
[64] R. F. Werner. Local preparability of states and the split property in quantum field theory. Lett. Math.
Phys., 13(4):325–329, 1987.
40
