Given a threshold L and a set R = {R 1 , . . . , R m } of m haplotype sequences, each having length n, the minimum segmentation problem for founder reconstruction is to partition the sequences into disjoint segments
Introduction
A key problem in pan-genomics is to develop a sufficiently small, efficiently queriable, but still descriptive representation of the variation common to the subject under study [1] . For example, when studying human population, one would like to take all publicly available variation datasets (e.g. [16, 4, 17] ) into account. Many approaches encode the variation as a graph [14, 8, 15, 2, 9, 20] and then one can encode the different haplotypes as paths in this graph. An alternative was proposed in [19] , based on a compressed indexing scheme for a multiple alignment of all the haplotypes [10, 12, 21, 5, 7] . In either approach, scalability is hampered by the encoding of all the haplotypes. We suggest to look for a smaller set of representative haplotype sequences to make the above pan-genomic representations scalable.
Finding such set of representative haplotype sequences that retain the original contiguities as well as possible, is known as the founder sequence reconstruction problem [18] . In this problem, one seeks a set of k founders such that the original m haplotypes can be mapped with minimum amount of crossovers to the founders. Here a crossover means a position where one needs to jump from one founder to another to continue matching the content of the haplotype in question. Unfortunately, this problem in NP-hard even to approximate within a constant factor [13] .
For founder reconstruction to be scalable to the pan-genomic setting, one would need an algorithm to be nearly linear to the input size. There is only one relaxation of founder reconstruction that is polynomial time solvable. Namely, when limiting all the crossovers to happen at the same locations, one obtains a minimum segmentation problem specific to founder reconstruction [18] . A dynamic programming algorithm given in [18] has complexity O(n 2 m), where m is the number of haplotypes and n is the length of each of them.
In this paper, we improve the running time of solving the minimum segmentation problem of founder reconstruction to the optimal O(mn) (linear in the input size).
The main technique behind the improvement is the use of positional Burrows-Wheeler transform (pBWT) [3] , or more specificly its extension to larger alphabets [11] . While the original dynamic programming solution uses O(nm) time to look for the best preceding segment boundary for each column of the input, we observe that at most m values in pBWT determine segment boundaries where the number of distinct founder substrings change. Minimums on the already computed dynamic programming values between each such interesting consecutive segment boundaries give the requested result. However, it turns that we can maintain the minimums directly in pBWT internal structures (with some modifications) and have to store only the last L computed dynamic programming values, thus spending only O(m + L) additional space, where L is the input threshold on the length of each segment. The segmentation is then reconstructed by standard backtracking approach in O(n) time using an array of length n.
Notation and Problem Statement
For a string s = c 1 c 2 · · · c n , denote by |s| its length n. We write s [i] for the letter c i of s and s [i, j] for the substring c i c i+1 · · · c j . An analogous notation is used for arrays. For any numbers i and j, the set of integers {x ∈ Z :
The input for our problem is the set R = {R 1 , . . . , R m } of strings of length n, called recombinants. A set F = {F 1 , . . . , F d } of strings of length n is called a founder set of R if for each string R i ∈ R, there exists a sequence P i of length n such that, for all j ∈ [1, n], we have
The sequence P i is called a parse of R i in terms of F and the set of parses {P 1 , . . . , P m } is called a parse of R in terms of F. An integer j such that
is called a crossover point of the parse P i ; for technical reasons, the integers 1 and n + 1 are called crossover points too.
We consider the problem of finding a "good" founder set F and a "good" corresponding parse of R according to a reasonable measure of goodness. Ukkonen [18] pointed out that such measures may contradict each other: for instance, a minimum founder set obviously has size d = max j∈ [1,n] 
}|, but parses corresponding to such set may have unnaturally many crossover points; conversely, R is a founder set of itself and the only crossover points of its trivial parse are 1 and n + 1, but the size m of this founder set is in most cases unacceptably large. Following Ukkonen's approach, we consider compromise parameterized solutions. The minimum founder set problem [18] is, given a bound L and a set of recombinants R, to find a smallest founder set F of R such that there exists a parse of R in terms of F in which the distance between any two crossover points is at least L.
It is convenient to reformulate the problem in terms of segmentations of R.
A segmentation of R is a collection S of disjoint segments that covers the whole R, i.e., for any distinct
The minimum segmentation problem is, given a bound L and a set of recombinants R, to find a segmentation S of R such that max{|R[j, k]| : R[j, k] ∈ S} is minimized and the length of each segment from S is at least L; in other words, the problem is to compute
where S L is the set of all segmentations in which all segments have length at least L.
The minimum founder set problem and the minimum segmentation problem are, in a sense, equivalent: any segmentation S with segments of length at least L induces in an obvious way a founder set of size max{|R[j, k]| : R[j, k] ∈ S} and a parse in which all crossover points are located at segment boundaries (and, hence, at distance at least L from each other); conversely, if F is a founder set of R and {j 1 , . . . , j p } is the sorted set of all crossover points in a parse of R such that
Our main result is an algorithm that solves the minimum segmentation problem in the optimal O(mn) time. The solution normally does not uniquely define a founder set of R: for instance, if the built segmentation of R = {baaaa, baaab, babab} is S = {R [1, 1] , R [2, 3] , R [4, 5] }, then the possible founder sets induced by S are F 1 = {baaab, babaa} and F 2 = {baaaa, babab}. In other words, to construct a founder set, one concatenates fragments of recombinants corresponding to the found segments in a certain order. One can use heuristics aiming to minimize the number of crossover points in founder set constructed in such a way [18] . Our techniques extend to implementing such heuristics fast, but we leave the details for later and focus here on the segmentation problem.
Hereafter, we assume that the input alphabet Σ is the set [0..|Σ|−1] of size O(m), which is a natural assumption considering that the typical alphabet size is 4 in our problem. It is sometimes convenient to view the set R = {R 1 , . . . , R m } as a matrix with m rows and n columns. We say that an algorithm processing the recombinants R is streaming if it reads the input from left to right "columnwise", for each k from 1 to n, and outputs an answer for each set of recombinants 
It is obvious that M (n) is equal to the solution (1); the segmentation itself can be reconstructed by "backtracking" in a standard way (see [18] ). We build on the same approach.
We complement this sequence with j k,0 = 0 and
M (j)} and, therefore, (2) can be rewritten as follows:
Our crucial observation is that, for (3), provided one has the following components:
In the remaining part of the section, we describe a streaming algorithm that reads the strings {R 1 , . . . , R m } "columnwise" from left to right and computes the components (i) and (ii) immediately after reading each "column"
To reconstruct a segmentation corresponding to the found solution M (n), we build along with the values M (k) an array of size n whose kth element, for each k
otherwise; then, the segmentation can be reconstructed from the array in an obvious way in O(n) time. In order to maintain the array, our algorithm computes, for each k ∈ [1, n], along with the values min{M (j) :
, positions j on which these minima are attained (see below). Further details are straightforward and, thence, omitted.
Positional Burrows-Wheeler Transform
Let us fix k ∈ [1, n] . Throughout this subsection, the string
. Given a set of recombinants R = {R 1 , . . . , R m } each of which has length n, a positional Burrows-Wheeler transform (pBWT), as defined by Durbin [3] , is a pair of integer arrays a k [1, m] and d k [1, m] such that: 
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Example 2. Consider the following example, where m = 6, k = 7, and Σ = {a, c, t}. It is easy to see that the pBWT implicitly encodes the trie depicted in the right part of Figure 1 , and such interpretation drives the intuition behind this structure. Figure 1 The pBWT for a set of recombinants R = {R1, . . . , R6} and some additional information.
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Durbin [3] showed that a k and d k can be computed from a k−1 and d k−1 in O(m) time on the binary alphabet. Mäkinen and Norri [11] further generalized the construction for integer alphabets of size O(m), as in our case. For the sake of completeness, we describe in this subsection the solution from [11] (see Figure 2a) , which serves then as a basis for our main algorithm. We also present a modification of this solution (see Figure 2b) , which, albeit seems to be slightly inferior in theory (we could prove only O(m log |Σ|) time upper bound), showed better performance in practice and thus, as we believe, is interesting by itself.
(a) The basic pBWT algorithm computing 
lexicographically, it is easy to see that the array a k can be deduced from a k−1 by radix sorting the sequence of pairs {(
Further, since, by definition of a k−1 , the second components of the pairs are already in a sorted order, it remains to sort the first components by the counting sort. Accordingly, in Figure 2a In practice the bottleneck of the algorithm is the RMQ data structure, which, although answers queries in O(1) time, has a sensible constant under the big-O in the construction time. We could naively compute the maximums by scanning the ranges d k−1 [P [b]+1, i] from left to right but such algorithm works in quadratic time since same ranges of d k−1 might be processed many times in the worst case. Our key idea is to store the work done by a simple scanning algorithm to reused it in future queries. We store this information right in the arrays a k−1 and d k−1 rewriting them; in particular, since a k−1 is accessed sequentially from left to right in the last loop, the range a k−1 [1, i] is free to use after the ith iteration.
More precisely, after the ith iteration of the last loop, the subarrays a k−1 [1, i] 
. . , i and use maximums precomputed in
; after this, we redirect the "jump pointers" in a k−1 to i + 1 and update the maximums in d k−1 accordingly. This idea is implemented in Figure 2b . Notice the new line a k−1 [i] ← i + 1 in the main loop (it is commented), which erases a k−1 [i] and makes it a part of the "jump table". The correctness of the algorithm is clear. But it is not immediate even that the algorithm works in O(m log m) time. We prove the upper bound O(m log |Σ|) on the running time, which is a quite strong guarantee considering that in our problem the alphabet often is very small. 
, and i r = i. Obviously, i 1 < · · · < i r . We say that, for j ∈ [1, r−1], the touch of i j in the query maxd(i− i , i) is scaling if there exists an integer r such that i − i j > 2 r and i − i j+1 ≤ 2 r (see Figure 3) . We count separately the total number of scaling and non-scaling touches in all i. 
Modification of the pBWT
We are to modify the basic pBWT construction algorithm in order to compute the sequence 
Lemma 5. Consider recombinants
can be "extended" to the left in two different ways, thus producing two distinct strings in the set
Denote by r the number of distinct integers in the array d k . Clearly, r may vary from 1 to m. For integer , define M ( ) = M ( ) if 1 ≤ ≤ k − L, and M ( ) = +∞ otherwise. Our modified algorithm does not store d k but stores the following four arrays (but we still often refer to d k for the sake of analysis):
Example 6. In Example 2, where m = 6, k = 7, and Σ = {a, c, t}, we have r = 4, s k = [3, 5, 7, 8] 
Note that only the first segment might be empty and only if s k [ 
, in the above sense. Therefore, since M ( ) = +∞ for < 1 and > k − L and, thus, such values M ( ) do not affect, in a sense, the minima stored in u k , one can rewrite (3) as follows:
It remains to compute the numbers |R[
Lemma 7. Consider a set of recombinants R = {R 1 , . . . , R m }, each of which has length n.
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Proof.
it is easy to see that |R[k, k]|, the number of distinct letters R i [k] , is equal to the number of
Suppose that > 0. It suffices to show that
. Therefore, the number of strings
In particular, it follows from Lemmas 5 and 7 that |R [1, k] 
10:
14: j ← 1; 15: add a new "dummy" element +∞ to the end of u k and u k−1 ; 16: for i ← 1 to |s k | do 17:
20: 
Based on this observation, we fill e k in lines 3-12 so
, using exactly the same algorithm as in Figure 2a , where
Here we also compute a k in the same way as in Figure 2a . If, as in our case, one does not need s k , t k , u k for all k, the arrays s k , t k , u k can be modified in-place, i.e., s k , t k , u k can be considered as aliases for s k−1 , t k−1 , u k−1 , and yet the algorithm remains correct. Thus, we really need only 7 arrays in total: a k , a k−1 , e k , e k−1 , s, t, u, where s, t, u serve as s k , t k , u k and the array tmp can be organized in place of a k−1 or e k−1 . It is easy to maintain along with each value u k [j] a corresponding position such that u k [j] = M ( ); these positions can be used then to restore the found segmentation of R using backtracking (see the beginning of the section). To compute e k , instead of using an RMQ data structure, one can adapt in an obvious way the algorithm from Figure 2b rewriting the arrays a k−1 and e k−1 during the computation, which is faster in practice but theoretically takes O(m log σ) time by Lemma 4. We do not discuss further details as they are straightforward.
