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ABSTRACT
Open-domain question answering (QA) aims to find the answer
to a question from a large collection of documents. Though many
models for single-document machine comprehension have achieved
strong performance, there is still much room for improving open-
domain QA systems since document retrieval and answer reranking
are still unsatisfactory. Golden documents that contain the correct
answers may not be correctly scored by the retrieval component,
and the correct answers that have been extracted may be wrongly
ranked after other candidate answers by the reranking component.
One of the reasons is derived from the independent principle in
which each candidate document (or answer) is scored indepen-
dently without considering its relationship to other documents (or
answers) [28].
In this work, we propose a knowledge-aided open-domain QA
(KAQA) method which targets at improving relevant document re-
trieval and candidate answer reranking by considering the relation-
ship between a question and the documents (termed as question-
document graph), and the relationship between candidate docu-
ments (termed as document-document graph). The graphs are built
using knowledge triples from external knowledge resources. During
document retrieval, a candidate document is scored by considering
its relationship to the question and other documents. During an-
swer reranking, a candidate answer is reranked using not only its
own context but also the clues from other documents. The experi-
mental results show that our proposed method improves document
retrieval and answer reranking, and thereby enhances the overall
performance of open-domain question answering.
CCS CONCEPTS
• Information systems→ Question answering; Retrieval mod-
els and ranking; •Computingmethodologies→Modelingmethod-
ologies; • Networks→ Network architectures.
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1 INTRODUCTION
Open-domain Question Answering (QA) aims to find answers in
a large collection of documents [3], such as Wikipedia. Such a
setting can be normally decomposed into three subtasks: the first
is to retrieve relevant documents, the second is to extract answer
candidates from the retrieved documents, and the third is to rerank
the answer candidates to identify the correct answer. With the
development of information retrieval (IR) methods and reading
comprehension (RC) models, most open-domain QA systems adopt
the Retriever-Reader-Reranker pipeline [33, 34]. A retriever scores
and ranks relevant documents for a given question, a reader extracts
candidate answers in top ranked documents, and a reranker selects
answer candidates and determines the final answer.
Thoughmachine readingmodels (hereafter readers) have achieved
strong performance in single document reading comprehension
[8, 27], these models may obtain sub-optimal performance when
dealing with multiple candidate documents because a well-designed
document retriever and an answer reranker are critical for the final
performance. First, the documents that contain correct answers
(so-called golden documents) may not be correctly retrieved, as can
be clearly seen from Figure 1. In our experiments (see Table 2 in
Section 4.3), only 59.8% golden documents can be retrieved in top 5
positions on SQuAD-open [3] by TF-IDF similarity. The situation is
even worse on Quasar-T [9] where there are only 48.0% of golden
documents ranked in top 5 positions. Second, correct answers may
be discarded by the reranker even though the answers have been
extracted by the reader. As shown in our experiments on SQuAD-
open (Table 3 in Section 4.3), there is an increase of more than 15%
F1 score in question answering when all answer candidates are
input into the reranker.
The major reason can be attributed to the independent principle
that is widely used in existing work, where each document or an-
swer is modeled independently, without considering its relationship
to other candidate documents or answers. For document retrieval,
existing open-domain QA systems usually adopt a heuristic re-
triever based on TF-IDF [3], BM25 [34], or a neural retriever [16, 33],
to score each document. However, existing work only inputs the
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question and a single candidate document. The retriever scores
each candidate document independently but neglects the rest of
candidate documents, thereby producing biased scores [28]. As for
answer reranking, existing work uses neural networks to rerank
each extracted candidate merely based on the question and the
context around the candidate answer [16]. These reranking models
solely aggregate evidence from each answer’s context within one
document but ignore the clues from other documents.
Figure 1: An example from QuasarT [9] where an open-
domain QA model, like DrQA [3], fails to answer the ques-
tion due to the limitation of the retriever. The golden docu-
ment (D12 in this case) where the correct answer locates is
ranked too low (absent in the top 5).
In this work, we propose to introduce relational knowledge to
improve open-domain QA systems by considering the relationship
between questions and documents (termed as question-document
graph) as well as the relationship between documents (termed as
document-document graph). More specifically, we first extract rela-
tional graphs between an input question and candidate documents
with the help of external knowledge bases, using triples like “(chess,
type_of, sport)” in WordNet [12]. Then, the document retriever uses
question-document and document-document graphs to better re-
trieve the documents that contain the final answer. The answer
reranker also leverages such knowledge to evaluate the confidence
score of a candidate answer. By considering the question-document
graph, the direct evidence in a document can be used in docu-
ment retrieval and answer reranking. Moreover, the document-
document graph introduces the global information (from all the
other candidates) in addition to the local information (from the
current candidate), which helps the retriever/reranker to score can-
didate documents/answers more accurately.
The contributions of this work are in two folds:
• We propose a knowledge-aided open-domain QA (KAQA)
model by incorporating external knowledge into relevant
document retrieval and candidate answer reranking. We use
external knowledge resources to build question-document
graph and document-document graph and then leverage
such relational knowledge to facilitate open-domain question
answering.
• We evaluate the effectiveness of our approach on three open-
domain QA benchmarks (SQuAD-open, Quasar-T, and Trivi-
aQA). Experimental results show that our model can alleviate
the limitation of existing document retrieval and answering
reranking, as well as improve the accuracy of open-domain
question answering.
2 RELATEDWORKS
2.1 Open-Domain QA Benchmarks
Many benchmark datasets have been created to evaluate the ability
of answering open-domain questions without specifying the docu-
ment containing the golden answer. Quasar [9] requires models to
answer a question from top-100 retrieved sentence-level passages.
SearchQA [11] aims to evaluate the ability of finding answers from
around 50 snippets for each question. TriviaQA [17] collects a set of
questions, each alongwith top-50 web pages including encyclopedic
entries and blog articles. SQuAD-open [3] removes the correspond-
ing articles from each question in SQuAD [27], and is designed for
the setting of open-domain question answering. MS-MARCO [22]
provides 100K questions where each question is matched with 10
web pages. And DuReader [14] is a large scale Chinese dataset col-
lected in the same way as MS-MARCO. Recently, HotpotQA [39]
is collected for multi-hop reasoning among multiple paragraphs,
which supports the community to study question answering at a
large scale. All these datasets can advance QA models to deal with
more challenging and practical scenarios.
2.2 Approaches for Open-domain QA
Pipeline systems. It is natural to decompose open-domain QA
into two stages: retrieving relevant documents by a retriever and ex-
tracting the answer from the retrieved documents by a reader. Chen
et al. [3] developed DrQA which first retrieves Wiki documents
using bigram hashing and TF-IDF matching, and then extracts an-
swers from top-K articles with a multi-layer RNN RC model. Seo
et al. [30] introduced the query-agnostic representations of doc-
uments to speed up the retriever. Clark et al. [5] used a TF-IDF
heuristic method to select paragraphs and improve the RC compo-
nent via a shared normalization to calibrate answer scores among
individual paragraphs. Similarly, Wang et al. [37] applied shared
normalization to the BERT reader when simultaneously dealing
with multiple passages for each question. Ni et al. [23] improved
the retriever to attend on key words in a question and reformu-
lated the query before searching for the related evidence. Yang
et al. [38] proposed BERTserini that integrates the most power-
ful BERT RC model with the open-source Anserini information
retrieval toolkit. These pipeline systems are straightforward but
independent training of different components may face a context
inconsistency problem [16].
Joint training models. In order to address the issue that indepen-
dent IR components do not consider RC components, a variety of
joint training methods have been proposed. Choi et al. [4] proposed
a coarse-to-fine QA framework aiming at selecting only a few rel-
evant sentences to read. They treated the selected sentence as a
latent variable which can be trained jointly, supervised by the final
answer using reinforcement learning (RL). Wang et al. [36] also
regarded the candidate document extraction as a latent variable and
trained the two-stage process jointly. Min et al. [21] trained a shared
encoder for a sentence selector (IR component) and a reader (RC
component). Nishida et al. [24] used a supervised multi-task learn-
ing framework to train the IR component by considering answer
spans from the RC component. Wang et al. [33, 34] presented the
R3 system in a retriever-reader-reranker paradigm. The retriever
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ranks retrieved passages and passes the most relevant passages
to the reader. The reader determines the answer candidates and
estimates the reward to train the retriever. The reranker reranks the
answer candidates with strength-based and coverage-based princi-
ples. Moreover, Htut et al. [15] improved the retriever using relation
network [29], and Wang et al. [35] improved the reranker using a
neural model to verify answer candidates from different passages. In
order to capture useful information from full but noisy paragraphs,
DS-QA [19] and HAS-QA [25] decomposed the probability of an-
swers into two terms, i.e. the probability of each paragraph by the
retriever and the probability of answers given a certain paragraph
by the reader. In such probabilistic formulation, all documents can
be considered. Dehghani et al. [7] proposed TraCRNet which adopts
the Transformer [32] to efficiently read all candidate documents
in case the answers exist in low-ranked or not directly relevant
documents. Recently, Hu et al. [16] proposed RE3QA system which
models the retriever, the reader, and the reranker via BERT [8] and
achieved much better performance. Joint models improve the con-
sistency of different components, and therefore are more benefical
than pipeline systems.
Iterative Frameworks. Recently, more and more studies have fo-
cused on handling more sophisticated situations where single-step
retrieval and reasoning may be insufficient. To fast retrieve and
combine information from multiple paragraphs, Das et al. [6] intro-
duced a reader-agnostic architecture where the retriever and the
reader iteratively interact with each other. At each step, the query
is updated according to the state of the reader, and the reformulated
query is used to rerank the pre-cached paragraphs from the re-
triever. Peng et al. [26] claimed that not all the relevant context can
be obtained in a single retrieval step and proposed GoldEN Retriever
to answer open-domain multi-hop questions. At each step, GoldEN
Retriever uses results from previous reasoning hops to generate a
new query and retrieve new evidence via an off-the-shelf retriever.
Ding et al. [10] designed an iterative framework for multi-hop QA
named CogQA, which pays more attention to the reasoning process
rather than the retriever. CogQA extracts relevant entities from the
current passage to build a cognitive graph, and uses the graph to
decide the current answer and next-hop passages.
2.3 Knowledge in Retrieval-based QA Models
Our work is also inspired by the research which incorporates knowl-
edge in QA models. Sun et al. [31] leveraged relevant entities from
a KB and relevant text from Wikipedia as external knowledge to
answer a question. Lin et al. [18] constructed a schema graph be-
tween QA-concept pairs for commonsense reasoning. In order to
retrieve reasoning paths over Wikipedia, Godbole et al. [13] used
entity linking for multi-hop retrieval. Asai et al. [1] utilized the
wikipedia hyperlinks to construct the Wikipedia graph which helps
to identify the reasoning path. Though many efforts have been
devoted into designing knowledge-aided reasoning components in
QA systems, our work aims at improving the retriever and reranker
components through building question-document and document-
document graphs with the aid of external knowledge.
3 METHODOLOGY
In this section, we describe our Knowledge-Aided Question An-
swering (KAQA) model in detail. Our model follows the retriever-
reader-reranker framework [33, 34] but incorporates knowledge
into different components.
Figure 3 gives an overview of our KAQAmodel. Specifically, each
candidate document Di is first assigned a retrieval score s1[i] by a
simple retriever. Then, a reader with multiple BERT layers decides
a candidate answer in this document with the largest start/end
position probability. An MLP reranker assigns a confidence score
s3 of the candidate answer afterwards. In order to improve the
retriever and the reranker, we extract the graph between questions
and documents (GQ ) and the graph among documents (GD ) as
the relational knowledge. Such knowledge is utilized to refine the
retrieval and reranking scores by leveraging the scores of other
candidates.
In what follows, we first introduce the retriever-reader-reranker
framework and the knowledge we used, and then we describe each
component in turn.
3.1 Retriever-Reader-Reranker Framework
Open-domain question answering aims to extract the answer to
a given question Q from a large collection of documents D =
{D1,D2, ...,DN }. The retriever-reader-reranker framework con-
sists of three components.
The Retriever (R1) first scores each candidate document Di with
s1[i] = R1(Q,Di ),
where s1[i] is the score of document Di given question Q . It then
ranks candidate documents according to the scores s1[i] (1 ≤ i ≤
N ), and returns a few top ranked candidate documents to the reader
component.
The Reader (R2) extracts a candidate answer from each candidate
document independently, which is the same as that in single docu-
ment RC models. For a given document Di = [d1i , ...dni ], the reader
outputs two distributions over all the tokens di as the probability
of being the start/end position (Ps /Pe ) of the answer respectively:
Ps (di ) = Rs2(Q,Di ), Pe (di ) = Re2 (Q,Di ).
The candidate answer from document Di is then determined by
ai = [d lˆi , ..,dmˆi ] = argmax
l<m
Ps (dli )Pe (dmi )
with a score
s2[i] = Ps (dli )Pe (dmi ),
where [dli , ..,dmi ] denotes the text span from the l-th word to the
m-th word in document Di .
The Reranker (R3) aggregates the supporting evidence of each
candidate answer and re-scores each candidate answer ai as
s3[i] = R3(Q,ai ).
The final score of the candidate answer from Di is the weighted
sum of scores from the three components:
s[i] = w1s1[i] +w2s2[i] +w3s3[i].
The output answer is then determined by taking the candidate
answer with the largest final score from {a1,a2, · · · ,aN }.
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Figure 2: The D12-centric subgraph and two corresponding
lists GQ12 and G
D
12. Each word in the target document D12 is
matchedwith aword in the question or aword in other docu-
ments. If the k-th word dk12 is related to any word in the ques-
tion, GQ12[k] = 1; otherwise G
Q
12[k] = 0. If dk12 is most related
(defined in Eq. (2)) to words in the j-th document (j , 12),
GD12[k] = j, otherwise GD12[k] = null . Numbers in blue stand
for document indices, and numbers in red stand for word
indices in a document.
3.2 Knowledge-Aided Model
Our knowledge-aided model improves the original components
to be conditioned on external knowledge K , i.e. score s1[i] by the
retriever and s3[i] by the reranker are computed as:
s1[i] = R1(Q,Di ,K),
s3[i] = R3(Q,ai ,K),
where K is involved in R1 and R3. In our model, the knowledge
K includes the question-document graph GQ and the document-
document graph GD .
For a given questionQ with N candidate documents {D1, ...DN },
we extract relational triples with subject and object entities in the
question or any candidate document, with the help of external
knowledge bases (KBs), such as WordNet. We build two graphs
GQ and GD with these triples, where each node represents a word
in a document or the question, and each edge represents a KB
relation. We also define two lists GQi and G
D
i for each document
Di to represent the subgraphs ofGQ andGD centered at document
Di , as shown in Figure 2.
G
Q
i is an indicative list which shows whether each word in Di
is connected to any word in the question in Q :
G
Q
i [k] =
{
1 ∃j, r : (dki , r ,qj ) ∈ KBs
0 otherwise
, (1)
where dki represents the k-th word in document Di , q
j represents
the j-th word in the questionQ , r is a relation or a reversed relation
in external knowledge base K , and GQi [k] = 1 indicates that dki is
connected to at least one word in Q .
GDi is an index list which represents the connection between
documents:
GDi [k] =
{
argmaxj |T (j)| T (j) = {l |(dki , r ,dlj ) ∈ KBs}, j , i
null otherwise
(2)
where dki represents the k-th word in document Di and d
l
j repre-
sents the l-th word in document D j . Since dki can have connec-
tions with words in multiple documents, we use T (j) to denote the
set of words in D j that are connected to word dki . And therefore|T (j)| serves as the strength (the number of relevant words) of the
connection between D j w.r.t. word dki . G
D
i [k] = j stands for that
document D j has the most words connected to dki than other docu-
ments . GDi [k] = null means dki is removed from GD or dki has no
connections to all other documents (see Section 4.1).
3.3 Retriever
The retriever is responsible for identifying whether a candidate
document contains the answer or not. First, the semantic similarity
of the question and a candidate document is measured by the cosine
value of their TF-IDF vectors:
s1[i] = cos(TF − IDF (Q),TF − IDF (Di )).
Thereby, we obtain independent retrieval scores for each candidate
document:
s1 = {s1[1], s1[2], ...s1[N ]}.
To utilize knowledge GQ and GD , we combine the simple re-
trieval scores with another two knowledge-aided terms as:
s
Q
1 [i] =
∑
k
G
Q
i [k]αki s1[i],
sD1 [i] =
∑
k
αki s1[GDi [k]],
sˆ1[i] = s1[i] + ωQsQ1 [i] + ωDsD1 [i], (3)
where ωQ and ωD are the weights to balance the original score and
the knowledge-aided terms. αki is the weight assigned to word d
k
i .
We use the self-attention scores [32] computed among the hidden
states from an internal BERT layer as the weights in the knowledge-
aided retrieval score.
In Eq. (3), the retrieval score for Di is strengthened by the
question-document connections GQi via s
Q
1 [i] (named as q-link
term), and the document-document connectionsGDi via s
D
1 [i] (named
as d-link term). The sQ1 [i] term pays attention to the words con-
nected to the question. Ifdki is connected to the question, i.e.G
Q
i [k] =
1, s1[i] will be enhanced by its weight αki . Otherwise, if there is
no word connected to the question, the sQ1 [i] term will be 0 and
there is no additional score from GQ . The sD1 [i] term emphasizes
the information of other relevant documents. If dki is connected to
the j-th document, i.e. GDi [k] = j, D j ’s retrieval score s1[j] will be
added to s1[i] with weight αki . Otherwise, if Di has no connection
with other documents, the retrieval score will not be affected by
the retrieval scores of other documents.
In the above formulation, we use αki to weigh the importance of
each word dki in Di . This is implemented by applying self-attention
on the output of an intermediate layer (Lα ), as follows:
αi = Sel f Attn(HLα ) ∈ R |Di | ,
where αi is normalized only over tokens in Di (|αi | = |Di |) but is
also conditioned on the question Q since the model input includes
Knowledge-Aided Open-Domain Question Answering ACM Conference Template, Date,
Figure 3: The KAQA framework working on an example. A candidate document D12 is first assigned a retrieval score s1[12]
via simple TF-IDF. Then a reader with multiple BERT layers decides a candidate answer span in this document with the
largest start/end position probability. And the reranker assigns a reranking score s3[12] to the candidate answer. Relational
knowledge GQ12 and G
D
12 are utilized to modify the retrieval score and reranking score by leveraging the corresponding scores
of other candidates. One internal BERT layer outputs α as the weights for each word (marked in red). The weights of words
connected to the question enlarges s1[12], and the weights of words connected to other documents (document indices marked
in blue) are used to integrate the retrieval score of other documents (s1[1] and s1[5]) into s1[12]. Another internal BERT layer
outputs β as the similar weights used to modify s3[12]. The final answer is decided by the knowledge-enhanced scores sˆ.
Q . More specifically, the input token sequence to the BERT is as
follows:
X = [CLS],q1, ...q |Q | , [SEP],d1i , ...d |D |i , [SEP],
H0 = Embed(X ).
And the output of each layer is Hl , given by
Hl = BERTLayer (Hl−1), 0 < l ≤ L.
Note that we set Lα = 3 in our experiments, which is the same as
RE3 [16]. The major reason is due to the computational efficiency
concern: extracting representations from shallow layers is more
efficient than from higher layers, without encoding with all the
BERT layers when dealing with large document collections.
3.4 Reader
The reader is responsible for identifying the start position and
the end position of the answer span in a candidate document
ai = [dli , ..,dmi ]. Following state-of-the-art RC models, we adopt
the BERT-based model [8] as our reader. In this reader, each token
dki in document Di is represented by the concatenation of its token
embedding (word embedding), segment embedding and position
embedding in the input layer as H0. Next, a series of pre-trained
BERT layers are used to encode the input embeddings into a se-
quence of contextualized vectors as:
H0 = Embed(X ),
Hl = BERTLayer (Hl−1), 0 < l ≤ L.
Finally, two different MLP layers transform the hidden vectors from
the top layer into two distributions as the possibility of being the
start and the end positions respectively:
Ps (dki ) = MLPs (hkL),
Pe (dki ) = MLPe (hkL),
where hkL represents the hidden vector on the k-th position in the
L-th BERT layer (HL). Ps (dki ) is the probability of the k-th word
dki being the start of the candidate answer in Di , and Pe (dki ) is the
probability of word dki being the end of answer span. The candidate
answer is determined by the product of the two distributions:
ai = [d lˆi , ..,dmˆi ] = argmax
l<m
Ps (dli )Pe (dmi ).
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3.5 Reranker
The reranker aggregates evidence supporting for each candidate
answer and re-score the confidence of each candidate answer. Each
candidate answer is a text span in a single input document, and
the reranker first aggregates the BERT representations of words in
span ai = [d lˆi , ..,dmˆi ] to get the summarized answer representation
ha as:
γk = Sel f Attn(hkL),
hai =
m∑
k=l
γkhkL ,
whereγk is computed by the self-attention [32] on the hidden states
of the last BERT layer hkL . Then an MLP outputs the confidence
score:
s3[i] = MLPa (hai ).
And we obtain the confidence scores of all the candidate answers
as:
s3 = {s3[1], s3[2], ...s3[N ]}.
But independent reranking scores may be sub-optimal. To utilize
knowledge GD and GQ , we also combine the reranking score with
two knowledge-aided terms as:
h
Q
ai =
m∑
k=l
G
Q
i [k]βki hkL ,
s
Q
3 [i] = MLPa (h
Q
ai ),
sD3 [i] =
∑
k
βki s3[GDi [k]],
sˆ3[i] = s3[i] + ωQsQ3 [i] + ωDsD3 [i], (4)
where βi is the self-attention assigned to words in Di obtained
similarly to αi but with hidden states from a deeper layer:
βi = Sel f Attn(HLβ ) ∈ R |Di | .
In the knowledge-aided reranker, we only consider the words in
the answer span ai rather than all the words in Di . In Eq. (4),
the reranking score is enhanced by GQ and GD . The sQ3 [i] term
emphasizes the words connected to the question. If dki is connected
to the question, i.e. GQi [k] = 1, s3[i] will be enhanced by its weight
βki . Otherwise, if no word is connected to the question, the score
will not be enhanced. The sD3 [i] term emphasizes the information of
other relevant documents. If dki is connected to the j-th document,
i.e. GDi [k] = j, s3[j] will be added to s3[i] with the weight βki .
Otherwise, if Di has no connection with other documents, it can
not be supported by others’ retrieval scores.
Note that we set Lβ = 11 in our experiments because the vectors
from the second last layer are verified effective when using as
features in other tasks [8].
3.6 Inference and Optimization
The final answer is determined the overall score which sums the
modified retrieval and reranking scores as well as the original reader
score, as follows:
sˆ[i] = w1sˆ1[i] +w2s2[i] +w3sˆ3[i]. (5)
The model is optimized jointly by the supervision applied to each
component as
L = L1 + L2 + L3. (6)
For the retriever, a binary score s∗1[i] indicating whether each
document includes the golden answer supervises the retrieval score
sˆ1[i] as
L1 =
∑
i
∥ siдmoid(sˆ1[i]) − s∗1[i] ∥2 .
For the BERT-based reader which outputs the α and β for the
knowledge-aided retriever and reranker, the golden answer span
a∗ supervises the model via cross-entropy loss:
L2 = − log Ps (a∗) − log Pe (a∗).
Motivated by RE3 [16], the reranking score sˆ3 can also be super-
vised by a hard label shard3 and a soft label s
sof t
3 as follows:
sˆhard3 [i] ←− so f tmax(sˆ3[i]),
sˆ
sof t
3 [i] ←− siдmoid(sˆ3[i]),
L3 =
∑
| |sˆsof t3 − s
sof t
3 | |2 −
∑
shard3 log(sˆhard3 ),
where ssof t3 [i] is the F1 score of the candidate answer ai compared
to the golden answer a∗, and shard3 [i] is defined as the EM score
of ai . The softmax operation converts the reranking scores of all
candidate answers to the question into probabilities, and the label
shard3 has value 1 on only the ground truth answer (0-1 distribution).
4 EXPERIMENT
4.1 Datasets and Preprocessing
We have conducted experiments on three public open-domain ques-
tion answering datasets: SQuAD-open [3], Quasar-T [9] and Trivi-
aQA [17]. For each dataset, we train the models on the training set
and evaluate the models on the development set. The statistics of
these datasets are shown in Table 1.
SQuAD-open is the open-domain version of SQuAD (a bench-
mark for single document reading comprehension). In SQuAD-open,
the evidence corpus for each question is the entire Wikipedia rather
than a specific paragraph of a Wikipedia article. For each question,
we sifted out top 10 documents as the input candidates using TF-IDF
similarity scores.
Quasar-T consists of trivia questions with long and short con-
texts extracted from ClueWeb09 corpus using the “Lucene index”.
For each question, 100 unique sentence-level documents were col-
lected. The answers to the questions were obtained from various
internet sources andmay not exist in any candidate document. Since
the answer coverage of long contexts and short contexts are almost
the same, we only use the short contexts as the candidate docu-
ments for the computational efficiency. Only the instances where
the answer can be extracted from the documents are retained.
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TriviaQA is a large dataset for the reading comprehension task
and the open-domain QA task. We focus on the open-domain
QA subset, i.e. TriviaQA-unfiltered-web, which gathers question-
answer pairs from 14 trivia and quiz-league websites, and collects
the top 50 search results returned from the Bing Web search API
as the relevant documents for each question. The search output
includes a diverse set of documents such as blog articles, news arti-
cles, and encyclopedic entries. Only the top 10 results keep entire
Web pages or PDF, and the others only contain URLs, titles and
descriptions. In our experiments, we only keep the instances where
the answer can be extracted from the documents.
Due to the lack of answer annotations in Quasar-T and TriviaQA
datasets, the golden document is automatically labeled as the first
document (in the ranked order) where the golden answer can be
exactly matched with a text span in the document, and the position
of the span is used to supervise our model. Instances with more
than 8,000 tokens (words in the question and all the candidate
documents) are removed.
Table 1: The statistics of three open-domain QA datasets.
Datasets #Training examples #Development examples #Avg. docs
SQuAD-open 87,599 10,570 10
Quasar-T 25,465 2,068 100
TriviaQA 68,001 8,768 50
To construct GQ and GD , we first extract noun phrases in the
questions and the documents with NLTK1 and spaCy2 toolkits.
Then, we pair one noun phrase from a document with another one
from the question or another document. We check whether each
pair is a valid triple3 defined in the knowledge bases. In our experi-
ments, we use WordNet [12], Freebase[2], and ConceptNet[20] as
external knowledge bases. If one noun phrase in the question is
connected to more than T1 documents, we removed all the edges
connected to this phrase inGQ since such common nodes provide
little information to distinguish candidate documents. The thresh-
oldT1 is set to 10 for Quasar-T and TriviaQA and 5 for SQuAD-open,
since each question in SQuAD-open is only paired with 10 candidate
documents. We also limit the number of nodes inGD to prevent the
d-link term (sD1 ) from leaning towards long documents. For each
document, we keep at most T2 words (nodes) which are connected
to another document in GD . Such words are ranked according to
their inverse document frequency (IDF). Common words with small
IDF are removed from theGD if a document has too many outgoing
edges. T2 is set to 10 for Quasar-T and TriviaQA, and is set to 30
for SQuAD-open, since the documents in SQuAD-open are much
longer.
4.2 Experimental Settings
We initialize our model using the uncased version of BERT-base [8].
We first fine-tune the reader (with only L2) for 1 epoch, and then
fine-tune the whole model (with L) for another 2 epoches. We use
Adam optimizer with a learning rate of 3 × 10−5 and the batch size
is set to 32.
1http://www.nltk.org
2https://spacy.io
3Semantic different relations, such as “/r/Antonym", are excluded.
The pre-trained BERT reader has L = 12 layers. The shallower
internal layer used to compute α for the retriever is Lα = 3, which is
the same as RE3 [16]. And the deeper internal layer used to compute
β for the reranker is Lβ = 11 since most approaches based on BERT
suggest to use the vectors from the second last layer [8].
The weights to incorporate GQ and GD in the retriever (Eq. (3))
and the reranker (Eq. (4)) are ωQ = 0.5, and ωD = 0.5. The weights
to balance scores from different components in the final score (Eq.
(5)) are searched fromw1/2/3 ∈ {0.2, 0.5, 1.0}. And all the loss terms
in Eq. (6) are normalized to the same scale.
4.3 Preliminary Experiments
Most open-domain QA systems only provide the reader with top-
5 retrieved documents for answer extraction. We evaluate how
well the retriever ranks the golden documents that contain correct
answers. Results in Table 2 show that TriviaQA has good retrieval
results where more than 80% golden documents can be found in top
5 positions. However, the cases for SQuAD-open and Quasar-T are
quite unsatisfactory. There are about 50% chances that the golden
documents are not passed to the reader, where in such cases wrong
answers will be produced inevitably.
Table 2: Ranking performance evaluated on the develop-
ment sets of different open-domain QA datasets. SQuAD-
open is ranked by TF-IDF similarity. Quasar-T and TriviaQA
are already ranked in search order by the original datasets.
Datasets P@3 P@5 P@10
SQuAD-open 52.9 59.8 67.7
Quasar-T 39.2 48.0 56.9
TriviaQA 72.6 80.9 89.5
Furthermore, we conduct experiments where golden documents
are enforced to pass to the reader to verify the effect with a high-
quality retriever. We evaluate the performance of the state-of-the-
art baseline model RE3 [16] under different settings. In the original
setting, the reader in RE3 receives the top-N documents ranked
by the retriever. If the retriever assigns a low score to the golden
document, the reader can not extract the correct answer. In the “+
Golden Doc” setting, if a golden document is excluded from top-
N candidates, we manually replace the N -th candidate with the
golden document. Results in Table 3 show that, even the reader
and reranker are still imperfect, the performance has been boosted
substantially when the golden documents can be correctly retrieved.
Though the retrieval performance is quite high on TriviaQA (P@5/
P@10 is about 80%/90% respectively, as shown in Table 2), better
retrievers can still improve the performance of the open-domain
QA system remarkably (from 69.8% to 77.4% in F1).
We further evaluate the “+ All Answer” setting where all can-
didate answers extracted by the reader rather than only the most
possible answer are compared with the ground truth answer. We
evaluate the maximum EM and F1 values over all candidate answers.
This experiment indicates the upper bound of the performance if
the reranker is perfect. Results in the last row of Table 3 show that,
for TriviaQA, nearly 15% F1 decrease is caused by the reranker
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when wrongly assigning a lower confidence score to the correct
candidate answers which have already been extracted by the reader.
And the decrease is even larger for Quasar-T and SQuAD-open.
These experiments show that though powerful BERT based mod-
els have achieved strong performance on single document machine
comprehension, there is still much room for improvement in open-
domain QA systems due to the limitation of the retriever and the
reranker. Results show that the performance of question answering
can be substantially improved if the retriever and the reranker have
better performance.
Table 3: QA performance of RE3 model with the perfect re-
triever (+Golden Doc) and perfect reranker (+All Answer).
Methods SQuAD-open Quasar-T TriviaQAEM F1 EM F1 EM F1
RE3 40.1 48.4 55.8 60.8 64.1 69.8
+ Golden Doc 68.9 75.5 59.7 64.7 72.1 77.4
+ All Answer 55.2 65.0 82.8 86.4 78.4 84.7
4.4 Overall Performance
We verify the performance of our model on the development sets
of the datasets. Table 4 shows the Exact Match (EM) scores and F1
scores of our model as well as the scores of previous models. We
can observe that:
• Except the Multi-Passage BERT [37] which adopts BERT-
large, our model achieved the best performance on SQuAD-
open. Our model is remarkably better than RE3 [16] which
also adopts BERT-base, demonstrating the advantages of our
proposed retriever and reranker.
• Our model outperforms all the other methods on Quasar-T. It
is reasonable that our model has an F1 performance of 62.2%
on this dataset since the room for improvement implied by
using golden documents as illustrated in Table 3 is only 3.9%
F1 score (from 60.8% to 64.7%) and much smaller than those
on the other two datasets. Larger performance gains may
require more powerful reasoning models (namely the reader
component).
• Ourmodel also outperforms all baselines on TriviaQA-unfiltered
with a relative smaller improvement because the retriever on
this dataset already performs well (80.9% of P@5) as shown
in Table 2.
These results demonstrate the advantages of our proposed model.
4.5 Analysis on the Retriever
As our model incorporates different types of knowledge, we con-
duct ablation tests to investigate the effect of using the question-
document graph (GQ ) and the document-document graph (GD ) on
the retriever component. We demonstrate here how the knowledge
(GQ and GD ) affects the rank of golden documents on the develop-
ment set of SQuAD-open in Figure 4 and report the final F1 scores
on the three datasets in Table 5.
First, the retrieval performance increases consistently when in-
corporating GQ and GD . The full model performs the best and
even approaches the upper bound4 in our experiments, consistently
demonstrating that both GQ and GD in the retriever benefit the
performance of open-domain QA systems.
Second, the contribution of GQ is larger than that of GD on
SQuAD-open (“removingGQ ”: ↓ 2.9% F1 v.s. “removingGD ”: ↓ 1.3%
F1). But the situation is reversed on Quasar-T (“removing GQ ”:
↓ 0.5% F1 v.s. “removing GD ”: ↓ 0.9% F1). This difference may be
explained by the fact that the links between Wikipedia articles in
SQuAD-open are not as dense as those between the Web pages in
Quasar-T.
Figure 4: Retrieval performance of different models on the
SQuAD-open development set.
4.6 Analysis on the Reranker
We further conduct ablation tests to investigate the effect of question-
document graph (GQ ) and document-document graph (GD ) on the
reranker component.
We first evaluate the improvement of answer reranking from
different rerankers on the SQuAD-open development set. We keep
the retriever and the reader unchanged and thus obtain the same
candidate answers for each question. Then different rerankers as-
sign a confidence score to each candidate answer. We compare the
maximum F1 scores over the top-1, top-3, top-5 and all candidate
answers. As illustrated in Figure 5, the reranker can be improved
to assign larger confidence scores to correct answers with higher
F1 scores when incorporating GQ and GD .
We then evaluate the final performance on the three datasets. The
results in Table 5 consistently show that the removal of either GQ
or GD can degrade the model performance, and thus both GQ and
GD in the reranker contribute to the performance of open-domain
QA systems.
For one thing, we observe that the performance drop is smaller
when removing GQ and GD in the reranker than that when re-
moving them in the retriever, indicating that the two relational
4Since there are only 10 documents per question with 67.7% recall in our experiments
on SQuAD-open.
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Table 4: Exact Match (EM) and F1 scores of different models on SQuAD-open, Quasar-T and TriviaQA development sets. For
previous models: † indicates that the model is based on BERT-large while our model uses BERT-base (a smaller version of
BERT); ∗ indicates that the results are obtained by ourselves using open-source codes; other values are directly copied from
the original papers; and “-” indicates that the original papers do not provide the corresponding scores.
Models SQuAD-open Quasar-T TriviaQA-unfilteredEM F1 EM F1 EM F1
DrQA [3] 27.1 - - - 32.3 38.3
R3 [33] 29.1 37.5 34.2 40.9 47.3 53.7
ReRanker [34] - - 42.3 49.6 50.6 57.3
DS-QA [19] 28.7 36.6 42.2 49.3 48.7 56.3
Shared-Norm [5] - - 38.6 45.4 61.3 67.2
Retrieve-and-Read [24] 32.7 39.8 - - - -
Extraction + Selection (Joint Training) [36] - - 45.9 53.9 - -
MINIMAL [21] 34.7 42.5 - -
TraCRNet [7] - - 43.2 54.0 - -
HAS-QA [25] - - 43.2 48.9 63.6 68.9
Multi-Step [6] 31.9 39.2 39.5 46.7 55.9 61.7
BERTserini [38] 38.6 46.1 - - - -
Multi-Passage BERT [37] 53.0† 60.9† 51.1† 59.1† 63.7† 69.2†
RE3 [16] 40.1 48.4 55.8∗ 60.8∗ 64.1 69.8
ours 43.6 53.4 57.3 62.2 66.6 72.2
Table 5: Ablation testswhen removing different graphs from
the retriever. F1 scores are reported.
Retriever SQuAD-open Quasar-T TriviaQA
Full model 53.4 62.2 72.2
- GQ 50.5 61.7 71.6
- GD 52.1 61.3 71.9
- GQ - GD 49.8 61.0 71.2
graphs are more beneficial to the retriever. For another thing, dif-
ferent from the observations in the analysis on the retriever, the
contribution ofGQ to the reranker is smaller than that ofGD on all
the datasets. Since the input of the reranker is only the candidate
answer spans, which probably have few words connected to the
question, the q-link term (sQ3 ) is probably zero. However, the correct
answer is more likely to occur in multiple documents [34], and thus
aggregating information from document-document graphs (GD )
may benefit answer reranking more remarkably.
Table 6: Ablation tests when different information is re-
moved from the reranker. F1 scores are reported.
Reranker SQuAD-open QuasarT TriviaQA
Full model 53.4 62.2 72.2
- GQ 53.0 61.9 71.8
- GD 51.2 61.5 71.3
- GQ - GD 50.3 61.2 70.9
Figure 5: Maximum F1 scores over top-N documents and all
candidate answers from different rerankers on the SQuAD-
open development set.
5 CONCLUSION
This paper investigates how the performance of open-domain ques-
tion answering can be improved through enhancing document
retrieval and answer reranking. The central idea is to consider
both question-document and document-document relationships in
the document retriever and the answer reranker. More specifically,
with the aid of external knowledge resources, we first construct
question-document graphs and document-document graphs using
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knowledge triples, and then encode such relational knowledge in
the document retrieval and answer ranking components.
We evaluated our model on several open-domain question an-
swering datasets including SQuAD-open, Quasar-T and TriviaQA-
unfiltered. We observed that our method can boost the overall per-
formance of open-domain question answering consistently on these
datasets. Extensive experiments show that modeling the question-
document and document-document relationships can contribute to
the improvement consistently.
Though our method is simple and effective, we plan to use more
sophisticated models such as graph convolutional networks to in-
corporate such relational knowledge into open-domain QA systems.
We leave this as future work.
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