Abstract. We introduce a technique to obtain local (bracketing) metric entropy bounds for subsets of a normed vector space from global entropy bounds. Using this method, we establish that for q ≥ 1, the class of convex combinations of q translates of a probability density has finite local doubling dimension under a smoothness assumption. The proof requires a detailed investigation of the local geometry of mixture classes, which is of independent interest.
Introduction
Let (X, d) be a metric space, and consider a subset T = {t ξ : ξ ∈ Ξ} of X that is parametrized by a bounded subset Ξ of R d . Roughly speaking, we are interested in the following question: can T be viewed as a finite-dimensional subset of X? It is certainly tempting to think so, as the parameter set Ξ is finite-dimensional, and this idea is easily made precise if the induced metric d T (ξ, ξ ′ ) = d(t ξ , t ξ ′ ) on Ξ is comparable to a norm on R d . However, there are natural examples where control by a norm is not straightforward, or even impossible. The aim of this paper is to develop a general method to address such problems, and to study in detail a prototypical problem that arises from applications in statistics.
To set the stage for the problems that we will consider, let us recall some metric notions of dimension. For a subset T of a metric space (X, d), the covering number N (T, ε) is the smallest cardinality of a covering of T by ε-balls [15] : N (T, ε) = inf n : ∃ x i ∈ X, i = 1, . . . , n s.t. T ⊆ n i=1 B(x i , ε) , where B(x, ε) = {x ′ ∈ X : d(x, x ′ ) ≤ ε}. The covering number, or equivalently the metric entropy log N (T, ε), quantifies the capacity of the set T , and its scaling in ε is closely connected to dimension. Indeed, let | · | be a norm on R d , so that (R d , | · |) is a finite-dimensional Banach space. A standard estimate [18, Lemma 4.14] gives N (B(t, δ), ε) ≤ 3δ ε d for any ε ≤ δ, where B(t, δ) = {x ∈ R d : |x − t| ≤ δ}. This estimate has two trivial consequences: first, for any bounded T ⊂ (R d , | · |), there is a constant C 1 so that
The doubling (Assouad) dimension of a set T is defined as the supremum of the local doubling dimension sup ε log N (T ∩ B(t 0 , 2ε), ε) with respect to t 0 [2, 14] . For the purposes of this paper, we will consider mainly the local version of this concept where the point t 0 is fixed. p(θ1 − 0.5) 2 + ⋆ ) ≤ δ} behaves nothing at all like a ball in a finite-dimensional Banach space (see Figure 1 (a)): indeed, the diameter of Ξ q (δ) is even bounded away from zero as δ ↓ 0. There is therefore no hope to deduce a local entropy bound of the form (1.2) for N (M q (δ), ε) directly from the corresponding bound for a finite-dimensional Banach space. This natural example provides a vivid illustration of the difficulty of establishing local entropy bounds in geometrically irregular settings. The goal of this paper is to develop an approach for the investigation of such problems.
In section 2, we develop a useful technique to obtain local entropy bounds of the form (1.2) . This method is not specific to mixtures, and is developed in a very general setting. We are motivated by the fact that, as explained above, global entropy bounds of the form (1.1) are typically much easier to obtain in geometrically complex problems than local entropy bounds. The main results of this section, Theorems 2.4 and 2.6, allow to deduce a local entropy bound for a subset T of a normed vector space from a global entropy bound for a certain weighted set D 0 associated to T . While the latter bound may be far from trivial to obtain, it can provide a significant simplification of the original problem.
In section 3, we obtain local entropy bounds for the mixture classes M q . For concreteness, we endow M q with the Hellinger metric h(f, g) = √ f − √ g L 2 , which is the relevant metric for statistical applications [20, ch. 7] , [18] (however, our results are easily adapted to other commonly used probability metrics-the total variation metric d TV (f, g) = f − g L 1 , for example-using almost identical proofs). The main result, Theorem 3.3, provides an explicit bound of the form (1.2) for M q under suitable smoothness assumptions on f 0 .
To prove Theorem 3.3, we first reduce the local entropy bound to a global entropy
). This pseudodistance controls precisely the set of parameters in Ξ q with density close to f ⋆ , see Figure 1 for an example. Beside their intrinsic interest, the results in this paper are of direct relevance to statistical applications. Many problems in statistics and probability make use of estimates on the metric entropy of classes of densities: metric entropy controls the rate of convergence of uniform limit theorems in probability, and is therefore of central importance in the design and analysis of statistical estimators [21, 20, 18] . Such applications frequently require a slightly stronger notion of metric entropy known as bracketing entropy, which we will consider throughout this paper; see section 2. In infinite-dimensional situations, the global entropy is chiefly of interest: global entropy estimates for various classes of probability densities can be found in [21, 20, 18, 3, 9] . However, in finite-dimensional settings, global entropy bounds are known to yield sub-optimal results, and here local entropy bounds are essential to obtain optimal convergence rates of estimators [20, §7.5] . In the case of mixtures, the difficulty of obtaining local entropy bounds was noted, e.g., in [12, 19] . Applications of the results in this paper are given in [11, 10] .
2.
From global entropy to local entropy 2.1. Definitions and results. We will consider two different notions of covering in normed vector spaces. The first is the classical covering by balls. Definition 2.1. Let (X, · ) be a normed vector space. For any subset T ⊆ X and ε > 0, the covering number N (T, ε) is defined as
The second notion that we will consider is covering by brackets (order intervals), which requires a lattice structure. We will work in the general setting of normed vector lattices (normed Riesz spaces, see [1] for a basic introduction). Definition 2.2. Let (X, · ) be a normed vector lattice. For any subset T ⊆ X and ε > 0, the bracketing number N(T, ε) is defined as
Remark 2.3. In a normed vector lattice (X, · ), the covering and bracketing numbers are both well defined. As [l, u] ⊂ B(l, u − l ), it is evident that N (T, ε) ≤ N(T, ε) for any T ⊆ X and ε > 0. Bounds on the bracketing number therefore imply bounds on the covering number, but not conversely. The finer covering by brackets is essential in many probabilistic and statistical applications [21, 20, 18] .
Let (X, · ) be a normed vector space, and let us fix a subset T ⊆ X and a distinguished point t 0 ∈ T . Our aim is to obtain an estimate on the local covering (or bracketing) number N (T ∩B(t 0 , δ), ε) that is polynomial in δ/ε. As is explained in the introduction, such estimates can be much more difficult to obtain than the corresponding estimates on the global covering number N (T, ε) that are polynomial in 1/ε. Unfortunately, the latter is strictly weaker than the former.
Nonetheless, global covering estimates can be useful. For any t = t 0 , define
The main message of this section is that a local covering estimate for T can be obtained from a global covering estimate for the weighted class D 0 ⊆ X. As global entropy estimates can be much easier to obtain than local entropy estimates, this provides a very useful approach to obtaining local entropy bounds for geometrically complex classes. We will give two versions of our main result, one for bracketing numbers (Theorem 2.4) and one for covering numbers (Theorem 2.6).
Theorem 2.4. Let (X, · ) be a normed vector lattice. Fix T ⊆ X and t 0 ∈ T , and let D 0 be as above. Suppose that there exist q, C 0 ≥ 1 and ε 0 > 0 such that
Remark 2.5. Theorem 2.4 requires an upper bound d ∈ X on |D 0 |, that is, D 0 must be order-bounded. But the assumptions of the Theorem already require that N(D 0 , ε 0 ) < ∞, which is easily seen to imply order-boundedness of D 0 . The latter therefore does not need to be added as a separate assumption.
Theorem 2.6. Let (X, · ) be a normed vector space. Fix T ⊆ X and t 0 ∈ T , and let D 0 be as above. Suppose that there exist q, C 0 ≥ 1 and ε 0 > 0 such that
Remark 2.7. In the above results, a global covering bound for D 0 of order (1/ε) q gives a local covering bound for T of order (δ/ε) q+1 . It is instructive to note that this polynomial scaling cannot be improved. Indeed, let T be the unit (Euclidean) ball in R q+1 , and let t 0 = 0. Then D 0 is the unit sphere in R q+1 and therefore has Kolmogorov dimension q, but the covering number of B(0, δ) is of order (δ/ε) q+1 .
Remark 2.8. A natural question is whether a converse to the above results can be obtained. In general, however, this is not possible: the class D 0 can be much richer than the original class T , as the following simple example illustrates. Let (X, · ) be an infinite-dimensional Hilbert space and let (e k ) k≥1 be an orthonormal basis.
The proofs of Theorems 2.4 and 2.6 are almost identical. We will give a complete proof for the bracketing version (Theorem 2.4) in section 2.2, and briefly sketch the changes needed for its covering counterpart (Theorem 2.6) in section 2.3.
Proof of Theorem 2.4. The assumption implies that
We therefore have
where C is as defined in the Theorem. This estimate will be used below. Fix ε, δ > 0 and let N = N(D 0 , ε). Then there exist l 1 , u 1 , . . . , l N , u N ∈ X such that u i − l i ≤ ε for all i = 1, . . . , N , and for every t ∈ T , t = t 0 there is an
Note that
where the latter two estimates follow from
and
Therefore, we have shown that
for arbitrary ε, δ > 0, r > 1, n ∈ N. In particular,
for all δ > 0, r > 1, H > 0. Thus we can estimate
where we have used that the bracketing number is a nonincreasing function of the bracket size. Now recall that
where q, C ≥ 1. Thus
as r > 1 and q, C ≥ 1. We can therefore estimate
H . We now fix δ, ρ > 0 such that ρ/δ < 4 ∧ 2 d , and choose
Clearly r > 1 and H > 0. Moreover, note that our choice of r and H implies that
δ (with r > 1 to be chosen later). Then there exists 1 ≤ i ≤ N so that
where we have used that d t = 1. Therefore, we have shown that
for every δ > 0, r > 1, n ∈ N, ρ > (r − 1)r −n δ. On the other hand, clearly
for all δ > 0, r > 1, H > 0. The remainder of the proof follows along exactly the same lines as that of Theorem 2.4, and is therefore omitted.
3. The local entropy of mixtures 3.1. Definitions and main results. Let µ be the Lebesgue measure on R d . We fix a positive probability density f 0 with respect to µ (f 0 > 0 and f 0 dµ = 1), and consider mixtures (finite convex combinations) of densities in the class
In everything that follows we fix a nondegenerate mixture f ⋆ of the form
The goal of this section is to obtain a local entropy bound for M q at the point f ⋆ , where M q is endowed with the Hellinger metric
That is, we seek bounds on quantities such as
, where N h denotes the covering number in the metric space (M q , h) (i.e., covering by Hellinger balls). In fact, we prove a stronger bound of bracketing type. Our choice of the Hellinger metric and the particular form of the bracketing number to be considered is directly motivated by statistical applications [20, ch. 7] , [18, §7.4] ; see [11, 10] for statistical applications of the results below. We will adhere to this setting for concreteness, though other metrics may similarly be considered.
In the sequel, we denote by
Note that the Hellinger metric can be written as h(f, g) = f /f ⋆ − g/f ⋆ 2 . To obtain covering bounds for M q in the Hellinger metric, we can therefore apply the results of section 2 for the case where (X, · ) is the Banach lattice L 2 (f ⋆ dµ), T = { f /f ⋆ : f ∈ M q }, and t 0 = 1. Indeed, it is easily seen that
where we have defined
Our aim is to obtain a polynomial bound for the bracketing number N(H q (ε), δ).
To this end, we will apply Theorem 2.4 to the weighted class D q defined by
The essential difficulty is now to control the global entropy of D q .
The following notation will be used throughout:
Assumption A. The following hold:
We can now state our main result, whose proof is given in section 3.3.
Theorem 3.1. Suppose that Assumption A holds. Then there exist constants C ⋆ and δ ⋆ , which depend on d, q ⋆ and f ⋆ but not on Θ, q or δ, such that
where
Remark 3.2. Assumption A is essentially a smoothness assumption on f 0 . Some sort of smoothness is certainly needed for a result such as Theorem 3.1 to hold: see [5, §3] for a counterexample in the non-smooth case.
The bound of Theorem 3.1 is of independent interest (such a bound was assumed, e.g., in [6, 16] without or with incorrect proof). On the other hand, combining Theorems 2.4 and 3.1, we immediately obtain a local entropy bound for M q . 
for all q ≥ q ⋆ and δ/ε ≤ 1, where
and L ⋆ is a constant that depends only on d, q ⋆ and f ⋆ .
To illustrate these results, let us consider the important case of Gaussian location mixtures, which are widely used in applications (see, e.g., [12, 13, 19] 
Remark 3.5. We have not optimized the constants in Theorem 3.1 and Theorem 3.3. In particular, the constant 18 in the exponent can likely be improved. On the other hand, it is unclear whether the dependence on the diameter of Θ is optimal. Indeed, if one is only interested in global entropy N(H q , δ) where
it can be read off from the proof of Theorem 3.1 that the constants in the entropy bound depend on H 0 1 and H 1 1 only, which are easily seen to scale polynomially in T due to the translation invariance of the Lebesgue measure. Therefore, for example in the case of Gaussian mixtures, one can obtain a global entropy bound which scales only polynomially as a function of T , whereas the above local entropy bound scales as e CT 2 . The behavior of local entropies is much more delicate than that of global entropies, however, and we do not know whether it is possible to obtain a local entropy bound that scales polynomially in T for the Hellinger metric. On the other hand, if M q is endowed with the total variation metric d TV (f, g) = |f − g|dµ rather than the Hellinger metric, then an easy modification of our proof yields a local entropy bound that depends only on H i 1 (i = 0, . . . , 3) , and therefore scales polynomially in T . In this case the scaling matches that of the global entropy, and is therefore optimal.
Remark 3.6. The problems that we address in this section could be investigated in a more general setting. Let F = {f θ : θ ∈ Θ} be a given family of probability densities (where Θ is a bounded subset of R d ), and define
The case that we have considered corresponds to the choice F = {f 0 ( · −θ) : θ ∈ Θ}, but in principle any parametrized family F may be considered. Remarkably, most of the proof of Theorem 3.1 does not rely at all on the specific choice of F, so that very similar techniques may be used to study more general mixtures. The only point where the structure of F has been used is in the local geometry Theorem 3.9 below, whose proof (using Fourier methods) relies on the specific form of location mixtures. We believe that essentially the same result holds more generally, but a different method of proof would likely be needed.
The proof of Theorem 3.9 below is rather technical: the difficulty lies in the fact that the result holds uniformly in the order q. This is necessary in order to obtain bounds in Theorems 3.1 and 3.3 that depend explicitly on q. If the explicit dependence on q is not needed, then our proof of Theorem 3.9 can be simplified and adapted to hold for much more general classes F, see [10] .
Finally, we note that M = q M q is simply the convex hull of F. The problem of estimating the metric entropy of convex hulls has been widely studied [4, 7, 8, 12, 13] . In general, however, the convex hull is infinite-dimensional, so that this problem is quite distinct from the problems we have considered.
3.2.
The local geometry of mixtures. At the heart of the proof of Theorem 3.1 lies a result on the local geometry of location mixtures, Theorem 3.9 below. Before we can develop this result, we must introduce some notation.
Define the Euclidean balls B(θ, ε) = {θ ′ ∈ R d : θ−θ ′ < ε}, denote by u, v the inner product of two vectors u, v ∈ Rand is therefore irrelevant to our final result; we only presume that A 1 , . . . , A q ⋆ remain fixed throughout the proofs. Let us also define A 0 = R d \(A 1 ∪· · ·∪A q ⋆ ). Then {A 0 , . . . , A q ⋆ } partitions the parameter set R d in such a way that each bounded element A i , i = 1, . . . , q ⋆ contains precisely one component of the mixture f ⋆ , while the unbounded element A 0 contains no components of f ⋆ . Let us define for each finite measure λ on R d the function
We also define the derivatives 
Then we define for each (η, β, ρ, τ, ν) ∈ D the function
and the nonnegative quantity
We now formulate the key result on the local geometry of the mixture class M.
Theorem 3.9. Suppose that
Then there exists a constant c ⋆ > 0 such that
[The constant c ⋆ may depend on f ⋆ and A 1 , . . . , A q ⋆ but not on η, β, ρ, τ, ν.]
Before we turn to the proof, let us introduce a notion that is familiar in quantum mechanics. If (Ω, Σ) is a measurable space, call the map λ : Σ → R d×d a state 3 if
(1) A → [λ(A)] ij is a signed measure for every i, j = 1, . . . , d; (2) λ(A) is a nonnegative symmetric matrix for every A ∈ Σ; (3) Tr[λ(Ω)] = 1.
3 Our terminology is in analogy with the notion of a state on the C * -algebra
where Ω is a compact metric space and C C (Ω) is the algebra of complex-valued continuous functions on Ω. Such states can be represented by the complex-valued counterpart of our definition.
It is easily seen that for any unit vector ξ ∈ R d , the map A → ξ, λ(A)ξ is a sub-probability measure. Moreover, if ξ 1 , . . . , ξ d ∈ R d are linearly independent, there must be at least one ξ i such that ξ i , λ(Ω)ξ i > 0. Finally, let B ⊂ R d be a compact set and let (λ n ) n≥0 be a sequence of states on B. Then there exists a subsequence along which λ n converges weakly to some state λ on B in the sense that Tr[M (θ)λ n (dθ)] → Tr[M (θ)λ(dθ)] for every continuous function M : B → R d×d . To see this, it suffices to note that we may extract a subsequence such that all matrix elements [λ n ] ij converge weakly to a signed measure by the compactness of B, and it is evident that the limit must again define a state.
Proof of Theorem 3.9. Suppose that the conclusion of the theorem does not hold. Then there must exist a sequence of coefficients (η n , β
Let us fix such a sequence throughout the proof.
where λ n i is the state on A i defined by
it is clearly no loss of generality to assume that ν n i has no mass at θ ⋆ i for any i, n, so that everything is well defined). We now define the coefficients
⋆ , and
for all n. We may therefore extract a subsequence such that:
There exists a sub-probability measure ν 0 supported on A 0 , such that ν n 0 converges vaguely to ν 0 as n → ∞. The functions ℓ(η n , β n , ρ n , τ n , ν n )/N (η n , β n , ρ n , τ n , ν n ) converge pointwise along this subsequence to the function h/f ⋆ defined by
⋆ is strictly positive, we must have h ≡ 0. To proceed, we need the following lemma. Proof. The a i , b i , c i terms are easily computed using integration by parts. It remains to compute the Fourier transform of the function
We may therefore apply Fubini's theorem, giving
where we have computed the inner integral using integration by parts.
Let u 1 , . . . , u d ∈ R d be a linearly independent family satisfying the condition of Lemma 3.7. As F [h](s) = 0 for all s ∈ R d , we obtain
for all ℓ = 1, . . . , d and t ∈ [−ι, ι] ⊂ R for some ι > 0, where we defined
Indeed, it suffices to note that F [f 0 ](0) = 1 and that s → F [f 0 ](s) is continuous, so that this claim follows from Lemma 3.10 and the fact that F [f 0 ](s) is nonvanishing in a sufficiently small neighborhood of the origin. As all λ i have compact support, it is easily seen that for every i = 1, . . . , q ⋆ , the function Φ ℓ i (z) is defined for all z ∈ C by a convergent power series. The function
for some k 1 , k 2 > 0 and all z ∈ C. But as Φ ℓ (it) = 0 for t ∈ [−ι, ι], it follows from [17] , Theorem 7.2.2 that a 0 Φ ℓ 0 (it) is the Fourier transform of a finite measure with compact support. Thus we may assume without loss of generality that the law of θ, u ℓ under the sub-probability ν 0 is compactly supported for every ℓ = 1, . . . , d, so by linear independence ν 0 must be compactly supported. Therefore, the function Φ ℓ (z) is defined for all z ∈ C by a convergent power series. But as Φ ℓ (z) vanishes for z ∈ i[−ι, ι], we must have Φ ℓ (z) = 0 for all z ∈ C, and in particular
for all t ∈ R and ℓ = 1, . . . , d. In the remainder of the proof, we argue that (3.1) can not hold, thus completing the proof by contradiction. At the heart of our proof is an inductive argument. Recall that by construction, the projections { A i , u ℓ : i = 1, . . . , q ⋆ } are disjoint open intervals in R for everyProposition 3.11. Fix ℓ ∈ {1, . . . , d}, and definẽ
Suppose that for some j ∈ {1, . . . , q ⋆ } we have Φ ℓ,j (t) = 0 for all t ∈ R, where
Proof. Let us write for simplicity θ i+1 for all i by our assumptions ( A i , u ℓ must be an interval as A i is convex).
Step 1. We claim that the following hold: > 0, which yields the desired contradiction.
Step 2. We claim that the following hold: 
As a 0 , d j ≥ 0, and using that φ is positive and increasing with φ(0) = 1 and that e εt ≥ (εt) 2 /2 for t ≥ 0, we can estimate
for all t ≥ 0. On the other hand, it is easily seen that
But this would imply that
which yields the desired contradiction.
Step 3. We claim that the following hold: 
where the derivative and integral may be exchanged by [22] , Appendix A16. We now note that as a 0 , d j ≥ 0, we can estimate for t ≥ 0
On the other hand, as (e x − 1)/x is positive and increasing, we obtain for t ≥ 0
which converges to zero as t → ∞ for every i < j. It follows that
Step 4. Recall that λ ℓ j is supported on [θ ℓ− j , θ ℓ+ j ] by construction. We have therefore established in the previous steps that the following hold:
It is therefore easily seen that
We have therefore shown that a i , b i , c i ,
To complete the proof, it remains to note that
But this is impossible, as
Proof. As f ∈ M q , we can write f = where we have used the definition of J. Setting ℓ = L/ L 2 , we obtain
It remains to show that for our choice of ℓ = L/ L 2 , the coefficients η, β, ρ, γ in the statement of the lemma satisfy the desired bounds. These coefficients are
For every m ∈ M q , we define the family of functions
(η, β, ρ, γ, θ) ∈ I q,m,α , where
Define the family of functions
From Lemmas 3.14 and 3.15, we find that for any function d ∈ D q,α , there exists a function ℓ ∈ L q,α such that (here we use that h(f, f Of course, we will ultimately choose ε, α such that ε + 2α 1/4 U 2 = δ. We proceed to estimate the bracketing number N(L q,m,α , ε). To this end, let ℓ, ℓ ′ ∈ L q,m,α , where ℓ is defined by the parameters (η, β, ρ, γ, θ) ∈ I q,m,α and ℓ ′ is defined by the parameters (η ′ , β ′ , ρ ′ , γ ′ , θ ′ ) ∈ I q,m,α . Note that
We can therefore estimate
where we have used that Taylor Note that if |||(η, β, ρ, γ, θ) − (η ′ , β ′ , ρ ′ , γ ′ , θ ′ )||| q,m,α ≤ ε ′ , then we obtain a bracket
Therefore, if we denote by N (I q,m,α , |||·||| q,m,α , ε ′ ) the cardinality of the largest packing of I q,m,α by ε ′ -separated points with respect to the |||·||| q,m,α -norm, then N(L q,m,α , ε) ≤ N (I q,m,α , |||·||| q,m,α , ε/2 V 2 ) for ε > 0.
But note that, by construction, I q,m,α is included in a |||·||| q,m,α -ball of radius not exceeding (6+3T )/( √ c ⋆ α∧c ⋆ ). Therefore, using the standard fact that the packing number of the r-ball B(r) = {x ∈ B : |||x||| ≤ r} in any n-dimensional normed space (B, |||·|||) satisfies N (B(r), |||·|||, ε) ≤ ( Finally, note that the cardinality of M q can be estimated as
where we have used that q ≥ q ⋆ . We therefore obtain 
