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Zacks and Even [ZE66],
Zacks and Milton [ZM71], Hurt [H80] MSE (mean
squared error) . Hurt et al. [HNW95]
, ,
, IMSE (integrated mean squared error)






$x_{n}$ $f(x;\theta),$ $(\theta\in\subset \mathrm{R})$





$R_{\theta}(t)$ 2 $\hat{R}_{ln}(t)$ , $\hat{R}_{2n}(t)$ , $r>0$
$k_{n}$ $n^{r}\mathrm{I}\mathrm{M}\mathrm{s}\mathrm{E}_{\theta}(\hat{R}1n)$
$n^{r}\mathrm{I}\mathrm{M}\mathrm{s}\mathrm{E}_{\theta}(\hat{R}2k_{n})$
$\lim_{narrow\infty^{k_{n}}}/n$ $k_{n}$ , $R_{2}n$
$\hat{R}_{1n}$ IMSE (efficiency) $e(\hat{R}_{1n},\hat{R}_{2}n)$ . $j=1,2$
, $\hat{R}_{jn}(t)$ IMSE .’ .
$narrow\infty 1\dot{\mathrm{t}}\mathrm{m}n^{r_{\mathrm{I}\mathrm{M}}}\mathrm{s}\mathrm{E}_{\theta}(\hat{R}jn)=\tau_{j}^{2}>0$ $(j=1,2)$
(2.1) $e(\hat{R}_{1n},\hat{R}_{2n})=(\tau_{2}^{2}/\tau_{1}^{2})1/r$
1007 1997 1-10 1
.$e(\hat{R}_{1n’ 2}\hat{R}n)=1$
$\mathrm{I}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta()}\hat{R}_{2k}n=\mathrm{I}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(\hat{R}_{1n})+o(\frac{1}{n^{r+1}})$
$\{k_{n}\}$ $\lim_{narrow\infty}(n-kn)$ , $k_{n}$
, $\hat{R}_{2n}(t)$ $\hat{R}_{1n}(t)$ IMSE (deficiency)
$d(\hat{R}_{1n},\hat{R}_{2}n)$ . $j=1,2$ , $\hat{R}_{jn}(t)$ IMSE
$\mathrm{I}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(\hat{R}_{j}n)=\frac{\alpha(\theta)}{n^{r}}+\frac{\delta_{j}(\theta)}{n^{r+1}}+o(\frac{1}{n^{r+1}})$ , $\alpha(\theta)>0$
(2.2) $d( \hat{R}_{1n2n},\hat{R})=\frac{1}{r\alpha(\theta)}\{\delta 1(\theta)-\delta_{2}(\theta)\}$
$([\mathrm{H}\mathrm{L}70], [\mathrm{T}\mathrm{A}96])$ .
3 Weibull
$X_{1,:}$ . . $,.X_{n}$
$f(x;\theta)=\{$
$\frac{c}{\theta}(\frac{x}{\theta})^{c-1}\exp\{-(\frac{x}{\theta})^{c}\mathrm{I}$ $(x\geq 0)$ ,
$0$ $(x<0)$
Weibull . $c>0$ , $\theta>0$
. $R_{\theta}(t)$
$R_{\theta}(t)=\{$
$\exp\{-(\frac{t}{\theta})^{\mathrm{c}}\}$ $(t\geq 0)$ ,
1 $(t<0)arrow$
$z_{n}:=\Sigma^{n}i=1x_{i}^{c}$ $R_{\theta}(t)$ $\hat{R}_{\mathrm{N}}(t)$ , $\hat{R}_{\mathrm{M}\mathrm{L}}(t)$ ,
$\hat{R}_{\mathrm{U}\mathrm{M}\mathrm{V}\mathrm{U}()}t$ .
$\hat{R}_{\mathrm{N}}(t)$ $=$ $\frac{1}{n}\sum_{i=\iota}^{n}x\{X:>t\}(\mathrm{x})$ ,
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$\mathrm{I}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(\hat{R}_{\mathrm{M}\mathrm{L}})$ $=$ $\frac{\Gamma(2+1/c)}{2^{2+1/c}}\{\frac{1}{n}+\frac{1}{16n^{2}}(10-\frac{21}{c}+\frac{7}{c^{2}}\mathrm{I}\}(\frac{\theta}{c})+O(\frac{1}{n^{2}})$ ,
$\mathrm{I}\mathrm{M}\mathrm{S}\mathrm{E}\theta(\hat{R}_{\mathrm{U}\mathrm{M}\mathrm{v}}\mathrm{U})$ $=$ $\frac{\Gamma(2+1/c)}{2^{2+1/c}}\mathrm{t}\frac{1}{n}+\frac{1}{8n^{2}}(6-\frac{3}{c}+\frac{1}{c^{2}})\}(\frac{\theta}{c})+o(\frac{1}{n^{2}})$ .
.
$M_{n}arrow\infty(narrow\infty)$ $M_{n}$ $q\in \mathrm{R}$
.
$\frac{\Gamma(M_{n}+q)}{\Gamma(M_{n})}$ $=$ $M_{n}^{q} \{1+\frac{1}{2M_{n}}q(q-1)+\frac{1}{3M_{n}^{2}}q(q-1)(q-2)$
$+ \frac{1}{8M_{n}^{2}}q(q-1)(q-2)(q-3)+O(\frac{1}{M_{n}^{2}})\}$ $(narrow\infty)$ .
Stirling
$\frac{\Gamma(M_{n}+q)}{\Gamma(M_{n})}$ $=$ $\frac{\sqrt{2\pi}(M_{n}+q)^{M_{n}}+q-1/2e-(Mn+q)e^{\mu(M_{n}q)}+}{\sqrt{2\pi}M_{n}^{M_{n^{-}}1/}e-M_{n}\mu e(2M_{n})}$
























$= \frac{1}{n}E_{\theta}[\{x\{\mathrm{x}_{1}\geq t\}(X1)-R_{\theta}(t)\}2\chi_{\{\mathrm{x}}1\geq t\}(x_{1})]$







$\mathrm{I}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(\hat{R}_{\mathrm{M}\mathrm{L}})$ $=$ $\int_{0}^{\infty}E_{\theta}[\hat{R}_{\mathrm{M}\mathrm{L}}^{2}(t)]dt-2\int_{0}\infty R_{\theta}(t)E\theta[\hat{R}_{\mathrm{M}\mathrm{L}}(t)]dt+\int_{0}^{\infty}R_{\theta}^{2}(t)dt$
$=$ : $I_{1\mathrm{M}\mathrm{L}}-2I2\mathrm{M}\mathrm{L}+I_{3\mathrm{M}\mathrm{L}}$
$I_{1\mathrm{M}\mathrm{L}}$ $=$ $\frac{1}{2^{1/c}}(\frac{\theta}{c})\frac{\Gamma(n+1/c)}{n^{1/c}\Gamma(n)}\Gamma(\frac{1}{c})$ ,
$I_{3\mathrm{M}\mathrm{L}}$ $=$ $\frac{1}{2^{1/c}}(\frac{\theta}{c})\Gamma(\frac{1}{c})$
.
$I_{2\mathrm{M}\mathrm{L}}$ $=$ $( \frac{\theta}{c})\mathrm{r}(\frac{1}{c}\mathrm{I}E_{\theta}[(\frac{Z_{n}/n}{\theta^{c}+Z_{n}/n})^{1/c}]$
.
$h(s):=( \frac{s}{s+\theta^{c}})^{1/c}$ , $.S_{n}:= \frac{Z_{n}}{n}$
$h(s)|s arrow\theta^{c}=\frac{1}{2^{1/c}}$ ,
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$h^{u}(s)|_{sarrow} \theta \mathrm{c}=\frac{1-3c}{4c^{2}}\frac{1}{\theta^{2c}2^{1/\mathrm{C}}}$ $E_{\theta}[(S_{n}- \theta^{c})^{2}]=\frac{1}{n}\theta^{2\mathrm{c}}$,
$h^{m}(s)|s arrow\theta^{\mathrm{c}}=\frac{(1-2C)(1-7_{C})}{8c^{3}}\frac{1}{\theta^{3c}2^{1/}\mathrm{C}}$, $E_{\theta}[(s_{n}- \theta^{c})^{3}]=\frac{2}{n^{2}}\theta^{3c}$ ,





























$l(c)$ $:=$ $k(2^{1/c}-1)- \frac{1}{c}(1+\frac{1}{c})$
$l(c)\geq 0$ , $(\forall c>0)$
.
$l’(c)=- \frac{\log 2}{c^{2}}2^{1/C}\{k-\frac{1}{\log 2}(1+\frac{2}{c})2-1/c\}$
, $x:=1/c$
$m(x):=k- \frac{1}{\log 2}(1+2x)2^{-x}$







$m(c)\geq 0(\forall c>0)$ . $\blacksquare$
2 - IMSE
.
$d(\hat{R}\mathrm{U}\mathrm{M}\mathrm{v}\mathrm{U},\hat{R}\mathrm{M}\mathrm{L})$ $=$ $\frac{1}{16c^{2}}(2c^{2}+15_{C}-5)$ .
2 (2.2) .





$\mathrm{I}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(\hat{R}_{\mathrm{M}\mathrm{L}})$ $=$ $\frac{\theta}{4}(\frac{1}{n}-\frac{1}{4n^{2}})+o(\frac{1}{n^{2}})$ ,
$\mathrm{I}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(\hat{R}\mathrm{U}\mathrm{M}\mathrm{v}\mathrm{U})$ $=$ $\frac{\theta}{4}(\frac{1}{n}+\frac{1}{2n^{2}})+O(\frac{1}{n^{2}})$ .
$c=1$ 1,2
$e( \hat{R}_{\mathrm{N}},\hat{R})--\frac{1}{2}$ , $d( \hat{R}_{\mathrm{U}\mathrm{M}\mathrm{V}\mathrm{U}},\hat{R}_{\mathrm{M}\mathrm{L}})=\frac{3}{4}$







$h’(s)|s arrow\theta^{c}=-\frac{1}{\theta^{\mathrm{c}}}\log R\theta(t)\cdot R_{\theta}(t)$ , $E_{\theta}[S_{n}-\theta^{c}]=0$ ,
$h”(s)|_{Sarrow\theta}c= \frac{1}{\theta^{2c}}\{\log^{2}R\theta(t)+2\log R_{\theta}(t)\}R\theta(t)$ , $E_{\theta}[(s_{n}- \theta^{c})^{2}]=\frac{1}{n}\theta^{2c}$
. $R_{\theta}(t)$ $\hat{R}_{\mathrm{M}\mathrm{L}}\cdot(t)$



















, $\mathrm{R}_{\mathrm{M}\mathrm{L}}^{*}$ RUMVU IMSE $o(1/.n)2$
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