Intuitive Time-Series Extrapolation I A N R . C . E G G L E T O N *

Introduction
The purpose of this paper is to report on a replication and extension of my previous study concerning individuals' ability to intuitively extrapolate from time-series data (Eggleton [1976a; 1976bl) . In this study I argued that the accuracy of individuals' estimates of future observations and their associated credible intervals would be a function of their ability to: (1) correctly assess the nature of the underlying data-generating process, (2) cognitively represent the essential characteristics of this process, and (3) generate bias-free predictions from that cognitive representation. In the light of evidence demonstrating limitations to human information-processing capabilities, I hypothesized that individuals would utilize a simple three-stage pattern search, prototype abstraction, and heuristic prediction process which would precipitate systematic prediction errors.
To test this and related hypotheses I conducted an exploratory laboratory experiment using a heterogeneous group of 20 adults. The stimuli were 12 sets of 12 two-digit numbers (ostensibly time series of past monthly costs of production) comprising trend, random, and alternating sequences varying systematically in their means and variances. Subjects viewed each sequence for 15 seconds before estimating the next future observation and its associated p = .50, p = .75, and p = .95 credible intervals. After a second 15-second viewing subjects estimated the mean of the sequence.' The major (tentative) findings were that: (1) Subjects' future cost estimates for trend and random sequences differed, but those
The Current Study
TASK AND MODIFIED EXPERIMENTAL DESIGN
The intuitive extrapolation task remained essentially the same as in the earlier study,' yielding data on two major and two minor dependent variables. The two major dependent variables were: (1)estimated cost of production for next month and (2) estimated p = .95 credible interval around the estimated cost of production for next month. The two minor dependent variables, computed for the purpose of assessing the accuracy of subjects' intuitive estimates, were: (3) signed differences between subjects' intuitive cost estimates and statistical cost estimates and (4) signed differences between subjects' intuitive credible interval estimates and statistical credible interval estimates for p = .95.
Two of the six independent variables in the earlier study (Category Width and Information Reliability) were omitted and one (the Time variable) was replaced by a Time Pressure ~a r i a b l e .~ I decided to manipulate the time subjects had to view the stimuli, even though the brief (15-"he only difference being that subjects were required to estimate two ( p = .50 and p = .95) rather than three credible intervals. However, since the p = .50 credible interval estimates add little of interest beyond that provided by the p = .95 credible interval estimates, only the latter are reported here.
' T h e Time variable was a within-subject variable representing repeated exposures to the same stimulus. T h e new Time Pressure variable 1s a between-subject variable representing different exposure periods to each stimulus. second) exposure period used in the earlier study was consistent with that utilized in relevant previous studies of man as an intuitive statistician (e.g., Spencer [1961; 19631, Lathrop [1967] , Wagenaar and Sagaria [1975] ). My reason for doing so was to extend the range of decision contexts studied to more realistic domains. Limited, though pertinent, observation has characterized managers' activity in terms of brevity, variety, and fragmentation (Mintzberg [1973] ), with each "activity" having an average duration of several minutes (see Guest [1956] , Ponder [1957] , Foy [1973] ). Therefore, a low time pressure condition allowing subjects two minutes to view each stimulus was added to the study. The four independent variables manipulated, with the levels established for each, were: (1) Sequence (three levels: trend-random-alternating), (2) Mean (two levels: low-high), (3) Variance (two levels: low-high), (4) Time Pressure (two levels: low-high).
The experimental design contained two between-subject factors: time pressure and mean of the series factorially crossed, 2 x 2. The variance and sequence variables were treated as repeated factors within the four combinations of the between factors. Subjects, who were randomly assigned to a between-subject condition, thus saw six times series during the main experimental session. Although each time series had the same mean, three had a low variance and three a high variance. Also, three different observation orders occurred within each variance level. This design constitutes a four-way (2 x 2 X 2 X 3), fixed effects, split-splitplot, orthogonal ANOVA design having repeated measures on the last two factors (see Winer [1971] , Kirk [1968, pp. 311-121) . Subjects constitute a fifth replication factor which is random.
There is considerable evidence that individuals have a poor intuitive grasp of the concepts of randomness (Polanyi [1962 ], Flavell [1963 ) and event independence (cf. Michotte [1954] , Cohen and Hansel [1955a] ). With respect to random series, individuals expect too many alterations (e.g., Wagenaar [1970a; 1970b; 19721, Kahneman and Tversky [1972] ), a phenomenon referred to as negative recency and exemplified in the wellknown "gambler's fallacy" (Jarvik [1951] ). There is also strong evidence that individuals process serial data in terms of runs and trillsQather than conditional probabilities of information content (Vitz [1968] , Wagenaar [1970b] , Restle [1970] , Restle and Brown [1970a; 1970b1, Restle and Burnside [1972] , Restle [1973] ). This evidence and Restle and Brown's [1970a; 1.97061 finding that runs were more "prominent landmarks" than trills, along with the fact that people expect random sequences to show local compensatory run structures, suggest that trends should be easily 'For the sake of brevity, attention is focused here on only a selected subset of'hypotheses.
' A formal framework for defining and distinguishing between runs, trentis, trills, anti alternations is developed in Appendix A.
--discerned while alternating sequences are likely to be interpreted as being random. Therefore, I hypothesized that the relationship between subjects' cost estimates ( C E ) for trend (T),"random (R), and alternating ( A ) sequences would be as follows:
CET> CEII = CEA Several interaction effects also seemed likely. First, since the high variance trend sequence has larger first successive differences (and an inherently greater growth rate) than its low variance counterpart, and since individuals seem sensitive to such differences (Wagenaar and Sagaria [1975] , Eggleton [1976a] ), the variance manipulation was expected to have an impact on subjects' cost estimates for trend sequences, but not on those for other sequence types. Therefore, I hypothesized that the subjects' cost estimates ( C E ) in the low (L) and high (H) variance conditions would vary according to sequence type as follows:
Trend
Random Alternating
Second, since high time pressure may result in hyper-vigilance-where the decision maker impulsively seizes on a hastily contrived solution to reduce anxiety (Mannon [1975] , Janis and Mann [1976] ), simpler prediction strategies, and less information utilization (e.g., Wright [1974] , Payne [1976] , Snowball [1980] ), it was anticipated that subjects in the low time pressure condition would exhibit the expected extrapolation biases to a lesser degree than their high time pressure counterparts. Specifically, since individuals have a limited awareness of trills (e.g., Restle and Brown [1970a; 197061) and systematically underestimate growth rates (e.g., Mincer and Zarnowitz [1969] , Wagenaar and Timmers [1977] ), subjects in the low time pressure were expected to be better able to distinguish between random and alternating sequences and to set less conservative cost estimates for trend sequences than their high time pressure counterparts.
I therefore hypothesized that subjects' cost estimates ( C E ) in the low (L) and high (H) time pressure conditions would vary according to sequence type as follows:
Random Alternating' Hypothesis (lc) Time CEH< CEL CEH = CEr. CEH> CEr. Pressure:
Taking cognizance of Hypotheses (la)-(lc), and noting that underes-timation seems to increase more than proportionately as growth rates increase, I hypothesized that the signed difference (D = CE -SE) between subjects' cost estimates (CE) and theoretical statistical estimates (SE) for trend (T),random (R), and alternating ( A ) sequences would be as follows:
where
Individuals appear to have difficulty both with the notion of independent events and with assessments of the distributional properties of a series of such events (e.g., Piaget and Inhelder [1951] , Cohen and Hansel [1955b] , Inhelder and Piaget [1958] , Flavell [1963] ). Related research concerning individuals' ability to intuitively assess the variance of a series of events (Hofstatter [1939] , Lathrop [1967] , Beach and Scopp [1968] ) has shown that individuals' estimates: (1) are inaccurate, but positively correlated with statistical variance; (2) reflect an intraseries effect such that perceived variability increases as absolute successive first differences increase; and (3) are less for larger than smaller numbers (holding variance constant). Together, these suggest that individuals estimate variability relative to some mean level, as in the coefficient of variation, and perceive equal variance-to-mean ratios as evidence of equal variability.
Regarding (1) above, subjects should be sensitive to the level of variance in the sequences, in which case the relationship between subjects' credible intervals (CI) for low (L)and high (H)variance sequences could be hypothesized as follows:
CIL< CIH Point (2) above raises the possibility that subjects' credible intervals for trend sequences would be narrower than those for random sequences, which in turn would be narrower than those for alternating sequences, leading to the following hypothesis:
CIT< CIR< CIA.
'This hypothesis may be reconciled more easily with Hypothesis ( I b )if it is recognized that the statistical estimates for both the high variance trend and alternating sequences lie further from the means of the sequences than their low variance counterparts. Hence, in the random and alternating cases, the hypothesis reflects differences in statistical estimates, not differences in subjects' estimates.
Finally, (3) above suggests that the magnitude of the mean ma.y affect subjects' credible interval estimates. I hypothesized, therefore, that the relationship between subjects' credible intervals (CI) for low ( L ) and high (H)mean sequences would be as follows:
There are a number of studies concerned with credible interval estimation which suggest that individuals are poorly calibrated (for reviews see Hogarth [1975] , Lichtenstein, Fischhoff, and Phillips [1977] , Einhorn and Hogarth [1978] ). The more common finding is that individuals show a consistent bias across the entire response range reflecting substantial judgmental overconfidence (e.g., Williams [1951] , Oskamp [1962] j, though exceptions have been noted (Pitz [1974] , Lichtenstein and Fischhoff [1976] ). However, given the paucity of evidence concerning the manner in which people set credible intervals, I could not formulate specific hypotheses concerning the relationship between subjects' credible intervals and the statistical estimates.
STIMLJLI
A full description of the generation of the 12 monthly cost of production sequences is given in Eggleton [1979] . Briefly, 12 sequences each comprising 12 two-digit numbers were produced which varied systematically in their means, variances, and mean square successive differencebariance ratios (see table I )." TIME PRESSURE Stimulus presentation and response times were automatically controlled by the PLATO computer. For the prediction task, subjects in the high pressure condition viewed each time series for 15 seconds. Those in the low pressure condition had two minutes. All subjects had one minute to enter both their cost and credible interval estimates. For the mean estimation task, subjects in the high pressure condition viewed each time series for 15 seconds, whereas those in the low pressure viewed each for one minute. All subjects then had 15 seconds to record their mean estimates.
Time pressure was induced during the stimulus presentation and response interval phases of the experiment by way of a dual clock arrangement which was displayed in the upper left-hand corner of the video screen. The top circular clock was programmed so that one sweep of the clock hand represented the time allowed-beneath that a digital "Manipulations were made so that the probabilities that the trend and alternating sequences were random sequences, as measured by the mean square successive dil'fel,ence/ variance ratio, were approximately equal and low ( p 5 ,011 (see van Neurnann [11) 41], von Neumann et al. [1941] , Hart [1942n; 194261) . "IJp-down" patterns we1.e held col~stant ncl'oss Mean and Variance levels for each sequence type. clock counted down the exact number of seconds remaining before the time allowed expired.
EXPERIMENTAL PROCEDURE
All 100 subjects-56 males and 44 females-were undergradute students enrolled in an introductory business administration course a t the University of Illinois (Champaign-Urbana); 15 were seniors, 82 were juniors, and 3 were sophomores.
Subjects received two hours laboratory credit for their participation in the experiment and competed for a first prize of 20 dollars, two prizes of 10 dollars, and two prizes of 5 dollars for the best performances in each of the four between-subject experimental conditions. Prizes were awarded on the basis of a ranking determined by the sum of the squared error between each subject's cost estimates and statistical predictions derived from time-series models fitted to each of the 12 different sequences.
Subjects were run in groups of 20 a t the same location on consecutive evenings. After allocation to individually partitioned computer terminal cubicles, subjects were randomly assigned to an experimental condition. Following an introductory phase," they were given six practice trials and then, after a five-minute rest period, commenced the main experimental session which comprised a further six trials." Stimulus presentation order was randomized independently for each subject in both the practice and main sessions. Upon completing the main session, and after another fiveminute rest period, subjects were administered a further trial and related postexperiment decision-tree questionnaire'%efore being debriefed. The time subjects took to complete the experiment varied across experimental conditions and individuals, but most subjects took between 60 and 80 minutes.
DATA ANALYSIS
To test the standard null hypotheses of no main effects or interactions of the four independent variables, a four-way ANOVA with repeated measures on two factors was conducted for each dependent variable. The omega-squared statistic ( a 2 ) was computed for each main and interaction effect in order to determine the proportion of the total variance of each dependent variable explained by the independent variables (see Hayes "' Subjects were given a situation scenario, task instructions, a description of the reward system, and procedural details. They were also informed that use of the provided workbooks was optional.
" No feedback was given in either the practice or main experimental sessions.
"The postexperiment decision-tree questionnaire comprised a series of predominantly multiple-choice questions concerning the pattern perceived, the heuristics used, and the relative weights assigned to various attributes of the time series. However, subjects were shown only one time series in this portion of the experiment because of the need to keep the overall length of the experiment reasonable. Although not discussed here, this data will be used to guide future research.
[1963], Dwyer [1974] ). Orthogonal comparisons among means were carried out using the t-ratio, and nonorthogonal comparisons were made using Dunn's multiple comparison procedure. Paired comparisons among means were made using Tukey's HSD test (see Kirk [1968, pp. 73-97, 266-70, 292-93, 3061) .
Time-series models were fitted to each sequence in order to provide a basis for comparing subjects' estimates against those predicted by an "analystH-see Hypotheses (3a), (3b), and (3c). Each sequence was initially fitted with a variety of ARIMA time-series models (see e.g., Nelson [1973] , Box and Jenkins [1976] ), with the final models being selected from those having acceptable X"alues ( p2 .05) in accordance with the criterion of minimizing the residual squared error.'"
The results of the ANOVA of subjects' cost estimates are shown in table 2 and compared in summary form to the hypotheses in table 3. Of major interest, in the light of Hypotheses ( l a ) -( l c ) , is the statistical significance of the main Sequence effect ( p r .00001) and related Variance x Sequence ( p I.00001) and Time Pressure x Sequence (p 5 .01) interaction effects. An unexpected result is the statistical significance of the main Variance effect (p5 .0005).
According to Hypothesis ( l a ) ,subjects' cost estimates for trend sequences should exceed those for random and alternating sequences, which " It is stressed that the models fitted are only "possible" motlels-given the small number of observations, high sampling error creates problenls in the identification of the "best" model for each sequence. Let ZI, Z!, . . . , Z,, . . . , be the time series of observations, then these models may be specified a s follows: High variance: 9, = Z, .I -,876 (2, I -Zt-g).
"Given the complexity of the experimental design and its repeated-measures nature, the probability of obtaining higher-order interactions which are statistically significant, but not substantively significant, is high. For this reason, only results which are significant a t the ( p 5 .01) a-level or which explain greater than 1 percent of the variance in the dependent variable are discussed. Details of the numerous tests referred to in this and the following discussion section have been omitted for the sake of brevity. They nlay be obtained directly from the author or, in most cases, from Eggleton [1979] . 
T A B L E 3
A Cotnparison of Hypotlze.ses a n d Results for Cost Estinzntes for Nest Month
---. -
were not expected to differ. An initial test of this hypothesis using Dunn's multiple comparison procedure (see, e.g., Kirk [1968, p. 79] ), indicated that cost estimates for all three sequence types differed significantly from each other, that is, CE I > CEI? > CE 4 ( p 5 .01). However, the presence of statistically significant Variance x Sequence and Time Pressure x Sequence interactions raised the possibility that the significance of the differences among the cost estimates for the three sequence types depended, first, on the level of variance, and then on the time pressure condition. This possibility was tested through paired comparisons of the cost estimates for the three sequence types a t each level of variance and for each time pressure condition using Tukey's HSD test (see, e.g., Kirk [1968, p. 88] ).15 R e s~~l t s on the former indicated that while cost estimates for all three sequence types differed significantly from each other for high variance sequences (p5 .01), only the difference between cost estimates for the trend and alternating sequence types was significant (pe .01) for low variance sequences (see fig. 1 ). Results of similar tests for time pressure were similar-cost estimates for all three sequence types differed significantly from each other in the low time pressure condition ( p5 .01), but only the difference between cost estimates for the trend and alternating sequence types was significant in the high time pressure condition (p5 .01) (see fig. 2 ).
Hypothesis (1 6 ) stated that subjects' cost estimate for high variance trend sequences would exceed those for low variance trend sequences; those for high and low variance random and alternating sequences, respectively, however, were not expected to differ. A test of this hypothesis, using Cochran and Cox's conservative t'-test,"' indicated that cost '"here necessary, pooled error items were used in accordance with Kirk's 11968, p. 2651 admonition that: "The rule governing the choice of error states that if the treatment and interaction which equal the sum of simple main effects have different error terms [as in the case of the main Sequence and Variance x Sequence interaction effects here), the two error terms should be pooled in testing the simple main effects." Also see Kirk [1968, pp. 263-70, 289-94, 303-71. If' Where error terms were pooled, Cochran and Cox's (1957, pp. 100 , 2981 conservative 1'-test was used in preference to the regular t-test. Under this procedure, the critical t'-value is based on the t-values for each of the pooled error terms weighted by their MS errors. A one-tai!ed test was used for trend sequences, and two-tailed tests were used for the other sequence types. estimates for high variance sequences significantly exceeded those for low variance sequences for both trend (pr .0005) and random (p .01) sequence types. Cost estimates for high and low variance alternating sequences did not differ significantly (see fig. 1 ).
Hypothesis (1 c ) stated that cost estimates for trend and alternating sequences made in the low time pressure condition would be higher and lower, respectively, than those made in the high time pressure condition. Time pressure was not expected to affect cost estimates for random sequences. A test of this hypothesis using Cochran and Cox's conservative t'-ratio indicated that cost estimates for trend sequences made in the low time pressure condition were significantly higher than those made in the high time pressure condition (p 5 .01). However, cost estimates for random and alternating sequences were not affected by time pressure (see fig. 2 ). 
SIGNED DIFFERENCES BETWEEN SUBJECTS' COST ESTIMATES AND STATISTICAL ESTIMATES
The results of the ANOVA of the signed differences between subjects' cost estimates for next month and the corresponding statistical estimates are shown in that these results may depend first, on variance, and second, on time pressure. T-tests (involving Cochran and Cox's conservative t') performed on the effect of variance revealed that subjects underestimated costs both for low and high variance trend sequences and overestimated costs both for low and high variance alternating sequences, but overestimated costs only for high variance random sequences (p 5 .01). Similar ~e s t s on the effect of time pressure indicated that subjects underestimated costs for trend sequences and over estimated costs for alternating sequences in both time pressure conditions, but overestimated costs for random sequences only in the low time pressure condition (p 5 .01). Hypothesis (2 b ) stated that subjects' cost estimates for low variance trend and low variance alternating sequences would be more accurate than for their high variance counterparts. Variance was not expected to effect the accuracy of subjects' cost estimates for random sequences. The results of Cochran and Cox's conservative t'-tests indicated that subjects' cost estimates were significantly less accurate for high variance than for low variance sequences of all types (p 5 .01) (see fig. 3 ).
Under Hypothesis (2c), subjects' cost estimates for both trend and alternating sequences would be more accurate in the low time pressure condition than in the high time pressure condition; however, time pressure was not expected to affect the accuracy of subjects' cost estimates for random sequences. The results of Cochran and Cox's conservative t'-tests confirmed the hypothesis for both trend (p 5 .01) and random sequences, but revealed no time pressure effect for alternating sequences (see fig. 4 ).
To assess the overall relative accuracy of subjects' cost estimates, paired comparisons were made among the three sequence types using Tukey's HSD tests. The results indicated that subjects' cost estimates were significantly more accurate for random than for alternating sequences, and significantly more accurate for alternating than for trend sequences (p 1 .01). The results of the ANOVA of subjects' credible interval estimates for p = .95 are given in table 6 and compared in summary form to the hypotheses in table 7.
The statistical significance of the main Variance effect (p 5 .00001) indicates that subjects' credible intervals for low variance sequences were narrower than those for high variance sequences, which is consistent with Hypothesis (312). But contrary to Hypothesis ( 3 b ) ,there was no statistically main Sequence effect. Recall that, according to Hypothesis ( 3 b ) , subjects were expected to have greater confidence in their cost estimates for trend sequences relative to those for other sequence types, and to be affected by size of first successive differences in their perceptions of variance.
Also absent was the statistically significant main Mean effect antici- pated in Hypothesis (3c). According to that hypothesis subjects would perceive variance relative to mean magnitude, so that their credible intervals for low mean sequences would be wider than those for high mean sequences. Not only did this not occur, but the Time Pressure x Mean interaction effect (p 1 .03) suggested that precisely the opposite effect occurred in the high time pressure condition (see fig. 5 ). A test of this possibility using Tukey's ratio indicated that while credible intervals for the two mean levels did not differ significantly in the low time pressure condition, they were significantly narrower for low mean sequences than for high mean sequences in the high time pressure condition (p 5 .05). Indeed, a second application of the test revealed that these credible intervals were even significantly narrower than those for low mean sequences in the low time pressure condition (p 5 .05).
----- 
SIGNED DIFFERENCES BETWEEN SUBJECTS' CREDIBLE INTERVAL ESTIMATES AND STATISTICAL ES'CIMATES FOR P = .95
The results of the ANOVA of the signed differences between subjects' credible interval estimates and the corresponding statistical estimates for p = .95 are shown in table 8. The main Variance effect ( p 5 .00001), the main Sequence effect ( p r .00001), and the Variance x Sequence interaction effect (p 5 .00001) are statistically significant. A t-test (using Cochran and Cox's conservative t') of whether the difference between subjects' estimates and statistical estimates differed significantly from zero indicated that they did for all three sequence types a t both levels of variance (p .01). Subjects' credible intervals were too wide for both low and high variance trend sequences and the low variance alternating sequence, and far too narrow for the high variance random and alternating sequences (see fig. 6 ).
Additional paired assessments using Tukey's HSD test revealed that subjects' credible intervals were significantly ( p 5 .01) more accurate for both the low variance random and alternating sequences than for their high variance counterparts, but (somewhat surprisingly) significantly less accurate for the low variance trend sequence than for its high variance counterpart (p r .01). Moreover, subjects' credible intervals were significantly more accurate for trend sequences than for alternating sequences, which were significantly more accurate than those for random sequences (p 5 .Ol).
Discussion
This discussion of the results considers first pattern perception ability, followed by cost estimation accuracy and uncertainty assessment.
PATTERN PERCEPTION ABILITY
The statistically significant main effect for Sequence, which showed subjects' cost estimates for trend and alternating sequences to be above and below those for random sequences, respectively, suggests that subjects discriminated between the three sequence types. Subsequent analysis, however, indicated that this held only for high variance sequences and in the low time pressure condition. In the low variance case and in the high time pressure condition, subjects discriminated only between trend and alternating sequences. But even in those cases in which subjects discriminated between all three sequence types, they did not correctly identify the random and alternating sequences.
Recall that prototype abstraction theory suggests that subjects' cost estimates for sequences perceived as random would lie closer to the mean of the series than those for sequences perceived to be nonrandom. Therefore, correct identification of random and alternating sequences should have resulted in cost estimates for the former lying closer to the mean of the series than those for the latter. Table 9 shows that this was not the case. Rather, the cost estimates for alternating sequences were closest to the mean with those for random sequences falling significantly above the mean. This relationship persisted for both levels of variance and in both time pressure conditions and held regardless of whether the statistical mean or subjects' estimates of the means were used in the analysis (see table 9 ). This suggests that subjects discriminated between random and alternating sequences, but incorrectly. The random sequences were seen as systematic and the (systematic) alternating sequences were, as expected, seen as random. Moreover, it follows from these results that subjects perceived both low and high variance trend sequences as significantly different from perceived random sequences in both time conditions. The paradoxical nature of the above findings becomes more apparent when they are considered in relation to Hypotheses ( l b ) and ( l c ) . According to Hypothesis (1 b), an increase in variance would affect subjects' cost estimates for neither random nor alternating sequences. However, subjects' cost estimates for high variance random sequences were significantly higher than those for their low variance counterparts" (and differed significantly from the mean), while those for alternating sequences remained unaffected. Similarly, according to Hypothesis ( l c ) , lower time pressure would not affect cost estimates for random sequences, but would result in improved cost estimates for alternating sequences. No improvement occurred, however, although the differences between subjects' cost estimates in the two time pressure conditions were greater for random than for alternating sequences. Moreover, in the low time pressure condition, the random sequence cost estimate again differed significantly from the mean, indicating that lower time pressure encouraged incorrect identification of the random sequence.
T A B L E 9 Difference Betu:een Sztbjects' Cost Estirnnfes co~d (a) the Stntisticnl Seilzre~~ce iVIer111, crr~d (6) Subjects' Estirucctes of the Sequence &lean
Subjects' misperception of random and alternating sequences may be attributable to their use of the representativeness heuristic. Use of this heuristic here would result in the perception of the alternating sequences as "locally representative" of (subjects' concepts of) randomness (see Kahneman and Tversky [I972 p. 435] ), and consequently the perception of the random sequences as systematic (see Cohen and Hansel [1955a ], Feldman [1963 ], Feldman, Tonge, and Kanter [1963 ). As Fellner [I9681 has noted, "To the untrained eye randomness appears as regularity or tendency to cluster." I X In summary, the major conclusions to be drawn concerning individuals' ability to assess the data-generating processes underlying time series are: (1) they are able to recognize the presence of trends, (2) they misperceive alternating series to be random, and (3) they impute a lawfulness to random series-a tendency which increases with greater variability and lower time pressure. These conclusions tend to confirm those of my earlier study (Eggleton [1976a] ) and are consistent with the findings of studies cited earlier.
COST ESTIMATE ACCURACY
The results on the accuracy of subjects' cost estimates were consistent with Hypotheses (2a)-(2c). Subjects underestimated and overestimated costs for trend and alternating sequences, respectively, a t both levels of variance and in both time pressure conditions. Estimates for all sequence types were more accurate with the low than the high variance level, and lower time pressure improved estimates for trend but not for alternating sequences. The unexpected result was subjects' overestimation of costs for the high variance random sequence-an anomaly which, as previously noted, increased under lower time pressure.
Further analyses indicated that subjects' errors increased more than proportionately with increasing variance (table 10) and were more substantive for trend than other sequence types. While virtually all subjects' cost estimates for random and alternating sequences fell within the corresponding statistical p = .95 credible intervals, only about 10-50 percent and 50-70 percent in the high and low time pressure conditions, respectively, did so in the trend case (see table 11 ).
The reliability of these findings is enhanced by their consistency with other existing evidence. First, they replicate the findings of my earlier study (Eggleton [ 1 9 7 6 a ] ) .Second, they generalize the underestimation bias in extrapolations from upward trend sequences observed in other accounting (Hofstedt [1972] )and nonaccounting studies (e.g., Wagenaar and Sagaria, 1975; Wagenaar and Timmers [1977; 1978a1, Timmers and Wagenaar [1977] ).Third, they accord with biases observed in financial institutions' economic analysts' forecasts of such items as GNP, industrial production, and plant and equipment outlays (Mincer and Zarnowitz [I969 p. 441) . The apparent ubiquity of the underestimation bias raises the obvious question of why? According to Wagenaar and others who have focused exclusively on the intuitive extrapolation of exponential time series, individuals are relatively insensitive to growth factors,"' but attempt to surmount this difficulty through the use of a constant linear compensator. Their explanation for the observed underestimation is that individuals attempt to estimate the growth rate from the size of the successive first differences appearing in the initial few observations of the series and then apply this to the last given observation. This strategy fails because the initial successive first differences are not representative of the magnitude of succeeding increments.
T A B L E 10 Percentage Difference Between Intuitir'e Cost Estimates on(/ Stntisticctl Cost Estinzntcs
While this explanation seems reasonable for extrapolating from exponentially increasing series, it fails to fit the behavior of subjects engaged in extrapolating trend sequences in this experiment. In contrast to the stochastic trends used here, Wagenaar's series were deterministic and increased monotonically. Hence, his subjects were faced with a series of rapidly increasing positive successive first differences. In contrast, subjects in this experiment were faced with a series of much smaller successive first differences of both signs.'" While this difference does not preclude the possibility that subjects used successive first differences to estimate growth rates, it is clear that they did not apply their estimate to the last given observation. Had the subjects done this, their estimates would have fallen above the last given observation, which occurred in only about 10 percent of the cases here.
Alternative explanations, which are more consistent with the data, are that subjects adopted either a moving average strategy, revising their estimates upward as they scanned the series from start to finish," or an "anchor and adjust" strategy (see Tversky and Kahneman [1974] ), in which case subjects estimated the central tendency of the series and then made a single upward adjustment to compensate for the perceived growth rate. Both approaches are consistent with the prototype abstraction theory detailed previously (see Eggleton [1976a] , e.g., and Posner and Keele [1968; 19701, Reed [1972] ) in that they involve the abstraction of an estimate of central tendency which is then adjusted as new observations are made.?"
Regardless of which strategy subjects used, it is interesting that their "' Subjects' estimates of the growth rate averaged around 20 percent of the true growth rate in their studies. '"Two differences between this study and those of Wagenaar and others are that in the latter studies, the series comprised only five observations and subjects were often required to predict five periods into the future.
'' Evidence of subjects using a sampling strategy involving three to four observations has been reported by Spencer [1963] , Eggleton [1976n] , and Wagenaar and Timmers [1977] .
22 For a comparison of these strategies in the prototype abstraction literature, see Woodworth [1938] , Franks and Bransford [1971] , and Homa et al. [1973] .
extrapolations from trend sequences displayed a regressiveness toward the mean of the series, which is counter to claims that individuals' predictions tend to be extreme because of a nonregressive bias (Kahneman and Tversky [1973; 19791, Tversky and Kahneman, [1974] ).
The above evidence suggests that subjects' suboptimality may have arisen from three sources of error, with each source corresponding respectively to the pattern search, prototype abstraction, and extrapolation stages of the prediction process suggested earlier. Subjects misperception of alternating sequences as random and their discovery of a trend in the high variance random sequence, for example, constitute first-stage moclel errors. In contrast, the underestimation of cost estimates for trend sequences may have arisen from either a second-stage parameter error (e.g., misperception of the rate of growth) or a third-stage heuristic error (e.g., an insufficient adjustment in an "anchor and adjust" a p p r~a c h ) .~: ' As the trend case demonstrates, correct performance of the earlier stages is a necessary, though not sufficient, condition for optimal prediction. Moreover, as the trend case again demonstrates, the impact of errors at later stages is not necessarily less consequential than errors at preceding stages (reconsider tables 10 and 11).
UNCERTAINTY ASSESSMENT
The results of the ANOVA of subjects' credible intervals for p = .95 (which are consistent with those of my earlier study) are of interest more for the absence of statistically significant effects than for their presence. With the exception of the statistically significant main effect for Variance-Hypothesis (3a)-the only other effect which even approached significance was the Time Pressure x Mean interaction.
The absence of a statistically significant main effect for Sequence is in conflict with the observation order effect observed in intuitive variance estimation (Lathrop [1966; 19671) and reflected in Hypothesis (3 b ) .Given that the Sequence factor did influence subjects' cost predictions, its lack of effect on their credible interval estimates suggests that subjects' confidence in their predictions was independent of the nature of the perceived underlying data-generating process. Consequently, few consistent results emerged from the comparison of subjects' credible interval estimates and their statistical counterparts. Both absolute and relative accuracy, for example, were contingent on sequence type and level of variance.
The absence of a statistically significant main effect for Mean is similarly in conflict with the bias observed in intuitive variance estimation (Lathrop [1966; 19671, Beach and Scopp [1968] ) and reflected in Hypothesis (3c). However, the finding that, under high time pressure, subjects' credible interval estimates for high mean sequences exceeded those for low mean sequences-precisely the opposite bias to that anticipated in Hypothesis (3c)-raises the possibility that under such conditions individuals' credible interval estimates reflect their (heteroscedastic) expectations concerning variance rather than their perceptions of variance."' A final interesting aspect of these results is the absence of a statistically significant Time Pressure effect. gested that the use of simpler information-processing strategies, and hence less data utilization, under high time pressure conditions, reduces perceived uncertainty. Snowball [I9801 argued that such an effect would result in narrower confidence intervals under high time pressure than under low time pressure conditions. His data supported his contention ( ps .06). Clearly, no such effect occurred here.
Conclusions, Implications, and Future Research
CONCLUSIONS
The results of this study suggest that subjects: (1) misperceived random and alternating sequences, (2) underestimated the growth rates of trend sequences, and (3) set credible intervals which, though sensitive to the level of variance, were insensitive to the statistical dependencies in the sequences. It seems reasonable to conclude, therefore, that they displayed only limited ability to perceive and intuitively utilize the statistical characteristics of these time series for their extrapolations.
The results also indicate that biases observed in intuitive variance estimation tasks may not be generalized to credible interval estimation, and that there are substantial individual differences in both the extrapolation and credible interval estimation tasks (see table 12 ). Although others have reported substantial individual differences in similar tasks (e.g., Wagenaar and Sagaria [1975] , Rouse [1976] ), the variance accounted for by the Sequence and Variance effects in subjects' cost and credible interval estimates, respectively, is surprisingly low and constitutes the major limitation of this study.
IMPLICATIONS
While there has been increasing use of sophisticated time-series analysis techniques in recent accounting research (see, e.g., Foster [1977] , Griffin [1977] , Brown and Rozeff [1979] , Lorek [1979] , Hopwood and McKeown [1981] ), there still remain many "real world" situations where, 24 Evidence supporting a Weber-Fechner effect of this nature emanates from studies concerned with the setting (rather than the per.ception) of confidence intervals (Snowball [1980] ),equivalence intervals (e.g., Crocker, Mitchell, and Beach [1978] , Beach e t al. [1974] ), subjective tolerance intervals (e.g., Laestadius [1970] , Beach and Solak [1969] ), cost variance investigation rules (Dickhaut and Eggleton [1975] , Dopuch, Birnberg, and Demski [1974,p. 480] ),auditing and other materiality judgments (e.g., Osborne [1959] , Mautz [1970, pp. 1-14] , Rose e t al. [1970] ). These studies indicate that individuals may implicitly assume a positive correlation between means and variances in the environment (see Pearson [1897] ). bers" "j and have implications for both managerial and financial reporting, despite an assertion to the contrary (Mock [1976] ). By way of example, individuals' systematic underestimation of upward trends and compulsive structuring of random walk data (e.g., Seligman [1962n; 1962 b] , Magee and Edwards [1966] , Ellinger [1971] ) suggest, paradoxically, that users' extrapolation needs may best be served by reports comprising fewer, rather than more, past observations-since many relevant time series either increase exponentially (e.g., Wagenaar and Timmers [1978a] ) or behave as submartingales (Fama [1965] , Ball and Watts [1972] , Whittred [1978] ).27
22 Although formal forecasting techniques are gaining increasing acceptance, their use tends to be limited to relatively large corporations. Wheelwright and Clarke [I9761 report that less than 10 percent of corporations with sales under $250 million use formal models for forecasting. They also report that, among those who do use formal models, less than 5 percent use Box-Jenkins techniques.
21; Though not made in connection with time-series extrapolations, this comment by the 1972 AAA Committee on Accounting Valuation Bases is clearly relevant to my contention: "If we define the objective of the accounting process to be the production of numbers that possess information content (i.e., numbers that affect the expectations of users), an evaluation of valuation bases must (indirectly or directly) evidence cognizance of users'reactions to accounting numbers" [emphasis added] (AAA [1972, p. 5421) .
'' Moreover, although some exceptions exist (e.g., Brooks and Buckmaster [1976] ), these findings extend to the firm-specific level (e.g., Albrecht, Lookabill, and McKeown [1977) , Watts and Leftwich [1977] ). In the former case, less frequent observations would accentuate the size of successive first differences and enhance perception of the growth rate (Wagenaar and Timmers [I978 61 ). In the latter case, only the last observation is required.
The preferred alternative, of course, would be to include statistical extrapolations in relevant reports; but as noted earlier, this often may not be feasible.
FUTURERESEARCH
The finding of substantial individual differences in subjects' estimates highlights the fact that intuitive extrapolation is a decision-making process involving a tacit component of comprehension which transforms objectively definable stimuli to subjectively defined percepts (e.g., Bruner [1957a; 1957 31, Sekuler and Abrams [1968] , Garner [1970] ). Therefore, further research should be directed toward understanding the basis of their "Gestalt accomplishments" and the nature of the succeeding prediction process. Potentially productive starting points for such research include Polanyi's [1959; 1962; 19671 distinction between focal and subsidiary awareness and the k-trend and k-alternation time-series taxonomy developed in Appendix A. In addition, the impact of data transformations and alternative report formats on data comprehension and utilization should be investigated (see, e.g., Roberts [1959] , Timmers and Wagenaar [1977] ). APPENDIX A Definitions for Runs, Trends, Trills, a n d Alternations A run may be said to exist within a sequence of events when a subset of successive first differences is equal. For example, the series 1, 3, 5, 7 constitutes a run. A run may therefore be defined as follows:
Let el be an element from the sequence of events S. Then a run exists if, for any subsequence of el's: where and c = some integer (either positive or negative).
A more general form of a run, here called a strict trend, would exist if successive first differences were of the same sign. For example, the series 1, 4, 6, 11 would constitute a strict trend. This concept could be further generalized to allow occasional perturbations or disturbances in the general direction of the trend by progressively relaxing the successive first-difference constraint to apply instead to second, then third, etc., successive differences. These patterns are here called k-trends, where k refers to the level of successive difference involved. As k increases, the trend becomes progressively weaker. For example, the series 1, 4, 6, 5, 11, 13 would constitute a k = 2 trend. The series 1, 4, 7, 6, 5, 8 , 11, 13 would constitute a k = 3 trend. A k-trend may be defined as follows:
Let el be an element from the sequence of events S. Then an upward (downward) k-trend exists if, for some positive integer k :
where A trill may be said to exist within a sequence of events when a subset of successive first differences is of the same size, but each first difference bears a sign opposite to that of its predecessor. For example, the series, 1, 2, 1, 2, 1, 2 constitutes a trill. A trill may therefore be defined as follows:
Let e, be an element from the sequence of events S.Then a trill exists if, for any subsequence of el's: where and c = some integer (either positive or negative)
A more general form of a trill, here called a regular alternation, would exist if successive first differences were of the opposite sign. For example, the series 1, 4, 3, 6, 3, 5 would constitute a regular alternation. This concept could be further generalized to allow any number of successive first differences of the same sign to be followed by the same number of successive first differences of the opposite sign. These patterns are here called regular k-alternations, where k refers to the number of successive first differences before a change in sign occurs. The regularity of the pattern is thus maintained, but as k increases, the alternations become less frequent. For example, the series 1, 3, 6, 5, 2,4, 7 ,5 , 1 would constitute a regular k = 2 alternation. The series 1, 3, 5, 9, 7 , 6, 4, 5, 8, 10, 9, 6, 4 would constitute a regular li = 3 alternation. A regular iz-nltel-lzntion may be defined as follows:
Let el be an element from the sequence of events S. Then a regular iz- 
