ABSTRACT
INTRODUCTION
When investigating the unknown function of a protein or DNA sequence, the BLAST program (Basic Local Alignment Search Tool) is arguably the most important computational tool available (Altschul et al., 1990 (Altschul et al., , 1997 Schaffer et al., 2001) . BLAST matches a query sequence * To whom correspondence should be addressed.
against the sequences in a database, and its output ranks potential database matches by their E-values. For each database match, the corresponding E-value gives (under the random model) the expected number E of false positives with a smaller rank in the output. Because the random number N of false positives is theoretically Poisson distributed (Dembo et al., 1994) , the E-value can be converted to a standard statistical p-value with the equation p = Pr[N 1] = 1 − Pr[N = 0] = 1 − e −E . If the E-value is small (and thus p ≈ E), the relationship between the query and the database sequence is unexpectedly close under the random model. On the other hand, if the E-value is large, the relationship is unremarkable.
The current BLAST program adjusts its E-values with a heuristic finite-size correction. The finite-size correction is particularly important when the query or matching database sequence is short (Altschul and Gish, 1996) , but its mathematical basis was mysterious until quite recently (Spouge, 2001 ). This paper uses computer simulations to probe the practical and theoretical foundations of the finite-size correction.
To quantify the foregoing, consider a pair of random sequences A = A 1 A 2 . . . A m and B = B 1 B 2 . . . B n , where m n. The corresponding BLAST score provides a heuristic approximation to the Smith-Waterman score M (Smith and Waterman, 1981) . The p-value P(M > y) that M exceeds a threshold y has a simple Poisson approximation (Dembo et al., 1994; Iglehart, 1972; Karlin and Dembo, 1992; Waterman and Vingron, 1994 )
so P(M > y) ≈ Q P O I (M > y). Equation (1) is an example of an extreme value distribution (Aldous, 1989; Galombos, 1978) . The constants K and λ defining the distribution presently require computer simulation for their determination (Collins et al., 1988; Mott, 1992; Mott and Tribe, 1999; Smith et al., 1985) . For the default parameters in protein-protein BLAST, the BLOSUM62 matrix and a cost C(g) = 11 + g for each gap of length g, the constants K and λ are now known to extraordinary accuracy .
The finite-size correction to Equation (1) starts by considering a random gapped alignment with a score exceeding y. Such an alignment cannot start anywhere along the full length m of sequence A. On the contrary, if it has mean length l y , it must start on average within the first m − l y letters of the sequence (Altschul and Gish, 1996) . This 'finite-size effect' suggests replacing mn in Equation (1) with (m − l y )(n − l y ), to give the finite-size Poisson approximation
(2) In practice, the finite-size effect is particularly important for short query sequences (e.g. m ≈ l y or n ≈ l y ).
Present implementations of Equations (1) and (2) rely heavily on their analogies with rigorous results for ungapped alignment statistics, coupled with careful and extensive computer simulations. In the ungapped alignment of very long random sequences, e.g. there is a theorem (Dembo et al., 1994) that the Poisson error
from Equation (1) is negligible (i.e. under the theorem's conditions, as m, n, y → ∞ together, ε P O I → 0). It is easy to believe that ε P O I for gapped alignment behaves similarly, and computer experiments confirm this analogy ). With such analogies in mind, our investigation of the finite-size effect is restricted to ungapped alignments, because our mathematical methods are not available for gapped alignments. Consider, e.g. the finite-size error
from Equation (2) and the corresponding finite-size correction to the simple Poisson approximation,
(5) In ungapped alignment, various mathematical theorems provide analytic expressions for Q F SE (M > y) and Q P O I (M > y) (Altschul and Gish, 1996; Karlin and Dembo, 1992; Spouge, 2001) . The analytic expressions show that the finite-size correction κ F SE is negligible for long sequences (i.e. under the theorems' conditions, as m, n, y → ∞ together, κ F SE → 0). Our investigation depends on the analytic expressions, so unless indicated otherwise, the following discourse implicitly restricts itself to ungapped sequence alignment. By the usual analogies, however, we expect that our results and conclusions extend qualitatively to gapped alignment statistics. Fig. 1 . Ungapped alignment for the two sequences. The figure shows two sequences of length m=14 and n=17. The local maximum scores shown were calculated for the PAM250 matrix from the SmithWaterman algorithm. The numbers outside the matrix on the bottom and the right are the enumeration D of the diagonals, as given in the Introduction. The overall local maximum score is M=9, which is on diagonal D=4 and is the sum of the three consecutive scores
The overall maximum score cell shares a 'Y' with every cell in its row and an 'F' with every cell in its column.
Having described the finite-size correction, we now turn to correlation errors. Assume that we have already chosen a scoring matrix X (e.g. the default BLOSUM62 matrix in protein-protein BLAST), so that we can assign a score
as the local maximum score on that diagonal. The SmithWaterman algorithm determines
the overall local maximum score for the sequence pair (A, B).
The BLAST random model assumes an independent sequences model, where the letters of A and B are drawn independently from a background frequency distribution, e.g. protein-protein BLAST draws letters according to the Robinson amino acid frequencies (Robinson and Robinson, 1991) . Along each diagonal D of the alignment matrix, the scores X (A k , B D+k ) are independent, because no two share a common random letter. Across different diagonals, however, some scores are correlated, e.g.
For mathematical convenience, some studies of sequence alignment statistics choose to neglect the correlations between diagonals in the independent sequences model. In the resulting independent diagonals model, the scores X (A i , B j ) in an alignment matrix are selected randomly with the appropriate frequencies, all independently of one another (Mott and Tribe, 1999; Olsen et al., 1999; Spouge, 2001) .
Let Q(M > y) be the probability of M exceeding y in the independent diagonals model. The independent diagonals approximation Q(M > y) provides an estimate for the p-value P(M > y) from the independent sequences model. Because of neglected correlations, there is a correlation error
Note that for convenience of comparison, we have taken all errors relative to P(M > y).
For ungapped alignments, there is a theorem (Dembo et al., 1994) that the correlation error ε C O R R is negligible for long sequences (i.e. under the theorem's conditions, as m, n, y → ∞ together, ε C O R R → 0). It is theoretically unknown, however, whether the correlation error ε C O R R vanishes faster than the finite-size correction κ F SE for long sequences (i.e. whether ε C O R R /κ F SE → 0 as m, n, y → ∞). Indeed, the referee of a previous paper (Spouge, 2001 ) challenged one of us (JLS) to prove this. After all, if the finite-size correction κ F SE to BLAST is thought to be important, we should verify that the correlation error is smaller (i.e. that ε C O R R κ F SE ). In addition, recent progress on the independent diagonals model has been surprisingly rapid (Bundschuh, 2000) . If the independent diagonals model continues to prove substantially more tractable than the independent sequences model, it becomes important to know the actual magnitude of the correlation error ε C O R R . Our computer study addresses all of these issues.
The outline of this paper is as follows. The Methods describe the calculation of the tail probabilities P(M > y), Q(M > y), Q P O I (M > y), and Q F SE (M > y). The Results examine ε P O I , ε F SE , and ε C O R R ; compare ε F SE from variant formulas for the finite-size correction; and then compare ε C O R R and κ F SE . Finally, the Discussion gives the implications of our results.
METHODS
Computer code was written in C++ and compiled with the Microsoft Visual C++ 6.0 compiler. The computer had a single Intel Pentium III 600 MHz microprocessor and 260 MB RAM and employed the Microsoft windows 2000 operating system. We carried out our procedures for the Robinson amino acid frequencies (Robinson and Robinson, 1991) and for each of the three scoring matrices BLOSUM62, PAM120, and PAM250.
The Monte Carlo estimation of the true p-value P(M > y)
The true p-value P(M > y) was estimated from computer simulation. For each sequence length m from 30 to 300, we generated 30 000 pairs of random sequences of equal length (m = n) from the Robinson amino acid frequencies. We then applied the Smith-Waterman algorithm with infinite gap costs (C(g) = ∞ for all g) to force all optimal alignments to be ungapped. For each sequence pair, we recorded the optimal alignment score M. For every integer threshold y up to 40, we then counted the number of optimal alignment scores M exceeding y, divided it by iteration number N = 30 000, thereby obtaining a Monte Carlo estimate of P(M > y). An (asymmetric) 68% confidence interval was then calculated (Dwass, 1970 , Equation (2), p. 510), corresponding approximately to c = 1 standard deviations in a standard normal distribution. The other, faster calculations used the same ranges for m = n and y.
The analytic formula for the independent diagonals approximation Q(M > y) The independent diagonals approximation Q(M > y) can be determined analytically in two stages. First, we compute from exact formulas (given below) the probability Q(M D > y) that the diagonal maximum local score M D in Equation (6) exceeds y. This probability depends only on the number of letter pairs (A k , B D+k ) on the diagonal D. If the diagonal contains i letter pairs, the probability is conveniently denoted by Q(M (i) > y).
Assume that we have Q(M (i) > y) in hand. Now, note that the sequence alignment matrix contains exactly n − m+1 diagonals with length m and two diagonals with each length from 1 to m − 1. Under the independent diagonals model,
because the overall maximum is less than or equal to y, only if the same is true on each of the diagonals.
We used the following exact calculation for Q(M (i) > y) (Daudin and Mercier, 1999) . First, from the relevant random amino acid frequencies and scoring matrix X (a, b) , compute the frequency distributions P(X = x) for the random scores in the alignment matrix, which are independent and identically distributed in the independent diagonals model. Then, let X n denote the nth random score encountered along the diagonal D of interest. Consider the following absorbing Markov chain {S n : n = 0, 1, . . .} based on X n . The chain's states are in a set {0, 1, . . . , y, }, it starts at S 0 = 0, and it has a one-step transition matrix P that can be derived from the distribution P(X = x) and the following rules. From the state S n = , it goes to S n+1 = (the absorbing state corresponds to a diagonal local maximum M (i) > y). From other states S n = , it goes to S n+1 = max{0, S n + X n+1 } unless S n + X n+1 > y, in which case M (i) > y, so it goes to S n+1 = . Because the diagonal local maximum M (i) > y if and only if S i = , the probability Q(M (i) > y) is given by the element of the matrix P i corresponding to i-step transition from S 0 = 0 to absorbing state S i = . The powers P i of P are readily obtained by repeated matrix multiplication.
The analytic formula for the simple Poisson approximation Q P O I (M > y)
The simple Poisson approximation generalizes to
where α is a renewal length and P(Ê y ) is the probability that the Markov chain S n above reaches before returning to 0 (or equivalently, that the corresponding random sum goes above y before going back to or below 0). We used exact formulas for both Eα (Iglehart, 1972; Karlin and Dembo, 1992) and P(Ê y ) Feller, 1971, p. 363) in Equation (11), the formula for P(Ê y ) being based on a recursion using a Markov chain with two absorbing states, corresponding to 0 and y + 1. Because of the asymptotic equality P(Ê y ) ∼ Ce −λy for large y, Equation (11) is equivalent to Equation (1) with K = C/Eα, where exact formulas for C and λ are known (Iglehart, 1972; Karlin and Dembo, 1992) . We therefore used Equation (11) instead of Equation (1), although for thresholds y 20, errors due to the asymptotic equality P(Ê y ) ∼ Ce −λy are negligible anyway. Altschul and Gish (1996) proposed the finite-size approximation Q F SE (M > y) in Equation (2). Spouge broadly generalized their correction and gave it some mathematical foundation (Spouge, 2001 ). In particular, his theorems show that in contrast to the Altschul-Gish correction in Equation (2), the variant formula
The analytic formula for the finite-size Poisson approximation Q F SE (M > y)
is asymptotically correct as m, n, y → ∞ under his theorems' conditions. In Equation (12), l y was calculated using the Dembo and Karlin's asymptotic formula, which is only asymptotically correct (Dembo and Karlin, 1993) . Like Equation (11), Equation (12) avoids errors from the asymptotic approximation P(Ê y ) ∼ Ce −λy .
RESULTS
Figures 2 and 3 display results for the BLOSUM62 scoring matrix. Other scoring matrices gave similar results. Figure 2 plots its relative errors against sequence length m = n for different values of the threshold y. As a convention, a sequence is 'very short' if it is shorter than the length range displayed in Figure 2 . Otherwise, it is 'short', 'long', or 'very long', if its length is 60 or less, 60 or more, or 200 or more. Figure 2 shows that the magnitude of each relative error decreases to 0 as the sequence lengths increase (for threshold 39, this tendency is slightly obscured by Monte-Carlo fluctuations due to excessively small tail probabilities). For all but very short sequences, the Poisson error satisfied 0 < ε P O I < 2, the finite-size error satisfied −1 < ε F SE < 0, and |ε F SE | < 0.5ε P O I everywhere in Figure 2 . In addition, the Altschul-Gish formula Equation (2) for ε F SE gave a smaller relative error than the Spouge formula Equation (12). For very long sequences, all relative errors were less than 0.1, with |ε F SE | < 0.1ε P O I . For all but very short sequences, the correlation error satisfied −0.1 < ε C O R R < 0.6, with ε C O R R > 0 everywhere in Figure 2 except for long sequences at the threshold y = 39.
For the lengths displayed in Figure 2 , Equations (3), (4), and (8) therefore yield the following observations. The simple Poisson approximation Q P O I (M > y) was larger than the true p-value P(M > y). The finite-size Poisson approximation Q F SE (M > y) overcorrected in the opposite direction, being smaller than P(M > y). For very long sequences, the data show that relative error in the Poisson approximation drops by almost a factor of 10 after applying the finite-size correction (i.e. |ε F SE | < 0.1ε P O I ). Finally, like the simple Poisson approximation Q P O I (M > y), the independent diagonals approximation Q(M > y) never differed from P(M > y) by a factor of more than about 2. Figure 3 shows plots of ε C O R R /κ F SE against P(M > y) for selected increasing sequence lengths m = n. For fixed P(M > y) (which is the usual hypothesis in mathematically rigorous limit theorems), the ratio is usually not greater than 1. If anything, the ratio tends to increase with increasing sequence lengths m = n.
DISCUSSION
In response to the theoretical question in the Introduction, Figure 3 shows that for long sequences, the correlation error ε C O R R was comparable to the finite-size correction κ F SE , usually somewhat larger in magnitude. Thus, it is likely that for sequences of equal length, the correlation error does not vanish faster than the finite-size correction (i.e. the conjecture ε C O R R /κ F SE → 0 as m, n, y → ∞ appears false in general). Asymptotic analysis is therefore unlikely to provide a complete theoretical justification for applying the finite-size correction. Despite this negative theoretical finding, Figure 2 shows the practical utility of applying finite-size corrections. For all but very short sequences (see the Results for definitions of 'very short', etc.), the finite-size approximation was substantially closer to the true p-value p = P(M > y) than the simple Poisson approximation. The AltschulGish finite-size approximation Q F SE (M > y) in Equation (2) was also superior to the Spouge's approximation in Equation (12) for all but very long sequences. Interestingly, rigorous theory shows the Altschul-Gish approximation to be inferior to Spouge's approximation for very long sequences (Spouge, 2001) . Although Figure 2 does indeed display the theoretical inferiority, all approximations agreed with p so closely for long sequences that there was no practical difference among them. Unfortunately, for short sequences, no approximation (including the Altschul-Gish approximation) was close to p. In practice, BLAST therefore inflates the finite-size approxi-mation for short sequences with an ad hoc adjustment (S. Altschul, personal communication) .
The simple Poisson approximation Q P O I (M > y) always overestimated p, whereas the finite-size Poisson approximation Q F SE (M > y) always underestimated p, albeit only slightly for long sequences. Note, however, that the random model of independent sequences does not faithfully reproduce all aspects of a real database, e.g. sequence redundancy, varying sequence composition, etc (Altschul et al., 1994; Mott, 2000; Pearson, 1995 Pearson, , 1996 . Overall, the 'real aspects' generally cause the statistical pvalues to be too small. By comparison, the modest underestimation due to the finite-size correction is completely harmless. For biological significance in BLAST protein searches, e.g. p 10 −3 is sometimes mentioned as a practical statistical threshold (and similarly, p 10 −6 for DNA searches). Our study therefore supports the present use of the finite-size correction in BLAST.
Our most encouraging result was that the independent diagonals approximation Q(M > y) was always within a factor of 2 of the true p-value p = P(M > y) from the independent sequences model. It is known from theory that in ungapped alignment, the correlation error ε C O R R is negligible for long sequences (i.e. that ε C O R R → 0 as m, n, y → ∞). Theory therefore suggests that in ungapped alignment, the independent diagonals model should provide good approximations to p, and our results show quite quantitatively that in practice, the approximation is excellent.
Out of necessity, our study restricted itself to ungapped sequence alignment, but it suggests some speculations about gapped sequence alignment. Random optimal gapped alignments are longer than their ungapped counterparts, so finite-size effects should be larger. Finite-size corrections are therefore probably more important in gapped alignments than in ungapped alignments, as has been noted before (Mott, 2000) . On the other hand, the overall effect on correlation errors is extremely difficult to predict in gapped alignment. Our study suggests that the independent diagonals model should continue to provide practical approximations to p-values in gapped alignment, although studies addressing this issue more directly are desirable. Finally, one might be tempted to fit parameters for the independent sequences model (i.e. the constants K and λ in Equation (1)) from simulations using the independent diagonals model. This would be dangerously expedient, however, because the independent sequences model omits correlations, and the correlation error (whose analytic form is at present unknown) could be comparable to the finite-size correction.
