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String graphs were delined by Sinden [ 131 in connection with thin film 
RC-circuits. The notion itself was first used by Graham [3] while posing 
the problem of characterizing these graphs. We do not give a characteriza- 
tion of string graphs here, but on the other hand, the result of this paper 
indicates that no polynomial characterization exists (provided P # NP). 
Note that string graphs form an induced minor closed class but not 
minor closed class of graphs [6, 81. It is known that every minor closed 
class is polynomially recognizable [ 11, 121, but that recognizing an 
induced minor closed class (that is not minor closed) may be NP-complete 
or even undecidable [lo]. However, string graphs appear to form the 
first natural induced minor closed class, recognizing that is known to be 
NP-hard. In this connection let us remark that it is shown in [S] that the 
number of critical (with respect to taking induced minors) nonstring 
graphs is infinite. 
This paper is written so that it can be read independently of [S]. 
1. NOTATIONS AND DEFINITIONS 
All graphs considered are finite, undirected, and without loops and mul- 
tiple edges. The vertex set and the edge set of a given graph G are denoted 
by V(G) and E(G), respectively. Edges are considered two-element subsets 
of the vertex set. Given a graph G and a set of vertices A c V(G), we denote 
by G 1 A the subgraph induced by A in G. 
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We say that G is a string graph iff there exists a system R of curves 
(called strings) in the plane, such that the intersection graph 
W) = (R { (r, 4 I Y, PER, r#s, rns#@}) is isomorphic to G. Then R is 
called a string representation of G. Moreover, R is called an outerstring 
representation iff all the strings meet the outer planar face determined by 
the strings of the representation, and it is called a constrained outerstring 
representation (with respect to a permutation rc of V(G)) iff the clockwise 
order in which the strings meet the outer face coincides with rc. 
It is easy to see that every string graph has a string representation by 
simple finite curves such that any two strings share a finite number of 
common intersecting points and any string representing a vertex of degree 
62 has just one common intersecting point with each of its 
neighbours [ 6, S]. 
A graph together with a (not necessarily noncrossing) drawing in the 
plane is called a topological graph [7]. The fact that a graph G is 
considered a topological graph is announced by writing CT. If e E E(G), the 
drawing of the edge e in GT is denoted by eT. For a topological graph GT, 
we put I(GT)= ((e,f}Ie,fEE(G) an eT andfT are crossing each other}. d 
An abstract topological graph (in short, an AT-graph) is a triple 
( V(G), E(G), I), where G is a graph and I c (“y)). We say that an AT- 
graph (f’(G), W), 4 is realizable if there exists a topological layout GT of 
G such that I(GT) = I. 
In the sequel, we are concerned with the following two problems: 
STRING Instance: A graph G; 
Question: Is G a string graph? 
AT-GRAPHS REALIZABILITY Instance: An AT-graph (V, E, I); 
Question: Is ( I’, E, I) realizable? 
and we use an auxiliary one: 
PLANAR 3-CONNECTED 3SATISFIABILITY Instance: A formula 
4 on a set of clauses C and a set of variables X such that 
(i) each clause contains exactly three variables, 
(ii) the graph G+=(CuX, {(x,c)lx~c& or XECEC}) is 
planar and vertex-3-connected; 
Question: Is 4 satisfiable? 
By a standard reduction to PLANAR 3-SATISFIABILITY which is 
known to be NP-complete [9], one can easily show that PLANAR 
3-CONNECTED 3-SATISFIABILITY is NP-complete as well. 
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2. REALIZATION OF ABSTRACT TOPOLOGICAL GRAPHS 
THEOREM 1. The problem AT-GRAPHS REALIZABILITY is NP-hard. 
ProoJ We show that PLANAR 3-CONNECTED 3-SATISFIABILITY 
cc AT-GRAPHS REALIZABILITY. 
Suppose a formula 4 satisfying (i) and (ii) is given. Consider a fixed non- 
crossing drawing Gf of G, in the plane. For every variable x E X, denote 
by cl(x), ~44, -.., c +)(x) the clauses containing either x or X (r(x) being 
their number), ordered cyclicly in accordance with the clockwise ordering 
of the edges, leaving the vertex x in Gi. Similarly, for every clause c E C, 
denote by x1(c), x,(c), and x,(c) the variables occurring in c, again ordered 
in correspondence with the clockwise order determined by Gg. 
For xE:X put 
4x1 
V(H,) = u (Ai( BJx), L;(-‘), R;‘“‘), 
i= 1 
4x1 
where 
i= 1 
I(H,) = u ( (1’;1’“‘, I$“’ 
2 < i #j < r(x) 
For cECput 
3 
x E ci(x)7 
X ~ Ci(X), 
x E ci(x), 
X E Ci(X), 
., (/z(“), yf;‘(x)), (pz(“), yz(“)) 
V( Hc) = U { Di(C), L~l”‘, ~~‘“‘, R~“‘, Rfl”‘}, 
i=l 
EtH,)= U {e~O, /i(c), rAc>>, 
i=l 
e:(‘) = (Di(C), Di+ l(C)>, 
l,(c) = (L$L.), pc.)}, 
vi(c) = (R:(‘), R:(c)), 
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ItHc)= i, ((ii(c), ri+l(c>>> 
i= 1 
Finally, put 
” U ( (liCc)9 I,tc)}, (yitc)9 yI(c)) )* 
l<i<j<3 
w(b) = u WL)” u wc)~ 
.Y E x CEC 
E&d = u E(K) u cyc E(K) u u (KG 4, rtx, c>>, 
I E x XECEC 
or%EceC 
where 
I(& c) = {Ly, Ly”), 
r(x, c) = {Rr;l’“‘, Ry”), 
C,(x) C,(x) 
‘;“-i; X 
r,(c) 
8% l3 r 
\/ 
x*fcl ec 
eX3k) 
C 
FIG. 1. Upper left, G%; upper right, H,; middle left, Hy; middle right, (V(H,), E(H,)) 
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for x=xj(c) and c= cj(x), and 
” u { (4x9 47 e:>, (4x9 CL 4 ). XECEC OrjiEcCc 
(See also Fig. 1. Note that Hy= (U:=, {Zj(c), P.~(c)>, Z(H,)) is the comple- 
ment of a cycle of length 6.) 
We prove that 4 is satisfiable if and only if the abstract topological graph 
H+ = ( V( H,), E( H,), Z( H+)) is realizable. 
Suppose that H4 is realized by a topological graph HJ. For every x E X 
(resp. CE C), the drawing of H& (V(H,)- u:!fi {Ai( Bi(X)}) (resp. 
Hq5 I ( W,) - ww) is connected. Hence we may suppose without loss of 
generality that Hg is drawn so that nothing lies inside the polygon 
P(x) = A,(x)B,(x) . . . B,(,)(x) (resp. only the vertices L:(“, I:(‘), 
p” c , R;TI”‘, i= 1,2, 3, may lie inside the triangle DI(c)D2(c)D3(c)). 
For c E C, denote by Q(c) the region bounded by the edges e;TI(‘)‘, 
i = 1,2, 3. For x E X, denote by Q(x) a region that contains the drawing of 
H,, such that the vertices Lz(“), R$“), i= 1, 2, . . . . v(x), lie on the boundary 
of Q(x), and Q(x) intersects no other edges or regions. Consider the graph 
G(Q) obtained from Hi by contracting the regions Q(x), 52(c) into single 
points. It turns out that G(Q) contains G, as an induced subgraph (in fact 
G(Q) E G,; cf. later in the paper). Since G, is 3-connected, it has a 
topologically unique noncrossing drawing in the plane. Thus we may sup- 
pose that the locations of the regions Q(x) and Q(c) and the edges Z(x, c), 
Y(X, c) correspond to the locations of the vertices x and c and the edges 
(x, cjT in Gi. In particular, for every c E C, the vertices D,(c), D*(c), D3(c) 
are located in the clockwise orientation on the boundary of Q(c), and for 
every XE X, the pairs (L$-“), R;(-“‘), i= 1, 2, . . . . r(x), are located in the 
clockwise orientation on the boundary of Q(x), the vertices L”“‘, Rz(“) 
FIG. 2. Left, F(x) = FALSE; right, F(x) = TRUE. x E cl(x) n c2(x) n c3(x). 
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always being close to each other. It also follows that the vertices L$‘), 
L:(‘), R;TI(‘), a;r’tL’), i = 1,2, 3, are located inside Q(c), because otherwise the 
prescribed intersections of the edges li (c), yi( c), i = 1,2, 3, could not be 
realized without originating undesired intersections with the edges I(x, c), 
4% 4. 
Consider a variable x E X. The polygon P(x) = A r(x) B,(x) . . . B,(,)(x) 
may be drawn in two essentially different ways inside 52(x) (Fig. 2). 
According to this, define a truth assignement F on X as 
F(x) = 
TRUE if P(x) is drawn clockwise, 
FALSE if P(x) is drawn counterclockwise. 
It follows that the ordered pair (J!,$‘), R!$)) appears on the boundary 
of Q(x) in the clockwise orientation if XE CJX) and F(x) = TRUE or 
X E ci(x) and F(x) = FALSE, while it appears there in the counterclockwise 
orientation if x E ci(x) and F(x) = FALSE or X E ci (x) and F(x) = TRUE. 
Thus if x E c or X E c, the pair of edges I(x, c), r(x, c) arrives to the bound- 
ary of 52(c) in the clockwise (resp. counterclockwise) order iff x receives the 
value FALSE (resp. TRUE) in clause c (Fig. 3). 
Consider a clause c E C. Let 52’(c) be a region that contains the edges 
ii(c), Ti(C), i = 1, 2, 3, so that the vertices L;‘ltL.), R$‘), i = 1, 2, 3, lie on the 
boundary of Q’(c), and Q’(c) intersects no other edges. We already known 
that the edges I,(c), Yi(c) lie inside 52(c), and so Q’(c) exists and 
Q’(c) c G?(c). Note that the cyclic ordering of the vertices Lcl(‘), R-;f’(‘), 
i = 1,2, 3, in which they appear on the boundary of Q’(c) is uniquely deter- 
mined by the truth values which the variables x1(c), x1(c), x,(c) receive in 
c, and denote this ordering by n(c). 
Since the location of the vertices L$(‘), R”I(“), i = 1, 2, 3, is free inside 
Q’(c), the edges li( C), ri( c) play the role of stiings in a constrained outer- 
string representation of the graph 
HZ = ( (J (zi(c), ri(c)}, IO)- 
\i= 1 / 
Hence H, is locally realizable in Q’(c) if and only if the graph Hz has a 
constrained outerstring representation with respect to the permutation K(C). 
FIG. 3. x TRUE in c. 
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FIGURE 4 
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If all three literals in c receive the value FALSE, Hz is a complement of 
the cycle of length 6 with n(c) ordering its vertices as shown in Fig. 4. It 
is known [S, 131 that then a constrained outerstring representation of Hz 
does not exist. On the other hand, if at least one literal in c receives the 
value TRUE, Hy has a constrained outerstring representation with respect 
to n(c) (due to the symmetry of Hz, it suffices to check the three cases 
depicted in Fig. 5). 
Hence if H4 is realized by Hi, F is a truth assignment satisfying 4. 
Conversely, if 4 is satisfied by some F, the construction of a realization Hi 
of H, is now obvious. 1 
2. RECOGNIZING STRING GRAPHS 
The main result is proved in this section. Proposition 1 is proved in [7], 
but for the sake of completeness we also include the proof here: 
PROPOSITION 1. The problems STRING and AT-GRAPHS REAL- 
IZABILITY are polynomially equivalent. 
Proof. Since STRING is a subproblem of AT-GRAPHS REALIZA- 
BILITY, it suflices to prove AT-GRAPHS REALIZABILITY cc STRING. 
Suppose G = ( V, E, I) is a given AT-graph. Put 
W= VuEu {(u,e)lu~e~E}, 
F= U ((2.4, (24, e)>, {e, b44))u~ 
UEEEE 
We claim that H = ( IV, F) is a string graph if and only if G is realizable. 
FIGURE 6 
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FIGURE 7 
(1) Let G be realized by a topological graph GT. Then GT may be 
easily modified to provide a string representation of H (near the drawing 
of u E V(G), u E V(H) is represented by a line segment, and vertices (u, e) 
are represented by short strings joining u to the drawings of the incident 
edges e E E(G) which remain in the representation, representing the vertices 
e E V(H); see Fig. 6). 
(2) Suppose H is a string graph. As mentioned in the Introduction, 
H has a string representation in which every vertex (u, e), u E e E E, is 
represented by a string that shares just one intersecting point with the 
string representing u and one with e. So the string representation looks 
locally like that depicted in Fig. 6 (right) (note that we may really suppose 
that a string e starts near its intersecting point with (u, e), since otherwise 
we can halp ourselves as illustrated in Fig. 7). By contracting the strings 
(u, e), e 3 u, and u into a point called u, for every u E V(G), we obtain a 
topological graph realizing the AT-graph G. 1 
The following theorem is now a direct consequence of Proposition 1 and 
Theorem 1: 
THEOREM 2. Recognizing string graphs is an NP-hard problem. 
4. CONCLUDING REMARKS 
4.1. It is striking that we are not able to prove that STRING is in 
NP. It seemed for some time that a polynomial function f should exist, 
such that every string graph on n vertices has a string representation in 
which any two strings share at most f(n) common intersecting points (cf. 
Problem 4 in 163) (such a function would provide STRING E NP). 
However, this is not the case, as J. Matousek and the author have recently 
constructed an example of a string graph with n vertices that forces 2”” 
intersections [ 14 3. Of course, this does not contradict the original conjecture 
STRING E NP, and so we are left with another open problem: 
Problem. Is recognition of string graphs an NP-problem? 
582b/52/1-6 
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4.2. It might have seemed that putting constraints on the allowed 
number of common intersecting points two strings may share would make 
the recognition problem simpler. (In a certain sense it really does, since if 
the allowed number of intersections is polynomial, the recognition problem 
is trivially in NP.) Amalgamating the constructions used in the proofs of 
Theorem 1 and Proposition 1 yields a construction which assigns to a given 
planar 3-connected formula $J a graph H such that 4 is satisfiable if and 
only if H is a string graph, and in that case H has a string representation 
such that any two strings share at most one common intersecting point. 
This proves: 
PROPOSITION 2. Determining whether a given graph has a string 
representation in which any two strings share at most one common inter- 
secting point is NP-complete. 
It is slightly surprising that this remains NP-complete even when a string 
representation of the given graph in which any two strings share at most 
two common intersecting points is given. 
4.3. Let sim(G) denote the minimum k such that G has a string 
representation in which any two strings share at most k common inter- 
secting points [2]. Since for every k there exists a string graph Gk with 
sim(G,) = k, it follows from Proposition 2 that for any fixed k, both deter- 
mining sim(G) < k and determining sim(G) = k are NP-complete problems. 
4.4. In 1982, Jaeger [4] investigated a “weigthed” version of string 
graphs. The NP-completeness of their recognition is a direct consequence 
of Proposition 2: 
PROPOSITION 3. Given a graph G = ( V, E) and a mapping g of E into the 
positive integers, it is NP-complete to decide whether G has a string represen- 
tation in which for any u, v E V, (u, v> E E, the strings u and v share exactly 
g( (u, v]) common intersecting points. (This problem is in NP provided the 
numbers g( (u, v}) are unary encoded, i.e., provided the size of the input is 
WI +maw((u, VI).) 
4.5. Probably the simplest subclass of the class of string graphs 
defined by putting constraints on the shapes of the strings is the class of the 
intersection graphs of straight-line segments in the plane. By [l], this is a 
proper subclass of the class of l-weighted string graphs (where g(e) = 1 for 
all e E E in the sense of Jaeger). Using the idea of the proof of Theorem 1, 
one can show: 
PROPOSITION 4. Recognizing intersection graphs of straight-line segments 
in the plane is NP-hard. 
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4.6. Let us consider the following problem suggested by J. NeSetiil 
[7, 10): 
WEAK AT-GRAPHS REALIZABILITY Instance: A graph 
G = ( V, E) and a set Zc ( f) of pairs of its edges; 
Question: Is there a topological graph GT such that Z(GT) c Z 
(equivalently, is there a drawing of G in the plane such that any two edges 
e, fE E cross each other only if {e, f ) E I)? 
(Note that when Z= 0, the problem reduces to recognizing planar graphs, 
which is known to be solvable in polynomial time.) 
PROPOSITION 5. WEAK AT-GRAPHS REALIZABILITY is NP-hard. 
One can prove this in a way similar to that in the proof of Theorem 1 
(using only a different construction for H,). However, a more elegant proof 
was suggested by J. Matougek [lo]: 
CLAIM. STRING cc WEAK AT-GRAPHS REALIZABILITY. 
ProoJ: Let G = (V, E) be an instance of STRING. Consider the 
following AT-graph H = ( W, F, I): 
W=VuE, 
F=((o,e)(u~e~E), 
Z=(({v,e>,{~,f>>l{~,~>EE). 
It is straightforward to check that G is a string graph if and only if H is 
weakly realizable. 1 
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