Collaborative filtering (CF) is a popular technique in today's recommender systems, and matrix approximation-based CF methods have achieved great success in both rating prediction and top-N recommendation tasks. However, real-world user-item rating matrices are typically sparse, incomplete and noisy, which introduce challenges to the algorithm stability of matrix approximation, i.e., small changes in the training data may significantly change the models. As a result, existing matrix approximation solutions yield low generalization performance, exhibiting high error variance on the training data, and minimizing the training error may not guarantee error reduction on the test data. This paper investigates the algorithm stability problem of matrix approximation methods and how to achieve stable collaborative filtering via stable matrix approximation. We present a new algorithm design framework, which (1) introduces new optimization objectives to guide stable matrix approximation algorithm design, and (2) solves the optimization problem to obtain stable approximation solutions with good generalization performance. Experimental results on real-world datasets demonstrate that the proposed method can achieve better accuracy compared with state-of-the-art matrix approximation methods and ensemble methods in both rating prediction and top-N recommendation tasks.
Introduction
Recommender systems have become essential components for many online applications [29, 10] , and collaborative filtering (CF) methods are popular in today's recommender systems due to its superior accuracy [1] . Matrix approximation (MA) has been widely adopted in recommendation tasks on both rating prediction [35, 25, 3, 8] and top-N recommendation [15, 34, 37] , and achieved state-of-the-art recommendation accuracy [19] . In MA-based CF methods [35, 19] , a given useritem rating matrix is approximated using observed ratings (often sparse) to obtain low dimensional user features and item features, then user ratings on unrated items are predicted using the dot product of corresponding user and item feature vectors. MA methods have the capability of reducing the dimensionality of user/item rating vectors, hence are suitable for collaborative filtering applications with sparse data [19] . Indeed, MA-based collaborative filtering has been widely used in existing recommendation solutions [35, 19, 25, 3, 15, 34, 37] .
The sparsity of the data, incomplete and noisy [16, 7] , introduces challenges to the algorithm stability of matrix approximation-based collaborative filtering methods. In MA-based CF methods, models are easily biased due to the limited training data (sparse), and small changes in the training data (noisy) can significantly change the models. As demonstrated in this work, existing MA-based methods cannot provide stable matrix approximations and hence stable collaborative filtering. Such unstable matrix approximations introduce high training error variance, and minimizing the training error may not guarantee consistent error reduction on the test data, i.e., low generalization performance [4, 41, 42] . As such, the algorithm stability has direct impact on generalization performance [13] , and an unstable MA method has low generalization performance [41, 13] .
Heuristic techniques, such as cross-validation and ensemble learning [18, 31, 25, 9] , can be adopted to improve the generalization performance of MA-based CF methods. However, cross validation methods have the drawback that the amount of data available for model learning is reduced [17, 4] . Ensemble MA methods [25, 9, 26] are computationally expensive due to the training of sub-models. Recently, the notion of "algorithmic stability" has been introduced to investigate the theoretical bound of the generalization performance of learning algorithms [4, 5, 2, 40, 30, 13] . It is timely to develop stable matrix approximation methods with low generation errors, which are suitable for collaborative filtering applications with sparse, incomplete and noisy data.
This paper extends a stable matrix approximation algorithm design framework [28] to achieve stable collaborative filtering on both rating prediction and top-N recommendation. It formulates new optimization objectives to derive stable matrix approximation algorithms, namely SMA, and solves the new optimization objectives to obtain SMA solutions with good generalization performance. We first introduce the stability notion in MA, and then develop theoretical guidelines for deriving MA solutions with high stability. Then, we formulate a new optimization problem for achieving stable matrix approximation, in which minimizing the loss function can obtain solutions with high stability, i.e., good generalization performance. Finally, we develop a stochastic gradient descent method to solve the new optimization problem. Experimental results on real-world datasets demonstrate that the proposed SMA method can deliver a stable MA algorithm, which achieves better accuracy over state-of-the-art single MA methods and ensemble MA methods in both rating prediction and top-N recommendation tasks. The key contributions of this paper are as follows: 1. This work introduces the stability concept in matrix approximation methods, which can provide theoretical guidelines for deriving stable matrix approximation methods to achieve stable collaborative filtering; 2. A stable matrix approximation algorithm design framework is proposed, which can achieve high stability, i.e., high generalization performance by designing and solving new optimization objectives derived based on stability analysis; 3. Evaluation using real-world datasets demonstrates that the proposed method can make significant improvement in recommendation accuracy over state-of-the-art matrix approximation-based collaborative filtering methods in both rating prediction and top-N recommendation tasks.
The rest of this paper is organized as follows: Section 2 formulates the stability problem in matrix approximation. Section 3 analyzes the stability of matrix approximation and formally proves our key observations. Section 4 presents details of the proposed stable matrix approximation method on both rating prediction task and top-N recommendation task. Section 5 presents the experimental results. Section 6 discusses related work, and we conclude this work in Section 7.
Problem Formulation
This section first summarizes matrix approximation methods, and then introduces the definition of stability w.r.t. matrix approximation. Next, we conduct quantitative analysis of the relationship between algorithm stability and generalization error, and empirically demonstrate that models with high stability will generalize well.
Matrix Approximation
In this paper, upper case letters, such as R, U, V denote matrices. For a targeted matrix R ∈ R m×n , Ω denotes the set of observed entries in R, andR denotes the approximation of R. Generally, loss functions should be defined towards different matrix approximation tasks, andR is determined by minimizing such loss functions [23, 38, 39, 45] . Let loss function Loss(R,R) be the error of approximating R byR, then the general objective of matrix approximation can be described as follows:R = arg min X Loss(R, X).
Loss(R, X) should vary for different tasks. For instance, incomplete Singular Value Decomposition (SVD) usually adopts Frobenius norm [25] to define loss function, and Compressed Sensing adopts nuclear norm [12] . Among existing matrix approximation methods, the rank ofR -r is considered low in many scenarios, because r min{m, n} can achieve good performance in many collaborative filtering applications. This kind of matrix approximation methods is called low-rank matrix approximation (LRMA). The objective of r-rank matrix approximation is to determine two feature matrices, i.e., U ∈ R m×r , V ∈ R n×r , r min{m, n}, s.t.,R = U V T . Generally, the optimization problem of LRMA can be formally described as follows:
Typically, the problems defined by Equation 1 and Equation 2 are often difficult non-convex optimization problems. Therefore, iterative methods such as stochastic gradient descent (SGD) are usually adopted to find solutions that will converge to local minimum [23, 38] .
Stability w.r.t Matrix Approximation
Recent work on algorithmic stability [4, 5, 21, 30] demonstrated that a stable learning algorithm has the property that replacing one element in the training set does not result in significant change to the algorithm's output. Therefore, if we take the training error as a random variable, the training error of stable learning algorithm should have a small variance. This implies that stable algorithms have the property that the training errors are close to the test errors [4, 21, 30] . The rest of this section introduces and analyzes the algorithm stability problem of matrix approximation.
In this section, we adopt Root Mean Square Error (RMSE) to measure the stability of matrix approximation as an example. Note that, other kinds of popular errors, e.g., Mean Square Error (MSE), "0-1" loss, etc., can also be applied with only small changes in the following analysis. Let
be the root mean square error of approximating R witĥ R. One of the most popular objectives of matrix approximation is to approximate a given matrix R based on a set of observed entries
. Thus, the stability of approximating R is defined as follows.
Definition 1 (Stability w.r.t. Matrix Approximation). For any R ∈ F m×n , choose a subset of entries Ω from R uniformly. For a given > 0, we say that D Ω (R) is δ-stable if the following holds:
Matrix approximation with stability guarantee has the property that the generalization error is bounded. Minimizing the training error will have a high probability of minimizing the test error. The stability notion introduced in this work defines how stable an approximation is in terms of the overall prediction error. It is different from the Uniform Stability definition [4] , which defines the prediction stability on individual entries. This new stability notion makes it possible to measure the generalization performance between different approximations. For instance, for any two different approximations of R -R 1 andR 2 , which are δ 1 -stable and δ 2 -stable, respectively, then
is close to D(R) with higher probability than D Ω (R 2 ), i.e., solving the optimization problem defined by D Ω (R 1 ) will lead to solutions that are more likely to have better generalization performance than that of D Ω (R 2 ). In summary, using the stability notion introduced in this paper, we can compare the stability bounds of different matrix approximation problems and define new matrix approximation problems which can yield solutions with high stability, i.e., high generalization performance. Figure 1 quantifies stability changes of matrix approximation method with the generalization error when rank r increases from 5 to 20. This experiment uses RSVD [35] , a popular MA-based recommendation algorithm, on the MovieLens (1M) dataset (∼10 6 ratings, 6,040 users, 3,706 items). We choose in Definition 1 as 0.0046 to cover all error differences when r = 5. We compute 
Stability vs. Generalization Error
with 500 different runs to measure stability (y-axis), and compute RMSE differences between training and test data to measure generalization error (x-axis).
As shown in Figure 1 , the generalization error increases when rank r increases, because matrix approximation models become more complex and more biased on training data with higher ranks. In contrary, the stability of RSVD decreases when r increases. This indicates that (1) stability decreases when generalization error increases, and (2) RSVD cannot provide stable recommendation even when the rank is as low as 20. This study demonstrates that existing matrix approximation methods suffer from low generalization performance due to low algorithm stability. Therefore, it is important to develop stable matrix approximation methods with good generalization performance.
Stability of Matrix Approximation
In this section, we analyze the stability of matrix approximation in two different collaborative filtering tasks: 1) rating prediction and 2) top-N recommendation. We formally prove our key observations that introducing properly selected subsets into the loss functions can improve the stability of matrix approximation methods.
Stability Analysis of Matrix Approximation in the Rating Prediction Task
We first introduce the Hoeffding's Lemma, and then analyze the stability properties of low-rank matrix approximation problems.
Lemma 1 (Hoeffding's Lemma). Let X be a real-valued random variable with zero mean and
Following the Uniform Stability [4] , given a stable matrix approximation algorithm, the approximation results remain stable if the change of the training data set, i.e., the set of observed entries Ω from the original matrix R, is small. For instance, we can remove a subset of easily predictable entries from Ω to obtain Ω . It is desirable that the solution of minimizing both D Ω and D Ω together will be more stable than the solution of minimizing D Ω only. The following Theorem 1 formally proves the statement.
Theorem 1.
Let Ω (|Ω| > 2) be a set of observed entries in R. Let ω ⊂ Ω be a subset of observed entries, which satisfies that
Based on Markov's inequality, for any t > 0, we have
Then, based on Lemma 1, we have
Combining the two equations above, we have
Similarly, we have
We can compare a with a as follows:
Remark. Theorem 1 above indicates that, if we remove a subset of entries that are easier to predict than average from Ω to form Ω , then λ 0 D Ω (R) + λ 1 D Ω (R) has a higher probability of being close to D(R) than D Ω (R). Therefore, minimizing λ 0 D Ω (R) + λ 1 D Ω (R) will lead to solutions that have better generalization performance than minimizing D Ω (R). It should be noted that the condition that ∀(i, j) ∈ ω, |R i,j −R i,j | ≤ D Ω (R) is not necessary. The conclusion will be the same if D ω (R) ≤ D Ω (R). The following Proposition 1 formally proves this.
Proposition 1.
Proof. This proof is omitted as it is similar to that of Theorem 1.
However, Theorem 1 and Proposition 1 only prove that it is beneficial to remove easily predictable entries from Ω to obtain Ω , but does not show how many entries should be removed from Ω. The following Theorem 2 shows that removing more entries that satisfy
Proof. Similar to Theorem 1, let's assume that
are two random variables with 0 mean.
Applying Lemma 1 and the Markov's inequality, we have
.
Then, similar to Theorem 1, we can conclude that δ 1 ≤ δ 2 .
Remark. From Theorem 2, we know that removing more entries that are easy to predict will yield more stable matrix approximation. Therefore, it is desirable to choose Ω as the whole set of entries which are harder to predict than average, i.e., the whole set of entries satisfying
Theorem 1 and 2 only consider choosing one Ω to find stable matrix approximations. The next question is, is it possible to choose more than one Ω that satisfy the above condition, and yield more stable solutions by minimizing them all together. The following Theorem 3 shows that incorporating K such entry sets (Ω ) will be more stable than incorporating any K − 1 out of the K entry sets.
Then, for any > 0 and 1
)} are two random variables with 0 mean.
Similar as the proofs above, we have
Thus, we can conclude that
Remark. Theorem 3 shows that minimizing D Ω together with the RMSEs of more than one hard predictable subsets of Ω will help generate more stable matrix approximation solutions.
However, sometimes it is expensive to find such "hard predictable subsets", because we do not know which subset of entries to choose without any prior knowledge. Thus, we propose a solution to obtain hard predictable subsets of Ω based on only one set of easily predictable entries as follows:
to find stable matrix approximation solutions. The following Theorem 4 proves that it is desirable to minimize
} are two random variables with 0 mean.
and Pr[|D(R)−
Remark. Theorem 4 shows that if we can find only one subset of entries that are easier to predict than average, then we can probe this subset of entries to increase the stability of matrix approximations.
Stability Analysis of Matrix Approximation in the General Setting
So far, all theoretical analysis rely on one key assumption: the value of
The assumption holds for matrix approximation in the rating prediction tasks, but may not hold for all kinds of matrix approximation problems, e.g., binary matrix approximation for top-N recommendation. For instance, binary matrix approximation typically minimizes "0-1" loss which is non-convex, so D Ω (R) is typically defined as convex surrogate losses [44] . Apparently, the infimum and supremum of convex surrogated D(R) − D Ω (R) are not always symmetric around 0, e.g., the Exponential loss and Log loss.
For a more general case which holds for all kinds of matrix approximation problems, we only
The following theorem proves that we can derive matrix approximation problems with higher stability by randomly choosing Ω ⊂ Ω with the above general assumption.
Theorem 5.
Let Ω (|Ω| > 2) be a set of observed entries in R and Ω ⊂ Ω be a randomly selected subset of observed entries. Assume that, for any 1
Proof. Based on Markov's inequality and Lemma 1, for any t > 0 and > 0, we have
where
Based on Markov's inequality and the convexity of exponential function, we have
where a and b are the same as above and
Based on the properties of infimum and supremum, we have
Since Ω ⊂ Ω, we know that
Based on the above inequality, we can conclude that δ 1 ≤ δ 2 .
Remark. Theorem 5 above indicates that, if we randomly choose a subset of entries from Ω to form Ω , then λ 0 D Ω (R)+λ 1 D Ω (R) will also have a higher probability of being close to
Note that, as shown in the proof, the sharpness of the stability bound depends on sup{D Ω (R)} and inf{D Ω (R)}. However, it is non-trivial to directly infer sup{D Ω (R)} and inf{D Ω (R)} from a randomly chosen Ω . In this case, Ω should be considered as a tunable parameter in practice. A better choice of Ω will yield sharper stability bound and thus yield better model performance.
Similarly, we can also select subsets from Ω and form optimization problems that are even more stable than λ 0 D Ω (R) + λ 1 D Ω (R). The following theorems formally prove this idea.
be randomly selected subsets of observed entries. Assume that, for any 1
Proof. This proof is omitted as it is similar to that of Theorem 5.
Similarly, we can also select K different random subsets to further improve the stability of matrix approximation, which is formally described in the following Theorem 7.
Remark. Theorem 6 and Theorem 7 above indicate that, if we randomly choose different subsets of entries from Ω, then we can obtain even more stable optimization problems than only choosing one Ω . The performance of adopting Theorem 6 will be influenced by the selection of the largest subset (Ω K ) because all the other subsets depend on it. Therefore, a bad selection of Ω K will not significantly improve the stability. But the selected subsets are independent in Theorem 7. As such, a few bad selections will not significantly affect the performance. Therefore, it will be more desirable to adopt Theorem 7 than Theorem 6 if there is no clear clue to select proper subsets.
Stable Matrix Approximation Algorithm for Collaborative Filtering
This section first presents the stable matrix approximation (SMA) method for the rating prediction task, and then presents stable matrix approximation for the top-N recommendation task. Finally, we present how to solve the algorithm stability optimization problem using a stochastic gradient descent method.
SMA for Rating Prediction
In the rating prediction task, the goal of stable matrix approximation-based collaborative filtering is to minimize the root mean square error (RMSE), i.e.,
Here, we present the stable matrix approximation algorithm in terms of RMSE.
Model Formulation
Singular value decomposition (SVD) is one of the commonly used methods for matrix approximation in the rating prediction task [6] . Based on the analysis of stable matrix approximation described in the previous section, it is desirable to minimize the loss functions that will lead to solutions with good generalization performance. Let {Ω 1 , ..., Ω K } be subsets of Ω which satisfy that ∀s ∈ [1, K], D Ωs ≥ D Ω . Then, following Theorem 4, we propose a new extension of SVD. Note that, extensions to other matrix approximation methods can be similarly derived.
where λ 0 , λ 1 , ..., λ K define the contributions of each component in the loss function.
Hard Predictable Subsets Selection
The key step in Equation 6 is to obtain subsets of Ω -{Ω 1 , ..., Ω K } which satisfy that ∀s ∈ [1, K], D Ωs ≥ D Ω . To obtain such Ω s is not trivial, because we can only check if the condition is satisfied with the final model. But the final model cannot be known before we define and optimize a given loss function.
First, we propose the following idea to address this issue: 1) approximate the target matrix R with existing matrix approximation solutions, e.g., RSVD [35] ; 2) choose each entry (i, j) ∈ Ω with high probability if |R i,j −R i,j | < D Ω and small probability otherwise; and 3) obtain Ω by removing the chosen entries to satisfy the condition of Proposition 1, or probe Ω to find hard predictable subsets that satisfy the condition of Theorem 4. By assuming that other matrix approximation methods will not dramatically differ from the final model of SMA, we can ensure that Ω will satisfy D Ω ≥ D Ω with high probability.
SMA Algorithm for Top-N Recommendation
In the top-N recommendation task, the goal of stable matrix approximation is to minimize the "0-1" error as in classification tasks [41] , i.e., where 1(x, y) is an indicator function. 1(x, y) = 1 if x = y, and 1(x, y) = 0 otherwise. Here, we present the stable matrix approximation algorithm based on the above "0-1" loss.
Loss Functions
Since the original "0-1" loss is not differentiate, gradient-based learning algorithms, e.g., SGD, cannot be applied to learn the models. Therefore, surrogate loss functions are commonly adopted to define convex losses. The following popular surrogate loss functions [32, 24] are adopted in this paper: 1) mean square error (MSE):
After introducing surrogate loss functions, the new loss function of SMA for top-N recommendation can be defined as follows:
where L * can be any of the surrogate loss functions. The new loss function is convex because the surrogate loss functions are convex, so that it can be optimized using gradient-based learning algorithms such as SGD.
In real-world top-N recommendation tasks, the positive ratings are very limited, which causes severe data imbalance issue. To address this issue, weighting is adopted by many matrix approximation methods [15, 14] as follows:
where W i,j is the weight for entry (i, j). Typically, W i,j is set to a large value when R i,j = 1 and a small value when R i,j = −1. In this paper, we fix the weights for positive and negative examples for simplicity of analysis, i.e., we use a universal weight for all positive examples and another universal weight for all negative examples. Recent works [15, 14] have proved that weighed matrix approximation methods can improve accuracy of top-N recommendation on implicit feedback data. Similarly, we can extend matrix approximation with the weighted loss above to generate a stable matrix approximation method as in Equation 6.
Subset Selection
Similar to the rating prediction task, subsets of Ω should be selected to improve the stability of learned MA models for top-N recommendation. According to Theorem 5, we can randomly choose Ω and optimize the following problem with better stability:
However, a random Ω could improve stability, but it may also hurt optimization accuracy (training accuracy). Therefore, the test accuracy may not be improved. To further improve the stability of learned models without much degradation in optimization accuracy, it is more desirable to select Ω as the hard-predictable subsets, because hard-predictable subsets have tighter gap between infimum and supremum, i.e., can achieve smaller δ in the stability measure. For top-N recommendation, we can assume that examples near the decision boundary are harder to predict than others. Then, we can select Ω as follows:
where γ > 0 defines the margin to select the examples. The above definition means that entry (i, j) will be selected in Ω if its predicted rating is near 0. Then, for the t-th epoch, we can easily select Ω based on the model output at the t − 1-th epoch.
Discussion
In SMA for top-N recommendation, we change the original "0-1" loss to surrogate losses and adopt weighting to give higher weights to rare positive examples. Here, we show that the stability analysis from Theorem 5 to Theorem 7 can still be applied to the surrogated and weighted loss functions. Assuming that the entries in Ω are independently and identically selected from its distribution, we can know that the ratio between positive examples and negative examples is the same for Ω and the whole set of examples. Then, we can know that E[D(R) − D Ω (R)] = 0, which means that the precondition of Theorem 5 to Theorem 7 holds. Therefore, we can apply the stability analysis in these theorems in SMA for top-N recommendation task as described above.
The SMA Learning Algorithm
Algorithm 1. shows the pseudo-code of the proposed SMA learning algorithm to solve the optimization problem defined in Equation 6 by adopting hard predictable subsets. From Step 1 to 9, we obtain K different hard predictable entry sets. Note that, for top-N recommendation, hard
Algorithm 1 The SMA Learning Algorithm
Require: R is the targeted matrix, Ω is the set of entries in R, andR is an approximation of R by existing matrix approximation methods. p > 0.5 is the predefined probability for entry selection. µ 1 and µ 2 are the coefficients for L2-regularization. 1 : Ω = ∅; 2: for each (i, j) ∈ Ω do 3: randomly generate ρ ∈ [0, 1];
11: returnR =ÛV T predictable subsets can be selected by Equation 10 . In Step 10, the optimization is performed by stochastic gradient descent (SGD), the details of which are trivial and thus omitted here. Also, L 2 regularization is adopted in Step 10. Note that, other types of optimization methods and regularization techniques can also be used in Algorithm 1. The complexity of Step 1 to 9 is O(|Ω|) for the rating prediction task and O(mn) for the top-N recommendation task, where |Ω| is the number of observed entries in R and m, n is the matrix size. The complexity of Step 10 is O(rmn) per-iteration, where r is the rank and m, n is the matrix size. Thus, the computation complexity of SMA is similar to that of classic matrix approximation methods, such as regularized SVD [35] .
Experiments
In this section, we first introduce the experimental setup, including dataset description, parameter setting, evaluation metrics and compared methods. Then, we analyze the performance of SMA for the rating prediction task from the following aspects: 1) generalization performance of SMA; 2) sensitivity of SMA with different parameters, e.g., rank r and the number of non-overlapping subsets K; 3) accuracy comparison between SMA and seven state-of-then-art matrix approximation based recommendation algorithms, including four single MA methods and three ensemble methods; and 4) SMA's accuracy in different data sparsity settings. After that, we analyze the performance of SMA for the top-N recommendation task from the following aspects: 1) generalization performance of SMA; 2) sensitivity of SMA with different parameters, e.g., surrogate loss functions and γ values; and 3) accuracy comparison between SMA and four state-of-the-art top-N recommendation algorithms.
Experimental Setup
Data Description. Four popular datasets are adopted to evaluate SMA: 1) MovieLens 1 100K (943 users, 1682 movies, 10 5 ratings); 2) MovieLens 1M (∼6k users, 4k items, 10 6 ratings); 3) MovieLens 10M (∼70k users, 10k items, 10 7 ratings) and 4) Netflix (∼480k users, 18k items, 10 8 ratings). These datasets are rating-based, so we follow other works [37, 33] to transform the data to binary data for the top-N recommendation task in which the models predict whether a user will rate an item or not. For each dataset, we randomly split it into training and test sets and keep the ratio of training set to test set as 9:1. All experimental results are presented by averaging the results over five different random train-test splits. Parameter Setting. For the rating prediction task, we use learning rate v = 0.001 for stochastic gradient decent, µ 1 = 0.06 for L 2 -regularization coefficient, = 0.0001 for gradient descent convergence threshold, and T = 250 for maximum number of iterations. For the top-N recommendation task, we use learning rate v = 0.001 for stochastic gradient decent, µ 1 = 0.001 for L 2 -regularization coefficient, = 0.0001 for gradient descent convergence threshold, and T = 2000 for maximum number of iterations. Optimal parameters of the compared methods are chosen from their original papers. Note that adaptive learning rate methods, e.g., AdaError [27] , can be adopted to further improve the accuracy of the proposed method. Evaluation Metrics. The accuracy of rating prediction is evaluated using root mean square error (RMSE) as follows:
The accuracy of top-N recommendation is evaluated using Precision and normalized discounted cumulative gain (NDCG) as follows: 1) Precision@N for a targeted user u can be computed as follows: P recision@N = |I r ∩ I u |/|I r | where I r is the list of top N recommendations and I u is the list of items that u is interested in and 2) NDCG@N for a targeted user u can be computed as follows: N DCG@N = DCG@N/IDCG@n, where DCG@N = n k=1 (2 rel i − 1)/log 2 (i + 1) and IDCG@n is the value of DCG@N with perfect ranking (rel i = 1 if u is interested to the i-th recommendation and rel i = 0 otherwise). Compared Methods. For rating prediction task, we compare the performance of SMA with four single matrix approximation methods and three ensemble matrix approximation methods as follows:
• Regularized SVD [35] is a popular matrix factorization method, in which user/item features are estimated by minimizing the sum-squared error using L 2 regularization.
• BPMF [39] is a Bayesian extension of PMF with model parameters and hyperparameters estimated using Markov chain Monte Carlo method.
• APG [43] computes the approximation by solving a nuclear norm regularized linear least squares problem to speed up convergence.
• GSMF [46] can transfer information among multiple types of user behaviors by modeling the shared and private latent factors with group sparsity regularization.
• DFC [31] is an ensemble method, which divides a large-scale matrix factorization task into smaller subproblems, solves each other in parallel, and finally combines the subproblem solutions to improve accuracy.
• LLORMA [25] is an ensemble method, which assumes that the original matrix is described by multiple low-rank submatrices constructed by non-parametric kernel smoothing techniques.
• WEMAREC [9] is an ensemble method, which constructs biased model by weighting strategy to address the insufficient data issue in each submatrix and integrates different biased models to achieve higher accuracy.
For top-N recommendation, we compare SMA with the following four state-of-the-art collaborative filtering methods:
• WRMF [15] assigns point-wise confidences to different ratings so that positive examples will have much larger confidence than negative examples.
• BPR [37] minimizes a pair-wise loss function to optimize ranking measures, e.g., NDCG. They proposed different versions of BPR methods, e.g., BPR-kNN and BPR-MF. We compare SMA with the BPR-MF, which is also MA-based recommendation method;
• AOBPR [36] improves the original BPR method by a non-uniform item sampler and meanwhile oversamples informative pairs to speed up convergence.
• SLIM [33] generates top-N recommendations by aggregating user rating profiles using sparse representation. In their method, the weight matrix of user ratings is obtained by solving an L 1 and L 2 regularized optimization problem. As we can see, the differences between training and test error of SMA are much smaller than that of RSVD. Moreover, the training error and test error are very close when epoch is less than 100. This result demonstrates that SMA can indeed find models that have good generalization performance and yield small generalization error during the training process. Figure 3 investigates how SMA performs by varying number of non-overlapping subsets K (rank r = 200) and the optimal RMSEs of all compared methods on both Movielens 10M (left) and Netfilx (right) datasets. As we can see, SMA outperforms all these state-of-the-art methods with K varying from 1 to 5. It should be noted that, when K = 0, SMA is degraded to RSVD. Thus, the fact that SMA can produce better recommendations than RSVD confirms Theorem 1: with 
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, we can improve the stability of MA models. In addition, we can see that the RMSEs on both datasets decrease as K increases. This further confirms Theorem 4: probing easily predictable entries to form harder predictable entry sets can better increase the model performance. Figure 4 analyzes the effect of rank r on MovieLens 10M (left) and Netflix (right) datasets by fixing K = 3. It can be seen that for any rank r from 50 to 250, SMA always outperforms the other seven compared methods in recommendation accuracy. And higher ranks for SMA will lead to better accuracy when the rank r increases from 50 to 250 on both two datasets. It is interesting to see that the recommendation accuracies of RSVD decrease slightly when r > 50 due to over-fitting and SMA can consistently increase recommendation accuracy even when r > 200. This indicates that SMA is less prone to over-fitting than RSVD, i.e., SMA is more stable than RSVD. Table 1 presents the performance of SMA with rank r = 200 and subset number K = 3. The compared methods are as follows: RSVD (r = 50) [35] , BPMF (r = 300) [39] , APG (r = 100) [43] , GSMF (r = 20) [46] , DFC (r = 30) [31] , LLORMA (r = 20) [25] and WEMAREC (r = 20) [9] on MovieLens 10M and Netflix datasets. Notably, DFC, LLORMA and WEMAREC are ensemble methods, which have been shown to be more accurate than single methods due to better generalization performance. However, as shown in Table 1 , our SMA method significantly outperforms all seven compared methods on both two datasets. This confirms that SMA can indeed achieve better generalization performance than both state-of-the-art single methods and ensemble methods. The main reason is that SMA can minimize objective functions that lead to solutions with good generalization performance, but other methods cannot guarantee low gap between training error and test error. Figure 5 presents the RMSEs of SMA vs. the training set size as compared with four single LRMA methods (RSVD, BPMF, APG and GSMF). The rank r of all five methods are fixed to 50. Note that, the rating density becomes more sparse when the training set ratio decreases. The results show that all methods can improve accuracy when the training set size increases, but the proposed SMA method always outperforms the other methods. This demonstrates that SMA can still provide stable matrix approximation even on very sparse dataset. Figure 6 compares the generalization performance of three different matrix approximation methods in the top-N setting: 1) weighted matrix approximation (WMA), which is the same as SMA except that WMA has no additional terms in the loss function, i.e., WMA learns MA models by optimizing Equation 8; 2) stable matrix approximation with random Ω (SMA rand), in which Ω is randomly selected rather than selecting the examples near the decision boundary; and 3) stable matrix approximation, in which Ω is selected as the examples near the decision boundary.
Accuracy Comparisons
Performance under Data Sparsity
As shown in Figure 6 , both SMA rand and SMA can achieve lower gap between training precision@10 and test precision@10 than WMA, which confirms with Theorem 5: adding the term D Ω in the loss function can improve the stability of MA models, i.e., improve the generalization performance. For SMA rand, we can see that, although its generalization performance improves, its optimization performance (training accuracy) is affected due to the random selection of Ω . This demonstrates that random selection of Ω can improve generalization performance but degrade optimization performance simultaneously. Therefore, the test accuracy of SMA rand has no improvement compared with WMA. For SMA with hard predictable Ω , the optimization performance (training accuracy) is not affected but improved compared with WMA. This is because examples near the decision boundary are given larger gradients updates in SMA, which can help improve the optimization performance because examples near the decision boundary have higher optimization error. Meanwhile, compared with WMA, the generalization performance of SMA is also improved, which is due to the stability improvement from the selection of Ω . Since both the optimization performance and generalization performance are improved in SMA for top-N recommendation, SMA achieves significantly higher test accuracy than WMA.
This experiment demonstrates that selecting random subsets can improve generalization performance but cannot improve test accuracy due to the degradation of training accuracy. On the contrary, adding properly selected subsets, e.g., examples near the decision boundary, can improve generalization performance and does not hurt training accuracy, and can thus improve test accuracy. Here, we choose γ = 0.3 and rank r = 100. Figure 7 compares the performance of SMA with three different surrogate loss functions: 1) mean square error (MSE); 2) log loss (Log) and 3) exponential loss (Exp). As shown in Figure 7 , SMA with mean square loss achieves much worse test accuracy compared with SMA with log loss and exponential loss, which is because mean square loss is a rating-based loss rather than a ranking-based loss. SMA with log loss and exponential loss achieve very similar test accuracy. However, the convergence speed of SMA with exponential loss is much faster (around 500 epochs) than that of SMA with log loss (around 2000 epochs). Therefore, SMA with exponential loss is more desirable due to decent accuracy and faster convergence speed. Figure 8 , SMA with γ = 0.3 achieves the best test accuracy. For smaller γ, e.g., 0.1, or larger γ, e.g., 0.9, SMA achieves worse accuracy because too small or too large fraction of examples are chosen in Ω . This further confirms that the accuracy of SMA will vary with different Ω and properly selected Ω can help achieve better accuracy. Table 2 and Table 3 compare SMA's accuracy in top-N recommendation (Precision@N and NDCG@N) with one rating-based MA method (RSVD) and four state-of-the-art top-N recommendation methods (BPR, WRMF, AOBRP, SLIM) on the Movielens 1M and Movielens 100K datasets. Among the compared methods, RSVD is a baseline method, which aims at minimizing rating-based error. WRMF, BPR and AOBPR are matrix approximation-based collaborative filtering methods for As shown in the results, SMA consistently and significantly outperforms all the five compared methods on both datasets in terms of Precision@N and NDCG@N with N varying from 1 to 20. This is because all the other methods do not consider generalization performance but only optimization performance in model learning, which cannot ensure optimal test accuracy due to low generalization performance. Note that WRMF can be regarded as a special case of SMA if we adopt mean square surrogate loss and do not add subset to improve stability for SMA. Similar to the previous experiments, SMA significantly outperforms WRMF, which further confirms that introducing properly selected subset can improve the accuracy of collaborative filtering in the top-N recommendation task.
Sensitivity of Surrogate Losses
Accuracy Comparison
Related Work
Algorithmic stability has been analyzed and applied in several popular problems, such as regression [4] , classification [4] , ranking [21] , marginal inference [30] , etc. [4] first proposed a method of obtaining bounds on generalization errors of learning algorithms, and formally proved that regular- ization networks posses the uniform stability property. Then, [5] extends the algorithmic stability concept from regression to classification. [20] generalized the work of [4] and proposed the notion of training stability, which can ensure good generalization error bounds even when the learner has infinite VC dimension. [21] proposed query-level stability and gave query-level generalization bounds to learning to rank algorithms. [2] derived generalization bounds for ranking algorithms that have good properties of algorithmic stability. [40] considered the general learning setting including most statistical learning problems as special cases, and identified that stability is the necessary and sufficient condition for learnability. [30] proposed the concept of collective stability for structure prediction, and established generalization bounds for structured prediction. This work differs from the above works in that (1) this work introduces the stability concept to matrix approximation problem, and proves that matrix approximations with high stability will have high probability to generalize well and (2) most existing works focus on theoretical analysis, but this work provides a practical framework for achieving solutions with high stability. Matrix approximation methods have been extensively studied recently in the context of collaborative filtering. [23] analyzed the optimization problems of Non-negative Matrix Factorization (NMF). [42] proposed Maximum-Margin Matrix Factorization (MMMF), which can learn lownorm factorizations by solving a semi-definite program to achieve collaborative prediction. [38] viewed matrix factorization from a probabilistic perspective and proposed Probabilistic Matrix Factorization (PMF). Later, they proposed Bayesian Probabilistic Matrix Factorization (BPMF) [39] by giving a fully Bayesian treatment to PMF. [22] also extends PMF and developed a non-linear PMF using Gaussian process latent variable models. [35] applied regularized singular value decomposition (RSVD) in the Netflix Prize contest. [18] combined matrix factorization and neighborhood model and built a more accurate combined model named SVD++. [15] proposed a weighted matrix approximation method for top-N recommendation on implicit feedback data, which gives higher weights to positive examples and lower weights for negative examples. [37] proposed a pairwise loss function to optimize ranking measure in top-N recommendation and proposed the BPR method. Later, they improved the BPR method by proposing a non-uniform item sampler and oversampling informative pairs to improve convergence speed [36] . Many of the above methods tried to solve overfitting problems in model training, e.g., regularization in most of the above methods and Bayesian treatment in BPMF. However, alleviating overfitting cannot decrease the lower bound of generalization errors, and thus cannot fundamentally solve the low generalization performance problem. Different from the above works, this work proposes a new optimization problem with smaller lower bound of generalization error. Minimizing the new loss function can substantially improve generalization performance of matrix approximation as demonstrated in the experiments. [41] analyzed the generalization error bounds of collaborative prediction with low-rank matrix approximation for "0-1" recommendation. [6] established error bounds of matrix completion problem with noises. However, those works did not consider how to achieve matrix approximation with small generalization error.
Ensemble methods, such as ensemble MMMF [11] , DFC [31] , LLORMA [25] , WEMAREC [9] , ACCAMS [3] etc., have been proposed, which aimed to provide matrix approximations with high generalization performance by ensemble learning. However, those ensemble methods need to train a number of biased weak matrix approximation models, which require much more computations than SMA. In addition, weak models in those methods are generated by heuristics which are not directly related to minimizing generalization error. Therefore, the optimality of generalization performance of those methods cannot be proved as in this work.
Conclusion
Matrix approximation methods are widely adopted in collaborative filtering applications. However, similar to other machine learning techniques, many existing matrix approximation methods suffer from the low generalization performance issue in sparse, incomplete and noisy data, which degrade the stability of collaborative filtering. This paper introduces the stability notion to the matrix approximation problem, in which models achieve high stability will have better generalization performance. Then, SMA, a new matrix approximation framework, is proposed to achieve high stability, i.e., high generalization performance, for collaborative filtering in both rating prediction and top-N recommendation tasks. Experimental results on real-world datasets demonstrate that the proposed SMA method can achieve better accuracy than state-of-the-art matrix approximation methods and ensemble methods in both rating prediction and top-N recommendation tasks.
