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Abstract
A Lipschitz function between metric spaces is an important notion in fractal geometry as it is well
known to have a close connection to fractal dimension. On the other hand, the theory of approximate
resolutions has been developed by Mardešic´ and Watanabe. In this theory maps f :X→ Y between
general spaces are represented by approximate maps f :X→ Y between approximate systems for
any approximate resolutions p :X → X and q :Y → Y , and the approximate maps f give useful
information about the properties of the maps f . In this paper, we describe a new method of using the
theory of approximate resolutions to study Lipschitz functions. More precisely, first of all, given
a Hausdorff space X and a normal sequence U with a reasonable condition, a new metric dU
which induces the given topology is defined, and Lipschitz functions with respect to the metrics
induced by normal sequences are characterized by a property of the normal sequences. Secondly,
using this metric, for each compact metric space X and for each approximate resolution p :X→X
of X with a reasonable condition, a new metric dp which is topologically equivalent to the given
metric is defined, and the properties of those metrics are investigated. Lipschitz functions between
continua with the metrics induced by approximate resolutions are characterized by approximate
resolutions. As an application, contraction maps are characterized, and a sufficient condition in terms
of approximate resolutions for the existence of a unique fixed point is obtained.  2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Recall that a function f :X→ Y between metric spaces X and Y is a Lipschitz function
provided there exists a constant α > 0 such that
d
(
f (x), f (x ′)
)
 αd(x, x ′) for x, x ′ ∈X.
Being a Lipschitz function is an important property in fractal geometry, especially, in
fractal dimensions. For example, one of the required conditions for a fractal dimension
is the Lipschitz invariance (see [2, p. 37], and also [3, §1]), i.e., if a map f :X→ Y is a
bi-Lipschitz function, then X and its image f (X) have the same fractal dimension. In this
paper, we describe a new method of using the theory of approximate resolutions to study
Lipschitz functions.
Mardešic´ and Watanabe [10] introduced the notion of approximate resolutions, which
generalizes all compact limits, approximate limits of Mardešic´ and Rubin [6] and
resolutions of Mardešic´ [5]. This notion has proved to be useful in many problems in
topology especially for nonmetric or noncompact spaces [15–17,14,12]. However, even for
compact metric spaces, approximate resolutions are essential [6,11,15,16]. In fact, when
we are given a map f :X→ Y between compact metric spaces and limits p = {pi} :X→
X= {Xi,pii+1} and q = {qj } :Y → Y = {Yj , qjj+1}, there may not exist a map of systems
f = {fj , f } :X→ Y , i.e., a function f :N→ N, where N denotes the set of positive
integers, and maps fj :Xf(j) → Yj , j ∈ N, with the property that for any j < j ′, there
is i > f (j), f (j ′) such that
(M) fjpf (j)i = qjj ′fj ′pf (j ′)i ; and
(LM) fjpf (j) = qjf, j ∈N.
In the theory of approximate resolutions, we replace those commutativity conditions by
approximate commutativity conditions so that a map of systems f :X→ Y exists. This is
the fact we use for our purpose.
To each normal sequence U= {Ui : i = 1,2, . . .} on a Hausdorff space X so that for each
x ∈ X, the stars of x with respect to Ui , i = 1,2, . . . , form a base at x , is associated
a metric dU which induces the given topology by an approach similar to Alexandroff
and Urysohn [1] (see also [13]). Let f :X→ Y be a continuous map between Hausdorff
spaces X and Y with normal sequences U and V as in the above, respectively. We give a
necessary and sufficient condition on the normal sequences U and V for the map f to be a
Lipschitz function with respect to the metrics dU and dV.
Those metrics induced by normal sequences have a close connection to approximate
resolutions. For each compact metric space X and for each approximate resolution
p :X → X = {Xi,Ui , pii′ } of X into an approximate system X = {Xi,Ui , pii′ } so that
U = {p−1i Ui : i = 1,2, . . .} forms a normal sequence on X and for each x ∈ X the stars
of x with respect to p−1i Ui , i = 1,2, . . . , form a base at x , we define a new metric dp
which is topologically equivalent to the given metric. For each continuous map f :X→ Y
between continua X and Y with approximate resolutions p :X→X and q :Y → Y as in
the above, we give a necessary and sufficient condition on the approximate resolutions for
the map f to be a Lipschitz function with respect to the metrics dp and dq . Moreover,
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contraction maps f :X→ Y with respect to the metrics dp and dq are characterized in
terms of approximate resolutions. Using this result, we obtain a sufficient condition on the
approximate resolutions that imply that the map f has a unique fixed point.
The paper is organized as follows: After the definitions and basic properties of
approximate resolutions are recalled in the following section, in Section 3, the definition
of the metric induced by normal sequence is given, and its fundamental properties and
some examples are presented. In Section 4, the metric induced by approximate resolution
is defined, and its fundamental properties are obtained. In Section 5, Lipschitz functions
with respect to the metrics induced by normal sequences are characterized by a property
of the normal sequences, and in the following section, Lipschitz functions with respect
to the metrics induced by approximate resolutions are characterized by the approximate
resolutions. In the final section, contraction maps are characterized, and a unique fixed
point property is discussed.
Throughout the paper, a map means a continuous map unless otherwise stated.
For any topological space X, let Cov(X) denote the set of all normal open coverings
of X. For any subset A of X and U ∈ Cov(X), let st(A,U)=⋃{U ∈ U : U ∩A = ∅} and
U |A= {U ∩A: U ∈ U}. If A= {x}, we write st(x,U) for st({x},U). For each U ∈ Cov(X),
let st U = {st(U,U): U ∈ U} and U∆ = {st(x,U): x ∈ X}. Let stn+1 U = st(stn U) for
each n = 1,2, . . . and st1U = st U , and for each subset A of X let stn+1(A,U) =
st(stn(A,U), stn U) for each n = 1,2, . . . and st1(A,U) = st(A,U). Also, for any U,V ∈
Cov(X), let st(U,V) denote the normal open covering {st(U,V): U ∈ U}. For any metric
space (X,d) and r > 0, let Ud(x, r)= {y ∈X: d(x, y) < r}, and write U(x, r) if there is
no confusion on the choice of the metric d . For any U ∈ Cov(X), two points x, x ′ ∈X are
U -near, denoted (x, x ′) < U , provided x, x ′ ∈ U for some U ∈ U . For any V ∈ Cov(Y ),
two maps f,g :X → Y between topological spaces are V-near, denoted (f, g) < V ,
provided (f (x), g(x)) < V for each x ∈ X. For each U ∈ Cov(X) and V ∈ Cov(Y ), let
fU = {f (U): U ∈ U} and f−1V = {f−1(V ): V ∈ V}.
2. Approximate resolutions
In this section we recall the definitions and properties of approximate resolutions which
will be needed in later sections. For more details, the reader is referred to [10]
An approximate inverse system (approximate system, in short) X = {Xa,Ua,paa′,A}
consists of
(i) a directed preordered set A= (A,<) with no maximal element;
(ii) topological spaces Xa for a ∈A;
(iii) Ua ∈ Cov(Xa) for a ∈A; and
(iv) maps paa′ :Xa′ →Xa for a < a′ and paa = 1Xa the identity map on Xa .
It must satisfy the following three conditions:
(A1) (paa′pa′a′′ ,paa′′) < Ua for a < a′ < a′′;
(A2) For each a ∈A andU ∈ Cov(Xa), there exists a′ > a such that (paa1pa1a2,paa2) <
U for a′ < a1 < a2; and
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(A3) For each a ∈ A and U ∈ Cov(Xa), there exists a′ > a such that Ua′′ < p−1aa′′U for
a′ < a′′.
An approximate map p = {pa: a ∈ A} :X→X of a topological space X into an approx-
imate system X = {Xa,Ua,paa′,A} consists of maps pa :X → Xa for a ∈ A with the
following property:
(AS) For each a ∈A and U ∈ Cov(Xa), there exists a′ > a such that (paa′′pa′′ ,pa) < U
for a′′ > a′.
An approximate resolution of a topological space X is an approximate map p = {pa: a ∈
A} :X→ X of X into an approximate system X = {Xa,Ua,paa′,A} which satisfies the
following two conditions:
(R1) For each ANR P , V ∈ Cov(P ) and map f :X→ P , there exist a ∈ A and a map
g :Xa → P such that (gpa,f ) < V ;
(R2) For each ANR P and V ∈ Cov(P ), there exists V ′ ∈ Cov(P ) such that whenever
a ∈A and g,g′ :Xa → P are maps with (gpa, g′pa) < V ′, then (gpaa′, g′paa′) <
V for some a′ > a.
If C is a collection of topological spaces, and if all Xa belong to C , then an approximate
resolution p :X→X is called an approximate C-resolution.
Theorem 2.1. An approximate map p = {pa: a ∈ A} :X→X = {Xa,Ua,paa′,A} is an
approximate resolution of a topological space X if and only if it satisfies the following two
conditions:
(B1) For each U ∈ Cov(X), there exists a ∈ A such that p−1a V < U for some V ∈
Cov(Xa);
(B2) For each a ∈ A and U ∈ Cov(Xa), there exists a′ > a such that paa′(Xa′) ⊆
st(pa(X),U).
Let Pol and APol respectively denote the collections of polyhedra and approximate
polyhedra (see [5]).
Theorem 2.2 [10, 2.19]. Every topological space admits an approximate Pol-resolution
with a cofinite index set.
If X = {Xi,Ui , pii′ ,N} has the index set N of positive integers with the usual order, we
simply write X= {Xi,Ui , pii′ }.
Theorem 2.3.
(i) Every compact metric space X admits an approximate Pol-resolution p =
{pi} :X→X = {Xi,Ui , pii′ } such that all Xi are finite polyhedra.
(ii) Every continuum, i.e., connected compact metric space, X admits an approximate
Pol-resolution p = {pi} :X→ X = {Xi,Ui , pii′ } such that all Xi are connected
finite polyhedra, and all pi and pii′ are surjective.
Proof. If X is a compact metric space, then there exists an inverse limit p= {pi} :X→X
into an inverse system X = {Xi,pii′ } such that all Xi are finite polyhedra. If X is a
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continuum, then since X is P-like where P is the class of connected finite polyhedra, [7,
Theorem 1] implies that there exists an inverse limit p = {pi} :X→ X into an inverse
system X = {Xi,pii′ } such that all Xi ∈ P and all pii′ are surjective. In either case,
by [15, 3.8], there exist Ui ∈ Cov(Xi) so that X = {Xi,Ui , pii′ } forms an approximate
system and that p :X→X forms an approximate Pol-resolution. In the case of continuum,
[9, Corollary 1] implies that all pi :X → Xi are also surjective. This concludes the
theorem. ✷
Let X = {Xa,Ua,paa′,A} and Y = {Yb,Vb, qbb′,B} be approximate systems of
topological spaces. An approximate map f = {fa,f : a ∈ A} :X → Y consists of a
function f :B→A and maps fb :Xf (b)→ Yb, b ∈ B , with the following condition:
(AM) For any b, b′ ∈B with b < b′, there exists a ∈A with a > f (b), f (b′) such that
(qbb′fb′pf (b′)a′, fbpf (b)a′) < stVb for all a′ > a.
A map f :X→ Y is a limit of f provided the following condition is satisfied:
(LAM) For each b ∈B and V ∈ Cov(Yb), there exists b′ > b such that
(qbb′′fb′′pf (b′′), qbf ) < V for all b′′ > b′.
For each map f :X→ Y , an approximate resolution of f is a triple (p,q,f ) consisting
of approximate resolutions p = {pa : a ∈ A} :X → X = {Xa,Ua,paa′,A} of X and
q = {qb: b ∈ B} :Y → Y = {Yb,Vb, qbb′,B} of Y and of an approximate map f :X→ Y
with property (LAM).
Theorem 2.4. Let X and Y be topological spaces. For any approximate resolution
p :X→ X and approximate APol-resolution q :Y → Y over a cofinite index set, every
map f :X → Y admits an approximate map f :X → Y such that (p,q,f ) is an
approximate resolution of f .
Theorem 2.4 fails even for compact metric spaces X and Y if we require the following
commutativity relations instead of (AM) and (LAM) [4,11,15,16]:
(M) fbpf (b)a = qbb′fb′pf (b′)a ; and
(LM) fbpf (b) = qbf for b ∈B .
3. Metrics induced by normal open coverings
Throughout this section, a space means a Hausdorff space unless otherwise stated. In
this section, following the approach of Alexandroff and Urysohn [1], [13, 2-16], given a
space X and a normal sequence U= {Ui : i = 1,2, . . .} on X, we define a pseudometric dU
on X and obtain its properties.
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We call the family U = {Ui : i = 1,2, . . .} of open coverings on a space X a normal
sequence provided st Ui+1 < Ui for each i . Given a normal sequenceU= {Ui : i = 1,2, . . .}
on X, we define the function DU :X×X→R0 by
DU(x, x ′)=


9 if (x, x ′) < U1;
1
3i−2
if (x, x ′) < Ui but (x, x ′) < Ui+1,
0 if (x, x ′) < Ui for all i = 1,2, . . . ,
and the function dU :X×X→R0 by
dU(x, x
′)= inf{DU(x, x1)+DU(x1, x2)+ · · · +DU(xn, x ′)},
where the infimum is taken over all points x1, x2, . . . , xn in X and R0 denotes the set of
nonnegative real numbers.
Proposition 3.1. Let X be a space, and let U= {Ui : i = 1,2, . . .} be a normal sequence.
Then the function dU :X×X→R0 is a pseudometric on X with the property that
st(x,Ui+3)⊆UdU
(
x,
1
3i
)
⊆ st(x,Ui ) for each x ∈X and i.
Proof. That dU is a pseudometric on X is obvious. It is also obvious from the definition
that
dU(x, x
′)DU(x, x ′) for x, x ′ ∈X. (3.1)
Using the fact that a star refinement is a 2-refinement in the sense of [13, p. 13] and
following the proof of [13, 2-16], we can show
DU(x, x ′) 4dU(x, x ′) for x, x ′ ∈X. (3.2)
(3.1) and (3.2) imply that dU has the desired property. ✷
Proposition 3.2. Let X be a space, and suppose a normal sequenceU= {Ui : i = 1,2, . . .}
has the following property:
(B) {st(x,Ui ): i = 1,2, . . .} is a base at x for each x ∈X.
Then dU is a metric on X. In this case we call dU the metric induced by the normal
sequence U.
Proof. dU(x, x ′) = 0 implies x = x ′ by Proposition 3.1 and the fact that X is a
Hausdorff. ✷
Proposition 3.3. Let (X,d) be a metric space, and letU= {Ui : i = 1,2, . . .} be the normal
sequence such that Ui = {Ud(x, 13i ): x ∈ X} for each i = 1,2, . . . . Then the metric dU
induced by the normal sequence U induces the uniformity which is isomorphic to that
induced by the metric d .
Proof. Proposition 3.2 implies that dU defines a metric on X, and it follows from
Proposition 3.1 that the uniformity induced by dU is isomorphic to that induced by d . ✷
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Proposition 3.4. Let X be a space.
(i) If A is a subset of X, and if U= {Ui : i = 1,2, . . .} is a normal sequence, then
dU|A(x, x ′) dU(x, x ′) for all x, x ′ ∈A.
Here U|A denotes the normal sequence {Ui |A: i = 1,2, . . .} restricted to A.
(ii) If U = {Ui : i = 1,2, . . .} and V = {Vi : i = 1,2, . . .} are normal sequences on X
such that Ui < Vi for each i , denoted U<V, then
dU(x, x
′) dV(x, x ′) for all x, x ′ ∈X.
(iii) For each normal sequence U = {Ui : i = 1,2, . . .} on X, let ΣU be the normal
sequence {Vi : Vi = Ui+1, i = 1,2, . . .} on X. Then
dΣU(x, x
′)= 3dU(x, x ′) for all x, x ′ ∈X.
(iv) For each normal sequence U = {Ui : i = 1,2, . . .} on X, let stU be the normal
sequence {st Ui : i = 1,2, . . .} on X. Then
dstU(x, x
′) dU(x, x ′) 3dstU(x, x ′) for all x, x ′ ∈X.
(v) For each normal sequence U = {Ui : i = 1,2, . . .} on X, let U∆ be the normal
sequence {U∆i : i = 1,2, . . .} on X. Then
dU∆(x, x
′) dU(x, x ′) 2dU∆(x, x ′) for all x, x ′ ∈X.
Proof. (i), (ii) and (iii) are obvious from the definitions of dU and DU. (iv) follows from
the fact that st Ui+1 < Ui < st Ui for each i , the definition of DU and (iii). For (v), for any
x, x ′ ∈X, if (x, x ′) < U∆i and (x, x ′) < U∆i+1, then there is x ′′ ∈X such that (x, x ′′) < Ui
and (x ′′, x ′) < Ui . So,
DU(x, x ′′)+DU(x ′′, x ′) 23i−2 = 2DU∆(x, x
′).
This together with the definition of dU implies that dU(x, x ′) 2dU∆(x, x ′) for all x, x ′ ∈
X. That dU∆(x, x ′) dU(x, x ′) follows from (ii). ✷
Let Σ1U = ΣU, and for each n = 1,2, . . . , let Σn+1U = Σ(ΣnU), and also let
st1U= stU and stn+1U= st(stnU).
Next, we wish to give a simpler description of the metric dU for special cases. For any
space X and for any normal sequence U= {Ui : i = 1,2, . . .} on X, we define the function
dU :X×X→R0 by
dU(x, x
′)= inf n
3i−2
,
where the infimum is taken over all the choices of points x = x0, x1, . . . , xn = x ′ in X such
that (xj , xj+1) < Ui but (xj , xj+1) < Ui for each j = 0,1, . . . , n− 1.
Proposition 3.5. Let X be a space, and let U= {Ui : i = 1,2, . . .} be a normal sequence.
Then the function dU :X×X→R0 is a pseudometric on X with the following properties:
dU(x, x
′) dU(x, x ′) for all x, x ′ ∈X (3.3)
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and
st(x,Ui+3)⊆UdU
(
x,
1
3i
)
⊆ st(x,Ui ) for each x ∈X and i. (3.4)
Moreover, if U has property (B) (see Proposition 3.2), then dU is a metric on X.
Proof. Obviously, dU is a pseudometric on X. It is also obvious from the definitions of dU
and dU that dU has properties (3.3) and
dU(x, x
′)DU(x, x ′) for each x ∈X. (3.5)
(3.3) and (3.2) (in the proof of Proposition 3.1) imply that
DU(x, x ′) 4dU(x, x ′) for each x ∈X. (3.6)
(3.5) and (3.6) imply property (3.4). Finally, (3.4) immediately implies the last asser-
tion. ✷
Proposition 3.6. Let X be a convex subset of a linear topological space L. Then
dU(x, x
′)= dU(x, x ′) for all x, x ′ ∈X,
where U= {Ui : i = 1,2, . . .} and Ui = {U(x, 13i ): x ∈X} for each i .
Proof. By (3.3) of Proposition 3.5, it suffices to show that dU(x, x ′)  dU(x, x ′). Let
x = x0, x1, . . . , xn = x ′ be points in X such that (xj , xj+1) < Ukj but (xj , xj+1) < Ukj+1
for each j = 0,1, . . . , n− 1. Let k =max{kj : j = 0,1, . . . , n− 1}, and take i > k so that
1
3i
min
{
1
2
(
2
3kj
− ‖xj+1 − xj‖
)
: j = 0,1, . . . , n− 1
}
. (3.7)
Claim. For each j , there exist points xj = xj,0, xj,1, . . . , xj,lj = xj+1 ∈X such that
(xj,p, xj,p+1) < Ui but (xj,p, xj,p+1) < Ui+1 for p = 0,1, . . . , lj − 1 (3.8)
and
DU(xj , xj+1)= 13kj−2 
lj
3i−2
. (3.9)
Indeed, since X is a convex subset, there is a line segment from xj to xj+1 in X. Let
xj,p = p Rj2/3i  + 1
(xj+1 − xj )+ xj
(
p= 0,1, . . . , lj =
⌊
Rj
2/3i
⌋
+ 1
)
where Rj = ‖xj+1 − xj‖. Then we have
2
3i+1
 ‖xj,p+1 − xj,p‖< 23i .
For,
‖xj,p+1 − xj,p‖ = Rj Rj2/3i  + 1
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and
2
3i+1
 Rj
Rj
2/3i + 1
 Rj
 Rj2/3i  + 1
<
Rj
(
Rj
2/3i − 1)+ 1
= 2
3i
where the first inequality follows from the fact that Rj  23i . This relation implies (3.8).
(3.9) follows since by (3.7),
1
3kj−2
− lj
3i−2
 1
3kj−2
− 1
3i−2
(
Rj
2/3i
+ 1
)
= 9
2
(
2
3kj
−Rj − 23i
)
 0.
Now by claim,
n−1∑
j=0
DU(xj , xj+1) 13i−2
n−1∑
j=0
lj  dU(x, x ′).
Since this is true for any choice of the points x = x0, x1, . . . , xn = x ′ ∈ X, we have
dU(x, x
′) dU(x, x ′). ✷
Proposition 3.7. Let X be a convex subset of a linear topological space L, and let
U= {Ui : i = 1,2, . . .} where Ui = {U(x, 13i ): x ∈X}. Then
dU(x, x
′)= 9
2
‖x − x ′‖ for all x, x ′ ∈X.
Proof. By Proposition 3.6,
dU(x, y)= inf
{‖x−y‖2/3i  + 1
3i−2
: i = 1,2, . . .
}
= 9
2
‖x − y‖. ✷
Finally in this section, we wish to compare our definition of the metric dU with that
in [13, 2-16].
We call the family U= {Ui : i = 1,2, . . .} a 2-refinement sequence provided for each i , if
U1, U2 ∈ Ui+1 have a nonempty intersection, then U1∪U2 refines Ui . Given a 2-refinement
sequence U= {Ui : i = 1,2, . . .} on X, we define the function D′U :X×X→R0 by
D′
U
(x, y)=


4 if (x, y) < U1,
1
2i−2
if (x, y) < Ui but (x, y) < Ui+1,
0 if (x, y) < Ui for all i = 1,2, . . . ,
and the function d ′
U
:X×X→R0 by
d ′
U
(x, x ′)= inf{D′
U
(x, x1)+D′U(x1, x2)+ · · · +D′U(xn, x ′)
}
where the infimum is taken over all finitely many points x1, x2, . . . , xn of X. Then by
[13, 2-16,2-18], the results analogous to Propositions 3.1 and 3.2 hold. Similarly to dU
for any normal sequence U, we can define the function d ′
U
:X × X → R0 for each
2-refinement sequence U on X, and the result analogous to Proposition 3.5 holds. Also,
for the 2-refinement sequence U = {Ui : i = 1,2, . . .} where Ui = {U(x, 12i ): x ∈ X}, the
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results analogous to Propositions 3.6 and 3.7 hold, where in Proposition 3.7 the constant
multiple is 2 instead of 92 .
Example. Consider the real number R as a linear topological space and the normal
sequence U = {Ui : i = 1,2, . . .} where Ui = {U(x, 13i ): x ∈ X} and the 2-refinement
sequence U′ = {U ′i : i = 1,2, . . .} where U ′i = {U(x, 12i ): x ∈ X} on R. Then, by Propo-
sition 3.7,
dU(0,1)= 92
and
d ′
U′(0,1)= inf
{ 12/2i  + 1
2i−2
: i = 1,2, . . .
}
which equals 2. However, if we take the normal sequence U as a 2-refinement sequence,
then
d ′
U
(0,1)= inf
{ 12/3i  + 1
2i−2
: i = 1,2, . . .
}
which equals 4 since the sequence monotonically increases.
4. Metrics induced by approximate resolutions
In Section 3, we studied how normal sequences induce metrics. In this section, we extend
this idea to the theory of approximate resolutions. Throughout this section, a space means
a compact metric space unless otherwise stated.
Let p = {pi} :X→X = {Xi,Ui , pii′ } be an approximate Pol-resolution of a space X.
Assume the approximate system X = {Xi,Ui , pii′ } satisfies the following condition:
(U) st Ui′ <p−1ii′ Ui for i < i ′.
Note that with any approximate system X = {Xi,Ui , pii′ } is associated an approximate
system X∗ = {Xki ,Uki , pkiki′ } with property (U) by taking a cofinal subsystem of X as
in [10, 1.6]. For each n 2, we define the function DX,n :Xn ×Xn →R0 by
DX,n(z, z′)=


9 if (pin(z),pin(z′)) < Ui for any i  n,
1
3i−2
if (pin(z),pin(z′)) < Ui but,
(pi+1n(z),pi+1n(z′)) < Ui+1 for some i < n,
0 if (pin(z),pin(z′)) < Ui for all i  n,
and the function dX :X×X→R0 by
dX(x, x
′)= inf{DX,n(pn(x), z1)+DX,n(z1, z2)+ · · · +DX,n(zk,pn(x ′))}
where the infimum is taken over all n 2 and all finitely many points z1, z2, . . . , zk of Xn.
Then it is easy to see that dX is a pseudometric on X.
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An approximate resolution p : X→ X into an approximate system X = {Xi,Ui , pii′ }
is said to be normal provided the family of open coverings U = {p−1i Ui : i = 1,2, . . .}
is a normal sequence and has property (B) (see Proposition 3.2). Note that with any
approximate system X is associated a normal approximate system X′ = {Xli ,Uli , pli li′ }
by taking a cofinal subsystem of X (use (B1)).
Let p :X→ X = {Xi,Ui , pii′ } be any normal approximate Pol-resolution of a space.
Then for any x, x ′ ∈X, we define the function Dp :X×X→R0 by
Dp
(
x, x ′
)=


9 if (pi(x),pi(x ′)) < Ui for any i,
1
3i−2
if (pi(x),pi(x ′)) < Ui but (pi(x),pi(x ′)) < Ui+1,
0 if (pi(x),pi(x ′)) < Ui for all i,
and the function dp :X×X→R0 by
dp(x, x
′)= inf{Dp(x, x1)+Dp(x1, x2)+ · · · +Dp(xn, x ′)}
where the infimum is taken over all finitely many points x1, x2, . . . , xn of X. Note that
dp(x, x
′)= dU(x, x ′) for any x, x ′ ∈X, where U= {p−1i Ui : i = 1,2, . . .}.
Proposition 4.1. Let p = {pi} :X → X = {Xi,Ui , pii′ } be a normal approximate
Pol-resolution with property (U) of a space X. Then, there exists n0 ∈ N such that for
all n n0,
DX,n
(
pn(x),pn(x
′)
)
Dp(x, x ′) for all x, x ′ ∈X.
Proof. Suppose (pi(x),pi(x ′)) < Ui for some i . Then pi(x),pi(x ′) ∈ U for some U ∈ Ui .
Let V be open such that pi(x),pi(x ′) ∈ V ⊆ V ⊆ U , and let V ∈ Cov(Xi) such that
V < {U,Xi \ V }. By (AS), there is n0  i such that (pi,pinpn) < V for n  n0. So,
pin(pn(x)),pin(pn(x
′)) ∈ U for all n  n0. So (pin(pn(x)),pin(pn(x ′))) < Ui . This
shows our assertion. ✷
Proposition 4.2. Let p = {pi} :X → X = {Xi,Ui , pii′ } be a normal approximate
Pol-resolution with property (U) of a space X. Then, for each n 2,
Dp(x, x ′) 3DX,n
(
pn(x),pn(x
′)
) for all x, x ′ ∈X.
Proof. Suppose (pin(pn(x)),pin(pn(x ′))) < Ui for some i with 2 i < n. Then there is
U ∈ Ui such that pin(pn(x)),pin(pn(x ′)) ∈ U . By (A1), x, x ′ ∈ p−1i (st(U,Ui )). But since
p is normal, p−1i (st(U,Ui ))⊆ p−1i−1(U ′) for some U ′ ∈ Ui−1. So, pi−1(x),pi−1(x ′) ∈ U ′
and hence (pi−1(x),pi−1(x ′)) < Ui−1. This fact implies that 3DX,n(pn(x),pn(x ′)) 
Dp(x, x ′) as required. ✷
Proposition 4.3. Let p = {pi} :X → X = {Xi,Ui , pii′ } be a normal approximate
Pol-resolution with property (U) of a space X. Then
(i) dX(x, x ′) dp(x, x ′) for all x, x ′ ∈X;
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(ii) If each pi is surjective, then
dp(x, x
′) 3dX(x, x ′) for all x, x ′ ∈X.
Proof. (i) immediately follows from Proposition 4.1, and (ii) immediately follows from
Proposition 4.2 and the assumption that each pi is surjective. ✷
For each approximate resolution p = {pi} :X → X = {Xi,Ui , pii′ }, we define the
approximate system ΣnX as {Zi,Wi , rii′ ,N} where Zi = Xi+n, Wi = Ui+n, rii′ =
pi+ni′+n :Zi′ → Zi and the approximate resolution Σnp as {ri : i ∈N} :X→ΣnX where
ri = pi+n :X→Xi+n.
Proposition 4.4. Let X be a space, and let p = {pi} :X→X = {Xi,Ui , pii′ } be a normal
approximate Pol-resolution of X. Then, for each n ∈N,
dΣnp(x, x
′)= 3ndp(x, x ′) for x, x ′ ∈X.
Proof. This follows from Proposition 3.4(iii). ✷
5. Lipschitz functions and normal sequences
Throughout this section, a space means a Hausdorff space and all normal sequences are
assumed to have property (B) unless otherwise stated.
Let X and Y be any spaces, and let U = {Ui : i = 1,2, . . .} and V = {Vi : i = 1,2, . . .}
be normal sequences on X and Y , respectively. Then a map f :X→ Y is called a (U,V)-
Lipschitz function (alternatively, Lipschitz function with respect to U and V) provided
there exists a constant α > 0 such that
dV
(
f (x), f (x ′)
)
 αdU(x, x ′) for x, x ′ ∈X.
In this section we give a characterization for (U,V)-Lipschitz functions in terms of the
normal sequences U and V.
For each map f :X → Y and for any normal sequences U = {Ui : i = 1,2, . . .} and
V= {Vi : i = 1,2, . . .}, we write U< f−1V if Ui < f−1Vi for each i = 1,2, . . . .
Theorem 5.1. Let X and Y be spaces with normal sequences U= {Ui : i = 1,2, . . .} and
V= {Vi: i = 1,2, . . .}, respectively, and let f :X→ Y be a map. Consider the following
statements:
(i) dV(f (x), f (x ′)) dU(x, x ′) for all x, x ′ ∈X;
(ii) U< f−1V; and
(iii) Σ4U< f−1V.
Then the implications (ii)⇒ (i)⇒ (iii) hold.
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Proof. (ii)⇒ (i): Let x, x ′ ∈ X, and let x = x0, x1, . . . , xn = x ′ be points in X such that
DU(xi, xi+1)= 13ki−2 for some ki  0, i = 0,1, . . . , n− 1. Since Uj < f−1Vj for each j ,
then DV(f (xi), f (xi+1)) 13ki−2 , i = 0,1, . . . , n− 1, which implies that
dV|f (X)
(
f (x), f (x ′)
)
 dU(x, x ′) for x, x ′ ∈X.
By Proposition 3.4(i),
dV
(
f (x), f (x ′)
)
 dV|f (X)
(
f (x), f (x ′)
)
for x, x ′ ∈X.
Hence (i) holds.
(i)⇒ (iii): Let x ∈X, and take U ∈ Ui+4 such that x ∈U . Then Proposition 3.1 implies
that
U ⊆UdU
(
x,
1
3i+1
)
. (5.1)
By (i) and (5.1),
f (U)⊆UdV
(
f (x),
1
3i+1
)
. (5.2)
Again by Proposition 3.1,
UdV
(
f (x),
1
3i+1
)
⊆ st(f (x),Vi+1). (5.3)
By (5.2) and (5.3), there exists V ∈ Vi such that f (U) ⊆ V . Hence Ui+4 < f−1Vi for
each i , which means (iii). ✷
Theorem 5.2. Let X and Y be spaces with normal sequences U= {Ui : i = 1,2, . . .} and
V= {Vi: i = 1,2, . . .}, respectively, and let f :X→ Y be a map. Consider the following
statements for m 0:
(L)m dV(f (x), f (x ′)) 3mdU(x, x ′) for all x, x ′ ∈X; and
(C)m ΣmU< f−1V.
Then the following implications hold:
(i) (C)m⇒ (L)m; and
(ii) (L)m ⇒ (C)m+4.
Proof. Suppose that ΣmU< f−1V for some m 0. Then by Theorem 5.1,
dV
(
f (x), f (x ′)
)
 dΣmU(x, x ′) for all x, x ′ ∈X. (5.4)
But by Proposition 3.4(iii),
dΣmU(x, x
′)= 3mdU(x, x ′) for all x, x ′ ∈X. (5.5)
(5.4) and (5.5) imply (L)m. Conversely, suppose dV(f (x), f (x ′))  3mdU(x, x ′) for
all x, x ′ ∈ X. Then by (5.5), we have (5.4). Now this together with Theorem 5.1
implies (C)m+4. ✷
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Theorem 5.2 immediately implies:
Corollary 5.3. Let X and Y be spaces with normal sequences U= {Ui : i = 1,2, . . .} and
V= {Vi : i = 1,2, . . .}, respectively. Then a map f :X→ Y is a (U,V)-Lipschitz function
if and only if ΣmU< f−1V for some m 0.
Corollary 5.4. Let X be a space with normal sequences U = {Ui : i = 1,2, . . .} and
U
′ = {U ′i : i = 1,2, . . .} on X. Then there exists α > 0 such that dU′(x, x ′)  αdU(x, x ′)
for x, x ′ ∈X if and only if there exists m 0 such that ΣmU<U′.
Corollary 5.5. Let X and Y be spaces with normal sequences U= {Ui : i = 1,2, . . .} and
V= {Vi : i = 1,2, . . .}, respectively, and let f :X→ Y be a map. Consider statement (L)m
and the following statement for m 0:
(C′)m U< f−1 stmV.
Then the implication (C′)m ⇒ (L)m holds.
Proof. By Theorem 5.1, (C′)m implies that
dstmV
(
f (x), f (x ′)
)
 dU(x, x ′) for x, x ′ ∈X.
But by Proposition 3.4(iv),
dV
(
f (x), f (x ′)
)
 3mdstmV
(
f (x), f (x ′)
)
for x, x ′ ∈X.
Those two inequalities imply (L)m. ✷
Corollary 5.6. Let X and Y be spaces with normal sequences U = {Ui : i = 1,2, . . .}
and V= {Vi : i = 1,2, . . .}, respectively, and let f :X→ Y be a map. Consider statement
(L)m+n and the following statement for m,n 0:
(C)m,n ΣmU< f−1 stnV.
Then the implication (C)m,n ⇒ (L)m+n holds.
Proof. By Corollary 5.5, (C)m,n implies
dV
(
f (x), f (x ′)
)
 3ndΣmU(x, x ′) for x, x ′ ∈X.
By Proposition 3.4(iii),
dΣmU(x, x
′)= 3mdU(x, x ′) for x, x ′ ∈X.
Hence those two statements imply (L)m+n. ✷
6. Characterizations of Lipschitz functions
In this section we give characterizations in terms of approximate resolutions for the
Lipschitz functions which were discussed in the previous section. Throughout this section,
a space means a continuum, i.e., connected compact metric space, unless otherwise stated.
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For any space X, let APRES(X) denote the collection of all normal approximate
Pol-resolutions p = {pi} :X → X of X into an approximate system X = {Xi,Ui , pii′ }
such that all pi and pii′ are surjective. By Theorem 2.3, APRES(X) = ∅. For each map
f :X→ Y , let APRES(f ) denote the collection of all approximate resolutions (p,q,f )
of f .
For any spaces X and Y and for any p ∈ APRES(X) and q ∈ APRES(Y ), a map
f :X→ Y is said to be a (p,q)-Lipschitz function (alternatively, Lipschitz function with
respect to p and q) provided there exists a constant α > 0 such that
dq
(
f (x), f (x ′)
)
 αdp(x, x ′) for x, x ′ ∈X.
Theorem 6.1. Let X and Y be spaces, and let f :X→ Y be a map. Let p ∈APRES(X),
p= {pi} :X→X = {Xi,Ui , pii′ } and q ∈APRES(Y ), q = {qi} :Y → Y = {Yi,Vi , qii′ },
and let (p,q,f ) ∈ APRES(f ) such that f = {fi} :X→ Y is a level morphism. For
m,n 0, consider the following statements:
(P1)m dq(f (x), f (x ′)) 3mdp(x, x ′) for all x, x ′ ∈X;
(P2)m,n p−1i+mUi+m < f−1q−1i (stn Vi ) for each i ∈N; and
(P3)m,n for each i ∈N, there exists j0 > i +m such that
p−1i+mjUi+m < f−1j q−1ij
(
stn Vi
) for j > j0.
Then the following implications hold:
(i) (P1)m ⇒ (P2)m+4,0;
(ii) (P2)m,n ⇒ (P3)m,n+2;
(iii) (P3)m,n ⇒ (P2)m,n+2; and
(iv) (P2)m,n ⇒ (P1)m+n.
Proof. (i) and (iv) follow from (L)m ⇒ (C)m+4 of Theorem 5.2 and Corollary 5.6,
respectively. For (ii), suppose (P2)m,n holds, and let i ∈ N. By (LAM) and (AS), there
exists j0 > i +m such that
(qif, qij fjpj ) < Vi for j > j0, (6.1)
and
(pi+m,pi+mjpj ) < Ui+m for j > j0. (6.2)
By (P2)m,n,
p−1i+mUi+m < f−1q−1i
(
stn Vi
)
. (6.3)
Let U ∈ Ui+m. Then (6.3) implies that there exists VU ∈ Vi such that
qif
(
p−1i+m(U)
)⊆ stn(VU,Vi ). (6.4)
By (6.1) and (6.4),
qijfjpj
(
p−1i+m(U)
)⊆ stn+1(VU,Vi ). (6.5)
On the other hand, by (6.2),
p−1j p
−1
i+mj (U)⊆ p−1i+m
(
st(U,Ui+m)
)
.
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So, since pj is surjective, we have
p−1i+mj (U)⊆ pj
(
p−1i+m
(
st(U,Ui+m)
))
.
This and (6.5) together with the surjectivity of pi+m imply
qijfj
(
p−1i+mj (U)
) ⊆ qij fjpj (p−1i+m( st(U,Ui+m)))
⊆ st(qij fjpj (p−1i+m(U)), qij fjpjp−1i+mUi+m)
⊆ st( stn+1(VU ,Vi ), qij fjpjp−1i+mUi+m). (6.6)
But by (6.1) and (6.3),
qijfjpjp
−1
i+mUi+m < stn+1 Vi . (6.7)
By (6.6) and (6.7),
qijfj
(
p−1i+mj (U)
)⊆ st( stn+1(VU ,Vi ), stn+1 Vi)= stn+2(VU ,Vi ).
This shows that
p−1i+mjUi+m < f−1j q−1ij
(
stn+2 Vi
)
as required.
For (iii), suppose (P3)m,n holds, and let i ∈ N. By (LAM) and (AS), there exists
j0 > i +m so that (6.1) and (6.2) hold. By (P3)m,n, there exists j1 > j0 so that for each
j > j1,
p−1i+mjUi+m < f−1j q−1ij
(
stn Vi
)
. (6.8)
Let j > j1, and let U ∈ Ui+m. Then (6.8) implies that there exists VU ∈ Vi such that
qijfj
(
p−1i+mj (U)
)⊆ stn(VU ,Vi ). (6.9)
By (6.2),
p−1i+m(U)⊆ p−1j p−1i+mj
(
st(U,Ui+m)
)
.
Since pi+mj is surjective, this implies
pj
(
p−1i+m(U)
)⊆ st(p−1i+mj (U),p−1i+mjUi+m).
So,
qijfjpj
(
p−1i+m(U)
)⊆ st(qijfj (p−1i+mj (U)), qij fjp−1i+mjUi+m). (6.10)
But, by (6.8),
qijfjp
−1
i+mjUi+m < stn Vi . (6.11)
So, by (6.10), (6.9) and (6.11),
qijfjpj
(
p−1i+m(U)
)⊆ st( stn(VU ,Vi ), stn Vi)= stn+1(VU ,Vi ). (6.12)
By (6.12) and (6.1),
qif
(
p−1i+m(U)
)⊆ stn+2(VU ,Vi ).
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This shows that
p−1i+mUi+m < f−1q−1i
(
stn+2 Vi
)
as required. ✷
Theorem 6.2. Let X and Y be spaces, and let f :X → Y be a map. Let p ∈
APRES(X), p = {pi} :X → X = {Xi,Ui , pii′ } and q ∈ APRES(Y ), q = {qj } :Y →
Y = {Yj ,Vj , qjj ′ }, and let (p,q,f ) ∈APRES(f ), f = {fj , f } :X→ Y . For m,n  0,
consider statement (P2)m,n and the following statement:
(P4)m,n For each j ∈ N, there exists j0 > j with the property that each j ′ > j0 admits
i0 > f (j ′), j +m such that for each i > i0,
p−1j+miUj+m < p−1f (j ′)if−1j ′ q−1jj ′
(
stn Vj
)
.
Then the following implications hold:
(i) (P2)m,n ⇒ (P4)m,n+2; and
(ii) (P4)m,n ⇒ (P2)m,n+2.
Proof. For (i), suppose (P2)m,n, and let j ∈ N. For each U ∈ Uj+m, there exists VU ∈ Vj
such that
qjf
(
p−1j+m(U)
)⊆ stn(VU ,Vj ). (6.13)
Take V ∈ Cov(Yj ) such that
st2 V < Vj . (6.14)
By (LAM), there exists j0 > j such that for each j ′ > j0,
(qjf, qjj ′fj ′pf (j ′)) < V . (6.15)
Let j ′ > j0, and take U ∈ Cov(Xf (j ′)) such that
U < f−1
j ′ q
−1
jj ′V . (6.16)
By (AS), there exists i0 > j +m,f (j ′) such that for each i > i0
(pj+m,pj+mipi) < Uj+m, (6.17)
and
(pf (j ′), pf (j ′)ipi) < U . (6.18)
Now let U ∈ Uj+m. By (6.13) and (6.15),
qjj ′fj ′pf (j ′)
(
p−1j+m(U)
)⊆ st( stn(VU ,Vj ),V) (6.19)
and
qjj ′fj ′pf (j ′)p
−1
j+mUj+m < st
(
stn Vj ,V
)
. (6.20)
On the other hand, since pj+m is surjective, by (6.17),
p−1i p
−1
j+mi(U)⊆ p−1j+m
(
st(U,Uj+m)
)= st(p−1j+m(U),p−1j+mUj+m).
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So, since pi is surjective, we have
p−1j+mi(U)⊆ pi
(
st
(
p−1j+m(U),p
−1
j+mUj+m
))⊆ st(pi(p−1j+m(U)),pip−1j+mUj+m).
This together with (6.18) implies
pf (j ′)i
(
p−1j+mi(U)
) ⊆ st(pf (j ′)ipi(p−1j+m(U)),pf (j ′)ipip−1j+mUj+m)
⊆ st( st(pf (j ′)(p−1j+m(U)),U), st(pf (j ′)p−1j+mUj+m,U)).
So this together with (6.19), (6.20), (6.16) and (6.14) implies
qjj ′fj ′pf (j ′)i
(
p−1j+mi(U)
) ⊆ st( st(qjj ′fj ′pf (j ′)(p−1j+m(U)), qjj ′fj ′U),
st
(
qjj ′fj ′pf (j ′)p
−1
j+mUj+m,qjj ′fj ′U
))
⊆ st( st( st( stn(VU ,Vj ),V),V), st( st( stn Vj ,V),V))
⊆ st( stn+1(VU ,Vj ), stn+1 Vj )
= stn+2(VU ,Vj ).
Hence (P4)m,n+2 holds.
For (ii), suppose (P4)m,n, and let j ∈N. Take V ∈ Cov(Yj ) such that
st2 V < Vj , (6.21)
and take j0 > j as in (P4)m,n. By (LAM), there exists j1 > j0 such that for each j ′ > j1,
(qjf, qjj ′fj ′pf (j ′)) < V . (6.22)
Let j ′ > j1, and take U ∈ Cov(Xf (j ′)) such that
U < f−1
j ′ q
−1
jj ′V . (6.23)
For this j ′, take i0 > f (j ′), j +m as in (P4)m,n. By (AS), there exists i > i0 such that
(pf (j ′), pf (j ′)ipi) < U, (6.24)
and
(pj+m,pj+mipi) < Uj+m. (6.25)
Now let U ∈ Uj+m. Then, by (P4)m,n, there exists VU ∈ Vj such that
qjj ′fj ′pf (j ′)i
(
p−1j+mi(U)
)⊆ stn(VU ,Vj ). (6.26)
But by (6.25),
p−1j+m(U)⊆ p−1i p−1j+mi
(
st(U,Uj+m)
)
,
which, by the surjectivity of pi , implies
pi
(
p−1j+m(U)
)⊆ st(p−1j+mi(U),p−1j+miUj+m), (6.27)
and hence
pf (j ′)ipi
(
p−1j+m(U)
)⊆ st(pf (j ′)i(p−1j+mi(U)),pf (j ′)ip−1j+miUj+m).
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This together with (6.24) implies that
pf (j ′)
(
p−1j+m(U)
)⊆ st( st(pf (j ′)i(p−1j+mi(U)),pf (j ′)ip−1j+miUj+m),U).
This together with (6.26), (P4)m,n and (6.23) implies
qjj ′fj ′pf (j ′)
(
p−1j+m(U)
)
⊆ st( st(qjj ′fj ′pf (j ′)i(p−1j+mi(U)), qjj ′fj ′pf (j ′)ip−1j+miUj+m), qjj ′fj ′U)
⊆ st( st( stn(VU,Vj ), stn Vj ),V)
= st( stn+1(VU ,Vj ),V). (6.28)
Now (6.28), (6.22) and (6.21) yield
qjf
(
p−1j+m(U)
)⊆ st( st( stn+1(VU,Vj ),V),V)⊆ stn+2(VU,Vj ).
Hence (P2)m,n+2 holds as required. ✷
Corollary 6.3. Let X and Y be spaces, and let f :X → Y be a map. Let p ∈
APRES(X), p = {pi} :X → X = {Xi,Ui , pii′ } and q ∈ APRES(Y ), q = {qj } :Y →
Y = {Yj ,Vj , qjj ′ }. Then f is a (p,q)-Lipschitz function if and only if f satisfies any one
of the following conditions:
(i) There exist m,n 0 such that (P2)m,n holds;
(ii) There exist m,n  0 such that (P3)m,n holds for some (any) (p,q,f ) ∈
APRES(f ) such that f = {fi} :X→ Y is a level morphism;
(iii) There exist m,n  0 such that (P4)m,n holds for some (any) (p,q,f ) ∈
APRES(f ), f = {fj , f } :X→ Y .
Corollary 6.4. Let X be a space, and let p,p′ ∈ APRES(X), p = {pi} :X → X,
p′ = {p′i : i ∈N} :X→X′. Then there exists a constant α > 0 such that
dp(x, x
′) αdp′(x, x ′) for all x, x ′ ∈X
if and only if there exist m,n  0 and (p,p′,f ) ∈APRES(1X), f = {fi, f } :X→ X′
for which (P4)m,n holds, where 1X :X→X is the identity map.
7. Contraction maps and fixed point theorem
Throughout this section, a space means a continuum and all normal sequences are
assumed to have property (B) unless otherwise stated. A function f :X → Y between
spaces X and Y is called a contraction provided there exists a constant α with 0 < α < 1
such that
d
(
f (x), f (x ′)
)
 αd(x, x ′) for all x, x ′ ∈X.
Let X and Y be any spaces, and let U = {Ui : i = 1,2, . . .} and V= {Vi : i = 1,2, . . .} be
normal sequences on X and Y , respectively. Then a map f :X→ Y is called a (U,V)-
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contraction (alternatively, contraction with respect to U and V) provided there exists a
constant α with 0 < α < 1 such that
dV
(
f (x), f (x ′)
)
 αdU(x, x ′) for all x, x ′ ∈X,
and for any p ∈ APRES(X) and q ∈ APRES(Y ), a map f :X → Y is said to be a
(p,q)-contraction (alternatively, contraction with respect to p and q) provided there exists
a constant α with 0 < α < 1 such that
dq
(
f (x), f (x ′)
)
 αdp(x, x ′) for all x, x ′ ∈X.
Theorem 7.1. Let X and Y be spaces with normal sequences U= {Ui : i = 1,2, . . .} and
V= {Vi : i = 1,2, . . .}, respectively, and let f :X→ Y be a map. For m,n 0, consider
the following statements:
(M)m dV(f (x), f (x ′)) 3−mdU(x, x ′) for all x, x ′ ∈X; and
(N)m,n ΣnU< f−1ΣmV.
Then, for each m 0, the following implications hold:
(i) (M)m ⇒ (N)m,n+4 for any n 0; and
(ii) (N)m,n ⇒ (M)n−m if nm, and (N)m,n ⇒ (L)m−n (see Theorem 5.2) if m> n.
Proof. For (i), suppose (M)m. Then
3mdV
(
f (x), f (x ′)
)
 dU(x, x ′) for x, x ′ ∈X.
By Proposition 3.4(iii),
dΣmV
(
f (x), f (x ′)
)= 3mdV(f (x), f (x ′)) for x, x ′ ∈X.
Theorem 5.1 now implies
Σ4U< f−1ΣmV.
Since Σn+4U<Σ4U for any n 0,
Σn+4U< f−1ΣmV,
which means (N)m,n+4.
For (ii), suppose (N)m,n. Then Theorem 5.1 implies
dΣmV
(
f (x), f (x ′)
)
 dΣnU(x, x ′) for x, x ′ ∈X.
By Proposition 3.4(iii),
dΣnU(x, x
′)= 3ndU(x, x ′) and
dΣmV
(
f (x), f (x ′)
)= 3mdV(f (x), f (x ′)) for x, x ′ ∈X.
So,
dV
(
f (x), f (x ′)
)
 3n−mdU(x, x ′) for x, x ′ ∈X,
which means (L)n−m if nm, and (M)m−n if m> n. ✷
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Theorem 7.2. Let X and Y be spaces, and let f :X → Y be a map. Let p ∈
APRES(X), p = {pi} :X → X = {Xi,Ui , pii′ } and q ∈ APRES(Y ), q = {qj } :Y →
Y = {Yj ,Vj , qjj ′ }, and let (p,q,f ) ∈APRES(f ) such that f = {fi} :X→ Y is a level
morphism. For k,m,n 0, consider the following statements:
(Q1)m dq(f (x), f (x ′)) 3−mdp(x, x ′) for all x, x ′ ∈X;
(Q2)k,m,n p−1i+kUi+k < f−1q−1i+m(stn Vi+m) for each i; and
(Q3)k,m,n for each i ∈N, there exists j0 > i +m, i + k such that
p−1i+kjUi+k < f−1j q−1i+mj
(
stn Vi+m
) for j > j0.
Then, for each k,m,n 0, the following implications hold:
(i) (Q1)m⇒ (Q2)4,m,0;
(ii) (Q2)k,m,n⇒ (Q3)k,m,n+2;
(iii) (Q3)k,m,n⇒ (Q2)k,m,n+2; and
(iv) (Q2)k,m,n⇒ (Q1)m−n−k for m n+ k.
Proof. (i) follows by the following implications (see Theorem 6.1(i)):
(Q1)m for p and q ⇐⇒ (P1)0 for p and Σmq
⇒ (P2)4,0 for p and Σmq
⇐⇒ (Q2)4,m,0 for p and q,
(ii) follows by the following implications (see Theorem 6.1(ii)):
(Q2)k,m,n for p and q ⇐⇒ (P2)k,n for p and Σmq
⇒ (P3)k,n+2 for p and Σmq
⇐⇒ (Q3)k,m,n+2 for p and q,
(iii) follows by the following implications (see Theorem 6.1(iii)):
(Q3)k,m,n for p and q ⇐⇒ (P3)k,n for p and Σmq
⇒ (P2)k,n+2 for p and Σmq
⇐⇒ (Q2)k,m,n+2 for p and q,
(iv) follows by the following implications (see Theorem 6.1(iv)):
(Q2)k,m,n for p and q ⇐⇒ (P2)k,n for p and Σmq
⇒ (P1)k+n for p and Σmq
⇐⇒ (Q1)m−k−n for p and q. ✷
Theorem 7.3. Let X and Y be spaces, and let f :X → Y be a map. Let p ∈
APRES(X), p = {pi} :X → X = {Xi,Ui , pii′ } and q ∈ APRES(Y ), q = {qj } :Y →
Y = {Yj ,Vj , qjj ′ }, and let (p,q,f ) ∈APRES(f ), f = {fj , f } :X→ Y . For m,n  0,
consider statement (Q2)m,n and the following statement:
(Q4)k,m,n For each j ∈ N, there exists j0 > j +m with the property that each j ′ > j0
admits i0 > f (j ′), j + k such that for each i > i0,
p−1j+kiUj+k < p−1f (j ′)if−1j ′ q−1j+mj ′
(
stn Vj+m
)
.
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Then, for k,m,n 0, the following implications hold:
(i) (Q2)k,m,n ⇒ (Q4)k,m,n+2; and
(ii) (Q4)k,m,n ⇒ (Q2)k,m,n+2.
Proof. (i) follows by the following implications (see Theorem 6.2(i)):
(Q2)k,m,n for p and q ⇐⇒ (P2)k,n for p and Σmq
⇒ (P4)k,n+2 for p and Σmq
⇐⇒ (Q4)k,m,n+2 for p and q,
(ii) follows by the following implications (see Theorem 6.2(ii)):
(Q4)k,m,n for p and q ⇐⇒ (P4)k,n for p and Σmq
⇒ (P2)k,n+2 for p and Σmq
⇐⇒ (Q2)k,m,n+2 for p and q. ✷
Theorem 7.4. Let X be a space. Then a map f :X→ X has a unique fixed point if f
satisfies any one of the following conditions:
(i) There exist k,m,n  0 with m > k + n and p ∈ APRES(X) such that (Q2)m,n
holds;
(ii) There exist m,n 0 with m> k+n+ 2 and p ∈APRES(X) such that (Q3)k,m,n
holds for some (any) (p,q,f ) ∈APRES(f ) with f being a level morphism;
(iii) There exist m,n 0 with m> k+n+ 2 and p ∈APRES(X) such that (Q4)k,m,n
holds for some (any) (p,q,f ) ∈APRES(f ).
Proof. Any one of the conditions implies that the map f is a contraction for some metric
on X. ✷
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