In this paper, the spacetime conservation element and solution element (CESE ) method is applied to threedimensional magnetohydrodynamics ( MHD) equations in Cartesian coordinates for solar wind plasma, with the purpose of modeling the steady state solar atmospheric study. To illustrate this newly developed scheme we have studied two examples: (1) two-dimensional coronal dynamical structure with multipole magnetic fields and (2) threedimensional coronal dynamical structure, using measured solar surface magnetic fields and the empirical values of the plasma properties on the solar surface as the initial conditions for the set of MHD equations and then the relaxation method to achieve a quasiYsteady state. From these examples we have shown that the newly developed modified spacetime CESE scheme possesses the ability to model the Sun-Earth environment and other astrophysical flows.
INTRODUCTION
An ideal magnetohydrodynamics (MHD) system is a not strictly hyperbolic system composed of eight equations coupled by fluid dynamics and magnetic induction. Differing from the ordinary fluid dynamic equations with the unique sound wave mode, MHD has multiple modes of sound wave, Alfvén wave, and fast magnetosonic and slow magnetosonic wave, which make the eigenvalues and eigenvectors of an MHD system more complex than those of equations governing gas dynamics. Solutions of the compressible MHD equations are characterized by complicated nonlinear wave structure and admit strong shocks and contact discontinuities. Gaining a better understanding of the often complicated physical processes associated with the flows of electrically conducting fluids and plasmas is of great interest and importance for fundamental astrophysical problems. Numerical modeling is playing an ever-increasing role in the study of these flows. However, the ideal MHD equations exhibit solution degeneracies of a type that do not arise in conventional gas dynamics and, as they are normally written, have the added constraint of zero divergence of the magnetic field imposed by the condition that there are no observed magnetic monopoles. For many space and astrophysical plasma applications, such as the solar wind simulation, the solutions may also exhibit rapid transitions between a wide range of highly different solution regimes, including transitions from low-speed subsonic to hypersonic and hyper-Alfvénic regimes, from high-density high-temperature to low-density low-temperature regimes, and from strongly magnetized (low-) to weakly magnetized (high-) regimes, where is the ratio of thermal and magnetic pressures. For many decades space scientists have been attracted to the solar wind and its delicate interaction with the highly variable solar magnetic field. A recent widespread increase in interest has been spawned not only by many stimulating inputs due to groundbreaking space-based observations but also by the fact that the impact of space weather phenomena on the Earth's environment is becoming more obvious every year. Thus, detailed and realistic models of solar wind dynamics have in fact become mandatory for space weather forecasting and data analysis of forthcoming spacecraft missions to the inner heliosphere. Fortunately, these urgently needed advances have also become possible, in the first place through recent progress in computing speed and sophisticated algorithms. Clearly, such a huge and complex topic has room for many investigators, and a number of groups have indeed achieved impressive results in this field Feng et al. 2005; Groth et al. 2000; Han et al. 1988; Lathuillere et al. 2002; Linker et al. 2003; Lugaz et al. 2005; Luhmann et al. 2004; Manchester et al. 2004; Mikic et al. 1999; Odstrcil et al. 2002 Odstrcil et al. , 2004 Powell et al. 1999; Ridley et al. 2002; Riley et al. 2001; Roussev et al. 2003; Tanaka 2000; Usmanov 1993; Usmanov & Dryer 1995; Usmanov & Goldstein 2003; Wang & Wu 1993; Wang et al. 1998; Wu et al. , 1999 Wu et al. , 2006 .
Since our object of study, the solar corona, is clearly devoid of any potentially simplifying symmetry, especially at solar maximum, the study of active region evolution becomes very important. We therefore decided to use an unstructured grid in Cartesian coordinates, which is easy to parallelize. However, the result could be transformed into the spherical coordinate system for solar wind. To advance the equations in this sphere-shaped computational domain of interest, we have implemented a newly developed conservation element and solution element (CESE ) algorithm.
In a series of papers (Chang 1995; Wang & Chang 1999; Zhang et al. , 2000 ), Chang and his coworkers successfully developed the spacetime CESE method in solving linear and nonlinear convection-diffusion equations in one, two, and three dimensions. Differing from the routine finite volume methods, definitions of CE and SE are proposed separately. The principal idea of the CESE method is treating space and time as one entity in calculating flux balance, which is the key difference between the CESE method and traditional numerical methods. In the CESE method, the first-order spatial derivatives are introduced as solving variables. This is the second difference between the CESE method and other numerical methods. Note that the physical parameters are defined to have smooth profiles inside a SE, while between SEs or in CEs, they may be discontinuous. That is the typical reason why the CESE method can capture sharp discontinuity within a few grid points. The third difference between the CESE method and most numerical methods is that the introduced damping effect is controllable.
The CESE method has been used to study flows with moving and steady shocks, acoustic waves, complex vertical flows, detonations, shock/acoustics/vortices interactions, dam-break flows, etc.; the reader is referred to the above-cited references. In two papers Zhang & Yu 2003) , Zhang et al. used a version of the CESE method to study the shock tube MHD problem, the smooth Alfvén wave problem, and the well-known Orszag and Tangs MHD vortex problem. Most recently, Feng et al. (2006) and applied the CESE method to 2.5-dimensional (2.5D) resistive magnetohydrodynamics (MHD) equations in Cartesian coordinates, with the purpose of modeling the magnetic reconnection study. In all these former studies, the numerical results agree favorably with those obtained by using the higher order modern upwind schemes, but the CESE method has a much simpler logic and operational technique.
In our former works , a rectangular box computational domain in a plane was employed in order to study plasma phenomena such as spontaneous fast reconnection, magnetic reconnection in multiple heliospheric current sheets, and the bursty nature of the spontaneous fast reconnection mechanism. There, a quadrilateral mesh grid was implemented in the numerical simulation. In order to assess the : = B ¼ 0 constraint numerically, the contours and evolution of : = B were analyzed. The numerical results tell us that the CESE numerical scheme not only has good numerical resolution but also can keep the divergence-free condition for magnetic fields in the reconnection problems during the evolutionary process without any special treatment. Considering the advantage shown by our recent successful applications of the CESE method to 2.5D resistive MHD problems , we now apply this method to a full 3D MHD code for solar wind modeling in a spherical geometry. However, the extension is not straightforward, we need to reformulate the grid mesh to make it suitable to the solar wind simulation.
Numerical simulations of conducting fluids and plasmas in three dimensions also place heavy demands on available computational resources. The solution of time-dependent calculations, such as the steady state solar wind by the time relaxation procedure, may require updating at between 10 and 100,000 instances in time. For this reason, the ability to routinely perform such simulations virtually necessitates efficient and flexible algorithms that can harness the potential of current and future generations of massively parallel computer architectures. In this paper, a parallel unstructured grid is used for solving the equations governing ideal MHD flows in three dimensions. This highly parallelized algorithm adopts a CESE to numerically solve 3D conservative magnetohydrodynamics equations with the source term governing the solar wind plasma. This paper is organized as follows. In x 2 model equations for solar wind plasma in rectangular coordinates are described. Section 3 is devoted to establishing the modified spacetime CESE method in a spherical geometry suitable to solar wind simulations. Section 4 gives two numerical tests: a numerical simulation of steady state solar wind with a combination of multiple magnetic fields as input and a 3D coronal streamer structure simulation using measured photospheric magnetic field as input. Finally, some conclusions are given in x 5.
MODEL EQUATION: CONSERVATIVE FORM OF MHD SYSTEM IN RECTANGULAR COORDINATES FOR SOLAR WIND
Considering the gravitational force we can write the MHD system for the solar wind governing equations as
where U ¼ ( ; u; v; w; e; B x ; B y ; B z )
The specific total energy e is
for a perfect gas with ratio of specific heat . The total pressure is
Here, is mass density, u ¼ (u; v; w) is velocity in the x, y, and z directions, p is gas pressure, B is magnetic induction, and g g g is the solar gravity. A factor of 1/ ffiffiffiffiffi 0 p has been absorbed into the definition of B. At the same time, a modified MHD form has been used, in which source terms proportional to : = B have been added to the momentum, induction, and energy equations. This system was proposed by Powell et al. (1999) according to Godunov (1959) . This system was constructed by modifying the coefficient matrix in the linearized Riemann problem to include an eighth wave corresponding to passive advection of jumps in B n with the fluid speed v n . This is the only possibility that leaves the system invariant under the Galilean transformations x ! x þ v 0 t and v ! v þ v 0 , while B and t remain unchanged. In addition to the above equations, the magnetic field satisfies the divergence-free constraint : = B ¼ 0.
For convenience we can also write the above system (1) in the following nondimensional form:
where the solutionsŨ and the sourcelike vector are given bỹ
whereF is a flux tensor having the form and the total energyẽ is given bỹ
The nondimensional variables,ũ,p, andB correspond to the nondimensional plasma density, velocity, pressure, and magnetic field, respectively. They are related to their dimensional counterparts by
, where 0 and a 0 are the density and ion-acoustic wave speed of a suitable reference solution state, respectively, and is the specific heat ratio of the plasma.
The sourcelike term can be expressed bỹ
Herer ¼ r/' 0 , r is the position vector, ' 0 is a reference length scale (for instance, solar radius R ¼ 6:96 ; 10 8 m), andg g g ¼ Àgr/r 3 , whereg is the nondimensional gravitational force at the solar surface.
MODIFIED SPACETIME CONSERVATION ELEMENT AND SOLUTION ELEMENT METHOD
In this section, for brevity we omit the tilde symbol over the variable if no confusion occurs.
The above solar wind MHD equation (2) can be rewritten as
where m ¼ 1; 2; : : : ; 8. Let (x; y; z; t) be the coordinates of a four-dimensional (4D) Euclidean space E 4 . By using Gauss's divergence theorem in E 4 , it can be shown that equation (3) is equivalent to the integral equations I
is the boundary of an arbitrary spacetime region V in E 4 , and q m = dS is the spacetime flux q m leaving the region V through the surface element dS.
In what follows we show how to use the CESE method to calculate U ¼ (u 1 ; u 2 ; : : : ; u 8 ) and its derivatives at a new time level if the values at a previous time step are given. The details of the spacetime CESE method can be found in . For completeness, a brief discussion of this extended CESE method is provided for our spherical geometry, which is suitable to solar-terrestrial simulation.
Conservation Element and Solution Element in Spherical Geometry
In this part we introduce CE and SE in spherical geometry. Let us consider a simple algorithm to construct a spherical grid on which to approximate the solar wind MHD solution described in x 2. Such a grid can be constructed by starting with an ordinary octahedron inscribed inside the spherical surface r ¼ 1 R . Each face of the octahedron is subdivided into four new faces by bisecting the edges. Next, the new vertices are projected onto the spherical surface. Continuing this process, further partitioning the spherical triangles and projecting onto the sphere, the spherical surface r ¼ 1 R is divided into nonoverlapped triangles, and any two neighboring triangles share a common side. Figure 1a shows the grid structure on the spherical inner boundary. Meanwhile, expand the spherical surface at different radial distances by defining the radial variation (in this paper we use r(1)
½ with step ¼ /60). Then the 3D spatial computational domain is divided into nonoverlapped convex pentahedrons, and any two neighboring pentahedrons share a common surface. Figure 1b shows a part of pentahedrons and how to construct a 3D grid structure by extending the position of spherically allocated grids outward from the inner boundary.
After the establishment of the 3D grid structure, we are in a position to define CE and SE. Marked by a circle, Q is the centroid of a typical pentahedron B 1 B 2 B 3 B 4 B 5 B 6 . Each of the central pentahedron's five neighboring pentahedrons is arbitrarily assigned an identification index ' ¼ 1; 2; : : : ; 5. The centroid of the 'th neighbor will be denoted by A ' . As an example, the central pentahedron and its first and fifth neighbor is separated by the triangle B 1 B 2 B 3 and B 4 B 5 B 6 , respectively, in Figure 2 . The neighboring pentahedrons with the indices 2,3, and 4 are referred to as the pentahedrons that share the quadrilaterals B 1 B 2 B 5 B 4 , B 2 B 3 B 6 B 5 , and B 3 B 1 B 4 B 6 , respectively.
Given any ' ¼ 1; 2; : : : ; 5, a triangle is formed by the point A ' and the two endpoints of any of the edges of the interface that separates the central pentahedron and its 'th neighbor. Each of the triangles so formed with the same ' is arbitrarily assigned an index k ' and denoted by 4(k ' ; '), where k ' is 3 when ' ¼ 1 or 5, and k ' is 4 when ' ¼ 2, 3, or 4. As an example, 4A 1 B 1 B 2 , 4 A 1 B 2 B 3 , and 4A 1 B 1 B 3 depicted by Figure 2 have the same ' ¼ 1. Therefore they can be denoted by 4(1; 1), 4(2; 1), and 4(3; 1), respectively.
Point Q and the two end points (say points B 1 and B 2 ) of any of the nine edges of the central pentahedron form a triangle. Each of the nine triangles so formed is arbitrarily assigned an index j ¼ 1; 2; : : : ; 9 and denoted by 4( j).
The points A 1 , B 1 , A 2 , B 2 , A 3 , B 3 , A 4 , B 4 , A 5 , B 5 , A 6 , and B 6 form an 18 faced polyhedron B 1 B 2 B 3 B 4 B 5 B 6 A 1 A 2 A 3 A 4 A 5 A 6 . The centroid of the 18 faced polyhedron is referred to as the solution point associated with point Q. Note that the above 18 faced polyhedron hereafter is denoted by V (18) and the centroid of V (18) is denoted by Q Ã and marked by a cross in Figure 2 . Given any ' ¼ 1, 2, 3, 4, or 5, points Q and A ' and the vertices of the interface that separates the central pentahedron and its 'th neighbor are the vertices of a polyhedron. This polyhedron hereafter is denoted by V 5(' ). As an example, Q, A 1 , B 1 , B 2 , and B 3 form a polyhedron denoted by V 5(1).
In the spacetime computational domain, again we assume that t ¼ nÁt at the nth time level (n ¼ 0; 1 2 ; 2; 3 2 ; : : :). Also, for a given n > 0, let Q, Q 0 , and Q 00 (not shown), respectively, be the points on the nth, n À 
0Ã
' , ' ¼ 1, 2, 3, 4, 5, are defined similarly. Because geometric objects in E 4 generally are difficult to visualize, they are described analytically in the following discussions.
A ''plane'' in E 4 , by definition, is a subspace of E 4 defined by a linear equation, i.e.,
where a k , k ¼ 0, 1, 2, 3, 4, are constants. As a result, a hyperplane in E 4 is a 3D subspace. Note that a hyperplane segment, by definition, is a bounded region of a hyperplane. A hyperplane of type I, denoted by À(V ; t c ), is formed by all the points (x; y; z; t) that satisfy the conditions t ¼ t c and (x; y; z) 2 V , where t c is a constant and V denotes a 3D spatial region.
In contrast, a hyperplane segment of type II, denoted by À(S; t À ; t þ ), is formed by all the points (x; y; z; t) that satisfy the conditions (x; y; z) 2 S and t À t t þ , where S denotes a spatial plane segment and t À and t þ (t À < t þ ) are constants. Note that every point (x; y; z) on the spatial plane segment S satisfies a linear equation of the form
where c k , k ¼ 0, 1, 2, 3 are constants. Thus, every point (x; y; z; t) on À(S; t À ; t þ ) also satisfies a special form of equation (5).
In addition to the above two types of hyperplanes, we also consider a ''hypercylinder'' in E 4 . A hypercylinder, denoted by Ã(V ; t À ; t þ ), is formed by all the points (x; y; z; t) that satisfy the conditions (x; y; z)2 V and t À t t þ , where V is a 3D spatial region and t À and t þ (t À < t þ ) are constants.
With the above preliminaries, SE(Q Ã ), the solution element of point Q Ã , i.e., the point that lies on the nth time level and has Q Ã as its spatial projection, is defined to be the union of À(V (18); t n ) and À(Á( j ); t nÀ1/2 ; t nþ1/2 ), j ¼ 1; 2; : : : ; 9, and their immediate neighborhoods. Moreover, the five basic conservation elements ( BCEs) of point Q, denoted by CE ' (Q), ' ¼ 1; 2; 3; 4; 5, are defined to be the hypercylinders Ã(V 5(' ); t nÀ1/2 ; t n ), ' ¼ 1; 2; 3; 4; 5. In addition, the compound conservation element (CCE ) of point Q, denoted by CE(Q), is defined to be Ã(V (18); t nÀ1=2 ; t n ), i.e., the union of the above five BCEs.
We begin with the following preliminaries:
1. Let À be a hyperplane segment lying within SE(Q Ã ). Let A be the area of À, (x c ; y c ; z c ; t c ) be the coordinates of the centroid of À, and n be a unit vector normal to À. Then it can be shown that
where dS ¼ d n with d being the area of a surface element on À. 2. Let V denote the volume of V (18). Because the unit outward normal vector [outward from the interior of CE(Q) of this face] is (0; 0; 0; 1), its surface vector (i.e., the unit outward normal vector multiplied by the area) is (0; 0; 0; V ). 3. Let V ' and (x ' ; y ' ; z ' ), respectively, denote the volume and the spatial coordinates of the centroid of any V 5(' ). Then the surface vector and the coordinates of the centroid of À(V 5('); t nÀ1/2 ), respectively, are (0; 0; 0; ÀV ' ) and (
, respectively, denote the area, the spatial unit outward normal, and the coordinates of the centroid of any 4(k ' ; '). Then the surface vector and the coordinates of the centroid of the side of face À(4(k ' ; '); t nÀ1/2 ; t n ), respectively, are (Át/2)S
By using the information presented in items 1, 2, 3, and 4, the flux of q Ã m leaving the other faces of CE(Q) can be evaluated in terms of the independent marching variables at points A
This subsection is devoted to the calculation of (u m ) Q Ã by solving MHD equations on the CE and SE defined above. Following Chang's original approach (Chang 1995) , inside each SE the flow variables are assumed smooth and are represented by the first-order Taylor series. For any (x; y; z; t)2 SE(Q Ã ), u m (x; y; z; t), f m (x; y; z; t), g m (x; y; z; t), and h m (x; y; z; t) are approximated by
for m ¼ 1; 2; : : : ; 8, and F m stands for f m , g m , or h m , and denotes x, y, z, or t. Here (F m' ) 8 ; 8 denotes the Jacobian matrix of F , which is given in the Appendix. The point (x Q Ã ; y Q Ã ; z Q Ã ; t n ) is the spacetime coordinate of point Q Ã . Obviously, we have
Thus, the spacetime flux conservation, equation (4), can be approximated by its discrete counterpart on the CE:
i.e., the total flux of q Ã m leaving CE(Q) through its boundary vanishes. Then, with the aid of the above preliminaries, substituting equations (6) and (9) into equation (10), we obtain the following equation,
which is the discretized form of the governing equations (1) or (3) for the solar wind model. Here
where ' ¼ 1, 2, 3, 4, 5, for flux conservation contributed from the five neighboring CEs. The variable k ' is 3 when ' ¼ 1 or 5, and k ' is 4 when ' ¼ 2, 3, or 4. By solving equation (11) we can get (u m ) Q Ã . At this time, solving the governing equations (1) or (3) for the solar wind model is equivalent to finding the solutions to equation (11). Due to the source term, equation (11) and (u (k) mz )Q Ã for k ¼ 1; 2; 3; 4; 5, and 6, by using the Green-Gauss theory. Finally, by using a simple or reweighting average, we can obtain the (u mx ) Q Ã , (u my ) Q Ã , and (u mz ) Q Ã at point Q Ã . Again, details can be found in . A finite-difference approach similar to that given in Wang & Chang (1999) is employed here to evaluate (u mx ) Q Ã , (u my ) Q Ã , and (u mz )Q Ã .
By using the central difference type reconstruction approach, we can get the three spatial derivatives (u mx ) Q Ã , (u my ) Q Ã , and (u mz ) Q Ã at point Q Ã . We refer the interested readers to . First, we perform a spatial translation of the polyhedron A 
), the spatial coordinates of A o ' , ' ¼ 1; 2; : : : ; 5, are given by
As a preliminary for the following discussions, for m ¼ 1; 2; : : : ; 8 and ' ¼ 1; 2; : : : ; 5, let us define
Next consider the vertex B 1 depicted in Figure 2 . This vertex is the common vertex of the central pentahedron and three of its neighbors. As an example, let the identification indices ' of these three neighbors be 1, 2, and 3. Then, for any m ¼ 1; 2; : : : ; 8, consider the four points in the (x; y; z; u) space with the coordi-
], ' ¼ 1; 2; 3. It can be shown that the values of @u/@x, @u/@y, and @u/@z on the hyperplane that intercepts the above four points are given by With the above preliminaries, for each m ¼ 1; 2; : : : ; 8, (u mx ) Q Ã , (u my ) Q Ã , and (u mz ) Q Ã can be evaluated by
Alternatively, for a flow with steep gradients or discontinuities, the simple averages in equation (14) can be replaced by weighted averages, i.e.,
where k ¼ 1; 2; : : : ; 6 and ! 0 is an adjustable constant (usually ¼ 1 or 2), mk ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
and for each k, W
m is the product of m1 ; m2 ; : : : ; m6 excluding mk . Note that (1) to avoid dividing by zero, in practice a small positive number such as 10 À60 is added to the denominators that appear in equations (15a)Y(15c); and (2) equations (15a) Y (15c) reduce to equation (14) if ¼ 0.
Solution of Nonlinear Equation (11)
The treatment is identical to the one used in and is briefly reiterated here. As the source term h(U ) itself is a function of the unknown U at the new time level, a local iterative procedure is needed to determine U. The discretized integral equation (11) reduces to the form
where U H is the local homogeneous solution (i.e., the solution for h ¼ 0 locally). Note that U H only depends on the solution at the previous time step, i.e., U H is obtained using explicit formulas. A Newtonian iteration procedure to determine U is then
where i is the iteration number and
That is, (: =B)
in the source term ofh takes the value explicitly at the previous time step (remember that the tilde is omitted for brevity when no misunderstanding appears). Normally,Ũ at the previous time step is a good initial guessŨ (0) , and the procedure takes about 3Y 4 iterations to converge. It should be noted that @È/@U is calculated in the Appendix. Now, we finish describing our numerical method for the MHD solar wind model by discretizing the MHD system on an unstructured 3D grid in a spherical geometry. This kind of grid is easy to parallelize after specifying a ''parallel'' axis. In this paper, this parallel axis is chosen to be the radial direction. The parallel axis is used to distribute dependent variables to processors and to define the overlapping data areas. In the CESE scheme, the most serious load in calculations comes from those for grid points, numerical flux, equations (6), (9), (12), (13), (15), and the calculation of equation (17). These calculations are done sequentially in subroutines on a 2D redundant data area after copying 3D dependent variables from a distributed data area to 2D redundant data areas.
It should be mentioned that although our numerical code runs in Cartesian rectangular coordinates (x; y; z), the numerical results in the present paper are sometimes displayed in spherical coordinates (r; ; ) in order to conveniently compare them with former results for solar wind studies. This transformation is a simple procedure of coordinate change from Cartesian coordinates to spherical coordinates, coming from ordinary mathematics handbooks. It is well known that for a given point (x; y; z) in Cartesian coordinates, we have corresponding spherical coordinates (r; ; ) related by the following relations:
and vice versa x ¼ r sin cos ; y ¼ r sin sin ; z ¼ r cos ; with 0 < r < 1, 0 , and 0 < 2.
It is also well known that the vector field (v x ; v y ; v z ) at the point (x; y; z) in Cartesian coordinates and the corresponding spherical representation (v r ; v ; v ) at the same point (r; ; ) in spherical coordinates are related by the transformation
After all these preparations we are ready for the next step in our numerical tests.
NUMERICAL TESTS
In order to illustrate the current numerical scheme, two examples are given for steady state coronal atmospheric problems. The first experiment is the computation for a steady state solar wind using multiple magnetic fields as an input. The second is to apply this method to construct a realistic coronal structure using the measured photospheric magnetic field as the lower boundary condition. We choose the adjustable constant ¼ 2 for these two numerical tests.
In order to assess the : = B ¼ 0 constraint numerically, as done in Zhang & Yu (2003) we define the following error measurement:
where M is the number of mesh nodes in the computational domain. Here ( : = B) k is calculated by Gauss's divergence theorem:
where V (18), as defined before, is a polyhedron in the 3D spatial region. Equation (19) is a volume average of : = B over a spatial cell, i.e., polyhedron V (18). Here ( : = B) k can also be simply calculated by
since all these first-order derivatives are available at every time step. If the meshes are congruent, equation (18) becomes
The steady state is considered to be reached when the relative change in the conservative variables u i from one time level to the next drops below 10
À10
. We use a normalized measure defined by
Since we are solving for smooth solutions, the numerical schemes can easily achieve such accuracy in the steady state solutions.
Numerical Simulation of Steady State Solar Wind Using Multiple Magnetic Fields as an Input
In order to test the present CESE scheme, a benchmark example of the steady state coronal atmospheric problem is chosen by using multiple magnetic fields as an input. Because this particular problem has been solved by many different methods, as we have summarized in the introduction, it allows us to test the present newly developed scheme.
To initiate this numerical experiment, we choose a multipole magnetic field and Parker's solar wind solution as the input to our mathematical model given in equation (3). The multipole magnetic field is generated by a linear combination of dipole and octopole magnetic fields as In the present model, volumetric energy input is needed in order to mimic the effects of energy absorption above the transition region, thermal conduction, and radiative losses, as well as coronal heating. The heating function has the form
where the target temperature T 0 is 3:6 ; 10 6 K at the pole, while T 0 ¼ 1:85 ; 10 6 K at the equator. The heating function is defined with q 0 ¼ 10 6 ergs s À1 g À1 K À1 , where r is the heliocentric distance.
In order to obtain the steady state solar wind solution, boundary conditions are required at the inner boundary of the solution domain, defined by the solar surface at r ¼ 1 R , and outer boundaries, defined by the outer edges of the rectangular solution domain. The inner boundary conditions at the solar surface r ¼ 1 R play a crucial role in obtaining physically relevant solutions (Hu & Wu 1984; Wu et al. , 2006 Wang et al. 1998; Li et al. 2001) . The procedure for prescribing boundary conditions at the solar surface dependent on the local flow conditions has been successfully used, with plasma permitted to freely leave the Sun and no ''backflow'' being allowed along the characteristic curve. At the inner boundary, using the near characteristic theory of partial differential equations, these authors employed the time-dependent characteristic boundary conditions for the plasma flow parameters density, velocity, temperature (pressure), and the magnetic field. These studies show that their nonreflecting boundary conditions work well for solar wind simulations.
It is known that numerical treatments to achieve a nonreflecting boundary condition in conventional computational fluid dynamics methods have been developed based on theorems of the partial differential equation, and they could be categorized into the following three groups: (1) applying the method of characteristics to the discretized equations, (2) using the buffer zone or a perfectly matched layer, and (3) applying an asymptotic analytical solution at the far field. In the setting of the CESE method, we are only concerned about the integral equation, and the above ideas of treating the nonreflective boundary are not applicable ( Loh et al. 2000) . Instead, the nonreflecting boundary condition treatment here is based on flux conservation near the computational boundary and letting the flux from the interior domain to the boundary CE smoothly exit to the exterior of the domain. Because the surface element of each CE allows flow information to be propagated into the future, the numerical implementation of this flux-based method is extremely simple. Works by Chang et al. (2003) , Chang (2006) , and Loh (2003) have provided detailed discussions of various implementations of the above principle, including enforcing a back pressure.
Since we are solving integral equations in the CESE scheme instead of partial differential equations, the idea of characteristics stemming from partial differential equation theory does not properly apply for our purpose. Thus, in order to prescribe boundary conditions at the solar surface to be dependent on local flow conditions such that plasma is permitted to freely leave the reservoir, but no ''backflow'' is allowed, the following boundary conditions are adopted: forũ r > 0:
and forũ r < 0:
depending on whether the flow was toward or away from the solar surface. It should be mentioned that this kind of inner boundary condition for primitive flow variables is similar to that used by Groth et al. (2000) . At the outer (side) boundaries of the rectangular solution domain, the solar wind flow is essentially superfast (hence superAlfvénic). Simple zero-gradient ( Neumann-type) and constant extrapolation boundary conditions are therefore appropriate and are used to specify the plasma properties at the outer boundary.
In our method, the boundary condition for the first-order derivatives are also needed. Here, the boundary condition for the firstorder derivatives are calculated directly from equations (15)Y(16).
The above boundary condition implementation for the CESE integral scheme, which is similar to the idea of characteristics stemming from partial differential equation theory, can be inferred from papers (Chang et al. 2003; Chang 2006; Loh et al. 2000; Loh 2003; Jorgenson & Loh 2002 ) and references therein according to the concept of flux balance or the first principle of nonreflecting, plane wave propagation and the ''hyperbolicity'' of the MHD equation system. We numerically test the present method. After we input the chosen magnetic field and Parker's solar wind solution (Hundhausen 1972 ) into equation (3), we run the numerical code and allow it to reach a new equilibrium state after U $ O(10 À10 ) (about 90,000 s) via the relaxation technique (Steinolfson et al. 1982) . Figure 3 depicts a 2D cut through the 3D steady state model in the meridional plane close to the Sun. This solution represents the typical characteristics of a 2D cut for coronal streamer structure with solar wind flow; these characteristics include: (1) magnetic topology, (2) the radial velocity versus heliocentric distance at various latitudinal angles, and (3) proton density versus heliocentric distance at various latitudinal angles. From these results we recognize that the proton number density decreases with increasing heliocentric distance, becoming smaller toward the polar region. This picture agrees with the observed magnetic field topology of a coronal streamer at solar minimum (Sheeley 1997 ). This configuration is due to the interaction between the magnetic field and Parker's radial solar wind solution. We also show that the radial velocity is higher at the polar region and increases in the radial direction. All these characteristics are consistent with previous solutions (Steinolfson et al. 1982; Wang & Wu 1993; Zhang & Wei 1993) . The density structure in our simulation qualitatively agrees both with the fact that coronal streamer centers are formed around the solar equator and with the Mark III observations of coronal polarized brightness near solar minimum (Biesecker et al. 1999) . The radial profile of bulk speed is consistent with measurements of flow speeds in the corona between 2 and 22 R (Sheeley 1997) . Due to the heating source term, the radial velocity becomes higher than those obtained by Zhang & Wei (1993) without heating. 
Three-dimensional Coronal Streamer Structure Simulation Using Measured Photospheric Magnetic Field as an Input
After one benchmark test, we are ready to construct approximate, realistic 3D coronal atmospheric solutions to test the present numerical scheme. This numerical calculation is similar to the 3D example described in x 4.1, but the prescribed initial magnetic field is based on measurements of the solar surface together with a potential field model. The measured photospheric magnetic field for Carrington rotation 1922 from the Wilcox Solar Observatory at Stanford University 4 (WSO) is used as the initial boundary condition to deduce a 3D global potential magnetic field as shown in Figure 4a , the projected magnetic field lines for different meridional planes shown in Figure 4b , and the corresponding contours of the radial component of the magnetic field at 2.5 and 20 R as shown in Figure 4c . We input this 3D magnetic field model into the numerical code together with the assumed plasma properties (number density and temperature) and Parker's solar wind solution to allow the numerical code to arrive at a quasi-equilibrium solution via the relaxation method. In order to avoid the complex physics of the energy equation for the solar wind acceleration to obtain reasonable agreement with observed solar wind velocity, the volumetric heating as in x 4.1 is used here. Figure 5a shows the 3D magnetic field topology in the northern hemisphere and Figure 5b the corresponding field lines projected on two different meridional planes, which are the same as those shown in Figure 4b . By examining both the initial (Fig. 4) and final relaxation solutions (Fig. 5) , one immediately recognizes that the relaxation solution has revealed the new physics, as shown in the multistreamers. Also, we can see the 3D effect that is the 3D streamer resulting in an arcade structure. Since the numerical simulation is a full 3D solution, we can plot the contour map of the radial magnetic field strength at a surface with various heights. Figure 6 shows the contours of radial magnetic field strength at the surfaces of 2.5 and 20 R , respectively. A comparison of the results shown in Figure 4c and Figure 6 shows significant differences between the potential field approximation and the MHD solution, in that the MHD simulation exhibits more structure, even though the basic characteristics are similar. For example, the neutral line for the MHD solution shows significant magnetic shear, while in the case of the potential field approximation, no magnetic shear is seen. It could also be noted that the strength of the magnetic field is decreasing with increasing height, but less than the potential field model, which is proportional to 1/r 2 . Figure 7 shows the contour plots of the number density at the surfaces of 2.5 and 20 R . These values in Figure 7 are of the same order of magnitude as those results shown in Figure 1 of Wei et al. (2003) for the averaged distribution of the solar plasma number density n on the surface at 2.5 R , estimated from K coronal brightness during the Carrington rotations 1733Y1742 in 1983.
Figures 8a and 8b show the distribution of radial velocity v r on the surface at 2.5 and 20 R , respectively. The numerical result at 2.5 R here is consistent with the averaged distribution of solar wind speed on the surface at 2.5 R calculated from the mapping of interplanetary scintillation data during the Carrington rotation 1733Y1742 in 1983, and also with results using data for Carrington rotation 1742 in 1983 in a special MHD method by Wei et al. (2003) . By examining Figures 7 and 8 together, we notice that the low-density regions have higher radial speed, which indicates that there exists a north polar coronal hole, a south polar coronal hole, and an equatorial structured distribution as a function of heliographic longitude. Figure 9a displays the radial velocity profiles along heliocentric distance at two different latitudes: ¼ 66:5 and À5.5 at the same longitude ¼ 54 , which corresponds, respectively, to the open field and the current sheet region. The corresponding radial density distribution of these two locations is shown in Figure 9b . We notice that the velocity is consistent with the profile of low solar wind speed (Sheeley 1997) . It should be further noted that the same color shown in Figure 8 represents different velocities at two different heights, shown by the legend on the right; the higher heights have higher velocity. This shows the expansion of the solar wind, which is consistent with the result shown in Figure 9a .
Although the polytropic law consideration combined with a volumetric heating may approximate the effects of the unknown heating processes for simulating the ambient solar wind, our results indicate that while this model matches many features of the corona (as shown above), it is not able to better reproduce the fast streams in coronal holes and slow streams in streamers (McComas et al. 1998) , because the present model's energy equation is too simplified. In order to remedy this deficiency, the addition of Alfvén wave momentum and energy in the WKB approximation to the polytropic MHD equations (Usmanov & Goldstein 2003) or a volumetric heating and additional momentum source with latitudinal dependence Groth et al. 2000) need to be added. This point is left for future consideration.
CONCLUSIONS AND OUTLOOK
Employing the modified conservation element /solution element (CESE ) method in spherical geometry for the MHD system, a novel numerical model is proposed for the solar wind simulation.
This numerical scheme is of second-order accuracy in both time and space and has a strong ability to capture discontinuities and fine structures. Different from conventional or other total variation diminishing type numerical schemes, its simplicity lies in that it can avoid the splitting of the Jacobian matrix and thus avoid the calculation of eigenvalues and eigenvectors. In this method, time and space are treated as an entity, which is a major difference between the CESE method and traditional numerical methods. Note that the physical parameters are defined to have smooth profiles inside a SE, while between SEs or in CEs, they may be disconnected. This property makes the CESE method capture sharp discontinuity within a few grid points as pointed out by other works Zhang et al. 2006 , and references therein).
For its application to the solar wind simulation, we have applied this CESE numerical scheme to the steady state solution of the solar coronal streamer structure using the 1D Parker solar wind solution together with a global multipole field topology as an initial condition. The result shows that a reliable numerical solution for a 2D steady state coronal structure with solar wind can be obtained, as verified by observations near solar minimum ( Biesecker et al. 1999; Sheeley 1997) . In particular, the numerical results shown for 3D steady state structures, as discussed in x 4.2, exhibit many properties typical of coronal atmospheric observations and provide us with strong confidence in the current MHD code. To this extent, we conclude that this CESE numerical scheme has been validated by the tests performed for 2D and 3D cases.
From the two tests above, some typical features of the modified numerical scheme can be seen. In treating the source term, an implicit method is used such that the calculating stability can be ensured. As we can see, the Newtonian iteration involves a small time step Át, which can produce quick convergence in 3Y 4 steps to give an acceptable precise result (the relative change in the conservative variables u i from one iteration to the next drops below 10 À12 , which can be similarly defined like U above). Generally speaking, a careful control of numerical dissipation is a necessity for an accurate and stable steady simulation, as well as for an unsteady simulation, but it is difficult to properly control numerical dissipation. Although one can increase the numerical dissipation rather easily for a numerical scheme, it is much harder to reduce it when accuracy is required. In fact, each CESE solver is an extension of an original nondissipative scheme, which makes it easier to reduce numerical dissipation with the adjustable constant . In the CESE method, the adjustable constant ¼ 1 or 2 can be used to simulate problems with shocks; for physical problems without shock, ¼ 0 can be chosen (in this paper ¼ 2 is chosen). For other analyses, the reader can refer to Chang (2002) , Chang et al. (1998), and Feng et al. (2006) . We could get steady state solutions where U $ O(10 À10 ), which has an acceptable error < 10 À4 . Furthermore, from the evolution of : = B j jas shown in Figures 3d and 5c , the scheme itself can keep the divergencefree condition to a small error that has little effect on the solution accuracy. The estimation of error for : = B j jwill be about 10
À4
and continue to be the same even after running for a long time and no obvious large error accumulation from : = B j jappears. It is also argued by other authors such as Zhang et al. (2006) and Feng et al. (2006) that the new numerical method can keep the divergence-free condition for magnetic fields without any special treatment. Lindemuth (1975) considered the question of whether or not to use a conservation form of the internal energy equation in computational magnetohydrodynamics. His conclusion runs as follows: Only in the limit Át ! 0 can a nonconservation form of the internal energy equation be used without destroying in the finite-difference equations any of the conservation properties of the magnetohydrodynamic partial differential equations. Thus, from this consideration our numerical code is designed in the ''conservative form'' of equation (1) instead of using the pressure form like that of Groth et al. (2000) . Both the conservation form of the internal energy equation and the nonconservation form of the pressure are run in our tests to find that the conservation form can better maintain the conservative properties of the corresponding variables and allow a longer time step (50% longer) than the nonconservation form of the pressure.
In conclusion, the advantage of the present numerical scheme can be summarized as follows:
1. In the CESE method the first-order spatial derivatives (u x ) n are introduced as solving variables. This property differs greatly with other numerical methods.
2. In contrast to the modern upwind scheme, there is no need to employ the reconstruction or Riemann solver (the cornerstone of the Godunov upwind scheme) for the present scheme; thus, the splitting of the Jacobian matrix is avoided. Note that another obvious difference between the CESE method and most numerical methods is that the introduced damping effect is controllable.
3. Due to the treatment of scheme implementation from the point of view of the conservative concept for the MHD system and the implicit time marching, the calculating stability can be ensured, the CFL condition can be in a broader range, and the divergence-free ( : = B ¼ 0) condition of the magnetic field can be maintained to a tolerable error without employing any special treatment.
Further improvements and applications of this scheme to model disturbance propagation in the corona, interplanetary space, and other astrophysical MHD flow problems are left for future work.
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APPENDIX
In this appendix, the Jacobian matrices for the fluxes f ; g g g; h, and È are calculated.
where
F 6 ¼ ÀuB x À (vB y þ wB z ); 
