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In this paper, ﬁrstly, we consider the regularity of solutions in Hi([0,1]) (i = 2,4) to
the 1D Navier–Stokes–Poisson equations with density-dependent viscosity and the initial
density that is connected to vacuum with discontinuities, and the viscosity coeﬃcient is
proportional to ρθ with 0 < θ < 1. Furthermore, we get the asymptotic behavior of the
solutions when the viscosity coeﬃcient is a constant. This is a continuation of [S.J. Ding,
H.Y. Wen, L. Yao, C.J. Zhu, Global solutions to one-dimensional compressible Navier–Stokes–
Poisson equations with density-dependent viscosity, J. Math. Phys. 50 (2009) 023101],
where the existence and uniqueness of global weak solutions in H1([0,1]) for both cases:
μ(ρ) = ρθ , 0 < θ < 1 and μ = constant have been established.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Physically, the Navier–Stokes–Poisson equations describe the motion of compressible viscous isentropic gas ﬂow under
the self-gravitational force. We consider the 1D equations for isentropic ﬂows with density-dependent viscosity in Eulerian
coordinates:
ρτ + (ρu)ξ = 0, (1.1)
(ρu)τ +
(
ρu2 + P (ρ))
ξ
+ ρΦξ =
(
μ(ρ)uξ
)
ξ
, a(τ ) < ξ < b(τ ), τ > 0, (1.2)
Φξξ = 4π g
(
ρ − 1|Mτ |
∫
Mτ
ρ dξ
)
, (ξ, τ ) ∈ Ωτ , (1.3)
or
Φξξ = 4π gρ, (ξ, τ ) ∈ Ωτ , (1.3)′
with initial data
(ρ,u)|τ=0 =
(
ρ0(x),u0(x)
)
, on a ξ  b, (1.4)
and the boundary conditions(
μ(ρ)uξ − P
)∣∣
ξ=a(τ ),b(τ ) = 0, Φξ |ξ=a(τ ),b(τ ) = 0 for t  0, for (1.3) (1.5)
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μ(ρ)uξ − P
)∣∣
ξ=a(τ ),b(τ ) = 0, Φ|ξ=a(τ ),b(τ ) = 0 for t  0, for (1.3)′, (1.5)′
where Ωτ = {(ξ, τ ) | a(τ ) < ξ < b(τ ), τ > 0}, Mτ = {ξ | a(τ ) < ξ < b(τ )}. The unknown variables ρ = ρ(ξ, τ ), u = u(ξ, τ ),
and Φ = Φ(ξ, τ ) denote, respectively, the density, velocity, and Newtonian gravitational potential, g > 0 is the gravitational
constant. The pressure function P (ρ) = Aργ for γ > 1. The viscosity coeﬃcient μ = μ(ρ) ∈ C1[0,∞). And, a(τ ), b(τ ) are
the free boundaries, satisfying
da(τ )
dτ
= u(a(τ ), τ ), db(τ )
dτ
= u(b(τ ), τ ), (1.6)
and a(0) = a, b(0) = b.
The free boundary value problem (1.1)–(1.5) can be reformed in Lagrangian coordinates by using the transformation:
x =
ξ∫
a(τ )
ρ(z, τ )dz, t = τ , i.e., ∂
∂τ
= ∂
∂t
− ρu ∂
∂x
,
∂
∂ξ
= ρ ∂
∂x
.
Now, considering the position of the boundary X(τ ) = ∫ b(τ )a(τ ) ρ(z, τ )dz and using (1.1), (1.4) and (1.6), we have dXdτ = 0,
i.e., X is independent of τ . Thus we can set X ≡ ∫ b(0)a(0) ρ(z,0)dz. By virtue of the conservation of mass, after rescaling the
variables, the problem (1.1)–(1.5) is transformed to the following ﬁxed boundary problem:
ρt + ρ2ux = 0, (1.7)
ut + P (ρ)x + ρΦx =
(
μ(ρ)ρux
)
x, (1.8)
ρ(ρΦx)x = 4π g
(
ρ − 1∫ 1
0 ρ
−1 dy
)
, (x, t) ∈ (0,1) × (0,∞), (1.9)
ρ(ρΦx)x = 4π gρ, (x, t) ∈ (0,1) × (0,∞), (1.9)′
with initial data
(ρ,u)|t=0 =
(
ρ0(x),u0(x)
)
, 0 x 1, (1.10)
and the boundary conditions(
μ(ρ)ρux − P
)∣∣
x=0,1 = 0, ρΦx|x=0,1 = 0 for t  0, (1.11)
or (
μ(ρ)ρux − P
)∣∣
x=0,1 = 0, ρΦ|x=0,1 = 0 for t  0, (1.11)′
where P (ρ) = Aργ , μ(ρ) = cρθ , θ > 0, γ > 1. The boundary conditions (1.11) are essentially derived using the Rankine–
Hugoniot condition (see [17] for details), and they mean that on the free boundaries the stress vanishes and the density
connects with vacuum via a discontinuity. Liu et al. [17] also remarked the viscosity is not constant but depends on the
temperature. For isentropic ﬂows, this dependence is translated into the dependence of the viscosity.
In the rest of this paper, we assume A = 1 and c = 1 without loss of generality.
When there is no Newtonian gravitational potential term, it is Navier–Stokes equations with density-dependent viscosity.
There are many important results on Navier–Stokes equations before. We just review some relative works. When the viscos-
ity coeﬃcient μ is a constant, there is no continuous dependence on the initial data to the Navier–Stokes equations with
vacuum, see [12]. This leads to the study on the initial boundary value problem instead of initial value problem; further-
more, the free boundary problem if the one-dimensional viscous gas expending into the vacuum has been studied by many
people, see [19,28,29] and reference therein. A further understanding of the regularity and behavior of solutions near the
interfaces between the gas and vacuum was given in [18].
On the other hand, when viscosity coeﬃcient μ is dependent of density ρ , there are also many important works. When
the initial density connects to vacuum with continuities, the local existence of solutions was proved in [31], while the global
existence was shown in [32] for 0 < θ < 2/9, and improved later in [25] for 0 < θ < 1/3, in [9] for 0 < θ < 1. Recently,
Guo and Zhu [10] obtained the global existence of weak solutions for 1/2 < θ < max {3− γ ,3/2} and a stabilization rate
estimate for the density as t → ∞ for any θ > 0, where boundary conditions ρ(0, t) = ρ(1, t) = 0 were considered. For
no-slip boundary conditions u(0, t) = u(1, t) = 0, Li et al. recently discussed some interesting phenomena, such as the
vanishing of vacuum and the blow-up of solutions in [15]. When initial density connects to vacuum with discontinuities,
Jiang [13] considered the global existence of smooth solutions for the case 0 < θ < 1/4, Okada [19] for weak solution when
0 < θ < 1/3, Yang et al. [30] for 0 < θ < 1/2, Jiang et al. [14] for 0 < θ < 1 and Qin et al. [21] for 0 < θ  1. Recently, Guo,
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and using compact theory. In addition, Qin and Yao [20] considered the nonisentropic case and Fang and Zhang [9] studied
the general pressure case.
In terms of the Navier–Stokes–Poisson equations, there are few results, especially about the density-dependent viscosity.
When μ is a constant, the authors in [24] and [33] gave some results for ﬁxed boundaries. For more works about Navier–
Stokes–Poisson equations, such as global existence of small disturbance solution, pointwise estimates and limit problem for
the Cauchy problem, etc., please see [1,5,8,16,26,27] and references therein. There is also important progress recently on
the existence of local and global weak solutions (re-normalized solution), one can refer to [4,6,7]. By the way, if there is no
viscosity, i.e., the Euler–Poisson equations, we mention the paper [2] and references therein.
Solonnikov [23] ﬁrst studied the free boundary problem of the system (1.1)–(1.3). Very recently, Ding et al. [3] gave
the global existence of weak solution in H1([0,1]) for system (1.1)–(1.3) with free boundary and the initial density that is
connected to vacuum with discontinuities, when the viscosity coeﬃcient is μ(ρ) = ρθ , 0 < θ < 1 or μ is a positive constant.
This paper is a continuation of Ding et al. [3]. First, we consider the regularity of the weak solution of both 1D Navier–
Stokes–Poisson system (1.1)–(1.3) and system (1.1)–(1.2)–(1.3)′ with free boundary and density-dependent viscosity. In order
to obtain the higher order regularity of the solution, we should do many complex estimates on higher order derivations of
the solutions. Furthermore, because of the appearance of the self-gravitational force, we need some more delicate calcula-
tions. Since the density ρ has uniform positive lower and upper bounds, we can obtain the classical solution under certain
assumptions imposed on the initial data by deriving some new a priori estimates as those in Qin et al. [22]. In addition, by
constructing a station solution of the system (1.1)–(1.2)–(1.3)′ , and having some uniform estimate with respect to time t , we
get the asymptotic behavior of the density for the system (1.1)–(1.2)–(1.3)′ when the viscosity coeﬃcient is a constant. It is
different to that in [28], where authors consider the Navier–Stokes equations with an external gravity force, and the initial
density that is connected to vacuum with continuities. And it is the reason why we only obtain the asymptotic behavior of
the density in this paper.
The rest of this paper is organized as follows. In Section 2 we state the main results. In Section 3 we derive a priori
estimates and prove the regularity results. The asymptotic behavior of solution for the system (1.1)–(1.2)–(1.3)′ is proved in
Section 4.
2. Main results
We need the following assumptions on the initial data and the constant θ .
(A1) 0 < θ < 1, γ > 1;
(A2) inf[0,1] ρ0 > 0, and u0 ∈ L2n for some n ∈ N satisfying (2n − 1)/2n > θ ;
(A3) ρ0 ∈ H2([0,1]),u0 ∈ H2([0,1]);
(A4) ρ0 ∈ H4([0,1]), u0 ∈ H4([0,1]),
where conditions (A1) and (A2) are the same to those in Ding et al. [3], and (A3)–(A4) is used to improve the regularity of
the weak solution in [3].
Notation. We denote Lp , p  1, is usual Lebesgue space with norm ‖ · ‖Lp and Wk,p(Ω), p  1, k ∈ N for the usual Sobolev
space with norm ‖ · ‖Wk,p , especially, Hk = Wk,p and ‖ · ‖ = ‖ · ‖L2([0,1]). And Cα,β = Cα,β(Ω × [0, T ]) denotes uniformly
Hölder continuous space with exponents α in x and β in t . Furthermore, C(T ) is a universal constant just dependent on the
given time T and the initial data.
Next, we give the deﬁnition of Hi([0,1])-solution to the initial-boundary problem (1.1)–(1.5).
Deﬁnition. Function (ρ(x, t),u(x, t),Φ(x, t)) is called a global Hi([0,1])-solution to the initial boundary problem (1.7)–(1.11)
if it satisﬁes boundary condition and the following conditions:
ρ(·, t) ∈ L2([0, T ], Hi([0,1]))∩ L∞([0, T ], Hi([0, T ])), (x, t) ∈ [0,1] × [0, T ],
u(·, t) ∈ L2([0, T ], Hi+1([0,1]))∩ L∞([0, T ], Hi([0, T ])), (x, t) ∈ [0,1] × [0, T ],
and
Φ(·, t) ∈ L2([0, T ], Hi+1([0,1]))∩ L∞([0, T ], Hi+1([0, T ])), (x, t) ∈ [0,1] × [0, T ],
where i = 2,4.
The main results in this paper read as follows:
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fying
0 < C−1(T ) ρ(x, t) C(T ), (2.1)
∥∥ρ(t)∥∥2H2 + ∥∥u(t)∥∥H2 + ‖ut‖2 +
T∫
0
(‖ρ‖2H2 + ‖u‖2H3 + ‖ut‖2H1)(s)ds C(T ), (2.2)
‖Φ‖2H3 +
T∫
0
‖Φ‖2H3(s)ds C(T ). (2.3)
Theorem2.2.Under the conditions (A1), (A2) and (A4), the initial boundary problem (1.7)–(1.9) admits a global H4-solution (ρ,u,Φ)
satisfying
0 < C−1(T ) ρ(x, t) C(T ), (2.4)∥∥ρ(t)∥∥2H4 + ‖ρt‖2H3 + ‖ρtt‖2H1 + ‖u‖2H4 + ‖utt‖2 + ‖ut‖2H2
+
T∫
0
(‖ρ‖2H4 + ‖ρt‖2H4 + ‖ρtt‖2H2 + ‖ρttt‖2 + ‖u‖2H5 + ‖ut‖2H3 + ‖utt‖H1)(s)ds C(T ), (2.5)
‖Φ‖2H5 + ‖Φt‖H3 + ‖Φtt‖2H2 +
T∫
0
(‖Φ‖2H5 + ‖Φt‖2H5 + ‖Φtt‖2H3 + ‖Φttt‖2H1)(s)ds C(T ). (2.6)
Corollary 2.1. Under assumptions of Theorem 2.2 and some suitable compatibility conditions, the global solution (ρ,u,Φ) to problem
(1.7)–(1.9) is the classical solution verifying∥∥ρ(t)∥∥C3,1/2 + ‖u‖C3,1/2 + ∥∥Φ(t)∥∥C4,1/2  C(T ). (2.7)
Remark 2.1. From the proof in Section 3, we know that the H j-regularity ( j  2) of solutions can be obtained if giving some
suitable initial data.
Remark 2.2. When the self-gravitating force Φ satisﬁes (1.3)′ , i.e.,{
Φξξ = 4π gρ,
Φ|ξ=a(τ ),b(τ ) = 0 for t  0,
after the Lagrange transform, we have{
(ρΦx)x = 4π g,
Φ|x=0,1 = 0, (2.8)
and
ρΦx = 4π g
(
x−
∫ 1
0 yρ
−1(y, t)dy∫ 1
0 ρ
−1(y, t)dy
)
, (2.9)
which also implies ‖ρΦx‖L∞(x,t)  C . Thus using the same method as that of [3] and Theorems 2.1 and 2.2 in this paper,
we can obtain the global existence and regularity of the solutions for the system (1.1)–(1.2)–(1.3)′ .
Furthermore, when the viscosity coeﬃcient is a constant, we have the following results of asymptotic behavior.
Theorem 2.3. Assume the initial data satisﬁes: ρ0x,u0,ρ
1
2
0 u0x, (ρ0u0x)x ∈ L2([0,1]), and the viscosity coeﬃcient is a constant, the
solution density ρ of the system (1.7)–(1.8)–(1.9)′ satisﬁes
lim
t→∞ρ(x, t) = P
−1[2π g(x(1− x))], (2.10)
where P−1 means the inverse function of the pressure P .
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In this section, we complete the proofs of the regularity results by a series of lemmas on some a priori estimates. We
just consider the system (1.1)–(1.3), since it is almost the same to the system (1.1)–(1.2)–(1.3)′ .
Remark 3.1. In the following lemmas, we frequently use the expression of ρΦx as follows:
ρΦx = 4π g
(
x−
∫ x
0 ρ
−1(y, t)dy∫ 1
0 ρ
−1(y, t)dy
)
. (3.1)
By virtue of (2.1) and (3.1), we know
|||Φx||| ∼ |||ρ|||,
where ||| · ||| denotes ‖ · ‖L2 , ‖ · ‖Wk,∞ , ‖ · ‖Hk . Thus if we have the estimate of ρ , we can obtain the corresponding estimate
of Φx and Φ .
Next, we give some estimates in H1([0,1]).
Lemma 3.1. (See [3].) Under the conditions (A1) and (A2), there exists a unique global solution to problem (1.7)–(1.11) such that for
any T > 0, we have
‖ρΦx‖L∞([0,1]×[0,T ])  C, (3.2)
sup
0τT
1∫
0
(
u2 + ρ
γ−1
γ − 1
)
dx+
T∫
0
1∫
0
ρ1+θu2x dx C(T ), (3.3)
1∫
0
u2n dx+
1∫
0
ρ2nΦ2nx dx+ n(2n − 1)θ
t∫
0
1∫
0
u2n−2ρ1+θu2x dxds C(T ), (3.4)
0 < C−1(T ) ρ(x, t) C(T ) for all x ∈ [0,1], t  0, (3.5)
1∫
0
∣∣(ρθ )x∣∣2n dx C(T ), (3.6)
and if u0 ∈ H1([0,1]), then u satisﬁes
sup
t∈[0,T ]
1∫
0
u2x dx+
t∫
0
1∫
0
(
u2t + u2xx
)
dxds C(T ). (3.7)
Lemma 3.2. Under the assumptions in Theorem 2.1, for any 0 t  T , we have the following estimates
‖ut‖2 +
t∫
0
1∫
0
u2tx dxds C(T ), (3.8)
‖ux‖L∞ +
1∫
0
u2xx dx C(T ). (3.9)
Proof. Differentiating Eq. (1.8) with respect to t , multiplying the resulting equation by ut in L2([0,1]), performing an inte-
gration by parts, and using Lemma 3.1, we have
1
2
d
dt
‖ut‖2 +
1∫
0
ρ1+θu2tx dx =
1∫
0
(
(θ + 1)ρθ+2u2x − γργ+1ux
)
utx dx−
1∫
0
(ρΦx)tut dx
 1
2
1∫
ρ1+θu2tx dx+ C(T )
1∫ (
ρθ+3u4x + ρ2γ+1−θu2x
)
dx+ C(T )‖ut‖2. (3.10)0 0
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‖ut‖2 +
t∫
0
1∫
0
ρ1+θu2tx dxds
∥∥ut(x,0)∥∥+ C(T )
t∫
0
1∫
0
(
u4x + u2x
)
dsds

∥∥ut(x,0)∥∥+ C(T )
t∫
0
‖ux‖2(s)ds
+ C(T )
t∫
0
(‖uxx‖1/4‖ux‖3/4 + ‖ux‖4)(s)ds + C(T )
t∫
0
‖ut‖2 ds. (3.11)
Then, from Eq. (1.8), we get
u0t = −γργ−10 ρ0x + ρθ+10 + (θ + 1)ρθ0ρ0u0x − ρ0Φx(x,0). (3.12)
We derive from assumption (A3) and (3.2), (3.12) that
1∫
0
u20t dx C(T ). (3.13)
Substituting (3.13) into (3.11), by Lemma 3.1 and the Gronwall’s inequality, we have (3.8).
Using Eq. (1.8) again, we have
ut = −γργ−1ρx + ρθ+1uxx + (θ + 1)ρθρxux − ρΦx.
Multiplying the above equation by uxx in L2([0,1]), we get
1∫
0
ρθ+1u2xx dx =
1∫
0
uxx
(
ut + γ γ−1ρx − (θ + 1)ρxux
)
dx+
1∫
0
(ρΦx)uxx dx. (3.14)
From Young’s inequality and Sobolev’s Theorem W 1,1 ↪→ L∞ , and Lemma 3.1, we obtain
1∫
0
u2xx dx C(T )
1∫
0
(
u2t + ρ2x + ρ2x u2x
)
dx+ 1/4
1∫
0
u2xx dx
 C(T ) + C(T )‖ux‖2L∞
1∫
0
ρ2x dx+ 1/4
1∫
0
u2xx dx
 C(T ) + 1/2
1∫
0
u2xx dx, (3.15)
whence
1∫
0
u2xx dx C(T ). (3.16)
Lastly, using the embedding theorem, we derive from (3.16)
‖ux‖2L∞  C(T )
(‖ux‖2 + ‖uxx‖2) C(T ).
Thus we complete the proof of Lemma 3.2. 
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‖ρxx‖2 +
t∫
0
‖ρxx‖2 ds C(T ), (3.17)
t∫
0
1∫
0
u2xxx dxds C(T ). (3.18)
Proof. Differentiating Eq. (1.8) with respect to x, exploiting Eq. (1.7), we have
utx =
(−ργ + ρ1+θux)xx − (ρΦx)x
= −γ (γ − 1)ργ−2ρ2x − γργ−1ρxx
+ (θ + 1)θρθ−1ρ2x ux + (θ + 1)ρθρxxux + 2(θ + 1)ρθρxuxx + ρθ+1uxxx − (ρΦx)x, (3.19)
which gives(
ρθ−1ρxx
)
t + γργ−1ρxx = −utx − γ (γ − 1)ργ−2ρ2x − 2(1− θ)ρθρxuxx
+ (1+ θ)θρθ−1ρ2x ux − 2ρθ−1ρ2x ux − (ρΦx)x. (3.20)
Multiplying (3.20) by ρθ−1ρxx , integrating the resulting equation over [0,1], using (A3), Young’s inequality and Lemmas 3.1–
3.2, we obtain
d
dt
∥∥ρθ−1ρxx∥∥2 + 1
2
1∫
0
γργ+θ−2ρ2xx dx C(T )
1∫
0
(
ρ4x + u2tx + ρ4x u2x + ρ2x u2xx
)
dx+ C(T ), (3.21)
where we have used
1∫
0
ρθ−1(ρΦx)xρxx dx =
1∫
0
(√
2
2
γ 1/2ρ
γ+θ−2
2 ρxx
)(√
2γ −1/2(ρΦx)xρ
−γ+θ
2
)
dx

1∫
0
√
2γ −1/2
(
1− ρ
−1∫ 1
0 ρ
−1 dy
)
ρ
−γ+θ
2 dx+ 1
2
1∫
0
γργ+θ−2ρ2xx dx
 C(T ) + 1
2
1∫
0
γργ+θ−2ρ2xx dx.
Integrating (3.21) with respect to t over [0, t], using Lemmas 3.1–3.2 again, the interpolation inequality and Young’s inequal-
ity, we get
‖ρxx‖2 +
t∫
0
∥∥ρxx(s)∥∥2 ds C(T ) + C(T )
t∫
0
‖ux‖2L∞
1∫
0
ρ2x ds + C(T )
t∫
0
1∫
0
(
ρ4x + u2tx
)
dxds
+ C(T )
t∫
0
‖ρx‖2L∞
1∫
0
u2xx dxds
 C(T ) + C(T )
t∫
0
1∫
0
ρ2x dxds +
1
2
t∫
0
∥∥ρxx(s)∥∥2 ds, (3.22)
which combined with Lemma 3.1 gives (3.17).
Then differentiating Eq. (1.8) with x, we can obtain the expression of uxxx ,
uxxx = ρ−1−θ
(
utx + γ (γ − 1)ργ−2ρ2x + γργ−1ρxx
− ((θ + 1)ρθρxxux + 2(θ + 1)ρθρxuxx + (θ + 1)ρθ−1ρ2x ux))+ ρ−1−θ (ρΦx)x. (3.23)
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t∫
0
1∫
0
u2xxx dxds C(T )
t∫
0
1∫
0
(
u2tx + ρ4x + ρ2xx + ρ2x u2xx + ρ4x u2x + ρ2xxu2x
)
dxds + C(T )
t∫
0
1∫
0
[
(ρΦx)x
]2
dxds
 C(T )
t∫
0
‖ux‖2L∞
1∫
0
(
ρ2xx + ρ4x
)
dxds + C(T )
t∫
0
‖ρx‖2L∞‖uxx‖2 ds
+ C(T )
t∫
0
1∫
0
(
ρ4x + u2tx + ρ2xx
)
dxds + C(T ) C(T ).
The proof is complete. 
Proof of Theorem 2.1. Recalling (3.1), we have
Φx = 4π gρ−1
(
x−
∫ x
0 ρ
−1(y, t)dy∫ 1
0 ρ
−1(y, t)dy
)
.
By direct calculation, and from Lemmas 3.1–3.3, we get
‖Φ‖2H3 +
T∫
0
‖Φ‖2H3(s)ds C(T ),
which together with Lemmas 3.1–3.3 suﬃces to complete the proof of Theorem 2.1. 
Lemma 3.4. Under the assumptions in Theorem 2.2, for any 0 t  T , we have the following estimates∥∥utx(x,0)∥∥+ ∥∥utxx(x,0)∥∥+ ∥∥utt(x,0)∥∥ C(T ), (3.24)
∥∥utt(t)∥∥2 +
t∫
0
∥∥uttx(s)∥∥2 ds C(T ). (3.25)
Proof. From Eq. (1.8) and Lemmas 3.1–3.3, we have
‖ut‖ C(T )
(‖ux‖H1 + ‖ρx‖ + ‖ρΦx‖). (3.26)
Differentiating Eq. (1.8) with respect to x and using Lemmas 3.1–3.3, we ﬁnd
‖utx‖ C(T )
(‖ux‖H2 + ‖ρx‖H1)+ C(T ), (3.27)
and
‖uxxx‖ C(T )
(‖ux‖H1 + ‖ρx‖H1 + ‖uxx‖ + C(T )). (3.28)
Then differentiating Eq. (1.8) with respect to x twice, from Lemmas 3.1–3.3 and embedding theorem, we have
‖utxx‖ C(T )
(‖ux‖H3 + ‖ρx‖H2 + ∥∥(ρΦx)xx∥∥), (3.29)
uxxxx =
{
ρ−1−θ
(
utx + γ (γ − 1)ργ−2ρ2x + γργ−1ρxx
− ((θ + 1)ρθρxxux + 2(θ + 1)ρθρxuxx + (θ + 1)ρθ−1ρ2x ux))}x + ρ−1−θ (ρΦx)xx. (3.30)
So we get from (3.1), Lemmas 3.1–3.3 and embedding theorem
‖uxxxx‖ C(T )
(‖ux‖H2 + ‖ρx‖H2 + ‖utxx‖)+ C(T ). (3.31)
Next, differentiating Eq. (1.8) with respect to t , and using Lemmas 3.1–3.3 and Eq. (1.7), we deduce that
‖utt‖ C(T )
(‖utx‖ + ‖ux‖H1 + ‖ρx‖ + ‖utxx‖)+ C(T ), (3.32)
where we have used
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∥∥∥∥4π g
(
x−
∫ x
0 ρ
−1(y, t)dy∫ 1
0 ρ
−1(y, t)dy
)
t
∥∥∥∥
 C
∥∥∥∥
∫ x
0 ρ
−1
t (y, t)dy
∫ 1
0 ρ
−1(y, t)dy − ∫ x0 ρ−1(y, t)dy ∫ 10 ρ−1t (y, t)dy
(
∫ 1
0 ρ
−1(y, t)dy)2
∥∥∥∥
 C(T )
∥∥∥∥∥
x∫
0
uy(y, t)dy
1∫
0
ρ−1(y, t)dy −
x∫
0
ρ−1(y, t)dy
1∫
0
uy(y, t)dy
∥∥∥∥∥ (by Lemma 3.1)
 C(T ). (3.33)
(3.32) together with (3.27) and (3.29) yields
‖utt‖ C(T )
(‖ux‖H3 + ‖ρx‖H2)+ C(T ). (3.34)
Thus, from above estimates, we can obtain (3.24).
Now differentiating Eq. (1.8) with respect to t twice, multiplying the resulting equation by utt in L2([0,1]), and using
integration by parts, Eq. (1.7) and the boundary condition (1.11), we get
1∫
0
utttutt dx =
1∫
0
(−ργ + ρ1+θux)ttxutt dx−
1∫
0
(ρΦx)ttutt dx
= −
1∫
0
(−ργ + ρ1+θux)ttuttx dx−
1∫
0
(ρΦx)ttutt dx
−
1∫
0
ρ1+θu2txx dx+ 1/2
1∫
0
ρ1+θu2ttx dx
+ C(T )
1∫
0
(
u4x + u2tx + u2xu2tx + u6x
)
dx+ C(T ) + C(T )‖utt‖2. (3.35)
Here the term (ρΦx)tt can be controlled as follows:
∥∥(ρΦx)tt∥∥=
∥∥∥∥4π g
(
x−
∫ x
0 ρ
−1(y, t)dy∫ 1
0 ρ
−1(y, t)dy
)
tt
∥∥∥∥
 C
∥∥∥∥
{∫ x
0 ρ
−1
t (y, t)dy
∫ 1
0 ρ
−1(y, t)dy − ∫ x0 ρ−1(y, t)dy ∫ 10 ρ−1t (y, t)dy
(
∫ 1
0 ρ
−1(y, t)dy)2
}
t
∥∥∥∥
= C
∥∥∥∥
{∫ x
0 uy dy
∫ 1
0 ρ
−1(y, t)dy − ∫ x0 ρ−1(y, t)dy ∫ 10 uy(y, t)dy
(
∫ 1
0 ρ
−1(y, t)dy)2
}
t
∥∥∥∥,
by a direct calculation, and from Eq. (1.7), Lemma 3.1 and (3.27) we obtain∥∥(ρΦx)tt∥∥ C(T ).
Integrating (3.35) with respect to t , applying condition (A3) and (3.24), we get
‖utt‖2 +
t∫
0
1∫
0
ρ1+θu2ttx dxds C(T ) + C(T )
t∫
0
(‖ux‖2 + ‖utx‖2 + ‖ux‖6L6 + ‖ux‖2L∞‖utx‖2)(s)ds
 C(T ) + C(T )
t∫
0
(‖ux‖2 + ‖uxx‖2 + ‖utx‖2)(s)ds,
which together with Lemmas 3.1–3.3, implies estimate (3.25). So we complete the proof of Lemma 3.4. 
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‖utx‖2 +
t∫
0
‖utxx‖2 ds C(T ). (3.36)
Proof. Differentiating Eq. (1.8) with respect to x and t , multiplying the resulting equation by utx in L2([0,1]), and integrating
by parts, we have
1∫
0
uttxutx dx =
1∫
0
(−ργ + ρ1+θux)txxutx dx−
1∫
0
(ρΦx)txutx dx
= (−ργ + ρ1+θux)txutx|10 −
1∫
0
(−ργ + ρ1+θux)txutxx dx−
1∫
0
(ρΦx)txutx dx
=: I1 + I2 + I3. (3.37)
Using Lemmas 3.1–3.4 and the interpolation inequality, as [22], we have
I1  C(T )
(‖uxx‖L∞ + ‖ρx‖L∞ + ‖ρx‖L∞‖utx‖L∞ + ‖utxx‖L∞ + ‖ux‖L∞‖uxx‖L∞ + ‖ρx‖L∞‖ux‖2L∞)‖utx‖L∞
 C(T )
(‖ux‖H2 + ‖ρx‖H1 + ‖utx‖1/2‖utxx‖1/2 + ‖utxx‖1/2‖utxxx‖1/2)‖utx‖1/2‖utxx‖1/2. (3.38)
Employing Young’s inequality several times, we have from Lemmas 3.1–3.4,
I1  2
(‖utxx‖2 + ‖utxxx‖2)+ C(T )−6(‖utx‖2 + ‖ux‖2H2 + ‖ρx‖2H1), 0 <  < 1,
which together with Lemmas 3.1–3.4 yields
t∫
0
I1(s)ds C(T ) + 2
t∫
0
(‖utxx‖2 + ‖utxxx‖2)(s)ds. (3.39)
On the other hand, differentiating Eq. (1.8) with respect to x and t , and using Lemmas 3.1–3.4 again, we have
‖utxxx‖2  C(T )
(‖ux‖H2 + ‖ρx‖2H1 + ‖utx‖2 + ‖uttx‖2)+ ∥∥(ρΦx)xt∥∥
 C(T )
(‖ux‖H2 + ‖ρx‖2H1 + ‖utx‖2 + ‖uttx‖2)+ C(T ). (3.40)
Next, substituting (3.40) into (3.39), from Lemmas 3.1–3.4, we have
t∫
0
I1(s)ds C(T ) + 2
t∫
0
‖utxx‖2 ds. (3.41)
In terms of I2, we have
I2 −
1∫
0
ρ1+θu2txx dx+ 
1∫
0
ρ1+θu2txx dx+ C(T )
1∫
0
(
ρ2x u
4
x + ρ2x + ρ2x u2x + u2xx
)
dx. (3.42)
For I3, using the similar calculation as (3.33), from Lemmas 3.1–3.4, we have
I3  C(T ),
which together with (3.41) and (3.42) implies
d
dt
‖utx‖2 +
1∫
0
ρ1+θu2txx dx 2
(‖utxx‖2 + ‖utxxx‖2)+ C(T )(‖utx‖2 + ‖ux‖H2 + ‖ρx‖2H1)+ C(T ). (3.43)
Integrating (3.43) with respect to t , letting  be small enough, using Lemmas 3.1–3.4 and (3.40), we obtain the estimate
(3.36). The proof is complete. 
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‖ρxxx‖2H1 + ‖ρxx‖2W 1,∞ +
t∫
0
(‖ρxxx‖2H1 + ‖ρxx‖2W 1,∞)ds C(T ), (3.44)
‖uxxx‖2H1 + ‖uxx‖2W 1,∞ + ‖ρtxxx‖2 + ‖utxx‖2
+
t∫
0
(‖utt‖2H1 + ‖uxx‖2W 2,∞ + ‖utxx‖2H1 + ‖utx‖2W 1,∞ + ‖ρtxxx‖2H1)ds C(T ), (3.45)
t∫
0
‖uxxxx‖2H1 ds C(T ). (3.46)
Proof. Differentiating Eq. (1.8) with respect to x and using Eq. (1.7), we have(
ρθ−1ρxx
)
t + Pρρxx = −Pρρρ2x − 2(1− θ)ρθρxuxx + (1+ θ)θρθ−1ρ2x ux − utx − (ρΦx)x. (3.47)
Differentiating (3.47) with respect to x, we have(
ρθ−1ρxxx
)
t + Pρρxxx =
(−Pρρρ2x − 2(1− θ)ρθρxuxx + (1+ θ)θρθ−1ρ2x ux − utx − (ρΦx)x)x
− Pρρρxρxx − (θ − 1)
(
ρθ−2ρxρxx
)
t =: J . (3.48)
By a direct calculation and using interpolation inequality and Lemmas 3.1–3.5 we have
‖ J‖ C(T )(‖ρx‖H1 + ‖ux‖H2 + ‖utxx‖)+ C(T ). (3.49)
Using Lemmas 3.1–3.5 again, we have
t∫
0
∥∥ J (s)∥∥2 ds C(T ). (3.50)
Now multiplying (3.48) by ρθ−1ρxxx in L2([0,1]), we have
d
dt
∥∥ρθ−1ρxxx∥∥2 + ‖ρxxx‖2  C(T )‖ J‖2. (3.51)
Integrating the above inequality with respect to t , using Lemmas 3.1–3.5 and condition (A4), we have
‖ρxxx‖2 +
t∫
0
‖ρxxx‖2 ds
∥∥ρxxx(x,0)∥∥2 + C(T )
t∫
0
‖ J‖ds C(T ). (3.52)
From Lemmas 3.1–3.5, using (3.28), (3.31) and (3.52), we get
‖uxxx‖2 +
t∫
0
‖uxxx‖2H1 ds C(T ). (3.53)
Using the Sobolev inequality, we get from (3.53)
‖uxx‖2L∞ +
t∫
0
‖uxx‖2W 1,∞ ds C(T ). (3.54)
Differentiating Eq. (1.8) with respect to t , using Lemmas 3.1–3.5, we obtain
‖utxx‖ C(T )‖utt‖ + C(T )
(‖ux‖H1 + ‖utx‖ + ‖ρx‖)+ C(T ) C(T ), (3.55)
which together with (3.31), (3.52) and (3.53), implies
‖uxxxx‖2 +
t∫
‖utxx‖2 ds C(T ). (3.56)0
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‖uxx‖2W 2,∞ +
t∫
0
‖utx‖W 1,∞ ds C(T ). (3.57)
Then, from Eqs. (1.7), (3.29), Lemma 3.4, (3.52) and (3.55), we have
‖utt‖2 + ‖utxx‖2 + ‖ρtxxx‖2  C(T ). (3.58)
Next, differentiating Eq. (1.8) with respect to x, we ﬁnd(
ρθ−1ρxxxx
)
t + Pρρxxxx = J x − Pρρρxρxxx − (θ − 1)
(
ρθ−2ρxρxxx
)
t =: K . (3.59)
Using the same method as the proof of J , we can obtain
‖K‖ C(T )(‖ux‖H3 + ‖ρx‖H2 + ‖utx‖H1 + ‖uttx‖). (3.60)
Then from Lemmas 3.1–3.5, we derive
t∫
0
‖K‖2 ds C(T ). (3.61)
Multiplying (3.59) by ρθ−1ρxxxx and integrating the resulting equation with respect to x, we have
d
dt
∥∥ρθ−1ρxxxx∥∥2 + ‖ρxxxx‖2  C(T )‖K‖2. (3.62)
Then integrating (3.62) with respect to t , using (A4) and (3.61), we ﬁnd
‖ρxxxx‖2 +
t∫
0
‖ρxxxx‖2 ds
∥∥ρxxxx(x,0)∥∥2 + C(T )
t∫
0
‖K‖ds C(T ). (3.63)
Using the Sobolev inequality and Lemmas 3.1–3.5, from (3.51) and (3.63), we conclude
‖ρxx‖2W 1,∞ +
t∫
0
‖ρxx‖2W 1,∞ ds C(T ). (3.64)
Then differentiating Eq. (1.8) with respect to x three times, from Lemmas 3.1–3.5, and the interpolation inequality, we get
‖uxxxxx‖ C(T )
(‖Utxxx‖ + ‖ux‖H3 + ‖ρx‖H3)+ C(T ), (3.65)
and
t∫
0
(‖uxxxxx‖2 + ‖ρtxxxx‖2)(s)ds C(T ). (3.66)
Lastly, combining with Lemmas 3.4–3.5, (3.40), (3.57), (3.60) and the Sobolev inequality, we have
t∫
0
(‖uxx‖2W 2,∞ + ‖utxx‖2H1 + ‖utx‖2W 1,∞)(s)ds C(T ). (3.67)
Thus, we complete the proof of Lemma 3.6. 
Lemma 3.7. Under the assumptions in Theorem 2.2, for any 0 t  T , we have the following estimates
‖ρ‖2H4 + ‖ρt‖H3 + ‖ρtt‖2H1 + ‖u‖2H4 + ‖ut‖H2 + ‖utt‖2
+
t∫
0
(‖ρ‖2H4 + ‖u‖2H5 + ‖ut‖2H3 + ‖utt‖H1)(s)ds C(T ), (3.68)
t∫
0
(‖ρt‖2H4 + ‖ρtt‖2H2 + ‖ρttt‖2)(s)ds C(T ). (3.69)
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‖ρtt‖H1 =
∥∥(ρ2ux)t∥∥ C(T )(‖ρ‖H1 + ‖uxt‖H1), (3.70)
t∫
0
‖ρttt‖2 ds
t∫
0
∥∥(ρ2ux)tt∥∥2 ds, (3.71)
t∫
0
‖ρt‖2H4 ds =
t∫
0
∥∥ρ2ux∥∥2H4 ds. (3.72)
Using Lemmas 3.1–3.6, we can obtain (3.68) and (3.69) directly. The proof is complete. 
Lemma 3.8. Under the assumptions in Theorem 2.2, for any 0 t  T , we have the following estimate
‖Φ‖2H5 + ‖Φt‖H3 + ‖ρtt‖2H2 +
t∫
0
(‖Φ‖2H5 + ‖Φt‖2H5 + ‖Φtt‖2H3 + ‖ρttt‖2H1)(s)ds C(T ). (3.73)
Proof. Recall (3.1)
ρΦx = 4π g
(
x−
∫ x
0 ρ
−1(y, t)dy∫ 1
0 ρ
−1(y, t)dy
)
, (3.74)
and we have
Φx = 4π gρ−1
(
x−
∫ x
0 ρ
−1(y, t)dy∫ 1
0 ρ
−1(y, t)dy
)
. (3.75)
By direct calculation, and from Lemma 3.7, we get
‖Φ‖2H5 + ‖Φt‖H3 + ‖Φtt‖2H2 +
t∫
0
(‖Φ‖2H5 + ‖Φt‖2H5 + ‖Φtt‖2H3 + ‖Φttt‖2H1)(s)ds C(T ). (3.76)
The proof is complete. 
Up to now, from Lemmas 3.1–3.8, we complete the proof of Theorem 2.2. Then, by the Sobolev embedding theorem, we
immediately get Corollary 2.1 from Theorem 2.2.
4. Asymptotic behavior
In this section, we consider the asymptotic behavior of solution for Navier–Stokes–Poisson equations when the viscosity
coeﬃcient is a constant and the background density is zero. The global existence and uniqueness of solutions can be proved
as in Ding et al. [3]. Next, we mainly consider the asymptotic behavior of the solution.
First, integrating Eq. (1.8) and using the boundary conditions, we have
d
dt
1∫
0
u dx = −4π g
1∫
0
(
x−
∫ 1
0 yρ
−1(y, t)dy∫ 1
0 ρ
−1(y, t)dy
)
dx = −4π g
(
1
2
−
∫ 1
0 yρ
−1(y, t)dy∫ 1
0 ρ
−1(y, t)dy
)
, (4.1)
therefore, putting v = u − ∫ 10 u dx, we can transform the system (1.7)–(1.11) into the following form:
ρt + ρ2vx = 0, (4.2)
vt + P (ρ)x =
(
μ(ρ)ρvx
)
x − 4π g
(
x− 1
2
)
, (4.3)
with initial data
(ρ, v)|t=0 =
(
ρ0(x), v0(x)
)
, 0 x 1, (4.4)
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(
μ(ρ)ρvx − P
)∣∣
x=0,1 = 0, Φ|x=0,1 = 0 for t  0. (4.5)
For simplicity, we also denote 4π g by g without confusion.
It is easy to verify (ρ˜, v˜) = (P−1( 12 g(x(1 − x))),0) is a stationary solution of (4.2)–(4.3). Let ρ = qP−1( 12 g(x(1 − x))).
Then the problem (4.2)–(4.3) is transformed:
qt + P−1
(
1
2
g
(
x(1− x)))q2vx = 0, (4.6)
vt +
(
P
(
qP−1
(
1
2
g
(
x(1− x)))))
x
=
(
qP−1
(
1
2
g
(
x(1− x)))vx
)
x
+ g
(
1
2
− x
)
, (4.7)
(μρvx − P )|x=0,1 = 0, Φ|x=0,1 = 0 for t  0, (4.8)
(q, v)(x,0) = (q0, v0)(x), 0 x 1. (4.9)
Because we only consider the viscosity coeﬃcient is a constant, so we let μ = 1 without loss of generality.
Using the same method as that in [28], we have the following essential energy estimates.
Lemma 4.1. Basic energy estimates:
1∫
0
(
1
2
v2 +
1
2 g(x(1− x))
qP−1( 12 g(x(1− x)))
+
y∫
0
s−2P (s)ds
)
dx+
t∫
0
1∫
0
qP−1
(
1
2
g
(
x(1− x)))v2x dxds
=
1∫
0
(
1
2
v20 +
1
2 g(x(1− x))
q0P−1( 12 g(x(1− x)))
+
y0∫
0
s−2P (s)ds
)
dx ≡ E0, (4.10)
where E0 is a positive constant, and y = qP−1( 12 g(x(1− x))), y0 = q0P−1( 12 g(x(1− x))).
Lemma 4.2. There exist positive constants M1 and M2 deﬁned below, independent of x and t, such that
min(1,M1q0) q(x, t)max(1,M2q0). (4.11)
Proof. Integrating (4.7) with respect to x over (0, x), we have
x∫
0
vt dx+ P
(
qP−1
(
1
2
g
(
x(1− x))))= qP−1(1
2
g
(
x(1− x)))vx + 1
2
g
(
x(1− x))= −qt
q
+ 1
2
g
(
x(1− x)).
Integrating the equality above with respect to t over [0, t], we have
x∫
0
(
v(x, t) − v0(x)
)
dx+
t∫
0
P
(
qP−1
(
1
2
g
(
x(1− x))))ds = − ln q(x, t)
q0(x)
+ t 1
2
g
(
x(1− x)).
Let h(x, t) = exp(∫ x0 (v0(x) − v(x, t))dx). By Lemma 4.3 and Cauchy’s inequality, there exist two positive constant M1, M2
such that M1  h(x, t) M2. So
q(x, t) = q0(x)h(x, t)exp
(
−
t∫
0
P
(
qP−1
(
1
2
g
(
x(1− x))))ds
)
exp
(
t
1
2
g
(
x(1− x))). (4.12)
We only prove
q(x, t)min(1,M1q0), (4.13)
since the upper bound can be treated similarly.
If q 1, it is obvious that (4.13) holds.
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exp
(
−
t∫
0
P
(
qP−1
(
1
2
g
(
x(1− x))))ds
)
 exp
(
−
t∫
0
P
(
P−1
(
1
2
g
(
x(1− x))))ds
)
= exp
(
−
t∫
0
1
2
g
(
x(1− x))ds
)
= exp(−tg(x(1− x))),
which together with (4.12) imply
q(x, t) q0(x)M1 exp
(
−t 1
2
g
(
x(1− x)))exp(t 1
2
g
(
x(1− x)))= M1q0.
This proves (4.13), thus the proof of Lemma 4.2 is complete. 
The proof of the next lemma is similar to Lemma 4.5 in [28], so we omit the details.
Lemma 4.3. There exists a positive constant C independent of x and t such that
1∫
0
v2t dx+
t∫
0
1∫
0
qP−1
(
1
2
g
(
x(1− x)))v2xt dxds C, (4.14)
provided (P (q0P−1( 12 g(x(1− x)))))x, (q0P−1( 12 g(x(1− x)))v0x)x ∈ L2([0,1]).
Lemma 4.4. There exists a positive constant C independent of x and t such that
1∫
0
qP−1
(
1
2
g
(
x(1− x)))v2x dx+
t∫
0
1∫
0
v2t dxds C . (4.15)
Proof. Multiplying (4.7) by vt and integrating the resulting equation with respect to x and t over [0,1] × [0, t], we get
t∫
0
1∫
0
v2t dxds +
t∫
0
1∫
0
(
P
(
qP−1
(
1
2
g
(
x(1− x)))))
x
vt dxds
=
t∫
0
1∫
0
(
qP−1
(
1
2
g
(
x(1− x)))vx
)
x
vt dxds + g
t∫
0
1∫
0
(
1
2
− x
)
vt dxds. (4.16)
By integration by parts and boundary conditions we have
t∫
0
1∫
0
(
P
(
qP−1
(
1
2
g
(
x(1− x)))))
x
vt −
(
qP−1
(
1
2
g
(
x(1− x)))vx
)
x
vt dxds
= −
t∫
0
1∫
0
P
(
qP−1
(
1
2
g
(
x(1− x))))vxt +
t∫
0
1∫
0
qP−1
(
1
2
g
(
x(1− x)))vxvxt dxds
= −
1∫
0
P
(
qP−1
(
1
2
g
(
x(1− x))))vx dx+
1∫
0
P
(
q0P
−1
(
1
2
g
(
x(1− x))))v0x dx
−
t∫ 1∫
P ′
(
qP−1
(
1
2
g
(
x(1− x))))(qP−1(1
2
g
(
x(1− x))))2v2x dx0 0
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2
1∫
0
qP−1
(
1
2
g
(
x(1− x)))v2x dx− 12
1∫
0
q0P
−1
(
1
2
g
(
x(1− x)))v20x dx
+ 1
2
t∫
0
1∫
0
(
P−1
(
1
2
g
(
x(1− x))))2q2v3x dxds. (4.17)
Substituting (4.17) into (4.16), we have
t∫
0
1∫
0
v2t dxds +
1
2
1∫
0
qP−1
(
1
2
g
(
x(1− x)))v2x dx
=
1∫
0
P
(
qP−1
(
1
2
g
(
x(1− x))))vx dx−
1∫
0
P
(
q0P
−1
(
1
2
g
(
x(1− x))))v0x dx
+ 1
2
1∫
0
q0P
−1
(
1
2
g
(
x(1− x)))v20x dx+
t∫
0
1∫
0
P ′
(
qP−1
(
1
2
g
(
x(1− x))))(qP−1(1
2
g
(
x(1− x))))2v2x dxds
− 1
2
t∫
0
1∫
0
(
P−1
(
1
2
g
(
x(1− x))))2q2v3x dxds +
1∫
0
g
(
1
2
− x
)(
v(x, t) − v0(x)
)
dx. (4.18)
By Lemma 4.2, we have
1∫
0
P
(
qP−1
(
1
2
g
(
x(1− x))))vx dx =
1∫
0
P (qP−1( 12 g(x(1− x))))
(qP−1( 12 g(x(1− x))))
1
2
(
qP−1
(
1
2
g
(
x(1− x))))
1
2
vx dx
 1
4
1∫
0
qP−1
(
1
2
g
(
x(1− x)))v2x dx+
1∫
0
P2(qP−1( 12 g(x(1− x))))
qP−1( 12 g(x(1− x)))
dx
 1
4
1∫
0
qP−1
(
1
2
g
(
x(1− x)))v2x dx+ C . (4.19)
By assumption on initial data, we have
−
1∫
0
P
(
q0P
−1
(
1
2
g
(
x(1− x))))v0x dx
= −
1∫
0
P (q0P−1( 12 g(x(1− x))))
(q0P−1( 12 g(x(1− x))))
1
2
(
q0P
−1
(
1
2
g
(
x(1− x))))
1
2
v0x dx
 1
2
1∫
0
q0P
−1
(
1
2
g
(
x(1− x)))v20x dx+ 12
1∫
0
P2(q0P−1( 12 g(x(1− x))))
(q0P−1( 12 g(x(1− x))))
dx C . (4.20)
By Lemmas 4.1 and 4.2, we have
t∫
0
1∫
0
P ′
(
qP−1
(
1
2
g
(
x(1− x))))(qP−1(1
2
g
(
x(1− x))))2v2x dxds
 sup
x
∣∣∣∣P ′
(
qP−1
(
1
2
g
(
x(1− x))))qP−1(1
2
g
(
x(1− x)))∣∣∣∣
t∫ 1∫
qP−1
(
1
2
g
(
x(1− x)))v2x dxds C . (4.21)0 0
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∣∣P−1(g(x(1− x)))qvx∣∣=
∣∣∣∣∣
x∫
0
vt dx+ P
(
qP−1
(
1
2
g
(
x(1− x))))− 1
2
g
(
x(1− x))
∣∣∣∣∣

∣∣∣∣∣
x∫
0
vt dx
∣∣∣∣∣+
∣∣∣∣P
(
qP−1
(
1
2
g
(
x(1− x))))∣∣∣∣+
∣∣∣∣12 g
(
x(1− x))∣∣∣∣
 C
1∫
0
v2t dx+ C  C .
Then by Lemma 4.1 we have
t∫
0
1∫
0
(
P−1
(
1
2
g
(
x(1− x))))2q2v3x dxds
 sup
x
∣∣∣∣P−1
(
1
2
g
(
x(1− x)))qvx
∣∣∣∣
t∫
0
1∫
0
qP−1
(
1
2
g
(
x(1− x)))v2x dxds C, (4.22)
and
g
1∫
0
(
x− 1
2
)(
v(x, t) − v0(x)
)
dx C . (4.23)
From (4.18)–(4.23), we get (4.15) and the proof of Lemma 4.4 is complete. 
From Lemma 4.1 to Lemma 4.4, we get the following asymptotic behavior of the solution for the problem (4.7)–(4.8).
Theorem 4.1. Under the assumption in Theorem 2.3, the solution q(x, t) of the problem (4.7)–(4.8) converges to 1 as t → ∞ uniformly
in x ∈ [0,1].
Proof. We shall show the convergence of q(x, t) by using the representation of q(x, t). First, denote h(x, t) = exp(∫ x0 (v0(x)−
v(x, t))dx) and h(x, s, t) = exp(∫ x0 (v(x, s) − v(x, t))dx).
From (4.12) we have
q(x, t)exp
( t∫
0
P
(
qP−1
(
1
2
g
(
x(1− x))))ds
)
= q0(x)h(x, t)exp
(
t
1
2
g
(
x(1− x))).
Multiplying above equation by P−1( 12 g(x(1− x)))
P (qP−1( 12 g(x(1−x))))
qP−1( 12 g(x(1−x)))
, we get
q(x, t) = q0(x)h(x, t)dxexp
(
t
1
2
g
(
x(1− x)))
×
{
1+ q0(x)P−1
(
1
2
g
(
x(1− x)))
t∫
0
P (qP−1( 12 g(x(1− x))))
qP−1( 12 g(x(1− x)))
h(x, s)exp
(
s
1
2
g
(
x(1− x)))ds
}−1
=
{
q−10 (x)exp
(
−
x∫
0
(
v0(x) − v(x, t)
)
dx
)
exp
(−tg(x(1− x)))
+ P−1
(
1
2
g
(
x(1− x)))
t∫
0
P (qP−1( 12 g(x(1− x))))
qP−1( 12 g(x(1− x)))
exp
(
−(t − s)1
2
g
(
x(1− x)))h(x, s, t)ds
}−1
=: (L1 + L2)−1. (4.24)
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lim
t→∞ supx∈[0,1]
L1 = lim
t→∞ supx∈[0,1]
{
q−10 (x)h(x, s, t)exp
(
−t 1
2
g
(
x(1− x)))}= 0.
By Lemmas 4.3 and 4.4, there exist positive constants C1 and C2 such that
∣∣∣∣∣
x∫
0
(
v(x, t) − v(x, s))dx
∣∣∣∣∣ C1
and
P−1( 12 g(x(1− x)))
1
2 g(x(1− x))
P (qP−1( 12 g(x(1− x))))
qP−1( 12 g(x(1− x)))
h(x, t) − 1 C2
∣∣∣∣∣
x∫
0
(
v(x, t) − v(x, s))dx
∣∣∣∣∣,
then we have
L2 =
t
2∫
0
P−1( 12 g(x(1− x)))
1
2 g(x(1− x))
P (qP−1( 12 g(x(1− x))))
qP−1( 12 g(x(1− x)))
1
2
g
(
x(1− x)) exp(−(t − s)1
2
g
(
x(1− x)))ds
+
t∫
t
2
1
2
g
(
x(1− x))exp(−(t − s)1
2
g
(
x(1− x)))ds
+
t∫
t
2
{
P−1( 12 g(x(1− x)))
1
2 g(x(1− x))
P (qP−1( 12 g(x(1− x))))
qP−1( 12 g(x(1− x)))
h(x, s, t) − 1
}
× 1
2
g
(
x(1− x)) exp(−(t − s)1
2
g
(
x(1− x)))ds
 C
{
exp
(
−(t − s)1
2
g
(
x(1− x)))}∣∣∣∣
t
2
s=0
+
{
exp
(
−(t − s)1
2
g
(
x(1− x)))}∣∣∣∣
t
s= t2
+ C2x(1− x)
t∫
t
2
exp
(
−(t − s)1
2
g
(
x(1− x)))
∣∣∣∣∣
x∫
0
(
v(x, t) − v(x, s))dx
∣∣∣∣∣ds. (4.25)
Furthermore, we have
∣∣∣∣∣
x∫
0
(
v(x, t) − v(x, s))dx
∣∣∣∣∣
x∫
0
t∫
s
|vτ |dτ dx

(
x(t − s)) 12
( t∫
s
x∫
0
u2τ dxdτ
) 1
2
.
Let z = x(1− x)(t − s). Then
x(1− x)
t∫
t
2
exp
(
−(t − s)1
2
g
(
x(1− x)))(x(t − s)) 12 ds = x(1− x)1/2
tx(1−x)
2∫
0
exp(−gz)z 12 dz C,
which implies by (4.15)
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t∫
t
2
exp
(
−(t − s)1
2
g
(
x(1− x)))
∣∣∣∣∣
x∫
0
(
v(x, t) − v(x, s))dx
∣∣∣∣∣ds
 C2
t∫
t
2
x∫
0
v2τ dxdτ
t∫
t
2
exp
(
−(t − s)1
2
g
(
x(1− x)))(x(1− x)(t − s)) 12 ds
 C2
t∫
t
2
1∫
0
v2τ dxdτ → 0.
The ﬁrst and second terms in the right-hand side of (4.25) converge to 0 and 1 respectively as t → ∞ uniformly in x ∈
[0,1]. Similarly the representation (4.24) of q(x, t) is estimated from below and the lower bound converges to 1 as t → ∞
uniformly in x ∈ [0,1].
So
lim
t→∞ supx∈[0,1]
q(x, t) = 1.
Thus, we complete the proof of Theorem 4.1. 
Remark 4.1. We just obtain the asymptotic behavior of the density. On the other hand, because the boundary condition with
respect to v is nonhomogeneous, we cannot obtain the asymptotic behavior of the velocity as that in [28], where the initial
density is connected to vacuum with continuities.
Remark 4.2. In the future, we will study the global existence and asymptotic behavior of the weak solution of 1D Navier–
Stokes–Poisson system with free boundary, when the initial density is connected to vacuum with continuities.
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