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Abstract 
A novel method combining filter banks and reconstructed phase spaces is proposed for the modeling and 
classification of speech. Reconstructed phase spaces, which are based on dynamical systems theory, have 
advantages over spectral-based analysis methods in that they can capture nonlinear or higher-order statistics. 
Recent work has shown that the natural measure of a reconstructed phase space can be used for modeling and 
classification of phonemes. In this work, sub-banding of speech, which has been examined for recognition of 
noise-corrupted speech, is studied in combination with phase space reconstruction. This sub-banding, which is 
motivated by empirical psychoacoustical studies, is shown to dramatically improve the phoneme classification 
accuracy of reconstructed phase space-based approaches. Experiments that examine the performance of fused 
sub-banded reconstructed phase spaces for phoneme classification are presented. Comparisons against a 
cepstral-based classifier show that the proposed approach is competitive with state-of-the-art methods for 
modeling and classification of phonemes. Combination of cepstral-based features and the sub-band RPS 
features shows improvement over a cepstral-only baseline. 
Keywords 
Speech recognition, Dynamical systems, Nonlinear signal processing, Sub-bands 
1. Introduction 
1.1. Traditional ASR systems 
Today’s state-of-the-art speech recognition systems use Hidden Markov Models (HMM) to model speech signals 
using features extracted from the short-term power spectrum of the waveforms. Fourier analysis is used to 
compute the magnitude spectrum of the signals, and features are extracted for modeling. The most common 
spectral feature type is the Mel-frequency cepstral coefficient (MFCC), which is based on the linear time-
invariant model of the human vocal tract separating the excitation from the vocal-tract characteristics. For 
English speech, this is considered a good base model, as the excitation is considered to have minor 
discriminatory power for individual phonemes. Cepstral coefficients are a good match for this model because 
they capture primarily vocal-tract characteristics, however because they are derived from the power spectrum 
of speech, they are unable to capture nonlinear or phase characteristics. Traditionally, it was thought that there 
was little relevant information outside of the speech magnitude spectrum, but recent studies have shown 
significant nonlinear components in speech (Banbrook and McLaughlin, 1994, Banbrook et al., 1999, Teager and 
Teager, 1990). 
Due to these findings, research in analyzing and modeling speech signals as nonlinear processes has been 
increasing. This work is typically based on higher-order statistics (Moreno and Rutllan, 1996), dynamical systems 
(Kubin, 1995), nonlinear models of speech production (Dimitriadis et al., 2002), or chaos theory (Pitsikalis and 
Maragos, 2002). The work presented here is based on dynamical systems theory, namely the embedding 
theorems for reconstructed phase spaces (RPSs) (Sauer et al., 1991, Takens, 1980). In this paper, we integrate a 
filter bank, using ideas from Fletcher’s work (Fletcher, 1953), with a modeling and classification system based on 
RPSs. 
1.2. Reconstructed phase spaces 
The justification for the use of reconstructed phase spaces as a tool for signal classification lies in theorems that 
show topological equivalence between the original state space of the system and the reconstructed phase 
space. Takens (1980) showed that, given a system of dimension d described by a state vector x, a state evolution 
function ϕ(x), and a smooth map y from the system state to an output variable, the transformation 
(1) 𝛷𝛷(𝑦𝑦,𝜙𝜙)(𝒙𝒙) = (𝑦𝑦(𝒙𝒙),𝑦𝑦(𝜙𝜙(𝒙𝒙)), … ,𝑦𝑦(𝜙𝜙2𝑛𝑛(𝒙𝒙))) 
is an embedding, meaning it is bijective and differentiable. Sauer et al. (1991) proved that almost every time 
delay map Φ(y,ϕ) is an embedding, showing that, except for a set of degenerate cases with measure zero, the 
topological equivalence property is guaranteed. Together, these theorems guarantee that for almost every time 
delay embedding, the reconstructed dynamics of the map are topologically identical to the true dynamics of the 
system. 
This theorem leads directly to the definition of an RPS, which is created by embedding a signal against time-
lagged versions of itself. The trajectory matrix X generated by phase space reconstruction of a signal x is given by 






𝑥𝑥1+(𝑑𝑑−1)𝜏𝜏 ⋯ 𝑥𝑥1+𝜏𝜏 𝑥𝑥1
𝑥𝑥2+(𝑑𝑑−1)𝜏𝜏 ⋯ 𝑥𝑥2+𝜏𝜏 𝑥𝑥2
⋮ ⋱
𝑥𝑥𝑁𝑁 ⋯ 𝑥𝑥𝑁𝑁−(𝑑𝑑−2)𝜏𝜏 𝑥𝑥𝑁𝑁−(𝑑𝑑−1)𝜏𝜏
� , 
where xn is the signal value at sample n, d is the embedding dimension, and τ is the time-lag. There are 
(d−1)τ fewer points in the RPS trajectory matrix than in the original signal. Though RPSs can be used to estimate 
dynamical invariants such as Lyapunov exponents and correlation dimension, we model these spaces directly by 
estimating the natural measure with Gaussian Mixture Models (GMMs). 
Examples of two-dimensional RPSs of four phonemes are shown in Fig. 1. The phonemes shown here represent 
four major phonetic classes, namely vowels, fricatives, plosives, and nasals. These RPSs show that the 
trajectories of vowels show the smoothest structure, while fricatives appear to have a much less distinct 
structure. The other phonemes have RPS shapes that tend to fall somewhere in between these two extremes. 
 
Fig. 1. Four examples of phonemes in three-dimensional reconstructed phase space. 
 
1.3. RPSs for phoneme classification 
Previously, statistical modeling of RPSs for classification of phonemes has been studied. In (Lindgren et al., 
2003), experiments comparing Gaussian Mixture Modeling of RPS features and MFCCs for speaker-independent 
isolated phoneme classification on the TIMIT corpus were presented. Sub-banding of RPSs for classification of 
phonemes in four major phonological classes was studied in (Indrebo et al., 2003). In (Johnson et al., in press), 
the effect of embedding dimension and lag on phoneme classification accuracy was examined. 
1.4. The contributions of this paper 
In this paper, we extend previous work by combining the RPS approach with filter banks to study the nonlinear 
dynamics of speech signals in frequency sub-bands. Sub-banding of speech signals for speech recognition has 
been studied, with potential advantages for robust recognition. Those approaches already use frequency-based 
analysis, so that the benefits of sub-banding for recognition of clean speech signals are minimal. Here, the 
results show that combining frequency sub-banding with the RPS approach improves the classification of 
phonemes even for uncorrupted speech signals. 
The remainder of this paper is as follows. Section 2 describes the motivation for sub-banding, followed by a 
presentation of the methodology in Section 3. In Section 4, the experimental results are given. 
Section 5 provides an analysis of the results, and a discussion of possible future work. A conclusion is then 
presented in Section 6. 
2. Sub-banding/filtering 
2.1. Motivation for sub-banding 
Harvey Fletcher, working at Bell Labs in the 1910s and 1920s, performed experiments examining human speech 
recognition in sub-bands (Fletcher, 1953). He utilized low-pass and high-pass filters with varying cutoffs to study 
the ability of humans to correctly recognized phonemes with limited frequency bandwidths. The subjects 
listened to nonsense syllables to remove any language information. He found that the phoneme recognition 
error rate over a particular band was equal to the product of the error rates for the component sub-bands. This 
relationship is expressed as 




where etotal is the error rate of a band, N is the number of sub-bands composing the band, and ei are the errors in 
each sub-band. Using these findings, he developed his well-known articulation index, a function that defines 
sub-bands of equal articulation, or phoneme recognition rate. His results lend strong support for the theory that 
humans recognize phonemes in sub-bands independently. 
The structure and behavior of the human cochlea fit well with Fletcher’s findings. The basilar membrane, which 
conducts acoustic vibrations to the inner hair cells that in turn excite neurons in the auditory nerve, has a 
spatially variant rigidity. This causes the basilar to act as set of band pass filters, with a frequency response 
dependent on the location on the basilar membrane (Gold and Morgan, 2000). This results in the appearance of 
tuning curves in the auditory nerve fibers, which isolate bands of frequency information. 
In addition to the physiological and psychoacoustic reasons for sub-banding, practical issues in RPS analysis 
motivate this approach. Because of the nature of human speech, the dynamics of speech signals residing 
primarily in sub-bands with comparatively low energy can become hidden by dynamics in higher energy bands. 
Since statistical models of the RPS density are used for classification here, small perturbations in data points 
lying along a trajectory in the RPS are not captured. This is often seen in the form of low energy high frequency 
dynamics conveyed along a higher energy low frequency carrier wave. Sub-banding allows for modeling of lower 
energy dynamics with better resolution. 
An example of an RPS, a vowel, filtered into four sub-bands is depicted in Fig. 2, where it is observed that 
the lower frequency band RPSs have a smoother structure, and appear to be more structured than the higher 
frequency band RPSs. This is likely the product of not only that low frequency signals appear smoother, but also 
that, as a vowel, this phoneme carries less information in the higher frequencies. 
 
Fig. 2. An RPS of the phoneme ‘aa’ in four sub-bands. 
 
2.2. Sub-banding in traditional ASR systems 
Sub-banding has been studied for robust recognition of noisy speech (Bourlard and Dupont, 1996, Hermansky et 
al., 1996, McCourt et al., 1998, Tibrewala and Hermansky, 1997). Traditional systems, i.e. those using MFCCs as 
acoustic features, can benefit from this approach in situations where speech is corrupted by narrowband noise. 
As each cepstral coefficient contains information from the entire spectrum, noise in one region of the spectrum 
will corrupt every feature. If the cepstral coefficients are computed in multiple bands that are isolated from each 
other, only a portion of the coefficients is distorted. Suppression of the significance of these corrupted features 
on pattern recognition can result in recognizers that are more robust. 
Though sub-banding has been shown to increase the robustness of ASR systems in several types of noise (Hagen 
et al., 2001, Hermansky et al., 1996, McCourt et al., 1998), it generally has not proven to significantly improve 
spectral-based recognition systems on uncorrupted speech (McCourt et al., 1998, Tibrewala and Hermansky, 
1997). This is not surprising, considering that these traditional features are already based on analysis of narrow 
regions in the power spectrum. A major point of emphasis in this paper lies in the contrast of the proposed 
system with spectrum-based systems, with respect to classification accuracy enhancement in clean speech 
through sub-banding. 
2.3. Embedding filtered signals into RPS 
Given the theory behind RPSs, the question of preserved topology arises when filtered signals are embedded 
into RPSs. The justification for statistical modeling of RPSs originated in the theorems of Takens 
(1980) and Sauer et al. (1991), followed by the empirical success of this method for classification of heart 
arrhythmias (Roberts et al., 2001), motor faults (Povinelli et al., 2002), and speech phonemes (Johnson et al., in 
press, Povinelli et al., 2004). With the addition of the filter bank front-end proposed in this paper, though, a re-
examination of topology equivalence is warranted. 
Any linear transformation on a space preserves the topology of that space (Gibson et al., 1992). Previously, 
transforms such as principle component analysis (PCA) have been used to reduce the dimension of RPSs (Ye et 
al., 2003). A PCA projects an RPS into a lower dimension, where each new dimension is an orthogonal linear 
combination of the original dimensions. This operation has shown the ability to improve phoneme classification 
accuracy in some cases. 
Augmenting RPSs with trajectory information can also improve their discrimination capabilities. In (Lindgren et 
al., 2003), short-term delta coefficients were used to augment five-dimensional RPSs, creating 10-dimensional 
RPSs. This operation improved the classification accuracy significantly. 
As a smooth, invertible transform, finite-impulse response (FIR) filters do not destroy the topological 
equivalence between an RPS and the underlying dynamical system (Sauer et al., 1991). This property can be 
exploited for RPS analysis of signals that have noise components that must be removed. FIR filters could also be 
implemented for the front-end filter bank in the proposed system. However, to isolate the dynamics in each 
band, small transition bands are desirable, requiring unfortunately long impulse responses. 
Instead, we have chosen to use IIR filters, which require much lower orders to achieve sharp cutoffs. It has been 
shown that convolution of chaotic signals with infinite-impulse response (IIR) filters can change the dynamical 
invariants of the systems (Badii et al., 1988, Chennaoui et al., 1990, Isabelle et al., 1992). This is a cause for 
concern if the analysis method involves computing dynamical invariant features such as Lyapunov 
exponents or fractal dimensions. Unfortunately, this also means that the topological equivalence property has 
been lost. It is the authors’ belief, however, that this does not mean effective modeling and classification is 
impossible. On the contrary, it will be shown that these filtered RPSs still hold much information for 
discrimination of phonemes. 
3. Methodology 
3.1. System overview 
The proposed system for modeling and classification of phonemes is depicted in Fig. 3. The speech signal to be 
analyzed is first filtered with the front-end filter bank, creating a set of sub-banded signals. The signal is then 
embedded into an RPS, which is modeled using a Gaussian Mixture Models (GMM). Classification is performed 
on the RPSs using Bayesian classifiers. The likelihoods produced by these classifiers are fused to form an overall 
classification. Each of these modules is discussed in this section. 
 
Fig. 3. System diagram of the proposed phoneme classification system. 
 
3.2. Filter bank structure 
The number of filters utilized in the filter bank is the first variable that defines the performance of the proposed 
system. It has been suggested that the human auditory system has at least 10 sub-bands, and likely no more 
than 30 (Allen, 1994). While the proposed methodology is originally based on models of human hearing, it may 
not be best to completely mimic all facets of the human ear. Traditional ASR systems using sub-banding typically 
have two to seven bands (Hermansky et al., 1996, McCourt et al., 1998, Tibrewala and Hermansky, 1997). These 
systems are constrained by the resolution of the spectral analysis. With too many sub-bands, the features 
extracted from each band will contain minimal information. Thus, this range may be inappropriate for our 
analysis. However, because of the complexity of the RPS approach, we are limited to the number of experiments 
that can be carried out in a reasonable amount of time. We have chosen to study the effect of the size of the 
filter bank on the system performance, by varying the number of filters, using three different sizes: sets of two, 
four, and eight sub-bands. 
Another design parameter of this system concerns the central frequencies and bandwidths of the filters. The 
simplest method would be to simply divide the bandwidth equally. However, this does not seem appropriate, as 
it does not correspond to the human ear. The spectral resolution of the human ear varies logarithmically along 
the frequency axis, with better resolution at lower frequencies (Gold and Morgan, 2000). Therefore, it seems 
reasonable to space the filters logarithmically, according to some scale that resembles human audition. 
Potential choices include the Mel-scale and the Bark-scale, both of which are empirically determined using 
human subjects. Due to its popularity in the speech recognition community, the Mel-scale is utilized as the basis 
for spacing the filter channels. To simplify the analysis, the filter banks are designed with no overlapping filters. 
Though the filters in the human auditory model are approximately gammatone shaped (Gold and Morgan, 
2000), we used approximately brickwall-shaped filters to simplify our analysis. Chebychev type II filters are 
chosen for analysis because of their control over the stopband. As it is preferred that the dynamics in each band 
are isolated, and a frame of speech can contain frequency components with very different energies, up to 70 or 
80 dB, it is desirable to have control over the ripple in the stopband. Therefore, Chevychev type II filters, which 
are designed using the δ for the stopband, which specifies the maximum ripple, are used for implementation of 
the filter bank. 
To avoid phase distortion, the speech signals are filtered forward and backward. It is very difficult to design 
an IIR filter with a linear phase response. Because the RPS approach can model phase characteristics of signals, 
distortion of the signal’s phase may be detrimental to the proposed system. To combat this, a forward–
backward filtering technique is used. Any phase distortion introduced in the forward filtering operation is 
reversed in the backward filtering, eliminating this problem. 
3.3. RPS parameters 
Though there are theoretical requirements for the embedding dimension, these require knowledge of the 
underlying system dimension (Takens, 1980). Typically, this quantity is not known, necessitating alternative 
methods for selecting the best embedding dimension. Additionally, these theorems provide no conditions on 
the time lag. Though any lag provides for topological equivalence, lag affects the shape of the RPS, and so can 
affect the performance of the respective modeling and classification algorithm. 
Popular heuristics have been developed to find appropriate embedding dimension and time-lag (Abarbanel, 
1996). These techniques are not directly derived from the theory behind RPSs, but are based rather on common-
sense approaches for maximizing the information captured by the RPS. 
Two common heuristics for determining the time lag involve the autocorrelation and auto-mutual information 
functions of the signal. These functions determine the amount of redundant information in higher-dimensional 
representations in a signal as a function of lag. As it is slightly more common in the literature, the method of 
selecting the first minimum of the auto-mutual information is chosen for determining the best time-lag in this 
paper. Auto-mutual information is defined by 




where τ is the lag, and pij is the joint probability of the signal with values i and j. This method has led to the 
selection of six as the time lag. A more detailed analysis can be found in (Johnson et al., in press). 
Once the time lag is chosen, global false nearest neighbors is used for selecting the embedding dimension. As 
the dimension of the RPS is increased, points in the space that are close together are sometimes pulled farther 
apart. The close proximity of these points in the lower dimension may be due to projection rather than 
geometry. Once a sufficient dimension is reached, and the attractor is completely unfolded, all points that lie in 
the same neighborhood remain together as the dimension increases. This signals that adding more dimensions is 
unnecessary, and will not be beneficial. This process can be carried out algorithmically, using the global false 
nearest neighbors approach. A measure of distance between a point xn(d) in a phase space of dimension d and 
its nearest neighbor x𝑛𝑛𝑁𝑁𝑁𝑁(𝑑𝑑) is defined by 
(5) 𝐷𝐷𝑛𝑛(𝑑𝑑)2 = ‖𝒙𝒙𝑛𝑛(𝑑𝑑) − 𝒙𝒙𝑛𝑛𝑁𝑁𝑁𝑁(𝑑𝑑)‖2 = ∑  𝑑𝑑−1𝑖𝑖=0 [𝑥𝑥𝑛𝑛−𝑖𝑖𝜏𝜏(𝑑𝑑) − 𝑥𝑥𝑛𝑛−𝑖𝑖𝜏𝜏𝑁𝑁𝑁𝑁 (𝑑𝑑)]2. 
The difference between the distances of the two points in dimension d and d + 1 is then defined as 
(6) 𝐷𝐷𝑛𝑛(𝑑𝑑 + 1)2 − 𝐷𝐷𝑛𝑛(𝑑𝑑)2 = ∑  𝑑𝑑𝑖𝑖=0 [𝑥𝑥𝑛𝑛−𝑖𝑖𝜏𝜏(𝑑𝑑) − 𝑥𝑥𝑛𝑛−𝑖𝑖𝜏𝜏𝑁𝑁𝑁𝑁 (𝑑𝑑)]2 − ∑  𝑑𝑑−1𝑖𝑖=0 [𝑥𝑥𝑛𝑛−𝑖𝑖𝜏𝜏(𝑑𝑑) − 𝑥𝑥𝑛𝑛−𝑖𝑖𝜏𝜏𝑁𝑁𝑁𝑁 (𝑑𝑑)]2. 
This measure can be used to determine if a point and its nearest neighbor were proximal in 
dimension d because of projection rather than geometry by comparing this difference to a threshold. These 
points are then considered false neighbors in dimension d. If enough of the point-pairs move apart as the 
dimension in increased, it can be inferred that the attractor has not yet unfolded. Once the percentage of false 
nearest neighbors for a dimension drops below a threshold, that dimension is then considered a sufficient 
embedding dimension. Using this method, the embedding dimension is chosen to be five. Again, a more detailed 
analysis can be seen in (Johnson et al., in press). 
Though the RPS of dimension five with lag six is considered to contain all the dynamics of the underlying speech 
production system, direct statistical modeling may not capture all the relevant information. An augmentation is 
made to the RPS by adding five more dimensions, each a linear regression on the first five dimensions. These 
dimensions, computed in the same manner as delta coefficients in traditional cepstral analysis, carry 
information about the trajectory of the RPS attractor. This augmentation has been shown to significantly 
increase the classification accuracy of the RPS method (Lindgren, 2003). 
3.4. GMM modeling/classification 
A GMM is a weighted sum of Gaussians, where the sum of the weights is required to equal unity (Duda et al., 
2001). The equation for a GMM pdf is defined as 
(7) 𝑝𝑝
ˆ
(𝒙𝒙) = ∑  𝑀𝑀𝑘𝑘=1 𝑐𝑐𝑘𝑘
1






where x is the data vector, ck is the weight of the kth mixture, μ is the mean vector of the kth mixture, and Σk is 
the covariance matrix of the kth mixture. In our methodology, the covariance matrices are diagonal. Given 
enough mixtures, a GMM can approximate any continuous pdf. Here, GMMs are used to directly model the 
natural measure of the RPSs. A model for each phoneme class is learned over all the points in the composite 
class RPSs. 
Previous empirical study has shown that normalizing the phoneme RPSs prior to modeling can improve the 
classification accuracy (Ye et al., 2002). This operation is performed computing the standard deviation of the 
radius of the attractor by 
(8) 𝜎𝜎 = �1
𝑁𝑁
∑𝑁𝑁𝑖𝑖=1 |𝒙𝒙𝑖𝑖 − 𝝁𝝁|2, 
where μ is the centroid of the attractor, and then dividing each point in the RPS by σ. 
The expectation-maximization (EM) algorithm is used to learn the GMM parameters for each class. Each GMM is 
initialized with a single Gaussian, and a sequence of binary-split operations is performed to build the models up 
to 128 mixtures. The number of mixtures is determined empirically, and the analysis is discussed in (Lindgren et 
al., 2003). 
Bayesian classification is used for assigning log-likelihoods to each class for a given example phoneme. 





As the classification is determined by the ci that maximizes (9), the p(x) term is irrelevant. Also, the prior class 
likelihoods are treated as uniformly distributed, making this a Maximum Likelihood (ML) classifier. Each class 
log-likelihood is computed by summing the log-likelihoods for each point in the phoneme, given as 
(10) 𝑙𝑙
ˆ





𝑖𝑖(𝒙𝒙𝑛𝑛) values are computed from Eq. (7). For each individual sub-band, a classification can be 








where C is the number of phoneme classes. The proposed system fuses the class log-likelihoods computed in 




Data fusion can take many forms, and can be used for a wide range of applications (see, for example Kittler et 
al., 1998). Fusion of information produced by multiple sources, e.g. sensors, classifiers, etc., can be used to reach 
a decision in a situation where any degree of uncertainty about observations prevails. This methodology can be 
beneficial when multiple observations provide nonredundant information. A priori knowledge of the reliability 
of the observers and the correlations among them may or may not be available. 
Image processing and multi-sensor systems have seen extensive research in the application of data fusion 
methodology. Classifier fusion is common for the task of object identification, including facial recognition with 
implications to security (Kittler et al., 1998). Classifications based on different viewpoints, or with other forms of 
media such as speech, can be fused, often yielding better classification than any single classifier (Bourlard and 
Dupont, 1997, Misra et al., 2003). Fusion is found in multi-sensor systems such as toxic gas detection, where 
sensors react in different ways with chemicals that must be detected (Wei et al., 2002). 
Data fusion has also been studied in the context of speech recognition. Hermansky et al. (1996), for example, 
have examined fusion of sub-band features for recognition of noisy speech. We take a similar approach, though 
our experiments are based on sub-bands of clean speech. 
Examples of data fusion frameworks include combination of hypotheses based on Bayesian methods or 
Dempster–Schafer (Schafer, 1976) theory. Bayesian approaches use probabilistic analysis to determine the 
probability of a hypothesis conditioned on a set of observations. Independence assumptions are often made to 
simplify analysis when full joint-probability distributions are unknown. Dempster–Schafer theory measures the 
probability that an observation supports a hypothesis. Given a lack of evidence, it makes no commitment to the 
probability of a hypothesis, and can be interpreted as defining a range of probabilities as opposed to one 
probability. 

















To simplify the analysis, the class log-likelihoods produced by each sub-band are assumed independent. Given 












∑  𝑅𝑅𝑗𝑗=1 ln𝑝𝑝(𝒙𝒙𝑗𝑗|𝑐𝑐𝑖𝑖). 
3.5.1. Optimized weights 
Though the assumption of independence may be a good approximation, equal weights may not be truly optimal. 
Therefore, a second weighting strategy is implemented, in which the weights are learned using the Nelder–
Mead simplex (Nelder and Mead, 1965) method. This is implemented by minimizing the classification error over 






where wj is the weight of the jth sub-band. 
3.6. Energy 
Because energy is removed from the RPSs via radial normalization, fusing the sub-band RPS likelihoods with 
likelihoods based on energy features has the potential to improve the classification accuracy. Without the fusion 
methodology proposed here, the question of how to include information based on energy is a difficult one. The 
setup of our system, however, provides a convenient method with which to accomplish this. 
Energy is added to the proposed system using a feature vector composed of Mel-spaced filter channel log 
energies and full signal energy. The energy features are used to produce another set of class log-likelihoods, 
which are then fused along with the sub-band RPS log-likelihoods. 
In (Lindgren et al., 2004), the RPS features were combined with MFCCs, improving classification accuracy over 
the MFCC-only baseline. It should be reasonable, then, to combine the sub-banded RPS method with the MFCC 
features as well. This is done fusing the log-likelihoods generated by the MFCC classifier along with the sub-band 
RPS log-likelihoods. 
4. Experiments 
4.1. Data set 
The data set used for experimentation is the well-known speech database TIMIT (Garofolo et al., 1993). TIMIT is 
used because it has expertly-labeled phonetic boundaries on all utterances. This allows for extraction of the 
phonemes for use in isolated phoneme classification experiments. As is common in the literature, all SI and SX 
sentences are used, and the SA sentences are not used. Because some of the fusion experiments use parameters 
that are learned over data, the training set is randomly partitioned into a training set, which contains 90% of the 
training examples, and a development set containing the remaining 10%. The new training set contains 119,549 
examples, and the development set has 13,283. The entire TIMIT test set, which contains 48,072 examples, is 
used for testing. 
TIMIT has 64 distinct phoneme labels. For modeling, this set is reduced to 48 phonemes as defined in (Lee and 
Hon, 1989). Each test example is classified as one of these 48 phonemes, but errors among certain classes are 
not counted due to considerable linguistic similarities (Lee and Hon, 1989), yielding a final set of 39 phoneme 
classes on which accuracy is determined. 
4.2. Baselines 
A set of baseline experiments is run for comparison to the proposed system. These baselines use traditional 
spectral-based features, as well as full-band RPS-based features. Twelve MFCCs plus log energy form the feature 
vector for the first baseline. Additionally, an experiment using the 12 MFCCs and log energy, plus deltas and 
delta–deltas is run. Both feature sets are modeled with GMMs of 16 mixtures. The accuracies from these 
experiments are 52.33% for the set of 13 features, and 56.94% for the full set including delta coefficients. 
To examine the effects of sub-banding on classification accuracy of the RPS approach, a full-band RPS baseline 
accuracy is obtained. As mentioned previously, the dimension for this RPS is 10, with five base dimensions, and 
five delta dimensions. The lag is six, and 128 mixture GMMs are used. These parameters are the same for the 
sub-band RPS experiments. The resulting RPS full-band baseline is 38.81%. 
4.3. Setup of 2,4,8 sub-bands 
Three sets of sub-band experiments are presented in this paper. As stated in Section 3, we wish to study the 
effect of the number of sub-bands on the performance of the system. Accordingly, experiments using 2, 4, and 8 
sub-bands are performed. These are similar to traditional systems using sub-banding, but likely lower than the 
number of sub-bands in the human auditory system. 
4.4. Individual band results 
The phoneme accuracies for the individual sub-band RPSs in each sub-band set are shown in Table 1, Table 
2, Table 3. The accuracies for each band degrade as the bandwidth is decreased, but not at such a rate that 
would prohibit the use of sub-banding for classification of phonemes. 
Table 1. Individual sub-band classification accuracies for 2 band set 
<1800 Hz >1800 Hz 
34.57% 23.25% 
 
Table 2. Individual sub-band classification accuracies for 4 band set 
<640 Hz 640–1800 Hz 1800–3965 Hz >3965 Hz 
25.22% 24.47% 20.75% 14.77% 
 














17.76% 20.42% 16.93% 19.11% 15.64% 19.97% 15.08% 14.15% 
 
4.5. Fusion 
The log-likelihoods produced by the classifications of each sub-band are fused to give final classifications. As 
stated before, the first fusion scheme is an un-weighted sum of the class log-likelihoods. As shown in Section 3, 
if all classifiers are assumed independent, this is the optimal linear combination method. Weights optimized 
over a development set are used for the second fusion strategy. Table 4, Table 5 show the results for these 
experiments. In each table, the first row gives the accuracies for the sub-band RPS fusions. In the second row, 
the accuracies for the sub-band RPS plus energy feature fusions are shown. It can be seen that, for both 
weighting schemes, the four-band set gives the highest accuracy if energy is not used, but an increase over the 
four-band set is seen with eight bands, solely due to the energy features. Previous studies have shown that the 
dimension and mixture size used in these experiments are near the asymptotes of the classification accuracy 
curves, indicating that the improvement seen is likely primarily a result of the sub-banding technique, rather 
than an artifact of the increase in number of parameters (Johnson et al., in press; Lindgren et al., 2003). 
Table 4. Classification accuracies of equal-weight fusion of sub-band RPS 
# Sub-bands 2 4 8 
Accuracy w/o energy (%) 42.91 44.21 43.99 
Accuracy w/ energy (%) 50.14 51.96 54.84 
 
Table 5. Classification accuracies of optimized-weight fusion of sub-band RPS 
# Sub-bands 2 4 8 
Accuracy w/o energy (%) 43.05 44.51 44.28 
Accuracy w/ energy (%) 50.65 52.18 54.95 
 
4.6. Fusion with MFCC features 
In Table 6, classification accuracies produced by the fusion of sub-band RPS log-likelihoods and full, 39 
coefficient MFCC feature set log-likelihoods. For each number of sub-bands, the accuracy outperforms the 
MFCC-only baseline of 56.94%, with the greatest increase seen with four RPS sub-bands. 
Table 6. Classification accuracies of fusion of sub-band RPS & MFCC features 
# Sub-bands 2 4 8 
Equal weights (%) 58.85 59.19 58.99 
Optimized (%) 58.95 59.22 59.32 
 
5. Discussion/future work 
5.1. Examination of individual band results 
Given the results of convolution on RPSs discussed in Section 2.2, it is important to observe that sub-banded 
RPSs do provide discriminatory information about phonemes. It is not surprising that the classification 
accuracy of each band decreases as the bandwidth decreases. Not only does the amount of linear information 
become less at smaller bandwidths, but the amount of nonlinear information, which is spread across 
frequencies, also degrades. This important trade-off must be considered with regard to the design parameters 
of the system. 
It can be seen from Table 1, Table 2, Table 3 that the lower frequency sub-bands generally outperform the 
higher frequency bands. This could be because there is simply less information in the higher bands, but this 
would contradict Fletcher’s experimental results on human speech recognition. It could also be due to the 
nature of the RPS methodology. RPSs are based on theory pertaining to deterministic systems, which often have 
smooth attractors. Signals that have been high-pass filtered, however, tend to have RPSs that have a much less 
smooth structure. 
5.2. Discussion of fusion results 
Clearly, sub-banding and likelihood fusion can improve the classification ability of RPSs. Because the dimension 
and number of Gaussian mixtures chosen give near-maximum classification accuracy for the full band RPS 
approach, this improvement can be attributed to the new sub-banding technique, rather than the increase in 
model size (Johnson et al., in press, Lindgren et al., 2003). A greater than 4% absolute increase is seen when two 
sub-bands are used. Further gains are made with four sub-bands. It appears that, at least for the configuration 
presented here, eight sub-bands may be near the upper limit for classification. However, the accuracy of the 
eight-band RPS plus energy experiment exceeds that of the four-band RPS, this is due entirely to the energy 
features. It seems likely that, as the number of bands continues to increase over eight, the amount of nonlinear 
information captured by each band will be minimal, and the fusion will suffer. 
The most appropriate number of bands for the sub-band RPS approach appears to be below the suggested 
number of bands in the human ear. This could be due to several factors. The filter bank used here is 
implemented with nonoverlapping approximate brick wall filters, in contrast to the overlapping gammatone 
shaped filters of the human auditory system. In addition, it is unknown exactly how the partial phoneme 
recognition and fusion mechanisms work in human hearing. They are likely quite different from the 
methodology presented here. 
With energy added, the sub-band RPS method classification accuracy outperforms the 13 coefficient MFCC plus 
energy feature set. Unfortunately, there is no easy way to incorporate the long-term trajectory features that are 
part of the 39 coefficient MFCC feature set into the proposed system given the current modeling approach. 
Along with the time complexity, this is an issue that must be dealt with for this approach to be feasible for 
continuous speech recognition. 
5.3. Further possibility for improvement 
Because the RPS parameters are chosen heuristically, further investigation into the appropriate lag and 
dimension may yield additional improvements in accuracy. A discussion of this can be found in (Johnson et al., in 
press). Analysis of phoneme classification accuracy as a function of RPS dimension and lag has shown that, given 
a sufficiently high embedding dimension, a lag of one consistently provides for better classification than other 
lags. Incorporation of this knowledge could possibly result in further improvements to the sub-band RPS system. 
As the MFCC experiments are based on feature vectors extracted from the signals, clustering of these features is 
possible. Pronunciation patterns can vary because of speaker variation, different dialects, etc. Because of this, 
speech features may not cluster in a single region of the feature space, but many regions. Consequently, the use 
of GMMs for modeling of speech features improves the performance of recognition systems significantly over 
the use of single Gaussians. 
Because of the nature of our RPS modeling scheme, we are unable to implement a similar clustering mechanism. 
Though GMMs are implemented for modeling, they represent the distribution of a collection of RPS points, 
which in themselves do not provide much discrimination power. Only by computing likelihoods over a set of 
points is discrimination feasible. This methodology does not allow for clustering, as there is no mechanism by 
which to identify if two proximal RPS points should be placed together or in separate speech pattern clusters. 
One possible solution is to compute features over the RPS of a frame of speech, allowing for analysis similar to 
MFCC-based methods. 
Though all experiments presented in this paper are based on clean speech, the proposed methodology has the 
potential to be beneficial for recognition of speech corrupted by narrowband noise. Sub-banding has already 
been shown to improve the robustness of traditional ASR systems in certain types of noise, and one would 
expect to see the same benefits for the sub-band RPS approach. 
6. Conclusion 
This paper has shown the advantage of sub-banding speech signals for analysis with reconstructed phase spaces. 
A full phoneme classification system using this sub-banding method is introduced, and experiments studying the 
effects of filter bank size and fusion methods have been presented. The RPS modeling approach has important 
theoretical advantages over spectral-based approaches in that nonlinear or higher-order statistical 
characteristics present in speech signals can be captured. The filter bank front-end clearly improves the 
classification ability over the standard full-band RPS approach. 
The sub-band RPS approach is competitive with the standard Mel-frequency cepstral coefficient features for 
classification of isolated phonemes. Though the approach adopted in this paper still produces classification 
accuracies below that of the full MFCC feature set with log energy and regression coefficients, it does 
outperform the MFCC feature set using log energy but no deltas. Combination of the sub-band RPS features and 
MFCCs shows a 2.38% absolute improvement over the MFCC-only features with fusion of log-likelihoods using 
optimized weights. 
The results presented show that further research into sub-banded RPSs in alternative front-
end parameterization methodologies for speech recognition is warranted. This approach has the potential to 
benefit real ASR systems, including those that must perform recognition on noisy speech. Computational 
complexity issues that prevent the current modeling approach from being adopted for continuous speech 
recognition must be addressed, and efficient computation of features from framed RPSs is the emphasis of 
current and future research. 
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