Measurement of the angular power spectrum of the cosmic microwave background requires a spherical harmonic analysis of the observed temperature anisotropies. Even if all-sky maps are obtained, the region around the Galactic plane must be removed due to its strong microwave emissions, and the spherical harmonics are no longer orthonormal on the cut sky. An orthonormal basis set can be constructed from a linear combination of the spherical harmonics, but previous implementations of this technique were limited to maximum Legendre multipoles of l max < ∼ 100 due to numerical singularity of the covariance matrix and computational limitations -the general problem requires O(l 
INTRODUCTION
Since the first measurements of the temperature anisotropy of the cosmic microwave background (CMB) by the Cosmic Background Explorer (COBE) satellite (Smoot et al. 1992 ), a number of sophisticated experiments have been undertaken to measure the fluctuations at higher resolutions and sensitivities (e.g. Scott et al. 1996; Tanaka et al. 1996; Netterfield et al. 1997; de Oliveira-Costa et al. 1998; Coble et al. 1999; de Bernardis et al. 2000 , Wilson et al. 2000 . The primary result of these experiments has been the measurement of the angular power spectrum of the CMB to Legendre multipoles of up to l ≃ 500, which places strong constraints on a number of cosmological parameters (Lineweaver 1998; Efstathiou et al. 1999; de Bernardis et al. 2000 and references therein). In the future the Microwave Anisotropy Probe (MAP; e.g. Jarosik et al. 1998) and the Planck satellite (e.g. Bersanelli et al. 1996) will produce maps of the microwave sky with resolutions of between 5 and 30 arcmin at a number of frequencies. Such extraordinary data-sets, containing millions of independent pixels, will clearly require novel analysis techniques (e.g. Oh, Spergel & Hinshaw 1999) .
One of the many difficulties is the treatment of the non-cosmological contribution to the observed microwave sky: dust, synchrotron and free-free emission from the Galaxy (e.g. Haslam et al. 1982; Schlegel, Finkbinder & Davies 1998) ; radio galaxies and other extra-Galactic 'point' sources (e.g. Toffolatti et al. 1998) ; and the Sunyaev-Zel'dovich (1970) effect caused by galaxy clusters (e.g. Birkinshaw 1999) . (See Hu, Sugiyama & Silk 1997 or Barreiro 2000 for more complete reviews.) If multi-frequency data is available, the various components can be separated by utilising their different spectral properties (e.g. Bennett et al. 1992; Tegmark & Efstathiou 1996; Hobson et al. 1998; Jones, Hobson & Lasenby 1999; Baccigalupi et al. 2000) . However these techniques have not succeeded in completely extracting the Galactic plane emission thus far (Bennett et al. 1992) , leaving the removal of this region of the sky as the only option. The Galaxy contributes relatively little at high latitudes (e.g. Haslam et al. 1982; Schlegel et al. 1998) , so this is an acceptable, if not optimal, solution. For instance, removed all pixels within 20 deg of the Galactic plane to estimate the power spectrum of the two-year COBE Differential Microwave Radiometer sky maps, and similar cuts have been proposed by both the MAP and Planck collaborations. An essentially equivalent problem is posed by incomplete sky coverage of the survey, although there is no choice about the geometry of the cut in this case.
Aside from the significant data-loss associated with a sky cut, a number of aspects of the data analysis become more difficult on an incomplete sphere, one of the most obvious being that the spherical harmonics are no longer an orthonormal basis set. Whilst data analysis can be performed using the non-orthonormal basis, the covariance structure of the resultant multipoles is far from ideal, making power spectrum estimation considerably more difficult † . An orthonormal set of functions on the cut sphere can be constructed from a linear combination of the spherical harmonics, and developed an efficient implementation of this principle for the analysis of the full COBE data . However the methodas presented -is only practical for lmax < ∼ 200 (as shown in Section 2), whereas the MAP experiment will measure structure on scales corresponding to l ≃ 1500 and Planck's High Frequency Instrument will have an effective lmax of ∼ 2500.
Orthogonalisation up to such high order remains an unsolved problem in general (Section 2), but is achieved with relative ease in the special case of a constant latitude cut, due to both the simplicity of the covariance matrix (Section 3) and the possibility of recursive integration of the spherical harmonics (Section 4). The limitations of these results, as well as future possibilities, are discussed in Section 5. The chosen conventions for the spherical harmonics are defined in Appendix A.
GENERAL CUTS
The starting point for this analysis is the set of real spherical harmonics, Y l,m (θ, φ) (as defined in Appendix A), which form an orthogonal and normalised set of basis functions on the sphere. In general l ≥ 0 (and |m| ≤ l), but the basis set is truncated at some (arbitrary) lmax in all cases of practical interest. Whilst the two indices have quite distinct interpretations, it is useful to combine them into a single index, i(l, m) that runs from 1 to imax = (lmax + 1)
2 . The most natural definition of i is to group all the coefficients of fixed l, and keep the sequential order in m, which is achieved by defining i(l, m) = l 2 + l + m + 1 (e.g.
Górski 1994
). The two 'inverses' of this relationship are l = int [(i − 1) 1/2 ] and m = i − (l 2 + l + 1). The obvious alternative (and that which is used in Section 3) is to group coefficients of a given m together, which is achieved by defining
The 'inverses' in this case are given by
and
The orthogonality of the basis functions can be assessed from their covariance matrix, C, which is defined on the incomplete sphere as
where Y = Yi(θ, φ). In particular, | det(C) − 1| is an indicator of whether the functions are orthonormal -in the limiting case of no cut, orthonormality is retained, C i,i ′ = δ i,i ′ and det(C) = 1. Note that the integration over the (cut) sphere in equation (4) is often expressed as a sum over pixels (e.g. Wandelt et al. 2000) . This is more appropriate when applying a cut to a pixelised map, but can result in serious errors unless the implicit integration of the harmonics over the pixels is explicitly treated. The approach adopted here is to consider the orthogonalisation of a continuous field, as would be required by a completely harmonic approach to the data analysis (Challinor et al. 2000) . The spherical harmonic basis can be made orthonormal on the cut sky by means of Gram-Schmidt orthogonalisation (e.g. Sansone 1959; Arfken 1985) , but this technique is numerically unstable. As the covariance matrix is symmetric, non-singular and positive definite, an efficient and stable alternative is to use a Cholesky decomposition (e.g. Press et al. 1992 ). Writing C = LL T , where L is lower diagonal, the basis set defined by Y ′ = L −1 Y is orthonormal on the cut sky . However, the Cholesky decomposition of C is not always possible in practice, as some of the spherical harmonics are localised near the equator, and the application of a Galactic cut can render C numerically singular. For example |Y l,l (θ, φ)| ∝ θ l for small θ, and so C i(l,l),i(l,l) can be vanishingly small, as shown in Fig. 1 
(a).
A solution to this problem is to orthogonalise C via a singular-value decomposition (e.g. Press et al. 1992) , which can be performed on any matrix, and facilitates an objective means of removing poorly-supported basis functions. Due to its symmetry, the covariance matrix can be written as
where U is orthogonal (and hence square), W is diagonal, and bothŨ andW are defined below. This factorisation is not strictly unique, as the columns of U (and hence the rows of U T ) and the corresponding elements of W can be permuted at will; a common choice of ordering is to demand that Wi,i ≥ Wi+1,i+1. If C is (nearly) singular, then the smallest elements of W will be (close to) zero, and the corresponding columns of U do not contribute to the analysis. ThusW is defined to be a (smaller) diagonal matrix containing all Wi,i ≥ Wmin (acceptable values of which are discussed below) andŨ is obtained by removing the associated columns from U. The orthonormal basis set is then given by
where, for a non-singular diagonal matrix M, M −1/2 is defined by taking the inverse square root of all the diagonal elements.
The resultant basis set is orthonormal on the cut sky as
where equations (4) and (6) have been used andŨ TŨ = I as the columns ofŨ are orthonormal. The set of functionsŨ T Y would be orthogonal on the cut sky, but not orthonormal. The normalisation of these functions would be given byW, which illustrates why the new basis functions associated with small Wi,i contribute little to the analysis.
The simple relationship between Y and Y ′ flows through to the harmonic coefficients of a scalar function, f (θ, φ), analysed in the two bases. They are defined by
which, from equations (5) and (6) implies that (c.f. Górski 1994)
In most cases there is no unique inverse of equation (9) as nothing can be inferred about the ai corresponding to harmonics that are poorly supported on the retained portion of the sky. It is only ifŨ = U that equation (9) can be inverted to give a = W −1/2 Ua ′ ; this distinction comes about because UU T = I, butŨŨ T = I.
The degree to which U andŨ differ is determined by the somewhat arbitrary choice of Wmin. Fig. 1 (b) for Wmin = 10 −6 . In the limit of lmax → ∞ the fractional size of the new basis approaches the fractional area of the sphere retained. This would also be true of the relative size of the pixel basis in the analogous real-space analysis; for very small pixels, the number of independent points in both the harmonic and real-space bases should be the same.
In principle the method presented above is a complete solution to the problem of defining orthonormal bases on an incomplete sphere, but the covariance matrix would take up ∼ (lmax/125) 4 GB of random access memory (RAM), which limits lmax to < ∼ 200 on most current computers. Furthermore, singular-value (and Cholesky) decomposition of an n × n matrix requires O(n 3 ) operations, and so the orthogonalisation scales as O(l 6 max ). Similar problems are encountered in merely evaluating C as numerical integration of equation (4) is required; the prospect of calculating > ∼ 10 10 two-dimensional integrals is daunting, to say the least. The problem is a lot simpler, however, in the case of a constant latitude cut, as shown in Section 3.
CONSTANT LATITUDE CUTS
The simplest choice of sky cut is to remove all data for which θ1 ≤ θ ≤ θ2. This could be the symmetric removal of the Galactic plane (i.e. θ1 = π/2 − bcut and θ2 = π/2 + bcut, where bcut is the latitude of the cut) or the absence of data round one pole (i.e. θ1 = 0 and θ2 = θcut). The formalism derived below can also be trivially extended to include multiple cuts, as would be required for a CMB experiment which did not observe either ecliptic pole. As noted by Oh et al. (1999) and Wandelt et al. (2000) , C is particularly simple for constant latitude cuts (Section 3.1), and, as shown in Section 4, its non-zero elements can be evaluated quickly using an exact recursion. These two facts combine to make cut-sky orthogonalisation to high l a tractable problem (Section 3.2).
The covariance matrix
Explicitly including the constant latitude cut, equation (4) can be rewritten as
where sm(φ) is defined in equation (A2), and the λ l,|m| (x) are normalised associated Legendre functions, given in equation (A3). The first integral in equation (10) becomes 2πδ m,m ′ , due to the orthogonality of sin(mφ) and cos(m ′ φ) in the domain 0 ≤ φ < 2π, and hence
The remaining integral can be evaluated exactly by using the recursion described in Section 4.
The most important aspect of equation (11) is that the covariance matrix C is extremely sparse (only one element in ∼ lmax is non-zero) and, if stored using the indexing scheme defined in equation (1) (i.e. grouped into sub-matrices of fixed m) is block diagonal. C can thus be stored in the form of 2lmax + 1 sub-matrices, Cm, each with (lmax + 1 − |m|) 2 elements.
Whilst it is convenient to have all the blocks stored in RAM simultaneously, there is no need to do this, as the decomposition described in Section 2 can be separated in the same way as C. Thus the total storage required is reduced from ∼ l 4 max to ∼ l 2 max . Equivalently, if the storage limit in the general scheme was lmax on a given machine, it would become ∼ l 2 max in the case of this simple cut, or about ∼ 10 4 , assuming a prior limit of lmax ≃ 100. It is also clear from equation (11) that only the m ≥ 0 terms need be calculated explicitly and that l and l ′ are interchangeable, reducing the computational cost by a factor of four. Further, in the case of a symmetric cut (i.e. θ2 = π − θ1), the parity of λ l,m (x) is such that all terms for which l + l ′ is odd vanish, resulting in an additional halving of the computational and storage requirements.
Orthogonalisation
The covariance matrix can be orthogonalised by performing a singular-value decomposition of each sub-matrix Cm separately.
(The book-keeping involved in removing the poorly-supported functions from Y ′ is made more complex by the block-diagonal structure, but the scheme described in Section 2 is still applicable.) The orthogonalisation is thus reduced from O(l 6 max ) to O(l 4 max ) operations. The algorithms described here were implemented on a Silicon Graphics Origin 200 and orthogonalisation, including the evaluation of the covariance matrix, at the highest Planck resolution of lmax ≃ 2500 required about a day on a single processor. (The majority of the time was spent performing the decompositions, a step which is unlikely to be accelerated as highly-optimised black-box routines are freely available.) For a given choice of θ1 and θ2, the decomposition of C need only be performed once, so orthogonalisation of the spherical harmonics on an incomplete sky should comprise only a small fraction of the analysis required for the forthcoming MAP and Planck missions.
INTEGRATION OF PRODUCTS OF ASSOCIATED LEGENDRE FUNCTIONS
In Section 3.1 integrals of the form
or, equivalently,
arose; here P l,m (x) and λ l,m (x) are defined in equations (A4) and (A3), respectively, and 0 ≤ m ≤ min(l, l ′ ) is assumed. The integrals can be calculated numerically (as was done for testing purposes), but a more accurate and efficient evaluation is possible. Analytic expressions can be derived for several special cases (Section 4.1); these can then be combined with several new recursion formulae (Section 4.2) to find all the required integrals, although some numerical difficulties must be overcome first (Section 4.3).
Analytic formulae
For the special case of l = m (or l ′ = m), the integrals defined in equations (12) and (13) can be evaluated analytically. With n!! = 1 × 3 × · · · × (n − 2) × n for odd n, equations (A4) and (A5) give
and hence
Integrating this by parts 2m + 1 times gives 
Whilst these closed forms are accurate and only require the Legendre functions evaluated at the two end points, they require O(m) operations per integral and so are used sparingly in the evaluation scheme shown in Fig. 2 -only I 
direct integration gives
Appropriately normalised this becomes
Due to the even parity of these expressions they vanish if x2 = −x1 (as is the case for a symmetric cut) and all elements of the covariance matrix for which l + l ′ is odd also vanish.
Recursion relations
The closed forms given above allow a small number of the I l,l ′ ,m to be evaluated analytically, but recursion relations, starting with special formulae for Im,m,m and Im+1,m+1,m, are required to evaluate the rest of the covariance matrix. Integrating equation (12) by parts and using equation (14) implies that
All the terms can be written as (associated) Legendre functions using equation (14), which, after collecting expressions of the same order, gives
where P0,0(x) = 1 gives the m = 0 case directly. The normalised equivalent of equation (22) is
Im+1,m+1,m can now be calculated by combining equations (14) and (18) to obtain
Inserting this expression into equation (12) and collecting terms of the same order [using equation (22)] yields
and its normalised counterpart
Having obtained Im,m,m, Im+1,m+1,m, and already knowing Im+1,m,m [from equation (20)], the other I l,l ′ ,m values can be obtained by gradually stepping through the matrix. A three-point recursion relation can be constructed from the standard relations (e.g. Gradshteyn & Ryzhik 1980 
Multiplying equation (27) by P l ′ −1,m (x), integrating from x1 to x2 (integrating the left-hand side by parts) gives
The remaining integral can be done by taking l → l ′ − 1 in equation (28) and multiplying it by P l,m (x); the same integration then yields
Combining equations (29) and (30) then gives the three-term recursion relation
which, when normalised using equation (A3), becomes
This is illustrated in Fig. 2 (a) , but equations (31) and (32) cannot give the entire covariance matrix [and cannot be used if l = l ′ due to the 1/(l ′ − l) factor].
The second required recursion can be obtained by interchanging l and l ′ in equation (31) (simply a relabelling) and using the fact that J l,l ′ ,m = J l ′ ,l,m to swap the subscripts back to their original order. Taking l → l + 1 and l ′ → l ′ − 1 then gives
Equations (31) and (33) have two common elements, one of which (J l+1,l ′ −1,m , in this case) can be eliminated. After some algebra, the second main recursion relation, shown in Fig. 2 (b) , is reached:
with its normalised counterpart
Finally, it is convenient (and, as will be seen in Section 4.3, necessary) to obtain a single, linear recursion that relates I l,l ′ ,m to I l,l ′ −2,m and I l,l ′ −4,m . Applying equation (32) twice and equation (35) once leads to
where swapping l and l ′ allows this relation to be used along rows or columns as desired.
Stable implementation
In combination with equations (32) and (35), equation (36) would be sufficient to evaluate the entire covariance (sub-)matrix by starting at the l = l ′ = m corner and working 'outwards'. Unfortunately, these recursion relations admit an unwanted, exponentially-growing solution, and a naive implementation is useless in practice. All is not lost, however, as alternate application of equation (32) and equation (35) is stable close to the diagonal (i.e. l ≃ l ′ ), and the remaining off-diagonal elements can be calculated by casting the problem in the form of a tridiagonal system. The recursion scheme for evaluating the non-zero elements of the covariance matrix, as described in Section 4. In (a) and (b) the two major recursion formulae [given in equations (31) and (32) and equations (34) and (35), respectively] are summarised, and in (c) a plausible scheme for evaluating all I l,l ′ ,m or J l,l ′ ,m for a given m is shown. The six main steps are 1: evaluation of the four corner elements from equations (20), (23) and (26); 2: recursion along the diagonal using equations (32) and (35); 3: analytic calculation of the last four elements on the top row; 4: one-step recursions to find the last three elements of the second row; 5: solving the two-point boundary problem (See Section 4.3.) along both the first and second rows; and 6: solving analogous matrix equations to get the columns. Each sub-matrix is symmetric, so the lower half is given by a reflection.
Equation (36) is an inhomogeneous, second-order difference equation (DE) , and has the form
where yi is the desired function, ai, bi and ci are the coefficients that would define the homogeneous DE, and fi is the driving term. If fi = 0 for all i then the presence of an unwanted growing exponential could be handled by reversing the direction of the recursion, and normalising the resulting solution at what would have been the starting point of the forwards recursion (Miller's method; e.g. Press et al. 1992) . However the presence of the driving term prevents this method from being used as solutions to the inhomogeneous DE cannot be arbitrarily scaled. Miller's method can be modified to handle inhomogeneous DEs -the desired answer can be expressed as the weighted sum of two, independent, back-propagated solutions, (with the additional constraint that the weights add to unity, to avoid scaling the inhomogeneous component). Unfortunately the inhomogeneous solution of equation (36) is exponentially large at the normalisation points, and the weights could not be determined with sufficient accuracy to obtain the desired sequence. The method finally adopted is based on the algorithm presented in Acton (1990) to solve ordinary differential equations with two-point boundary conditions. If y0 and yN i +1 are known, the bracketed values of y satisfy Ni simultaneous equations, which form a tridiagonal system. The solution of such a sparse linear system can be achieved in O(Ni) operations (e.g. Press et al. 1992) , and the presence of constraints at both ends prevents any exponentially-growing solutions from dominating. As shown in Fig. 2 (c) repeated application of this technique can be used to obtain all the elements of a given sub-matrix, first solving the top two rows, and then the columns. The diagonal and sub-diagonal elements are already known, and the high-l ′ end-points for the l = m row is given analytically by equation (17); the points at the end of the l = m + 1 row must be obtained from a single application of equation (32) or equation (35). For each row or column the whole process must be performed twice: once for the points with l − l ′ even and again for those with l − l ′ odd.
The scheme described here is quite cumbersome, but it results in a significant increase in computational speed, relative to naive numerical integration. The covariance matrix has O(l 3 max ) elements, but the total operations count is also only O(l 3 max ); the numerical approach would require at least O(l 4 max ) operations. With the use of precomputed look-up tables of integer square roots, factorials, and the required Legendre functions (evaluated at x1 and x2 using a modified version of the standard algorithm described by Press et al. 1992) , evaluation of the covariance matrix for lmax = 2500 took less than an hour on a single processor of a Silicon Graphics Origin 200.
DISCUSSION
An efficient and accurate method of creating an orthonormal set of scalar basis functions on an incomplete sphere has been presented; in the special case of constant latitude cuts it can be used for spherical harmonics up to lmax of several thousands. The intended use of this technique is the analysis of the all-sky CMB temperature maps that will be the primary data products of the MAP and Planck experiments, and the algorithm presented can be used for these tasks as is. However the use of spherical harmonics in astronomy is not limited to the CMB -as more surveys cover sizable portions of the sky, they become the natural basis for any sort of spectral treatment of the data. The removal of the Galactic plane is important at most wavelengths, and so the orthogonalisation presented here should have a number of astronomical applications.
However, there are several limitations to this analysis. Firstly, it would be desirable to be able to apply arbitrary cuts, in order to maximise the amount of useful data. Implementation of the completely general case is difficult mainly as all the elements of the covariance are non-zero, limiting the analysis to an lmax of several hundred due to storage requirements. However there are possibilities of obtaining an approximately orthonormal basis set by ignoring elements of the covariance matrix below a certain threshold, thus producing a reasonably sparse array. This principle can be combined with well-chosen cuts, designed to allow the threshold to be applied with the least effect. An example of this idea is a symmetric rectangular cut in θ and φ around the Galactic centre. With a reasonable choice of azimuthal limits, only ∼ 1 per cent of the covariance matrix contains significant information.
Another requirement is orthogonalisation of tensor basis functions on the incomplete sphere, as both the MAP and Planck satellites will measure polarisation. Orthogonalisation of tensor harmonics is also a tractable problem in the case of a constant latitude cut, and will be dealt with in a future paper.
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