The purpose of this note is to give a simple algebraic proof of the following special case of Fujita's Freeness Conjecture: Theorem 1. Let Although it is not hard to give a geometric argument of the special case above using the Kodaira Vanishing Theorem, the goal here is to give a simple, quite di erent proof that is purely algebraic. This argument o ers a nice illustration of how tight closure can be used to prove geometric theorems in arbitrary characteristic without the use of the usual tools of desingularization or vanishing theorems. In particular, the proof here is valid over elds of any characteristic.
The purpose of this note is to give a simple algebraic proof of the following special case of Fujita's Freeness Conjecture: Theorem 1. Let X be a smooth projective algebraic variety of dimension d over a eld (of any characteristic), and let L be a very ample line bundle of X. Then K X + dL is globally generated unless X = P d and L is the hyperplane bundle.
Fujita's Freeness Conjecture predicts the same conclusion under the much weaker hypothesis that L is only ample. While open in general, for varieties de ned over a eld of characteristic zero, it is known in dimension four or less R], EL], Ka] . See also AS] for important progress on the conjecture, and Ko] for a good survey about it.
Although it is not hard to give a geometric argument of the special case above using the Kodaira Vanishing Theorem, the goal here is to give a simple, quite di erent proof that is purely algebraic. This argument o ers a nice illustration of how tight closure can be used to prove geometric theorems in arbitrary characteristic without the use of the usual tools of desingularization or vanishing theorems. In particular, the proof here is valid over elds of any characteristic.
Our proof actually proves a stronger statement than Theorem 1 above. The variety X need not be smooth; F-rationality is su cient (the de nition is recalled in the next section). Also, the line bundle L need not be very ample; it is su cient if L is globally generated and the dimension the complete linear system jLj is greater than d. Equivalently, it is su cient that the complete linear system jLj de nes a generically nite map to a proper subvariety of a projective space of dimension dim jLj.
In S1], a di erent version of Fujita's Conjecture was considered. There it was shown that K X + (d + 1)L is globally generated (instead of K X + dL) where X is a smooth projective variety of any characteristic of dimension d and L is a globally generated ample line bundle. The proof of Theorem 1 begins by using the same equivalent form of Fujita's Conjecture in terms of local cohomology as in S1], but more subtle facts about tight closure are needed to reach the sharper conclusion above.
Theorem 1 has a nice application to a seemingly unrelated result. As observed by Ein in Ei], Theorem 1 implies the niteness of the Gauss map from X to the appropriate Grassmannian de ned by sending a point in X to its tangent plane. A di erent way of deducing that the dimension of the Gauss image is d is considered in SSU], which also uses tight closure in a similar way as in this paper.
Thanks to Rob Lazarsfeld for helpful discussions, in particular for pointing me towards Ei].
The Proof of Theorem 1
First some notation and review of facts. Let X be a normal projective algebraic variety of dimension d over a eld (of any characteristic), and let L be an ample line bundle on X. Then the section ring 1 n=0 H 0 (X; nL) of the pair (X; L) will be denoted S and its unique homogeneous maximal ideal will be denoted m. Recall that S is a normal graded ring of dimension d+1 over a eld k such that Proj S = X.
The proof uses the following way of interpreting global generation of adjoint linear series in terms of local cohomology.
Proposition A. S1, 1.1] With notation as above, the following are equivalent.
(1) The re exive sheaf O X (K X + nL) is globally generated;
(2) There exists an integer N such that every element of the local cohomology module H d+1 m (S) of degree less than N has a non-zero multiple of degree ?n.
Here, O X (K X ) denotes the unique re exive sheaf that agrees with the invertible sheaf of algebraic d-forms on the smooth locus of X and O X (K X +nL) is its tensor product with the n th power of L.
The proof of Theorem 1 will be valid, not only for smooth projective X, but for any projective F-rational variety X. We recall the de nition:
De nition. A local ring of prime characteristic is F-rational if every ideal generated by a system of parameters is tightly closed. A scheme of prime characteristic is F-rational if all its local rings are.
For algebras essentially of nite type over a eld of characteristic zero, one can de ne a concept of "F-rational type" based on reduction to characteristic p. The point is that the k-algebra R may be written as a tensor product k A R A where A is a nitely generated Z-algebra contained in k and R A is a nitely generated A-algebra; then we say that R has F-rational type if on a dense set of Spec A, the closed bers of the map Spec R A ? ! Spec A (which are algebras over nite elds of di erent characteristics) are F-rational. See S2] for the detailed de nition. F-rational type, it turns out, is equivalent to rational singularities S2, H] . The important fact about F-rational local rings we will use here is the following: Proposition B S2]. If a local ring (R; m) of prime characteristic and dimension d + 1 is F-rational on its punctured spectrum, then the tight closure of the zero module in the local cohomology module H d+1 m (R) has nite length.
The proof will also require the following result about tight closure of homogeneous ideals. This is an improvement of a Theorem in S3]; its proof will appear after the proof of the main theorem.
Theorem C. Let R be a normal N-graded ring over a perfect eld of prime characteristic p, and let I 1 and I 2 be ideals of R generated by homogeneous elements of degrees strictly less than and greater than or equal to respectively. Let z be an element of R homogeneous of degree . Then if z 2 (I 1 + I 2 ) , then z 2 I 1 + I 2 .
We now prove Theorem 1. First, a standard argument reduces the problem to the case where the ground eld has prime characteristic p (the details are worked out in S1]). Thus the section ring S may be assumed to be a graded ring of prime characteristic.
Because X is smooth, it is F-rational and thus S is F-rational on its punctured spectrum Spec S ? m. By Proposition B, this means that the tight closure of the zero module in the local cohomology module H d+1 m (S) has nite length. Thus there exists an integer N such that the tight closure of zero is contained in the submodule of H d+1 m (S) generated by elements of degree N and higher.
To prove the theorem, we use the equivalent formulation A above. The colon capturing property of tight closure allows us to manipulate parameters as if they are a regular sequence, up to tight closure; that is, we may formally compute the colon ideal as if the x i are the variables in a polynomial ring, and the actual colon ideal will be in the tight closure of this formal colon ideal (see HH, section 7] We are assuming that is a non-zero element of degree ?n. Thus at least one of the coe cients I is non-zero. Note that we can also assume that all i j are strictly less than t, for otherwise, the fraction is zero, whence s 2 (x 0 ; x 1 ; : : :; x d ) . But since s has degree one, Theorem C above forces s 2 (x 0 ; : : :; x d ).
Now because s is an arbitrary element of degree one, we can obtain a contradiction by choosing s to be not in the linear system spanned by the x 0 . This is always possible if the dimension H 0 (X; L) exceeds d + 2. In particular, if L is very ample, then it is possible (except when X = P d and L = O(1)), for otherwise the embedding of X given by the complete linear system jLj would necessarily be an isomorphism X ? ! P d . This completes the proof.
We now prove Theorem C. This Theorem was proven in a slightly di erent form (but not strong enough for our needs here) in S3]. We draw heavily from the ideas in that paper, but repeat some arguments for the sake of readability.
Assume that z 2 (I 1 +I 2 ) but z = 2 I 1 +I 2 , and that this example of the failure of our conclusion is choosen so that I 2 has the minimal possible number of generators among all such examples. Let x 1 ; : : :; x r be the generators of I 2 , all of which have the same degree as z.
We have equations cz q ? a q x q 1 2 (I 1 + (x 2 ; x 3 ; : : :; x r )) q] for all q = p e 0, where I q] denotes the ideal of R generated by the q ? th powers of the generators of I. Here c and a q may be assumed homogeneous of the same degree. By our minimality assumption, a q is non-zero for all large q.
As pointed out in S3], xing c, there exists a homogeneous 2 E f = End R p f (R) for some p f such that (c) = 0 but does not kill a q for all q > p f unless a q = q c for some q 2 K. (The point is that the decreasing chain of nite dimensional vector spaces Ann R d (Ann E f (c)) Ann R d (Ann E f+1 (c)) of all degree d elements annihilated by all R p f -linear endomorphisms of R annihilating c must eventually stabilize, and this stable vector space is Kc. Then may be taken to be one of the nitely many homogeneous R p f -module generators for End R p f (R).)
Applying to the equations above, we have equations (a q )x q Thus it must be that for all large q, we have a q =c for somein K. (Since K is perfect, there is no harm in writing our scalars in the convenient form.) If all, or at least in nitely many, of the q are equal, we get equations of the form c(z ? x 1 ) q 2 (I 1 + (x 2 ; x 3 ; : : :; x r )) q] for in nitely many q, which shows that z ? x 1 is in (I 1 + (x 2 ; x 3 ; : : :; x r )) : By our minimality assumption, z ? x 1 is in I 1 + (x 2 ; x 3 ; : : :; x r ), whence z is in I 1 + I 2 and the proof would be complete. Thus we need to show that the q are equal for in nitely many q. If for all large q. Multiplying the form by dand the latter by cand subtracting, we get equations cd( q ? q )z q 2 (I 1 + (x 2 ; x 3 ; : : :; x r )) q] : Again, by our minimality assumption, we see that z 2 I 1 + I 2 , unless q = q for all large q.
But the choice of d was arbitrary, and we can take d to be, for example, c p , which is clearly not in the K-span of c. This produces equations of the form c p (z ? qp x 1 ) qp 2 (I 1 + (x 2 ; x 3 ; : : : ; x r )) qp] :
whereas by raising the equations above to the p th power we get c p (z ? q x 1 ) qp 2 (I 1 + (x 2 ; x 3 ; : : :; x r )) qp] : Subtracting these, we see that either x 1 2 (I 1 + (x 2 ; x 3 ; : : :; x r )) , whence z 2 (I 1 + (x 2 ; x 3 ; : : :; x r )) , contrary to minimality, or that qp = q . Iterating this process, we see we can nd Q such that for all q Q, Qq = Q . But then the equations c(z ? Qq x 1 ) Qq 2 (I 1 + (x 2 ; x 3 ; : : :; x r )) Qq] can be written c(z ? Q x 1 ) Qq 2 (I 1 + (x 2 ; x 3 ; : : :; x r )) Qq] where Q is xed, for all large q. This shows that z ? Q x 1 2 (I 1 + (x 2 ; x 3 ; : : :; x r )) : But now by minimality, z ? Q x 1 2 I 1 + (x 2 ; x 3 ; : : :; x r ); whence z 2 I 1 + I 2 . This completes the proof of Theorem C and of the main theorem.
