ABSTRACT This paper focuses on the clique problem of a weighted graph where weights of vertices can be either positive or negative (WG-PN). Two objectives, the size and the total weight of a clique, are considered. In particular, the larger size in terms of set inclusion and the higher total weight a clique is, the better it is. This problem is termed BiOWCP which is a multi-objective combinatorial optimization problem that contains conflict objectives. We show that BiOWCP cannot be translated into the clique problem of a weighted graph with positive vertex weights (WG-P) via a straight forward transformation, which highlights the difficulty of BiOWCP. We propose a heavy perturbation (HP)-based NSGAII (nondominated sorting genetic algorithm II) algorithm HP-NSGAII for the problem, where the perturbation is done by either improving a selected elitist with a local search procedure or swapping its left and right parts. Benchmarks for BiOWCP were adapted from the DIMACS set. Extensive experiments were carried out for different ratios of the heavy perturbation effort to the total search effort. Computational results show that HP-NSGAII is superior to NSGAII on many problems with respect to the hyper volume indicator and the set coverage indicator.
I. INTRODUCTION
Given an undirected graph G = (V , E) with V the set of vertices and E ⊆ V ×V the set of edges, a clique C is a subset of V in which every two vertices are connected by an edge. The size of C, size (C) , is the cardinality of C. A clique C is maximum if there does not exist a clique C , such that C ⊆ C . A clique C is maximal if it has the greatest cardinality among all the cliques in G. The Maximum Clique Problem (MCP) is to find the clique of the maximum size, which is denoted by ω(G). A significant extension of MCP is the Maximum Weight Clique Problem (MWCP), in which each vertex is associated with a positive weight [1] . In general, a mapping w : V → Z + is defined, and w(v) > 0 for v ∈ V is the weight of v. The weight of a clique C is weight(C) = v∈C w (v) . We refer to the graph with this type of weighting as WG-P.
Towards a given set of cliques, it's both interested for a decision maker (DM) to know, the size of each clique (the first objective) and the weight of each clique (the second objective). Moreover, for the cliques of WG-P, the two objectives are positively correlated. To be specific, for two cliques C and C , if size(C) < size(C ) and C ⊂ C then weight(C) < weight(C ) holds. As a result, many studies have been devoted to algorithms for MWCP [2] , [3] , which is although computationally NP-hard but is a single objective problem. Few attentions have been paid to the multi-objective version of MWCP problems.
It is not uncommon that the weight of a vertex of a graph takes a negative value when the graph is used to model real-world applications. For example, when vertices represent experts, weights of vertices represent their effects for a particular task, some vertices may take negative weights to indicate the corresponding experts have negative effects on accomplishing the task [4] . In this case, we face a new type of weighting: w : V → Z, and a new kind of weighted graph which we call WG-PN. In particular, w(v) might have the following meanings for a task,
• w(v) > 0: the vertex v has a positive effect for the task.
• w(v) = 0: the vertex v has no effect for the task.
• w(v) < 0: the vertex v has a negative effect of the task. It is curious that if algorithms for MWCP of WG-P can be transferred to ones for MWCP of WG-PN. In the next section, we will show that the maximum clique for a graph G of WG-P, which is a straight forward transformation of a graph G of WG-PN, is not the maximum clique for G. Therefore, algorithms for MWCP of WG-PN require further studies, maybe from a different perspective. In this paper, we focus on the bi-objective version of MCP of WG-PN (BiOWCP). We note that the two objectives: the size of a clique, and the weight of the clique, in BiOWCP are conflicting, as introducing another more vertex that has a negative weight into a given clique will make the clique lager in size but less in weight.
To solve the BiOWCP problem, we employed the NSGAII [5] framework, and introduced a heavy perturbation strategy that exploits a local search procedure for cliques of better weights. The resulted algorithm is called HP-NSGAII. HP-NSGAII has the following characterizes, 1) Perturbation is turned on after a certain number of evaluations are taken, but not at the start of the search. 2) Perturbation is applied for only one elitist individual in a population. 3) If cannot be improved by the local search procedure, the elitist individual will be replaced by a swap operation on its encoding. We will elaborate on the effects of these characterizes in the following sections. To test the effectiveness of HP-NSGAII, benchmarks were adapted from the well-known DIMACS set. In the adaption, a DIMACS instance was modified by negating the sign of a vertex weight (i.e., from a positive weight to a negative weight with the same absolute value) randomly with probability 0.5. Computational experiments on the tested problems show that HP-NSGAII is competitive to NSGAII and outperforms NSGAII on many problems.
Briefly, our contributions in this paper include:
• We defined a bi-objective weighted clique problem, BiOWCP, which cannot be solved by traditional algorithms for MWCP via a straight forward transformation.
• We designed an algorithm, HP-NSGAII, which makes heavy perturbation on an elitist via a local search procedure and an encoding swap operation.
• We carried out extensive experiments to analyze the impact of the heavy perturbation on the performance of our algorithm. The rest of the paper is structured as follows. In the next section, a formal description of BiOWCP is introduced, followed by an analysis on the characteristics of the problem. In section 3, our perturbation based NSGAII algorithm is presented. The computational results are discussed in section 4. In section 5, we conclude the paper.
II. THE BI-OBJECTIVE WEIGHTED CLIQUE PROBLEM
We first define the bi-objective weighted clique problem, and then discuss some characteristics of the problem.
A. FORMULATING THE BI-OBJECTIVE WEIGHTED CLIQUE PROBLEM
A WG-PN is a vertex weighted graph G = (V , E, w), where V is a set of vertices, E ⊆ V × V , and w : V → Z. Note that for v ∈ V , either w(v) ≥ 0 or w(v) < 0 may exist. A special case is w : V → Z + , which leads to the traditional weighted graph WG-P. A clique C ⊆ V of WG-PN is a set of vertices in which each pair (v, v ) ∈ C × C has an edge, i.e., (v, v ) ∈ E.
Here, we consider two objectives on a clique C:
For a decision maker, maximizing both objectives is preferred. However, for ease of discussion, we formulate it as a minimization problem, and the transformed objectives are as follows.
where for ∀v ∈ V ,
and,
Note that, f 1 evaluates the size of a clique, and f 2 evaluates the weight. The bi-objective weighted clique problem (BiOWCP) is to find the set of cliques that dominate other cliques with respect to (2) 
A clique is nondominated if there is no other cliques that dominates it [6] . The Pareto set of a BiOWCP is the set of all the nondominated cliques. The Pareto front (PF) is the images of cliques in the Pareto set, in the objective space. This paper focuses on the approximation of the PF of a BiOWCP.
B. SOME CHARACTERISTICS OF BiOWCP
BiOWCP discussed here has some unique characters, in contrast to the maximum weight clique problem (MWCP) [2] . MWCP is to find a maximum clique having the largest weight on a graph in which vertices have positive weights. In general, MWCP also has two objectives: a clique is maximum in terms of set inclusion, and the clique has the largest weight.
Proposition 1: For MWCP and two cliques C and C
This can be proved by reasoning on the
Intuitively, Proposition 1 says that the two objectives of MCWP are positively correlated, and are not conflicting.
Proposition 2: For BiOWCP and two cliques C and C , if C ⊆ C then weight(C) ≥ weight(C ) does not necessarily hold.
This can also be proved by reasoning on the value
is not necessarily true, due to that there may exist some v ∈ C/C that has w(v) < 0. Therefore, Proposition 2 indicates that the two objectives of BiOWCP are conflicting.
It is curious to know if there is a way to convert a BiOWCP problem on WG-PN into a MWCP problem on WG-P. Here, we provide a simple transformation we called NaiveTrans, and show that this way does not work. We can see that the maximum weight clique in Fig. 1(b) is the set C = {v 1 , v 2 , v 3 } with weight 18. However, C in Fig. 1(a) is with weight 5 + 6 − 2 = 9 and is not a nondominated clique, as there is another clique {v 4 , v 5 } with weight 5 + 5 = 10 dominating C .
NaiveTrans(G) is a WG-P, because each vertex has a positive weight. Moreover, if w(v)
Based on the finding in Proposition 3, MWCP on WG-PN even poses challenges on the design of the related local search algorithms. Suppose that there is a clique
A local search procedure may need to cross over a plateau of size k to find a better clique regarding the vertex weight. In general, if a WG-PN is generated from a WG-P with a vertex weight being negative with the probability δ, and the maximum clique has size L, then the largest plateau has size at least δ · L in the average case. So, it is preferable that a local search algorithm is designed to have the ability to cross the largest plateau, with the aim to obtain the best solution.
III. THE PROPOSED ALGORITHM FOR BiOWCP
In this section, we introduce a heavy perturbation based NSGAII algorithm for BiOWCP. The algorithm is called HP-NSGAII and its main structure is shown in Algorithm 1. HP-NSGAII is similar to NSGAII in evolving the generations. Lines 7-8 collect parents for the generating of offsprings based on the fast non-dominated sorting method which sorts individuals according to their crowding distances [5] . The function on line 20 generates the off-springs via the crossover and mutation operations. Line 21 advances the search into the next iteration.
In lines 9-19, a heavy perturbation (HP) is carried out on a randomly selected elitist. HP is turned on only after a certain amount of regular NSGAII operations are done. In this way HP-NSGAII employs the original NSGAII algorithm as its first phase of search, and a combination of heavy perturbation and the original evolutionary operations as the second phase. The ratio of the search effort for the second phase to the total effort is controlled by a hyper parameter λ, the local search ratio. The use of λ is on line 9. In particular, if λ takes 0.0, then HP-NSGAII works the same as NSGAII. If λ takes 1.0, HP takes effect at the very beginning of the search.
During the heavy perturbation, a tabu search algorithm called MN/TS [7] for MWCP is triggered first. The readers are encouraged to read the original paper for details of MN/TS. Briefly, MN/TS is a tabu list based local search algorithm searching on a multi-neighborhood problem space.
Algorithm 1 Heavy Perturbation Based NSGAII for BiOWCP
Input: a weighted graph G = (V , E, w), the ratio of local search λ, the maximal number of evaluations maxEva Output: a set of cliques, as an approximation of the Pareto set 1 N ← 100 // the population size ; MN/TS was shown to be a state-of-the-art local search algorithm for MWCP [7] . HP-NSGAII exploits the potential of MN/TS in searching for cliques of better (greater) weight to pursue the objective f 2 in (2). If MN/TS succeeds in finding a better clique, then the selected elitist on line 10 is replaced by the clique. Otherwise, the selected elitist is first split into two parts at a randomly chosen location (on line 16) and then replaced by an individual in which the two parts are swapped. For example, the swap operation on a solution with encoding 110 01 at location 2 results two parts '110' and '01' whose concatenation yields a new individual 01 110 .
The adaptation of MN/TS for HP-NSGAII is shown in Algorithm 2. The function expand(·) adds vertices from C into curClique, one by one. After adding a single vertex, the function updates related data structures of MN/TS. After the function fishes, the original MN/TS search procedure is started. To limit the computational effort, we set the maximal number of search steps to be equal to the size of a population. Therefore, if the population size is N , then MN/TS searches at most N steps and returns the best clique reached.
A. A BRIEF DISCUSSION ON THE DESIGN OF HP-NSGAII
HP-NSGAII is motivated by the work in [8] where a multi-objective local search based decomposition
Algorithm 2 Local Search for Elitist
Input: an elitist clique C, limit on the number of search steps N Output: a cliques C 1 curClqiue ← ∅ ; 2 expand(curClqiue, C) ; 3 C ← tabuSearch(curClqiue, N ) ; 4 return C ; method (MOLSD) is developed for the multi-objective permutation flow shop scheduling problem. Each iteration of MOLSD first tries to obtain a set of good individuals using a Pareto local search algorithm, and then takes a local search in the space whose neighborhood is defined by the insert operation (Insert_LocalSearch) on a schedule. If Insert_LocalSearch does not obtain a better individual, then MOLSD carries out a heavy perturbation on the considering individual if it is a elitist or a light perturbation otherwise. Our HP-NSGAII also performs local searches in each iteration. However, each iteration of HP-NSGAII executes local search for only one elitist, while MOLSD run local search for every individual. The underlying drive of the design of HP-NSGAII is not to take too much exploitation effort, which may slow down the speed of exploration.
Another strategy used in MOLSD is a restart strategy, whereas HP-NSGAII does not employ restart. HP-NSGAII tries its best to exploit the diversity reaching ability of NSGAII. A notable idea is that when an elitist ind is replaced by a new individual ind , ind might be far away from ind, due to either the powerful tabu search procedure or the swap operation. This fact will enhance the diversity of the population in the next iteration.
MOLSD triggers the local search and heavy perturbation at the start of the algorithm, whereas HP-NSGAII starts the operation after a certain amount of NSGAII search is done. HP-NSGAII therefore employs first the power of NSGAII, a evolutionary algorithm that is capable of exploring a large area of the problem space. Furthermore, if a near nondominated clique C is found by NSGAII, the local search is hopeful in finding the nondominated cliques near by. So, the local search ratio λ is an important parameter to tell HP-NSGAII when to pay the local search effort. The effect of λ will be shown in the computational results section.
B. IMPLEMENTATION
HP-NSGAII was implemented on top of the open source jMetal framework [9] . The NSGAIIBinary runner is used to run the NSGAII algorithm on binary encoded problems. A class called LocalSearchNSGAII that inherits the class NSGAII was developed according to the Algorithm 1. The C++ code of MN/TS [7] was rewritten in Java and integrated into LocalSearchNSGAII.
Problems from the DIMACS benchmarks [10] were transformed to BiOWCP problems. Besides a section defining edges of the graph, each BiOWCP problem file contains an additional section at the bottom to define the weight of each vertex. Note that, each vertex weight is negated with probability 0.5 to form a problem with conflicting objectives. More sophisticated instances may be built [11] ; it is a related topic in future. All the transformed benchmarks were made available online. 1
IV. COMPUTATIONAL RESULTS
The experiments were carried out regarding the two following questions.
• Is the additional computational effort paid for local search worthy in achieving better performance of HP-NSGAII?
• To what extent the ratio (λ) between the local search effort and the total search effort affects the performance of HP-NSGAII? NSGAII and variants of HP-NSGAII were independently run for 20 times on each instances with 4GB memory limit on a PC with a 2.2GHz CPU. Each algorithm was allowed to make 300,000 evaluations (The population size is 100, so 3,000 generations were allowed). HP-NSGAII was configured into two versions, HP-NSGAII-0.5 and HP-NSGAII-0.8 with λ = 0.5 and λ = 0.8, respectively.
Due to that BiOWCP has conflicting objectives, multiple performance indicators should be used to compare the performance of different algorithms [12] . Here, we use the Hyper Volume indicator [13] and the Set Coverage indicator [6] .
The hyper volume of a approximation set is the volume of the objective space dominated by it. The computation of hyper volume needs a set of reference points of the considering instance. In our case, we take one reference point (−1, min{w(v)|v ∈ V }), due to that the smallest clique is of size 1 (containing a single vertex) and the smallest weight of such 1-size clique is min{w(v)|v ∈ V }. Although there are cliques have weights less than min{w(v)|v ∈ V }, we don't consider them here. In terms of the hyper volume indicator, if an approximation set dominates a larger volume then it is better.
The set coverage indicator works as follows. Let A and B be two approximations of the true Pareto front of a BiOWCP,
C(A, B)
|{b ∈ B|∃a ∈ A and a dominates b}| |B| .
We can observed from (5) As for benchmarks, we considered a subset of DIMACS instances that are difficult for MWCP solvers [7] . The selected instances include the C-family (C125.9, C250.9, C500.9, C1000.5, C2000.9, and C4000.5), the kellerfamily (keller4, keller5, and keller6), the MANN-family 1 https://github.com/PlanningByCai/BiOWCP (MANN_a9, MANN_a27, MANN_a45, and MANN_a81), and the p_hat-family, listed in the first column of Table 1 . The number of vertices (#Vertices) and the number of edges (#Edges) are also listed.
A. RESULTS: PART I
This part presents the distributions of the approximation sets of PF obtained by the tested algorithms. Fig. 2, 3, 4 , 5 are the results of the three algorithms on the C-family, keller-family, MANN-family, and p_hat-family, respectively.
From these figures, we can observed that NSGAII seems good at pursuing the objective f 1 in (2). For example, NSGAII performs the best with respect to f 1 on instances C250.9 (see Fig. 2(b) ), C500.9 (see Fig. 2(c) ), C1000.9 (see Fig. 2(d) ), C2000.5 (see Fig. 2 (e)), keller4 (see Fig. 3(a) ), MANN_a27 (see Fig. 4(b) ), MANN_a45 (see Fig. 4(c) ), MANN_a81 (see Fig. 4(d) ), p_hat700-3 (see Fig. 5(f) ), and p_hat1500-3 (see Fig. 5(i) ).
HP-NSGAII-0.5 and HP-NSGAII-0.8 are good at pursuing the objective f 2 in (2) while on many instances they obtain better f 1 values as well. For the C-family instances (see Fig. 2 ), HP-NSGAIIs obtains solutions with much better f 2 than NSGAII does, except on C1000.9. For the kellerfamily instances, HP-NSGAIIs show the same advantage over NSGAII (see Fig. 3 ). Plots in Fig. 4 are beautiful, where the approximations of the three algorithms distribute with well diversity; approximations of HP-NSGAIIs generally dominates that of NSGAII. For the p_hat-family (see Fig. 5 ), besides their good performance with respect to f 2 , HP-NSGAIIs are also capable in obtaining solutions with better f 1 values, except for p_hat-1500-3. Therefore, we conclude that it is worthy to use a local-search procedure as a kind of heavy perturbation for f 2 . Moreover, this heavy perturbation sometimes improves NSGAII's ability in optimizing both objectives of BiOWCP. Statistics on the running time per instance averaged over 20 runs are shown in Table 2 . NSGAII, in total, takes more time than the other two algorithms do. Moreover, NSGAII costs the most time on 9 instances, whereas HP-NSGAII-0.5 and HP-NASGII-0.8 costs the most time on 11 and 3 instances, respectively. Therefore, this part of results indicate that HP-NSGAIIs are capable in obtaining better solutions while require almost the same order of time costs as those needed by NSGAII. 
B. RESULTS: PART II
In this subsection, we present results with respect to the hyper volume indicator and the set coverage indicator and our primary aim is to analyze the impact of λ on the performance of HP-NSGAII.
Evaluations of the three algorithms' approximations of PF, in terms of the hyper volume indicator, are shown in Table 3 . As aforementioned, if an algorithm gets a higher volume, then it is considered to be better. We can observe from Table 3 that NSGAII has the least volume, HP-NSGAII-0.5 takes the second place, and HP-NSGAII-0.8 takes the first place. Over all the instances, HP-NSGAII-0.8 is best on 14 out of 23 instances, whereas HP-NSGAII-0.5 is 6 out 23, and NSGAII is 3 out of 23. Therefore, we conclude from these results that HP-NSGAII with higher λ performs better, with respect to the hyper volume indicator. Furthermore, having the largest dominating volume also indicates that the approximation set obtained by HP-NSGAII-0.8 leads to the best diversity in solutions.
Analytical results using the set coverage indicator are shown in Table 4 and 5. Note that, for the approximation sets of two algorithms A and B, if C(A, B) > C(B, A) then A is indicated to be better than B. Table 4 shows that HP-NSGAII-0.5 has better set coverage over NSGAII on 18 out of 23 instances, and HP-NSGAII-0.8 is better than NSGAII on 16 out of 23 instances. Therefore, both variants of HP-NSGAII are superior to NSGAII with respect to the set coverage indicator.
Another interesting comparison is between different λ for HP-NSGAII, whose results are shown in Table 5 . From the table, we can observe that HP-NSGAII-0.5 has a better set coverage on 10 out 23 instances, while HP-NSGAII-0.8 performs better on 7 out 23 instances. As we think, the underlying reason is HP-NSGAII-0.5 obtains a few good solutions that dominate the solutions got by HP-NSGAII-0.8. However, the approximation sets returned HP-NSGAII-0.5 do not distribute as diversified as those returned by HP-NSGAII-0.8.
V. CONCLUSION
In this paper, we have shown that the maximum weight clique problem of the graph in which the vertex weight may be negative is quite different from the well-known MWCP problem. The former problem, termed BiOWCP in this paper, has conflicting objectives and is difficult to solve for the NSGAII algorithm. We employed a local search based heavy perturbation operation to enhance NSGAII which results an algorithm called HP-NSGAII. Extensive experiments were carried out and analytical results showed the effectiveness of HP-NSGAII. However, HP-NSGAII's ability to find cliques of large size needs to be improved, which is our next research topic in the near future. Besides, a local search algorithm with a large neighborhood [14] can be helpful for crossing the plateaus in the problem space of a BiOWCP.
