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Abstract
The celebrated Cheeger’s Inequality [AM85, Alo86] establishes a bound on the edge expansion
of a graph via its spectrum. This inequality is central to a rich spectral theory of graphs, based on
studying the eigenvalues and eigenvectors of the adjacency matrix (and other related matrices) of
graphs. It has remained open to define a suitable spectral model for hypergraphs whose spectra can
be used to estimate various combinatorial properties of the hypergraph.
In this paper we introduce a new hypergraph Laplacian operator generalizing the Laplacian ma-
trix of graphs. In particular, the operator is induced by a diffusion process on the hypergraph, such
that within each hyperedge, measure flows from vertices having maximum weighted measure to
those having minimum. Since the operator is non-linear, we have to exploit other properties of the
diffusion process to recover a spectral property concerning the “second eigenvalue” of the resulting
Laplacian. Moreover, we show that higher order spectral properties cannot hold in general using the
current framework.
We consider a stochastic diffusion process, in which each vertex also experiences Brownian noise
from outside the system. We show a relationship between the second eigenvalue and the convergence
behavior of the process.
We show that various hypergraph parameters like multi-way expansion and diameter can be
bounded using this operator’s spectral properties. Since higher order spectral properties do not hold
for the Laplacian operator, we instead use the concept of procedural minimizers to consider higher
order Cheeger-like inequalities. For any k ∈ N, we give a polynomial time algorithm to compute
an O(log r)-approximation to the k-th procedural minimizer, where r is the maximum cardinality
of a hyperedge. We show that this approximation factor is optimal under the SSE hypothesis
(introduced by [RS10]) for constant values of k.
Moreover, using the factor preserving reduction from vertex expansion in graphs to hypergraph
expansion, we show that all our results for hypergraphs extend to vertex expansion in graphs.
∗A preliminary version of this paper appeared in STOC 2015 [Lou15] and the current paper is the result of a merge
with [CTZ15].
†Department of Computer Science, the University of Hong Kong.
‡Princeton University. Supported by the Simons Collaboration on Algorithms and Geometry. Part of the work was done
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1 Introduction
There is a rich spectral theory of graphs, based on studying the eigenvalues and eigenvectors of the adja-
cency and other related matrices of graphs [AM85, Alo86, AC88, ABS10, LRTV11, LRTV12, LOT12].
We refer the reader to [Chu97, MT06] for a comprehensive survey on Spectral Graph Theory. A funda-
mental graph parameter is its expansion or conductance defined for a graph G = (V,E) as:
φG := min
S⊂V
|∂S|
min
{
vol(S), vol(S¯)
} ,
where by vol(S) we denote the sum of degrees of the vertices in S, and ∂S is the set of edges in the
cut induced by S. Cheeger’s inequality [AM85, Alo86], a central inequality in Spectral Graph Theory,
establishes a bound on expansion via the spectrum of the graph:
λ2
2
≤ φG ≤
√
2λ2,
where λ2 is the second smallest eigenvalue of the normalized Laplacian matrix LG := W−1/2(W −
A)W−1/2, and A is the adjacency matrix of the graph and W is the diagonal matrix whose (i, i)-th entry
is the degree of vertex i. This theorem and its many (minor) variants have played a major role in the
design of algorithms as well as in understanding the limits of computation [SJ89, SS96, Din07, ARV09,
ABS10]. We refer the reader to [HLW06] for a comprehensive survey.
Edge expansion can be generalized to edge-weighted hypergraphs. In a hypergraph H = (V,E), an edge
e ∈ E is a non-empty subset of V . The edges have non-negative weights indicated by w : E → R+.
We say that H is an r-graph (or r-uniform) if every edge contains exactly r vertices. (Hence, a normal
graph is a 2-graph.) Each vertex v ∈ V has weight wv :=
∑
e∈E:v∈ewe. A subset S of vertices has
weight w(S) :=
∑
v∈S wv, and the edges it cuts is ∂S := {e ∈ E : e intersects both S and V \ S}. The
edge expansion of S ⊂ V is defined as φ(S) := w(∂S)w(S) . The expansion of H is defined as:
φH := min∅(S(V
max{φ(S), φ(V \ S)}. (1.1)
It has remained open to define a spectral model of hypergraphs, whose spectra can be used to estimate
hypergraph parameters. Hypergraph expansion and related hypergraph partitioning problems are of
immense practical importance, having applications in parallel and distributed computing [CA99], VLSI
circuit design and computer architecture [KAKS99, GGLP00], scientific computing [DBH+06] and
other areas. Inspite of this, hypergraph expansion problems haven’t been studied as well as their graph
counterparts (see Section 1.1 for a brief survey). Spectral graph partitioning algorithms are widely used
in practice for their efficiency and the high quality of solutions that they often provide [BS94, HL95].
Besides being of natural theoretical interest, a spectral theory of hypergraphs might also be relevant for
practical applications.
The various spectral models for hypergraphs considered in the literature haven’t been without shortcom-
ings. An important reason for this is that there is no canonical matrix representation of hypergraphs. For
an r-uniform hypergraph H = (V,E) on the vertex set V and having edge set E ⊆ (Vr ), one can define
the canonical r-tensor form A as follows:
A(i1,...,ir) :=
{
1 {i1, . . . , ir} ∈ E
0 otherwise
.
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This tensor form and its minor variants have been explored in the literature (see Section 1.1 for a brief
survey), but have not been understood very well. Optimizing over tensors is NP-hard [HL13]; even
getting good approximations might be intractable [BV09]. Moreover, the spectral properties of tensors
seem to be unrelated to combinatorial properties of hypergraphs (See Appendix A).
Another way to study a hypergraph, say H = (V,E), is to replace each hyperedge e ∈ E by a complete
2-graph or a low degree expander on the vertices of e to obtain a 2-graph G = (V,E′). If we let r
denote the size of the largest hyperedge in E, then it is easy to see that the combinatorial properties of
G and H , like min-cut, sparsest-cut, among others, could be separated by a factor of Ω(r). Therefore,
this approach will not be useful when r is large.
In general, one cannot hope to have a linear operator for hypergraphs whose spectra captures hypergraph
expansion in a Cheeger-like manner. This is because the existence of such an operator will imply the
existence of a polynomial time algorithm obtaining a O
(√
OPT
)
bound on hypergraph expansion, but
we rule this out by giving a lower bound of Ω(
√
OPT log r) for computing hypergraph expansion, where
r is the size of the largest hyperedge (Theorem 3.18).
Our main contribution is the definition of a new Laplacian operator for hypergraphs, obtained by gener-
alizing the random-walk operator on graphs. Our operator does not require the hypergraph to be uniform
(i.e. does not require all the hyperedges to have the same size). We describe this operator in Section 4
(see also Figure 3.1). We present our main results about this hypergraph operator in Section 4 and Sec-
tion 6. Most of our results are independent of r (the size of the hyperedges), some of our bounds have
a logarithmic dependence on r, and none of our bounds have a polynomial dependence on r. All our
bounds are generalizations of the corresponding bounds for 2-graphs.
1.1 Related Work
Freidman and Wigderson [FW95] studied the canonical tensors of hypergraphs. They bounded the sec-
ond eigenvalue of such tensors for hypergraphs drawn randomly from various distributions and showed
their connections to randomness dispersers. Rodriguez [Rod09] studied the eigenvalues of a graph ob-
tained by replacing each hyperedge by a clique (Note that this step incurs a loss of O(r2), where r is
the size of the hyperedge). Cooper and Dutle [CD12] studied the roots of the characteristic polynomial
of hypergraphs and related it to its chromatic number. [HQ13, HQ14] also studied the canonical tensor
form of the hypergraph and related its eigenvectors to some configured components of that hypergraph.
Lenz and Mubayi [LM12, LM15, LM13] related the eigenvector corresponding to the second largest
eigenvalue of the canonical tensor to hypergraph quasi-randomness. Chung [Chu93] defined a notion
of Laplacian for hypergraphs and studied the relationship between its eigenvalues and a very different
notion of hypergraph cuts and homologies. [PRT12, PR12, Par13, KKL14, SKM14] studied the relation
of simplicial complexes with rather different notions of Laplacian forms, and considered isoperimetric
inequalities, homologies and mixing times. Ene and Nguyen [EN14] studied the hypergraph multiway
partition problem (generalizing the graph multiway partition problem) and gave a 43 -approximation algo-
rithm for 3-uniform hypergraphs. Concurrent to this work, [LM14b] gave approximation algorithms for
hypergraph expansion, and more generally, hypergraph small set expansion; they gave an O˜ (k√log n)-
approximation algorithm and an O˜ (k√OPT log r) approximation bound for the problem of computing
the set of vertices of size at most |V | /k in a hypergraph H = (V,E), having the least expansion.
Bobkov, Houdre´ and Tetali [BHT00] defined a Poincaire´-type functional graph parameter called λ∞
and showed that it relates to the vertex expansion of a graph in a Cheeger-like manner, i.e. it satisfies
λ∞
2 ≤ φV = O
(√
λ∞
)
where φV is the vertex expansion of the graph (see Section 3.4 for the definition
of vertex expansion of a graph). [LRV13] gave an O (√OPT log d)-approximation bound for comput-
ing the vertex expansion in graphs having the largest vertex degree d. Feige et al. [FHL08] gave an
O (√log n)-approximation algorithm for computing the vertex expansion of graphs (having arbitrary
vertex degrees).
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Peres et al. [PSSW09] study a “tug of war” Laplacian operator on graphs that is similar to our hypergraph
heat operator and use it to prove that every bounded real-valued Lipschitz function F on a subset Y
of a length space X admits a unique absolutely minimal extension to X. Subsequently a variant of
this operator was used for analyzing the rate of convergence of local dynamics in bargaining networks
[CDP10]. [LRTV11, LRTV12, LOT12, LM14a] study higher eigenvalues of graph Laplacians and relate
them to graph multi-partitioning parameters (see Section 3.3).
2 Notation
Recall that we consider an edge-weighted hypergraph H = (V,E,w), where V is the vertex set, E is the
set of hyperedges and w : E → R+ gives the edge weights. We let n := |V | and m := |E|. The weight
of a vertex v ∈ V is wv :=
∑
e∈E:v∈ew(e). Without loss of generality, we assume that all vertices
have positive weights, since any vertex with zero weight can be removed. We use RV to denote the set
of column vectors. Given f ∈ RV , we use fu or f(u) (if we need to use the subscript to distinguish
between different vectors) to indicate the coordinate corresponding to u ∈ V . We use AT to denote the
transpose of a matrix A. For a positive integer s, we denote [s] := {1, 2, . . . , s}.
We let I denote the identity matrix and W ∈ Rn×n denote the diagonal matrix whose (i, i)-th entry is wi.
We use rmin := mine∈E |e| to denote the size of the smallest hyperedge and use rmax := maxe∈E |e|
to denote the size of the largest hyperedge. Since, most of our bounds will only need rmax, we use
r := rmax for brevity. We say that a hypergraph is regular if all its vertices have the same degree. We
say that a hypergraph is uniform if all its hyperedges have the same cardinality. Recall that the expansion
φH of a hypergraph H is defined in (1.1). We drop the subscript whenever the hypergraph is clear from
the context.
Hop-Diameter. A list of edges e1, . . . , el such that ei ∩ ei+1 6= ∅ for i ∈ [l− 1] is referred as a path. The
length of a path is the number of edges in it. We say that a path e1, . . . , el connects two vertices u, v ∈ V
if u ∈ e1 and v ∈ el. We say that the hypergraph is connected if for each pair of vertices u, v ∈ V , there
exists a path connecting them. The hop-diameter of a hypergraph, denoted by diam(H), is the smallest
value l ∈ N, such that each pair of vertices u, v ∈ V have a path of length at most l connecting them.
For an x ∈ R, we define x+ := max {x, 0} and x− := max {−x, 0}. For a vector u, we use ‖u‖ :=
‖u‖2 to denote its Euclidean norm; if ‖u‖ 6= 0, we define u˜ := u‖u‖ . We use 1 ∈ RV to denote the vector
having 1 in every coordinate. For a vector x ∈ RV , we define its support as the set of coordinates at
which x is non-zero, i.e. supp(x) := {i : xi 6= 0}. We use I [·] to denote the indicator variable, i.e. I [E ]
is equal to 1 if event E occurs, and is equal to 0 otherwise. We use χS ∈ RV to denote the indicator
vector of the set S ⊂ V , i.e.
χS(v) =
{
1 v ∈ S
0 otherwise
.
In classical spectral graph theory, the edge expansion is related to the discrepancy ratio, which is defined
as
Dw(f) :=
∑
e∈E wemaxu,v∈e (fu − fv)2∑
u∈V wuf2u
,
for each non-zero vector f ∈ RV . Note that 0 ≤ Dw(f) ≤ 2, where the upper bound can be achieved,
say, by a complete bipartite graph with f having 1’s on one side and −1’s on the other side. Observe
that if f = χS is the indicator vector for a subset S ⊂ V , then Dw(f) = φ(S). In this paper, we use
three isomorphic spaces described as follows. As we shall see, sometimes it is more convenient to use
one space to describe the results.
Weighted Space. This is the space associated with the discrepancy ratio Dw to consider edge expansion.
For f, g ∈ RV , the inner product is defined as 〈f, g〉w := fTWg, and the associated norm is ‖f‖w :=
4
√〈f, f〉w. We use f ⊥w g to denote 〈f, g〉w = 0.
Normalized Space. Given f ∈ RV in the weighted space, the corresponding vector in the normalized
space is x := W
1
2 f . The normalized discrepancy ratio is D(x) := Dw(W− 12x) = Dw(f).
In the normalized space, the usual ℓ2 inner product and norm are used. Observe that if x and y are the
corresponding normalized vectors for f and g in the weighted space, then 〈x, y〉 = 〈f, g〉w.
A well-known result [Chu97] is that the normalized Laplacian for a 2-graph can be defined as L :=
I −W− 12AW− 12 (where A is the symmetric matrix giving the edge weights) such that D(x) coincides
with the Rayleigh quotient of the Laplacian defined as follows:
R(x) := 〈x,Lx〉〈x, x〉 .
Measure Space. This is the space associated with the diffusion process that we shall define later. Given
f in the weighted space, the corresponding vector in the measure space is given by ϕ := Wf . Observe
that a vector in the measure space can have negative coordinates. We do not consider inner product
explicitly in this space, and so there is no special notation for it. However, we use the ℓ1-norm, which is
not induced by an inner product. For vectors ϕi = W
1
2xi, we have
√
wmin · ‖x1 − x2‖2 ≤ ‖ϕ1 − ϕ2‖1 ≤
√
w(V ) · ‖x1 − x2‖2,
where the upper bound comes from the Cauchy-Schwarz inequality.
In the diffusion process, we consider how ϕ will move in the future. Hence, unless otherwise stated, all
derivatives considered are actually right-hand-derivatives dϕ(t)dt := lim∆t→0+
ϕ(t+∆t)−ϕ(t)
∆t .
Transformation between Different Spaces. We use the Roman letter f for vectors in the weighted
space, x for vectors in the normalized space, and Greek letter ϕ for vectors in the measure space. Observe
that an operator defined on one space induces operators on the other two spaces. For instance, if L is
an operator defined on the measure space, then Lw := W−1LW is the corresponding operator on the
weighted space and L := W− 12LW 12 is the one on the normalized space. Moreover, all three operators
have the same eigenvalues. Recall that the Rayleigh quotients are defined as Rw(f) := 〈f,Lwf〉w〈f,f〉w and
R(x) := 〈x,Lx〉〈x,x〉 . For W
1
2 f = x, we have Rw(f) = R(x).
Given a set S of vectors in the normalized space, ΠS is the orthogonal projection operator onto the
subspace spanned by S. The orthogonal projection operator ΠwS can also be defined for the weighted
space.
3 Overview of Results
A major contribution of this paper is to define a hypergraph Laplacian operator L whose spectral prop-
erties are related to the expansion properties of the underlying hypergraph.
3.1 Laplacian and Diffusion Process
In order to gain insights on how to define the Laplacian for hypergraphs, we first illustrate that the
Laplacian for 2-graphs can be related to a diffusion process. Suppose edge weights w of a 2-graph are
given by the (symmetric) matrix A.
Suppose ϕ ∈ RV is some measure on the vertices, which, for instance, can represent a probability
distribution on the vertices. A random walk on the graph can be characterized by the transition matrix
M := AW−1. Observe that each column of M sums to 1, because we apply M to the column vector ϕ to
get the distribution Mϕ after one step of the random walk.
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We wish to define a continuous diffusion process. Observe that, at this moment, the measure vector ϕ is
moving in the direction of Mϕ− ϕ = (M − I)ϕ. Therefore, if we define an operator L := I−M on the
measure space, we have the differential equation dϕdt = −Lϕ.
Using the transformation into the weighted space f = W−1ϕ and the normalized space x = W−
1
2ϕ,
we can define the corresponding operators Lw := W−1LW = I − W−1A and L := W− 12LW 12 =
I−W− 12AW− 12 , which is exactly the normalized Laplacian for 2-graphs. In the literature, the (weighted)
Laplacian is defined as W − A, which is WLw in our notation. Hence, to avoid confusion, we only
consider the normalized Laplacian in this paper.
Interpreting the Diffusion Process. In the above diffusion process, we consider more carefully the rate
of change for the measure at a certain vertex u:
dϕu
dt
=
∑
v:{u,v}∈E
wuv(fv − fu), (3.1)
where f = W−1ϕ is the weighted measure. Observe that for a stationary distribution of the random
walk, the measure at a vertex u should be proportional to its (weighted) degree wu. Hence, given an
edge e = {u, v}, equation (3.1) indicates that there should be a contribution of measure flowing from
the vertex with higher f value to the vertex with smaller f value. Moreover, this contribution has rate
given by ce := we · |fu − fv|.
Generalizing Diffusion Rule to Hypergraphs. Suppose in a hypergraph H = (V,E,w) the vertices have
measure ϕ ∈ RV (corresponding to f = W−1ϕ). For e ∈ E, we define Ie(f) ⊆ e as the vertices u in
e whose fu = ϕuwu values are minimum, Se(f) ⊆ e as those whose corresponding values are maximum,
and ∆e(f) := maxu,v∈E(fu − fv) as the discrepancy within edge e. Then, inspired from the case of
2-graphs, the diffusion process should satisfy the following rules.
(R1) When the measure distribution is at state ϕ (where f = W−1ϕ), there can be a positive rate of
measure flow from u to v due to edge e ∈ E only if u ∈ Se(f) and v ∈ Ie(f).
(R2) For every edge e ∈ E, the total rate of measure flow due to e from vertices in Se(f) to Ie(f) is
ce := we ·∆e(f).
We shall later elaborate how the rate ce of flow due to edge e is distributed among the pairs in Se(f)×
Ie(f). Figure 3.1 summarizes this framework.
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Given a hypergraph H = (V,E,w), we define the (normalized) Laplacian operator as follows. Sup-
pose x ∈ RV is in the normalized space with the corresponding ϕ := W 12x in the measure space and
f := W−1ϕ in the weighted space.
1. For each hyperedge e ∈ E, let Ie(f) ⊆ e be the set of vertices u in e whose fu = ϕuwu values are
minimum and Se(f) ⊆ e be the set of vertices in e whose corresponding values are maximum.
Let ∆e(f) := maxu,v∈E(fu − fv).
2. Weight Distribution. For each e ∈ E, the weight we is “somehow” distributed among pairs in
Se(f)× Ie(f) satisfying (R1) and (R2). Observe that if Ie = Se, then ∆e = 0, and it does not
matter how the weight we is distributed.
For each (u, v) ∈ Se(f)× Ie(f), there exists aeuv = aeuv(f) such that
∑
(u,v)∈Se×Ie a
e
uv = we,
and the rate of flow from u to v (due to e) is aeuv ·∆e.
For ease of notation, we let aeuv = aevu. Moreover, for other pairs {u′, v′} that do not receive
any weight from e, we let aeu′v′ = 0.
3. The distribution of hyperedge weights induces a symmetric matrix Af as follows. For u 6= v,
Af (u, v) = auv :=
∑
e∈E a
e
uv(f); the diagonal entries are chosen such that entries in the row
corresponding to vertex u sum to wu. Observe that Af depends on ϕ because f = W−1ϕ.
Then, the operator L(ϕ) := (I−AfW−1)ϕ is defined on the measure space, and the diffusion process
is described by dϕdt = −Lϕ.
This induces the (normalized) Laplacian L := W− 12LW 12 , and the operator Lw := W−1LW on the
weighted space.
Figure 3.1: Defining Laplacian via Diffusion Framework
How to distribute the weight we in Step (2) in Figure 3.1? In order to satisfy rule (R1), it turns out
that the weight cannot be distributed arbitrarily. We show that the following straightforward approaches
will not work.
• Assign the weight we to just one pair (u, v) ∈ Se × Ie. For the case |Se| ≥ 2, after infinitesimal
time, among vertices in Se, only ϕu (and fu) will decrease due to e. This means uwill no longer be
in Se after infinitesimal time, and we will have to pick another vertex in Se immediately. However,
we will run into the same problem again if we try to pick another vertex from Se, and the diffusion
process cannot continue.
• Distribute the weight we evenly among pairs in Se × Ie.1 In Example B.3, there is an edge
e5 = {a, b, c} such that the vertex in Ie5 = {c} receives measure from the vertices in Se5 = {a, b}.
However, vertex b also gives some measure to vertex d because of the edge e2 = {b, d}. In the
example, all vertices have the same weight. Now, if we5 is distributed evenly among {a, c} and
{b, c}, then the measure of a decreases more slowly than that of b because b loses extra measure
due to e2. Hence, after infinitesimal time, b will no longer be in Se5 . This means that the measure
of b should not have been decreased at all due to e5, contradicting the choice of distributing we5
evenly.
What properties should the Laplacian operator have? Even though the weight distribution in Step 2
does not satisfy rule (R1), some operator could still be defined. The issue is whether such an operator
would have any desirable properties. In particular, the spectral properties of the Laplacian should have
be related to the expansion properties of the hypergraph. Recall that the normalized discrepancy ratio
1Through personal communication, Jingcheng Liu and Alistair Sinclair have informed us that they also noticed that dis-
tributing the weight of a hyperedge uniformly will not work, and discovered independently a similar method for resolving
ties.
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D(x) is defined for non-zero x ∈ RV , and is related to hypergraph edge expansion.
Definition 3.1 (Procedural Minimizers) Define x1 := W 12

1, where

1 ∈ RV is the all-ones vector;
γ1 := D(x1) = 0. Suppose {(xi, γi)}i∈[k−1] have been constructed. Define γk := min{D(x) :

0 6=
x ⊥ {xi : i ∈ [k − 1]}}, and xk to be any such minimizer that attains γk = D(xk).
Properties of Laplacian in 2-graphs. For the case of 2-graphs, it is known that the discrepancy ratio
D(x) coincides with the Rayleigh quotient R(x) := 〈x,Lx〉〈x,x〉 of the normalized Laplacian L, which can be
interpreted as a symmetric matrix. Hence, it follows that the sequence {γi} obtained by the procedural
minimizers also gives the eigenvalues of L. Observe that for a 2-graph, the sequence {γi} is uniquely
defined, even though the minimizers {xi} might not be unique (even modulo scalar multiple) in the case
of repeated eigenvalues. On the other hand, for hypergraphs, γ2 is uniquely defined, but we shall see in
Example B.1 that γ3 could depend on the choice of minimizer x2.
Theorem 3.2 (Diffusion Process and Laplacian) Given an edge-weighted hypergraph, a diffusion pro-
cess satisfying rules (R1) and (R2) can be defined and uniquely induces a normalized Laplacian L (that
is not necessarily linear) on the normalized space having the following properties.
1. For all

0 6= x ∈ RV , the Rayleigh quotient 〈x,Lx〉〈x,x〉 coincides with the discrepancy ratio D(x). This
implies that all eigenvalues of L are non-negative.
2. There is an operator L := W
1
2LW− 12 on the measure space such that the diffusion process can be
described by the differential equation dϕdt = −Lϕ.
3. Any procedural minimizer x2 attaining γ2 := min
0 6=x⊥W 12 1 D(x) satisfies Lx2 = γ2x2.
However, there exists a hypergraph (Example B.4) such that for all procedural minimizers {x1, x2}, any
procedural minimizer x3 attaining γ3 := min
0 6=x⊥{x1,x2}D(x) is not an eigenvector of Π{x1,x2}⊥L.
The first three statements are proved in Lemmas 4.2, 4.8 and Theorem 4.1. Example B.4 suggests that
the current approach cannot be generalized to consider higher order eigenvalues of the Laplacian L,
since any diffusion process satisfying rules (R1) and (R2) uniquely determines the Laplacian L.
We remark that for hypergraphs, the Laplacian L is non-linear. In general, non-linear operators can have
more or fewer than n eigenvalues. Theorem 3.2 implies that apart from x1 = W
1
2

1, the Laplacian has
another eigenvector x2, which is a procedural minimizer attaining γ2. It is not clear if L has any other
eigenvalues. We leave as an open problem the task of investigating if other eigenvalues exist.
Diffusion Process and Steepest Descent. We can interpret the above diffusion process in terms of
deepest descent with respect to the following quadratic potential function on the weighted space:
Qw(f) :=
1
2
∑
e∈E
we max
u,v∈e(fu − fv)
2.
Specifically, we can imagine a diffusion process in which the motion is leading to a decrease in the
potential function. For 2-graphs, one can check that in fact we have dfdt = −W−1∇fQw(f). Hence,
we could try to define Lwf as W−1∇fQw(f). Indeed, Lemma 4.10 confirms that our diffusion process
implies that ddtQw(f) = −‖Lwf‖2w. However, because of the maximum operator in the definition of
Qw(·), one eventually has to consider the issue of resolving ties in order to give a meaningful definition
of ∇fQw(f).
Comparison to other operators. One could ask if there can be a “better” operator? A natural operator
that one would be tempted to try is the averaging operator, which corresponds to a diffusion process
that attempts to transfer measure between all vertices in a hyperedge to approach the stationary dis-
tribution. However, for each hyperedge e ∈ E, the averaging operator will yield information about
Ei,j∈e (fi − fj)2, instead of maxi,j∈e (fi − fj)2 that is related to edge expansion. In particular, the av-
eraging operator will have a gap of factor Ω(r) between the hypergraph expansion and the square root
of its second smallest eigenvalue.
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3.2 Diffusion Processes
The diffusion process described in Figure 3.1 is given by the differential equation dϕdt = −Lϕ, where
ϕ ∈ RV is in the measure space. The diffusion process is deterministic, and no measure enters or
leaves the system. We believe that it will be of independent interest to consider the case when each
vertex can experience independent noise from outside the system, for instance, in risk management
applications [Mer69, Mer71]. Since the diffusion process is continuous in nature, we consider Brownian
noise.
For some η ≥ 0, we assume that the noise experienced by each vertex u follows the Brownian motion
whose rate of variance is ηwu. Then, the measure Φt ∈ RV of the system is an Ito¯ process defined
by the stochastic differential equation dΦt = −LΦt dt +√η ·W 12 dBt. For η = 0, this reduces to the
deterministic diffusion process in a closed system.
We consider the transformation into the normalized space Xt := W−
1
2Φt, and obtain the corresponding
equation dXt = −LXt dt + √η dBt, where L is the normalized Laplacian. Observe that the random
noise in the normalized space is spherically symmetric.
Convergence Metric. Given a measure vector ϕ ∈ RV , denote ϕ∗ := 〈

1,ϕ〉
w(V ) ·W

1, which is the cor-
responding stationary measure vector obtained by distributing the total measure
∑
u∈V ϕu = 〈

1, ϕ〉
among the vertices such that each vertex u receives an amount proportional to its weight wu.
For the normalized vector x = W− 12ϕ, observe that x∗ := W− 12ϕ∗ = 〈

1 ,ϕ〉
w(V ) ·W
1
2

1 is the projection of x
into the subspace spanned by x1 := W
1
2

1. We denote by Π the orthogonal projection operator into the
subspace orthogonal to x1.
Hence, given x = W−
1
2ϕ, we have x = x∗ + Πx, where x∗ is the stationary component and Πx is the
transient component. Moreover, ϕ− ϕ∗ = W 12Πx.
We derive a relationship between γ2 and the system’s convergence behavior.
Theorem 3.3 (Convergence and Spectral Gap) Suppose γ2 = min06=x⊥x1 R(x). Then, in the stochas-
tic diffusion process described above, for each t ≥ 0, the random variable ‖ΠXt‖2 is stochastically dom-
inated by ‖X̂t‖2, where X̂t has distribution e−γ2tΠX0+
√
η
2γ2
· (1− e−2γ2t) ·N(0, 1)V , and N(0, 1)V
is the standard n-dimensional Guassian distribution with independent coordinates.
Mixing Time for Deterministic Diffusion Process. For the special case η = 0, one can consider an
initial probability measure ϕ0 ∈ RV+ such that 〈

1, ϕ0〉 = 1. We denote the the stationary distribution
ϕ∗ := 1w(V ) ·W

1. For δ > 0, the mixing time tmixδ (ϕ0) is the smallest time τ such that for all t ≥ τ ,
‖ϕt − ϕ∗‖1 ≤ δ.
Theorem 3.4 (Upper Bound for Mixing Time) Consider the deterministic diffusion process with some
initial probability measure ϕ0 ∈ RV+. Then, for all δ > 0, the mixing time tmixδ (ϕ0) ≤ 1γ2 log 1δ√ϕ∗min ,
where ϕ∗min := minu∈V ϕ∗(u).
Observe that for a regular hypergraph (i.e., wu is the same for all u ∈ V ), Theorem 3.4 says that the
mixing time can be O (log n). We believe that this fact might have applications in counting/sampling
problems on hypergraphs a` la MCMC (Markov chain monte carlo) algorithms on graphs.
Towards Local Clustering Algorithms for Hypergraphs We believe that the hypergraph diffusion
process has applications in computing combinatorial properties and sampling problems in hypergraphs.
As a concrete example, we show that the diffusion process can be useful towards computing sets of
vertices having small expansion. We show that if the diffusion process mixes slowly, then the hypergraph
must contain a set of vertices having small expansion. This is analogous to the corresponding fact for
graphs, and can be used as a tool to certify an upper bound on hypergraph expansion.
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Theorem 3.5 Given a hypergraph H = (V,E,w) and a probability distribution ϕ0 : V → [0, 1], let
ϕt denote the probability distribution at time t according to the diffusion process (Figure 3.1) and ϕ∗ be
the stationary distribution.
Let δ > 0. Suppose initially ‖ϕ0 − ϕ∗‖1 > δ and for some time T > 0, ‖ϕT − ϕ∗‖1 > δ. Then, there
exists a set S ⊂ V such that ϕ∗(S) ≤ 12 and
φ(S) ≤ O
(
1
T
ln
‖ϕ0 − ϕ∗‖1√
ϕ∗min · δ
)
.
As in the case of graphs, this upper bound might be better than the guarantee obtained using an SDP
relaxation (3.22) in certain settings.
One could ask if the converse of the statement of Theorem 3.5 is true, i.e., if the hypergraph H =
(V,E,w) has a “sparse cut”, then is there a polynomial time computable probability distribution ϕ0 :
V → [0, 1] such that the diffusion process initialized with this ϕ0 mixes “slowly”? Theorem 3.6 shows
that there exists such a distribution ϕ0, but it is not known if such a distribution can be computed in
polynomial time. We leave this as an open problem.
Theorem 3.6 (Lower bound on Mixing Time) Given a hypergraph H = (V,E,w), there exists a
probability measure ϕ0 on V such that ‖ϕ0 − ϕ∗‖1 ≥ 12 , and for small enough δ,
tmixδ (ϕ0) = Ω
(
1
γ2
ln
ϕ∗min
δ
)
.
See Theorem 5.5 for the formal statement of Theorem 3.6. We view the condition in Theorem 3.6 that
the starting distribution ϕ0 satisfy ‖ϕ0 − ϕ∗‖1 ≥ 12 as the analogue of a random walk in a graph starting
from some vertex.
Discretized Diffusion Operator and Hypergraph Diameter A well known fact about regular 2-
graphs is that the diameter of a graph G is at most O (log n/ (log(1/(1 − γ2)))).
We define a discretized diffusion operator M := I − 12L on the measure space in Section 5.4, and use it
to prove an upper bound on the hop-diameter of a hypergraph.
Theorem 3.7 Given a hypergraph H = (V,E,w), its hop-diameter diam(H) is at most O
(
logNw
γ2
)
,
where Nw := maxu∈V w(V )wu .
3.3 Cheeger Inequalities
We generalize the Cheeger’s inequality [AM85, Alo86] to hypergraphs.
Theorem 3.8 (Hypergraph Cheeger Inequalities) Given an edge-weighted hypergraph H , its expan-
sion φH is defined as in (1.1). Then, we have the following:
γ2
2
≤ φH ≤ 2√γ2 .
However, to consider higher-order Cheeger inequalities for hypergraphs, at this moment, we cannot
use the spectral properties of the Laplacian L. Moroever, the sequence {γi} generated by procedural
minimizers might not be unique. We consider the following parameters.
Orthogonal Minimaximizers. Define ξk := minx1,...xk maxi∈[k]D(xi) and ζk := minx1,...xk max{D(x) :
x ∈ span{x1, . . . xk}}, where the minimum is over k non-zero mutually orthogonal vectors x1, . . . , xk
in the normalized space. (All involved minimum and maximum can be attained because D is continuous
and all vectors could be chosen from the surface of a unit ball, which is compact.)
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For 2-graphs, the three parameters ξk = γk = ζk coincide with the eigenvalues of the normalized
Laplacian L. Indeed, most proofs in the literature concerning expansion and Cheeger inequalities
(e.g., [LOT12, KLL+13]) just need to use the underlying properties of γk, ξk and ζk with respect to
the discrepancy ratio, without explicitly using the spectral properties of the Laplacian. However, the
three parameters can be related to one another in the following lemma, whose proof is in Section 6.2.
Lemma 3.9 (Comparing Discrepancy Minimizers) Suppose {γk} is some sequence produced by the
procedural minimizers. For each k ≥ 1, ξk ≤ γk ≤ ζk ≤ kξk. In particular, γ2 = ζ2, but it is possible
that ξ2 < γ2.
Given a parameter k ∈ N, the multi-way small-set expansion problem asks to compute k disjoint sets
S1, S2, . . . , Sk that all have small expansion. This problem has a close connection with the Unique
Games Conjecture [RS10, ABS10]. In recent works, higher eigenvalues of Laplacians were used to
bound small-set expansion in 2-graphs [LRTV12, LOT12]. In particular, the following result is achieved.
Fact 3.10 (Higher-Order Cheeger Inequalities for 2-Graphs) There exists an absolute constant c >
0 such that for any 2-graph G = (V,E,w) and any integer k < |V |, there exist Θ(k) non-empty disjoint
sets S1, . . . , S⌊ck⌋ ⊂ V such that
max
i∈[ck]
φ(Si) = O
(√
γk log k
)
.
Moreover, for any k disjoint non-empty sets S1, . . . , Sk ⊂ V
max
i∈[k]
φ(Si) ≥ γk
2
.
We prove the following generalizations to hypergraphs (see Theorems 6.6 and 6.14 for formal state-
ments).
Theorem 3.11 (Small Set Expansion) Given hypergraph H = (V,E,w) and parameter k < |V |,
suppose f1, f2, . . . , fk are k orthonormal vectors in the weighted space such that maxs∈[k]Dw(fs) ≤ ξ.
Then, there exists a set S ⊂ V such that |S| = O (|V | /k) satisfying
φ(S) = O
(
k log k log log k ·
√
log r ·
√
ξ
)
,
where r is the size of the largest hyperedge in E.
Theorem 3.12 (Higher-Order Cheeger Inequalities for Hypergraphs) There exist absolute constants
c > 0 such that the following holds. Given a hypergraph H = (V,E,w) and any integer k < |V |, sup-
pose f1, f2, . . . , fk are k orthonormal vectors in the weighted space such that maxs∈[k]Dw(fs) ≤ ξ.
Then, there exists Θ(k) non-empty disjoint sets S1, . . . , S⌊ck⌋ ⊂ V such that
max
i∈[ck]
φ(Si) = O
(
k2 log k log log k ·
√
log r ·
√
ξ
)
.
Moreover, for any k disjoint non-empty sets S1, . . . , Sk ⊂ V
max
i∈[k]
φ(Si) ≥ ζk
2
.
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3.4 Hardness via Vertex Expansion in 2-Graphs
Given a graph G = (V,E,w) having maximum vertex degree d and a set S ⊂ V , its internal boundary
N in(S), and external boundary Nout(S) is defined as follows:
N in(S) :=
{
v ∈ S : ∃u ∈ S¯such that {u, v} ∈ E} and
Nout(S) :=
{
v ∈ S¯ : ∃u ∈ Ssuch that {u, v} ∈ E}.
The vertex expansion φV(S) of a set S is defined as
φV(S) :=
∣∣N in(S)∣∣+ |Nout(S)|
|S| .
Vertex expansion is a fundamental graph parameter that has applications both as an algorithmic primitive
and as a tool for proving communication lower bounds [LT80, Lei80, BTL84, AK95, SM00].
Bobkov et al. [BHT00] defined a Poincaire´-type functional graph parameter as follows. Given an
undirected graph G = (V,E), denote v ∼ u if {v, u} ∈ E, and define
λ∞ := min
f∈RV
∑
u∈V maxv∼u (fu − fv)2∑
u∈V f2u − 1n
(∑
u∈V fu
)2 .
Observe that the expression to be minimized does not change if the same constant is added to every
coordinate. Hence, without loss of generality, we can assume that the above minimization is taken over
all non-zero vectors such that f ⊥ 1. Therefore, we can equivalently write
λ∞ = min
06=f⊥1
DV (f), (3.2)
where DV (·) is the discrepancy ratio for vertex expansion:
DV (f) :=
∑
u∈V maxv∼u (fu − fv)2∑
u∈V f2u
.
If χS is the characteristic vector of the susbet S of vertices, then it follows that φV(S) = DV (χS). We
can see that there are many similarities with edge expansion, and indeed a Cheeger-type Inequality for
vertex expansion in graphs was proved in [BHT00].
Fact 3.13 ([BHT00]) For an un-weighted graph G = (V,E),
λ∞
2
≤ φVG ≤
√
2λ∞ .
Given the similarities between vertex expansion in 2-graphs and hyperedge expansion, one could imag-
ine that a diffusion process can be defined with respect to vertex expansion in order to construct a similar
Laplacian operator, which would have λ∞ as an eigenvalue. However, instead of repeating the whole ar-
gument and analysis, we remark that there is a well known reduction from vertex expansion in 2-graphs
to hyperedge expansion.
Reduction 3.14
Input: Undirected 2-graph G = (V,E).
Output:We construct hypergraph H = (V,E′) as follows. For every vertex v ∈ V , we add the (unit-
weighted) hyperedge {v} ∪Nout({v}) to E′.
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Fact 3.15 ([LM14b]) Given a graph G = (V,E,w) of maximum degree d and minimum degree c1d
(for some constant c1), the hypergraph H = (V,E′) obtained from Reduction 3.14 has hyperedges of
cardinality at most d+ 1 and,
c1φH(S) ≤ 1
d+ 1
· φVG(S) ≤ φH(S) ∀S ⊂ V .
Remark 3.16 The dependence on the degree in Fact 3.15 is only because vertex expansion and hyper-
graph expansion are normalized differently. The vertex expansion of a set S is defined as the number of
vertices in the boundary of S divided by the cardinality of S, whereas the hypergraph expansion of a set
S is defined as the number hyperedges crossing S divided by the sum of the degrees of the vertices in S.
Using Fact 3.15, we can apply our results for hypergraph edge expansion to vertex expansion in d-regular
2-graphs. In particular, we relate λ∞ with the parameter γ2 associated with the hypergraph achieved in
Reduction 3.14.
Theorem 3.17 Let G = (V,E) be a undirected d-regular 2-graph with parameter λ∞, and let H =
(V,E′) be the hypergraph obtained in Reduction 3.14 having parameter γ2. Then,
γ2
4
≤ λ∞
d
≤ γ2 .
The computation of λ∞ is not known to be tractable. For graphs having maximum vertex degree d,
[LRV13] gave a O (log d)-approximation algorithm for computing λ∞, and showed that there exists an
absolute constant C such that is SSE-hard to get better than a C log d-approximation to λ∞. Indeed,
such a hardness result implies that the hyperedge expansion and the spectral gap γ2 cannot be efficiently
approximated. See Section 7 for a definition of SSE hypothesis. Specifically, we show the following
hardness results for computing hyperedge expansion (see Theorem 7.3) and γ2 (see Theorem 7.4).
Theorem 3.18 (Informal Statement) Given a hypergraph H , it is SSE-hard to get better than an
O
(√
φH · log rr
)
bound on hypergraph expansion in polynomial time. (Note that this is non-trivial
only when φH ≤ log rr .)
Theorem 3.19 (Informal Statement) When γ2 ≤ 1r , it is SSE-hard to output a number γ̂ in polynomial
time such that γ2 ≤ γ̂ = O (γ2 log r).
3.5 Approximation Algorithms
We do not know how to efficiently find orthonormal vectors f1, f2, . . . , fk in the weighted space that
attain ξk. In view of Theorems 3.11 and 3.12, we consider approximation algorithms to find k such
vectors to minimize maxi∈[k]Dw(fi).
Approximate Procedural Minimizers. Our approximation algorithms are based on the following result
on finding approximate procedural minimizers.
Theorem 3.20 Suppose for k ≥ 2, {fi}i∈[k−1] is a set of orthonormal vectors in the weighted space,
and define γ := min{Dw(f) :

0 6= f ⊥w {fi : i ∈ [k − 1]}}. Then, there is a randomized procedure
that produces a non-zero vector f that is orthogonal to {fi}i∈[k−1] in polynomial time, such that with
high probability, Dw(f) = O (γ log r), where r is the size of the largest hyperedge.
Using the procedure in Theorem 3.20 as a subroutine for generating procedural minimizers, we can show
that the resulting vectors provide an O (k log r)-approximation to ξk.
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Theorem 3.21 (Approximating ξk) There exists a randomized polynomial time algorithm that, given a
hypergraph H = (V,E,w) and a parameter k < |V |, outputs k orthonormal vectors f1, . . . , fk in the
weighted space such that with high probability, for each i ∈ [k],
Dw(fi) ≤ O (i log r · ξi) .
Algorithmic Applications. Applying Theorem 3.21, we readily have approximation algorithms for the
problems in Theorems 3.8, 3.11 and 3.12.
Corollary 3.22 (Hyperedge Expansion) There exists a randomized polynomial time algorithm that
given a hypergraph H = (V,E,w), outputs a set S ⊂ V such that φ(S) = O (√φH log r) with
high probability, where r is the size of the largest hyperedge in E.
We note that Corollary 3.22 also follows directly from [LM14b].
Many theoretical and practical applications require multiplicative approximation guarantees for hy-
pergraph sparsest cut. In a seminal work, Arora, Rao and Vazirani [ARV09] gave a O (√log n)-
approximation algorithm for the (uniform) sparsest cut problem in graphs. [LM14b] gave aO (√log n)-
approximation algorithm for hypergraph expansion.
Corollary 3.23 (Small Set Expansion) There exists a randomized polynomial time algorithm that given
hypergraph H = (V,E,w) and parameter k < |V |, produces a set S ⊂ V such that with high proba-
bility, |S| = O (nk ) and
φ(S) = O
(
k1.5 log k log log k · log r ·
√
ξk
)
,
where r is the size of the largest hyperedge in E.
In contrast, a polynomial-time algorithm is given in [LM14b] that returns a subset S with size O (nk )
whose expansion is at most O (k log k log log k · √log n) times the smallest expansion over all vertex
sets of size at most nk .
Corollary 3.24 (Multi-way Hyperedge Expansion) There exist absolute constants c, c′ > 0 such that
the following holds. There exists a randomized polynomial time algorithm that given hypergraph H =
(V,E,w) and parameter k < |V |, produces Θ(k) non-empty disjoint sets S1, . . . , S⌊ck⌋ ⊂ V such that
with high probability,
max
i∈[ck]
φ(Si) = O
(
k2.5 log k log log k · log r ·
√
ξk
)
.
In contrast, for 2-graphs, a polynomial-time bi-criteria approximation algorithm [LM14a] outputs (1 −
ǫ)k disjoint subsets such that each subset has expansion at most Oǫ(
√
log n log k) times the optimal
value.
3.6 Sparsest Cut with General Demands
An instance of the problem consists of a hypergraph H = (V,E,w) with edge weights w and a collection
T = {({si, ti},Di) : i ∈ [k]} of demand pairs, where each pair {si, ti} has demand Di. For a subset
S ⊂ V , its expansion with respect to T is
Φ(S) :=
w(∂S)∑
i∈[k]Di |χS(si)− χS(ti)|
.
The goal is to find S to minimize Φ(S). We denote ΦH := minS⊂V Φ(S).
Arora, Lee and Naor [ALN08] gave a O (√log k log log k)-approximation algorithm for the sparsest
cut in 2-graphs with general demands. We give a similar bound for the sparsest cut in hypergraphs with
general demands.
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Theorem 3.25 There exists a randomized polynomial time algorithm that given an instance of the hyper-
graph Sparsest Cut problem with hypergraph H = (V,E,w) and k demand pairs in T = {({si, ti},Di) :
i ∈ [k]}, outputs a set S ⊂ V such that with high probability,
Φ(S) ≤ O
(√
log k log r log log k
)
ΦH ,
where r = maxe∈E |e|.
3.6.1 Discussion
We stress that none of our bounds have a polynomial dependence on r, the size of the largest hyperedge
(Theorem 3.11 has a dependence on O˜ (min {r, k})). In many of the practical applications, the typical
instances have r = Θ(nα) for some α = Ω(1); in such cases having bounds of poly(r) would not be of
any practical utility. All our results generalize the corresponding results for 2-graphs.
3.7 Organization
We formally define the diffusion process and our Laplacian operator in Section 4. We prove the existence
of a non-trivial eigenvalue for the Laplacian operator in Theorem 4.1.
In Section 5, we define the stochastic diffusion process, and prove our bounds on the mixing time (The-
orem 3.4 and Theorem 3.6). We define a discrete diffusion operator and give a bound on the hypergraph
diameter (Theorem 3.7) in Section 5.4.
In Section 6, we prove the basic hypergraph Cheeger inequality (Theorem 3.8) and also the higher-order
variants (Theorem 3.11 and Theorem 3.12).
In Section 7, we explore the relationship between hyperedge expansion and vertex expansion in 2-graphs.
Using hardness results for vertex expansion, we prove our hardness results for computing hypergraph
eigenvalues (Theorem 3.19) and for hypergraph expansion (Theorem 3.18).
In Section 8, we give our approximation algorithm for procedural minimizers (Theorem 3.20). We
present our algorithm for sparsest cut with general demands (Theorem 3.25) in Section 9.
4 Defining Diffusion Process and Laplacian for Hypergraphs
A classical result in spectral graph theory is that for a 2-graph whose edge weights are given by the adja-
cency matrix A, the parameter γ2 := min
0 6=x⊥W 12 1 D(x) is an eigenvalue of the normalized Laplacian
L := I−W− 12AW− 12 , where a corresponding minimizer x2 is an eigenvector of L. Observe that γ2 is
also an eigenvector on the operator Lw := I −W−1A induced on the weighted space. However, in the
literature, the (weighted) Laplacian is defined as W−A, which is WLw in our notation. Hence, to avoid
confusion, we only consider the normalized Laplacian in this paper.
In this section, we generalize the result to hypergraphs. Observe that any result for the normalized space
has an equivalent counterpart in the weighted space, and vice versa.
Theorem 4.1 (Eigenvalue of Hypergraph Laplacian) For a hypergraph with edge weights w, there
exists a normalized Laplacian L such that the normalized discrepancy ratio D(x) coincides with the
corresponding Rayleigh quotient R(x). Moreover, the parameter γ2 := min
0 6=x⊥W 12 1 D(x) is an
eigenvalue of L, where any minimizer x2 is a corresponding eigenvector.
However, we show in Example B.4 that the above result for our Laplacian does not hold for γ3.
Intuition from Random Walk and Diffusion Process. We further elaborate the intuition described in
Section 3.1. Given a 2-graph whose edge weights w are given by the (symmetric) matrix A, we illustrate
the relationship between the Laplacian and a diffusion process in an underlying measure space, in order
to gain insights on how to define the Laplacian for hypergraphs.
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Suppose ϕ ∈ RV is some measure on the vertices, which, for instance, can represent a probability
distribution on the vertices. A random walk on the graph can be characterized by the transition matrix
M := AW−1. Observe that each column of M sums to 1, because we apply M to the column vector ϕ to
get the distribution Mϕ after one step of the random walk.
We wish to define a continuous diffusion process. Observe that, at this moment, the measure vector ϕ is
moving in the direction of Mϕ− ϕ = (M − I)ϕ. Therefore, if we define an operator L := I−M on the
measure space, we have the differential equation dϕdt = −Lϕ.
To be mathematically precise, we are considering how ϕ will move in the future. Hence, unless other-
wise stated, all derivatives considered are actually right-hand-derivatives dϕ(t)dt := lim∆t→0+
ϕ(t+∆t)−ϕ(t)
∆t .
Using the transformation into the weighted space f = W−1ϕ and the normalized space x = W−
1
2ϕ,
we can define the corresponding operators Lw := W−1LW = I − W−1A and L := W− 12LW 12 =
I−W− 12AW− 12 , which is exactly the normalized Laplacian for 2-graphs.
Generalizing the Diffusion Rule from 2-Graphs to Hypergraphs. We consider more carefully the rate
of change for the measure at a certain vertex u: dϕudt =
∑
v:{u,v}∈E wuv(fv − fu), where f = W−1ϕ
is the weighted measure. Observe that for a stationary distribution of the random walk, the measure at
a vertex u should be proportional to its (weighted) degree wu. Hence, given an edge e = {u, v}, by
comparing the values fu and fv, measure should move from the vertex with higher f value to the vertex
with smaller f value, at the rate given by ce := we · |fu − fv|.
To generalize this to a hypergraph H = (V,E), for e ∈ E and measure ϕ (corresponding to f = W−1ϕ),
we define Ie(f) ⊆ e as the vertices u in e whose fu = ϕuwu are minimum, Se(f) ⊆ e as those whose
corresponding values are maximum, and ∆e(f) := maxu,v∈E(fu − fv) as the discrepancy within edge
e. Then, the diffusion process obeys the following rules.
(R1) When the measure distribution is at state ϕ (where f = W−1ϕ), there can be a positive rate of
measure flow from u to v due to edge e ∈ E only if u ∈ Se(f) and v ∈ Ie(f).
(R2) For every edge e ∈ E, the total rate of measure flow due to e from vertices in Se(f) to Ie(f) is
ce := we · ∆e(f). In other words, the weight we is distributed among (u, v) ∈ Se(f) × Ie(f)
such that for each such (u, v), there exists aeuv = aeuv(f) such that
∑
(u,v)∈Se×Ie a
e
uv = we, and
the rate of flow from u to v (due to e) is aeuv · ∆e. (For ease of notation, we write aeuv = aevu.)
Observe that if Ie = Se, then ∆e = 0 and it does not matter how the weight we is distributed.
Observe that the distribution of hyperedge weights will induce a symmetric matrix Af such that for
u 6= v, Af (u, v) = auv :=
∑
e∈E a
e
uv(f), and the diagonal entries are chosen such that entries in the
row corresponding to vertex u sum to wu. Then, the operator L(ϕ) := (I− AfW−1)ϕ is defined on the
measure space to obtain the differential equation dϕdt = −Lϕ. As in the case for 2-graph, we show in
Lemma 4.2 that the corresponding operator Lw on the weighted space and the normalized Laplacian L
are induced such that Dw(f) = Rw(f) and D(x) = R(x), which hold no matter how the weight we of
hyperedge e is distributed among edges in Se(f)× Ie(f).
Lemma 4.2 (Rayleigh Quotient Coincides with Discrepancy Ratio) Suppose Lw on the weighted space
is defined such that rules (R1) and (R2) are obeyed. Then, the Rayleigh quotient associated with Lw sat-
isfies that for any f in the weighted space, Rw(f) = Dw(f). By considering the isomorphic normalized
space, we have for each x, R(x) = D(x).
Proof: It suffices to show that 〈f, Lwf〉w =
∑
e∈E wemaxu,v∈e(fu − fv)2.
Recall that ϕ = Wf , and Lw = I−W−1Af , where Af is chosen as above to satisfy rules (R1) and (R2).
Hence, it follows that
〈f, Lwf〉w = fT(W −Af )f =
∑
uv∈(V2)
auv(fu − fv)2
=
∑
uv∈(V2)
∑
e∈E:{uv,vu}∩Se×Ie 6=∅ a
e
uv(fu − fv)2 =
∑
e∈E wemaxu,v∈e(fu − fv)2, as required.
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4.1 Defining Diffusion Process to Construct Laplacian
Recall that ϕ ∈ RV is the measure vector, where each coordinate contains the “measure” being dis-
persed. Observe that we consider a closed system here, and hence 〈1, ϕ〉 remains invariant. To facilitate
the analysis, we also consider the weighted measure f := W−1ϕ.
Our goal is to define a diffusion process that obeys rules (R1) and (R2). Then, the operator on the
measure space is given by Lϕ := −dϕdt . By observing that the weighted space is achieved by the
transformation f = W−1ϕ, the operator on the weighted space is given by Lwf := −dfdt .
In Figure 4.1, we give a procedure that takes f ∈ RV and returns r = dfdt ∈ RV . This defines Lwf = −r,
and the Laplacian is induced L := W 12LwW− 12 on the normalized space x = W 12 f .
Suppose we have the measure vector ϕ ∈ RV and the corresponding weighted vector f = W−1ϕ.
Observe that even though we call ϕ a measure vector, ϕ can still have negative coordinates. We shall
construct a vector r ∈ RV that is supposed to be dfdt . For u ∈ V and e ∈ E, let ρu(e) be the rate of
change of the measure ϕu due to edge e. Then, ρu :=
∑
e∈E ρu(e) gives the rate of change of ϕu.
We show that r and ρ must satisfy certain constraints because of rules (R1) and (R2). Then, it suffices
to show that there exists a unique r ∈ RV that satisfies all the constraints.
First, since dfdt = W
−1 dϕ
dt , we have for each vertex u ∈ V , ru = ρuwu .
Rule (R1) implies the following constraint:
for u ∈ V and e ∈ E, ρu(e) < 0 only if u ∈ Se(f), and ρu(e) > 0 only if u ∈ Ie(f).
Rule (R2) implies the following constraint:
for each e ∈ E, we have ∑u∈Ie(f) ρu(e) = −∑u∈Se(f) ρu(e) = we ·∆e(f).
Construction of Af . Observe that for each e ∈ E, once all the ρu(e)’s are determined, the weight we
can be distributed among edges in Se×Ie by considering a simple flow problem on the complete bipartite
graph, where each u ∈ Se is a source with supply −ρu(e)∆e , and each v ∈ Ie is a sink with demand
ρv(e)
∆e
.
Then, from any feasible flow, we can set aeuv to be the flow along the edge (u, v) ∈ Se × Ie.
Infinitesimal Considerations. In the previous discussion, we argue that if a vertex u is losing measure
due to edge e, then it should remain in Se for infinitesimal time, which holds only if the rate of change
of fu is the maximum among vertices in Se. A similar condition should hold if the vertex u is gaining
measure due to edge e. This translates to the following constraints.
Rule (R3) First-Order Derivative Constraints:
• If ρu(e) < 0, then ru ≥ rv for all v ∈ Se.
• If ρu(e) > 0, then ru ≤ rv for all v ∈ Ie.
We remark that rule (R3) is only a necessary condition in order for the diffusion process to satisfy
rule (R1). Even though Af might not be unique, we shall show that these rules are sufficient to define a
unique r ∈ RV , which is returned by the procedure in Figure 4.1.
Moreover, observe that if f = αg for some α > 0, then in the above flow problem to determine
the symmetric matrix, we can still have Af = Ag. Hence, even though the resulting Lw(f) := (I −
W−1Af )f might not be linear, we still have Lw(αg) = αLw(g).
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Given a hypergraph H = (V,E,w) and a vector f ∈ RV in the weighted space, we describe a
procedure to return r ∈ RV that is supposed to be r = dfdt in the diffusion process.
1. Define an equivalence relation on V such that u and v are in the same equivalence class iff
fu = fv.
2. We consider each such equivalence class U ⊂ V and define the r values for vertices in U .
Denote EU := {e ∈ E : ∃u ∈ U, u ∈ Ie ∪ Se}.
Recall that ce := we ·maxu,v∈E(fu − fv). For F ⊂ E, denote c(F ) :=
∑
e∈F ce.
For X ⊂ U , define IX := {e ∈ EU : Ie ⊆ X} and SX := {e ∈ EU : Se ∩X 6= ∅}.
Denote C(X) := c(IX)− c(SX) and δ(X) := C(X)w(X) .
3. Find any P ⊂ U such that δ(P ) is maximized.
For all u ∈ P , set ru := δ(P ).
4. Recursively, find the r values for the remaining points U ′ := U \ P using EU ′ := EU \ (IP ∪
SP ).
Figure 4.1: Determining the Vector r = dfdt
Uniqueness of Procedure. In step (3) of Figure 4.1, there could be more than one choice of P to
maximize δ(P ). In Section 4.2, we give an efficient algorithm to find such a P . Moreover, we shall
show that the procedure will return the same r ∈ RV no matter what choice the algorithm makes. In
Lemma 4.8, we prove that rules (R1)-(R3) imply that dfdt must equal to such an r.
4.2 A Densest Subset Problem
In step (3) of Figure 4.1, we are solving the following variant of the densest subset problem restricted to
some set U of vertices, with multi-sets I := {e ∩ U : e ∈ E, Ie(f) ∩ U 6= ∅} and S := {e ∩ U : e ∈
E,Se(f) ∩ U 6= ∅}.
Definition 4.3 (Densest Subset Problem) The input is a hypergraph HU = (U, I ∪S), where we allow
multi-hyperedges in I ∪ S. Each v ∈ U has weight wv > 0, and each e ∈ I ∪ S has value ce > 0.
For X ⊂ U , define IX := {e ∈ I : e ⊂ X} and SX := {e ∈ S : e ∩X 6= ∅}.
The output is a non-empty P ⊂ U such that δ(P ) := c(IP )−c(SP )w(P ) is maximized, and we call such P a
densest subset.
We use an LP similar to the one given by Charikar [Cha00] used for the basic densest subset problem.
maximize c(x) :=
∑
e∈I cexe −
∑
e∈S cexe
subject to ∑v∈U wvyv = 1
xe ≤ yv ∀e ∈ I, v ∈ e
xe ≥ yv ∀e ∈ S, v ∈ e
yv, xe ≥ 0 ∀v ∈ U, e ∈ I ∪ S
We analyze this LP using a similar approach given in [BBC+15]. Given a subset P ⊂ U , we define the
following feasible solution zP = (xP , yP ).
xPe =
{
1
w(P ) if e ∈ IP ∪ SP
0 otherwise.
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yPv =
{
1
w(P ) if v ∈ P
0 otherwise.
Feasibility of zP can be verified easily and it can be checked that the objective value is c(xP ) = δ(P ).
Given a feasible solution z = (x, y), we say that a non-empty P is a level set of z if there exists r > 0
such that P = {v ∈ U : yv ≥ r}.
The following lemma has a proof similar to [BBC+15, Lemma 4.1].
Lemma 4.4 Suppose z∗ = (x∗, y∗) is an optimal (fractional) solution of the LP. Then, every (non-
empty) level set P of z∗ is a densest set and δ(P ) = c(x∗).
Proof: Suppose z∗ = (x∗, y∗) is an optimal solution. We prove the result by induction on the number
k of level sets of z∗, which is also the number of distinct non-zero values found in the coordinates of y∗.
For the base case when k = 1, z∗ only has one level set P = supp(y∗). Because
∑
v∈U wvy
∗
v = 1, it
follows that we must have z∗ = zP , and hence P must be a densest set and the result holds for k = 1.
For the inductive step, suppose y∗ has k ≥ 2 non-zero distinct values in its coordinates. Let P :=
supp(y∗) and α := min{y∗v : v ∈ P}. Observe P is a level set of z∗ and α · w(P ) ≤
∑
v∈U wvy
∗
v = 1.
Moreover, observe that if x∗e > 0, then x∗e ≥ α.
Define ẑ = (x̂, ŷ) as follows.
x̂e =
{
x∗e−α
1−α·w(P ) if x
∗
e > 0
0 otherwise.
ŷv =
{
y∗v−α
1−α·w(P ) if v ∈ P
0 otherwise.
Hence, z∗ = α · w(P ) · zS + (1 − α · w(P ))ẑ, and the number of level sets of ẑ is exactly k − 1. In
particular, the level sets of z∗ are P together with those of ẑ.
Hence, to complete the inductive step, it suffices to show that ẑ is a feasible solution to the LP. To see why
this is enough, observe that the objective function is linear, c(x∗) = α·w(P )·c(xP )+(1−α·w(P ))·c(x̂).
Hence, if both zP and ẑ are feasible, then both must be optimal. Then, the inductive hypothesis on ẑ can
be used to finish the inductive step.
Hence, it remains to check the feasibility of ẑ.
First,
∑
v∈U wvŷv =
∑
v∈P wv
y∗v−α
1−α·w(P ) = 1.
Observe in the objective value, we want to increase xe for e ∈ I and decrease xe for e ∈ S. Hence, the
optimality of z∗ implies that
x∗e =
{
minv∈e y∗v if e ∈ I
maxv∈e y∗v if e ∈ S.
For x∗e = 0, then x̂e = 0 and the corresponding inequality is satisfied.
Otherwise, x∗e ≥ α, we have
x̂e =
x∗e−α
1−α·w(P ) =
{
minv∈e y∗v−α
1−α·w(P ) = minv∈e ŷv if e ∈ I
maxv∈e y∗v−α
1−α·w(P ) = maxv∈e ŷv if e ∈ S.
Therefore, ẑ is feasible and this completes the inductive step.
Given two densest subsets P1 and P2, it follows that that z
P1+zP2
2 is an optimal LP solution. Hence, by
considering its level sets, Lemma 4.4 implies the following corollary.
Corollary 4.5 (Properties of Densest Subsets) 1. Suppose P1 and P2 are both densest subsets. Then,
P1∪P2 is also a densest subset. Moreover, if P1∩P2 is non-empty, then it is also a densest subset.
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2. The maximal densest subset is unique and contains all densest subsets.
The next two lemmas show that the procedure defined in Figure 4.1 will return the same r ∈ RV , no
matter which densest subset is returned in step (3). Lemma 4.6 implies that if P is a maximal densest
subset in the given instance, then the procedure will assign r values to the vertices in P first and each
v ∈ P will receive rv := δ(P ).
Lemma 4.6 (Remaining Instance) Suppose in an instance (U, I ∪ S) with density function δ, some
densest subset X is found, and the remaining instance (U ′, I ′ ∪ S′) is defined with U ′ := U \ X,
I ′ := {e ∩ U ′ : e ∈ I \ IX}, S′ := {e ∩ U ′ : e ∈ S \ SX} and the corresponding density function δ′.
Then, for any Y ⊂ U ′, δ′(Y ) ≤ δ(X), where equality holds iff δ(X ∪ Y ) = δ(X).
Proof: Denote δM := δ(X) = c(IX)−c(SX)w(X) .
Observe that c(I ′Y ) = c(IX∪Y )− c(IX) and c(S′Y ) = c(SX∪Y )− c(SX).
Hence, we have δ′(Y ) = c(I
′
Y )−c(S′Y )
w(Y ) =
δ(X∪Y )·w(X∪Y )−δM ·w(X)
w(X∪Y )−w(X) .
Therefore, for each ⊲⊳∈ {<,=, >}, we have δ′(Y ) ⊲⊳ δM iff δ(X ∪ Y ) ⊲⊳ δM .
We next see how this implies the lemma. For ⊲⊳ being “>”, we know δ′(Y ) > δ(X) is impossible,
because this implies that δ(X ∪ Y ) > δ(X), violating the assumption that X is a densest subset.
For ⊲⊳ being “=”, this gives δ′(Y ) = δ(X) iff δ(X ∪ Y ) = δ(X), as required.
Corollary 4.7 (Procedure in Figure 4.1 is well-defined.) The procedure defined in Figure 4.1 will re-
turn the same r ∈ RV , no matter which densest subset is returned in step (3). In particular, if P is the
(unique) maximal densest subset in the given instance, then the procedure will assign r values to the
vertices in P first and each v ∈ P will receive rv := δ(P ). Moreover, after P is removed from the
instance, the maximum density in the remaining instance is strictly less than δ(P ).
4.3 Densest Subset Procedure Defines Laplacian
We next show that rules (R1) to (R3) imply that in the diffusion process, dfdt must equal to the vector
r ∈ RV returned by the procedure described in Figure 4.1.
We denote rS(e) := maxu∈Se ru and rI(e) := minu∈Ie ru.
Lemma 4.8 (Defining Laplacian from Diffusion Process) Given a measure vector ϕ ∈ RV (and the
corresponding f = W−1ϕ in the weighted space), rules (R1) to (R3) uniquely determine r = dfdt ∈ RV
(and ρ = Wr), which can be found by the procedure described in Figure 4.1. This defines the operators
Lwf := −r and Lϕ := −Wr. The normalized Laplacian is also induced L := W− 12LW 12 .
Moreover,
∑
e∈E ce(rI(e)− rS(e)) =
∑
u∈V ρuru = ‖r‖2w.
Proof: As in Figure 4.1, we consider each equivalence class U , where all vertices in a class have the
same f values.
For each such equivalence class U ⊂ V , define IU := {e ∈ E : ∃u ∈ U, u ∈ Ie} and SU := {e ∈ E :
∃u ∈ U, u ∈ Se}. Notice that each e is in exactly one such I’s and one such S’s.
As remarked in Section 4.1, for each e ∈ E, once all ρu(e) is defined for all u ∈ Se ∪ Ie, it is simple to
determine aeuv for (u, v) ∈ Se × Ie by considering a flow problem on the bipartite graph Se × Ie. The
“uniqueness” part of the proof will show that r = dfdt must be some unique value, and the “existence”
part of the proof shows that this r can determine the ρu(e)’s.
Considering Each Equivalence Class U . We can consider each equivalence class U independently by
analyzing ru and ρu(e) for u ∈ U and e ∈ IU ∪ SU that satisfy rules (R1) to (R3).
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Proof of Uniqueness. We next show that rules (R1) to (R3) imply that r must take a unique value that
can be found by the procedure in Figure 4.1.
For each e ∈ IU ∪ SU , recall that ce := we ·∆e(f), which is the rate of flow due to e into U (if e ∈ IU )
or out of U (if e ∈ SU ). For F ⊆ IU ∪ SU , denote c(F ) :=
∑
e∈F ce.
Suppose T is the set of vertices that have the maximum r values within the equivalence class, i.e., for
all u ∈ T , ru = maxv∈U rv. Observe that to satisfy rule (R3), for e ∈ IU , there is positive rate ce of
measure flow into T due to e iff Ie ⊆ T ; otherwise, the entire rate ce will flow into U \ T . On the other
hand, for e ∈ SU , if Se ∩ T 6= ∅, then there is a rate ce of flow out of T due to e; otherwise, the rate ce
flows out of U \ T .
Based on this observation, we define for X ⊂ U , IX := {e ∈ IU : Ie ⊆ X} and SX := {e ∈ SU : Se ∩
X 6= ∅}. Note that these definitions are consistent with IU and SU . We denote C(X) := c(IX)−c(SX ).
To detect which vertices in U should have the largest r values, we define δ(X) := C(X)w(X) , which, loosely
speaking, is the average weighted (with respect to W) measure rate going into vertices in X. Observe
that if r is feasible, then the definition of T implies that for all v ∈ T , rv = δ(T ).
Corollary 4.7 implies that the procedure in Figure 4.1 will find the unique maximal densest subset P
with δM := δ(P ).
We next show that T = P . Observe that for all edges e ∈ IP have Ie ⊂ P , and hence, there must
be at least rate of c(IP ) going into P ; similarly, there is at most rate of c(SP ) going out of P . Hence,
we have
∑
u∈P wuru ≥ c(IP ) − c(SP ) = w(P ) · δ(P ). Therefore, there exists u ∈ P such that
δ(P ) ≤ ru ≤ δ(T ), where the last inequality holds because every vertex v ∈ T is supposed to have
the maximum rate rv = δ(T ). This implies that δ(T ) = δM , T ⊆ P and the maximum r value is
δM = δ(T ) = δ(P ). Therefore, the above inequality becomes w(P )·δM ≥
∑
u∈P wuru ≥ w(P )·δ(P ),
which means equality actually holds. This implies that every vertex u ∈ P has the maximum rate
ru = δM , and so T = P .
Recursive Argument. Hence, it follows that the set T can be uniquely identified in Figure 4.1 as the
set of vertices have maximum r values, which is also the unique maximal densest subset. Then, the
uniqueness argument can be applied recursively for the smaller instance withU ′ := U\T , IU ′ := IU\IT ,
SU ′ := SU \ ST .
Proof of Existence. We show that once T is identified in Figure 4.1, it is possible to assign for each
v ∈ T and edge e where v ∈ Ie ∪ Se, the values ρv(e) such that δM = rv =
∑
e ρv(e).
Consider an arbitrary configuration ρ in which edge e ∈ IT supplies a rate of ce to vertices in T , and
each edge e ∈ ST demands a rate of ce from vertices in T . Each vertex v ∈ T is supposed to gather a
net rate of wv · δM , where any deviation is known as the surplus or deficit.
Given configuration ρ, define a directed graph Gρ with vertices in T such that there is an arc (u, v) if
non-zero measure rate can be transferred from u to v. This can happen in one of two ways: (i) there
exists e ∈ IT containing both u and v such that ρu(e) > 0, or (ii) there exists e ∈ ST containing both u
and v such that ρv(e) < 0.
Hence, if there is a directed path from a vertex u with non-zero surplus to a vertex v with non-zero
deficit, then the surplus at vertex u (and the deficit at vertex v) can be decreased.
We argue that a configuration ρ with minimum surplus must have zero surplus. (Observe that the min-
imum can be achieved because ρ comes from a compact set.) Otherwise, suppose there is at least one
vertex with positive surplus, and let T ′ be all the vertices that are reachable from some vertex with pos-
itive surplus in the directed graph Gρ. Hence, it follows that for all e /∈ IT ′ , for all v ∈ T ′, ρv(e) = 0,
and for all e ∈ ST ′ , for all u /∈ T ′, ρu(e) = 0. This means that the rate going into T ′ is c(IT ′) and all
comes from IT ′ , and the rate going out of T ′ is c(ST ′). Since no vertex in T ′ has a deficit and at least
one has positive surplus, it follows that δ(T ′) > δM , which is a contradiction.
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After we have shown that a configuration ρ with zero surplus exists, it can be found by a standard flow
problem, in which each e ∈ IT has supply ce, each v ∈ T has demand wv · δM , and each e ∈ ST has
demand ce. Moreover, in the flow network, there is a directed edge (e, v) if v ∈ Ie and (v, e) if v ∈ Se.
Suppose in a feasible solution, there is a flow with magnitude θ along a directed edge. If the flow is in
the direction (e, v), then ρv(e) = θ; otherwise, if it is in the direction (v, e), then ρv(e) = −θ.
Recursive Application. The feasibility argument can be applied recursively to the smaller instance de-
fined on (U ′, IU ′ , SU ′) with the corresponding density function δ′. Indeed, Corollary 4.7 implies that
that δ′M := max∅6=Q⊂U ′ δ′(Q) < δM .
Claim.
∑
e∈E ce(rI(e) − rS(e)) =
∑
u∈V ρuru.
Consider T defined above with δM = δ(T ) = ru for u ∈ T .
Observe that
∑
u∈T ρuru = (c(IT ) − c(ST )) · δM =
∑
e∈IT ce · rI(e) −
∑
e∈ST ce · rS(e), where the
last equality is due to rule (R3).
Observe that every u ∈ V will be in exactly one such T , and every e ∈ E will be accounted for exactly
once in each of IT and ST , ranging over all T ’s. Hence, summing over all T ’s gives the result.
Comment on the Robustness of Diffusion Process. Recall that in Section 3.1, we mention that if
the weight distribution is not carefully designed in Figure 3.1, then the diffusion process cannot actu-
ally continue. The following lemma implies that our diffusion process resulting from the procedure in
Figure 4.1 will be robust.
Lemma 4.9 In the diffusion process resulting from Figure 4.1 with the differential equation dfdt = −Lwf ,
at any time t0, there exists some ǫ > 0 such that dfdt is continuous in (t0, t0 + ǫ).
Proof: Observe that as long as the equivalence classes induced by f do not change, then each of them
act as a super vertex, and hence the diffusion process goes smoothly.
At the very instant that equivalence classes merge into some U , Figure 4.1 is actually used to determine
whether the vertices will stay together in the next moment.
An equivalence class can be split in two ways. The first case is that the equivalence class U is peeled
off layer by layer in the recursive manner described above, because they receive different r values. In
particular, the (unique) maximal densest subset T is such a layer.
The second case is more subtle, because it is possible that vertices within T could be split in the next
moment. For instance, there could be a proper subset X ( T whose r values might be marginally larger
than the rest after infinitesimal time.
The potential issue is that if the vertices in X go on their own, then the vertices X and also the vertices
in T \ X might experience a sudden jump in their rate r, thereby nullifying the “work” performed in
Figure 4.1
Fortunately, this cannot happen, because if the set X could go on its own, it must be the case that
δM = δ(T ) = δ(X). Corollary 4.7 states that in this case, after X is separated on its own, then in the
remaining instance, we must still have δ′(T \X) = δM . Hence, the behavior of the remaining vertices
is still consistent with the r value produced in Figure 4.1, and the r value cannot suddenly jump.
Hence, we can conclude that if equivalence classes merge or split at time t0, there exists some ǫ > 0
such that dfdt is continuous in (t0, t0 + ǫ), until the next time equivalence classes merge or split.
4.4 Spectral Properties of Laplacian
We next consider the spectral properties of the normalized Laplacian L induced by the diffusion process
defined in Section 4.1.
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Lemma 4.10 (First-Order Derivatives) Consider the diffusion process satisfying rules (R1) to (R3)
on the measure space with ϕ ∈ RV , which corresponds to f = W−1ϕ in the weighted space. Suppose
Lw is the induced operator on the weighted space such that dfdt = −Lwf . Then, we have the following
derivatives.
1. d‖f‖
2
w
dt = −2〈f, Lwf〉w.
2. d〈f,Lwf〉wdt = −2‖Lwf‖2w.
3. Suppose Rw(f) is the Rayleigh quotient with respect to the operator Lw on the weighted space.
Then, for f 6= 0, dRw(f)dt = − 2‖f‖4w · (‖f‖
2
w · ‖Lwf‖2w − 〈f, Lwf〉2w) ≤ 0, by the Cauchy-Schwarz
inequality on the 〈·, ·〉w inner product, where equality holds iff Lwf ∈ span(f).
Proof: For the first statement, d‖f‖
2
w
dt = 2〈f, dfdt 〉w = −2〈f, Lwf〉w.
For the second statement, recall from Lemma 4.2 that 〈f, Lwf〉w =
∑
e∈E wemaxu,v∈e(fu − fv)2.
Moreover, recall also that ce = we ·maxu,v∈e(fu − fv). Recall that r = dfdt , rS(e) = maxu∈Se ru and
rI(e) = minu∈Ie ru.
Hence, by the Envelope Theorem, d〈f,Lwf〉wdt = 2
∑
e∈E ce · (rS(e) − rI(e)). From Lemma 4.8, this
equals −2‖r‖2w = −2‖Lwf‖2w.
Finally, for the third statement, we have
d
dt
〈f,Lwf〉w
〈f,f〉w =
1
‖f‖4w (‖f‖
2
w · d〈f,Lwf〉wdt − 〈f, Lwf〉w · d‖f‖
2
w
dt ) = − 2‖f‖4w · (‖f‖
2
w · ‖Lwf‖2w − 〈f, Lwf〉2w),
where the last equality follows from the first two statements.
We next prove some properties of the normalized Laplacian L with respect to orthogonal projection in
the normalized space.
Lemma 4.11 (Laplacian and Orthogonal Projection) Suppose L is the normalized Laplacian defined
in Lemma 4.8. Moreover, denote x1 := W
1
2

1, and let Π denote the orthogonal projection into the
subspace that is orthogonal to x1. Then, for all x, we have the following:
1. L(x) ⊥ x1,
2. 〈x,Lx〉 = 〈Πx,LΠx〉.
3. For all real numbers α and β, L(αx1 + βx) = βL(x).
Proof: For the first statement, observe that since the diffusion process is defined on a closed system,
the total measure given by
∑
u∈V ϕu does not change. Therefore, 0 = 〈

1, dϕdt 〉 = 〈W
1
2

1, dxdt 〉, which
implies that Lx = −dxdt ⊥ x1.
For the second statement, observe that from Lemma 4.2, we have:
〈x,Lx〉 =∑e∈E wemaxu,v∈e( xu√wu − xv√xv )2 = 〈(x+αx1),L(x+αx1)〉, where the last equality holds
for all real numbers α. It suffices to observe that Πx = x+ αx1, for some suitable real α.
For the third statement, it is more convenient to consider transformation into the weighted space f =
W−
1
2x. It suffices to show that Lw(α

1 + βf) = βLw(f). This follows immediately because in the
definition of the diffusion process, it can be easily checked that ∆e(α

1 + βf) = β∆e(f).
Proof of Theorem 4.1: Suppose L is the normalized Laplacian induced by the diffusion process in
Lemma 4.8. Let γ2 := min
0 6=x⊥W 12 1 R(x) be attained by some minimizer x2. We use the isomorphism
between the three spaces: W− 12ϕ = x = W 12 f .
The third statement of Lemma 4.10 can be formulated in terms of the normalized space, which states
that dR(x)dt ≤ 0, where equality holds iff Lx ∈ span(x).
We claim that dR(x2)dt = 0. Otherwise, suppose
dR(x2)
dt < 0. From Lemma 4.11, we have
dx
dt = −Lx ⊥
W
1
2

1. Hence, it follows that at this moment, the current normalized vector is at position x2, and is
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moving towards the direction given by x′ := dxdt |x=x2 such that x′ ⊥ W
1
2

1, and dR(x)dt |x=x2 < 0.
Therefore, for sufficiently small ǫ > 0, it follows that x′2 := x2 + ǫx′ is a non-zero vector that is
perpendicular to W
1
2

1 and R(x′2) < R(x2) = γ2, contradicting the definition of x2.
Hence, it follows that dR(x2)dt = 0, which implies that Lx2 ∈ span(x2). Since γ2 = R(x2) = 〈x2,Lx2〉〈x2,x2〉 ,
it follows that Lx2 = γ2x2, as required.
5 Diffusion Processes
In Section 4, we define a diffusion process in a closed system with respect to a hypergraph according to
the equation dϕdt = −Lϕ, where ϕ ∈ RV is the measure vector, and L is the corresponding operator on
the measure space. In this section, we consider related diffusion processes. In the stochastic diffusion
process, on the top of the diffusion process, each vertex is subject to independent Brownian noise. We
also consider a discretized diffusion operator, which we use to analyze the hop-diameter of a hypergraph.
5.1 Stochastic Diffusion Process
We analyze the process using Ito¯ calculus, and the reader can refer to the textbook by Øksendal [Øks14]
for relevant background.
Randomness Model. We consider the standard multi-dimensional Wiener process {Bt ∈ RV : t ≥ 0}
with independent Brownian motion on each coordinate. Suppose the variance of the Brownian motion
experienced by each vertex is proportional to its weight. To be precise, there exists η ≥ 0 such that for
each vertex u ∈ V , the Brownian noise introduced to u till time t is √ηwu · Bt(u), whose variance is
ηwut. It follows that the net amount of measure added to the system till time t is
∑
u∈V
√
ηwu · Bt(u),
which has normal distribution N(0, ηt · w(V )). Observe that the special case for η = 0 is just the
diffusion process in a closed system.
This random model induces an Ito¯ process on the measure space given by the following stochastic
differential equation:
dΦt = −LΦt dt+√η ·W
1
2 dBt,
with some initial measure Φ0
By the transformation into the normalized space x := W− 12ϕ, we consider the corresponding stochastic
differential equation in the normalized space:
dXt = −LXt dt+√η dBt,
where L is the normalized Laplacian from Lemma 4.8. Observe that the random noise in the normalized
space is spherically symmetric.
Convergence Metric. Given a measure vector ϕ ∈ RV , denote ϕ∗ := 〈

1 ,ϕ〉
w(V ) ·W

1, which is the measure
vector obtained by distributing the total measure
∑
u∈V ϕu = 〈

1, ϕ〉 among the vertices such that each
vertex u receives an amount proportional to its weight wu.
For the normalized vector x = W−
1
2ϕ, observe that x∗ := W−
1
2ϕ∗ = 〈

1 ,ϕ〉
w(V ) ·W
1
2

1 is the projection of x
into the subspace spanned by x1 := W
1
2

1. We denote by Π the orthogonal projection operator into the
subspace orthogonal to x1.
Hence, to analyze how far the measure is from being stationary, we consider the vector Φt −Φ∗t , whose
ℓ1-norm is ‖Φt − Φ∗t‖1 ≤
√
w(V ) · ‖ΠXt‖2. As random noise is constantly delivered to the system,
we cannot hope to argue that these random quantities approach zero as t tends to infinity. However, we
can show that these random variables are stochastically dominated by distributions with bounded mean
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and variance as t tends to infinity. The following lemma states that a larger value of γ2 implies that the
measure is closer to being stationary.
Lemma 5.1 (Stochastic Dominance) Suppose γ2 = min06=x⊥x1 R(x). Then, in the stochastic diffu-
sion process described above, for each t ≥ 0, the random variable ‖ΠXt‖2 is stochastically dominated
by ‖X̂t‖2, where X̂t has distribution e−γ2tΠX0 +
√
η
2γ2
· (1− e−2γ2t) ·N(0, 1)V , and N(0, 1)V is the
standard n-dimensional Guassian distribution with independent coordinates.
Proof: Consider the function h : RV → R given by h(x) := ‖Πx‖22 = ‖x − x∗‖22, where x∗ :=
〈x1,x〉
w(V ) · x1 and x1 := W
1
2

1. Then, one can check that the gradient is ∇h(x) = 2Πx, and the Hessian is
∇2h(x) = 2(I − 1w(V ) ·W
1
2JW
1
2 ), where J is the matrix where every entry is 1.
Define the Ito¯ process Yt := h(Xt) = 〈ΠXt,ΠXt〉. By the Ito¯’s lemma, we have
dYt = 〈∇h(Xt), dXt〉+ 12(dXt)T∇2h(Xt) (dXt).
To simplify the above expression, we make the substitution dXt = −LXt dt+√η dBt. From Lemma 4.11,
we have for all x, Lx ⊥ x1 and 〈x,Lx〉 = 〈Πx,LΠx〉.
Moreover, the convention for the product of differentials is 0 = dt · dt = dt · dBt(u) = dBt(u) · dBt(v)
for u 6= v, and dBt(u) · dBt(u) = dt. Hence, only the diagonal entries of the Hessian are relevant.
We have dYt = −2〈ΠXt,LΠXt〉 dt + η
∑
u∈V (1 − wuw(V )) dt + 2
√
η · 〈ΠXt, dBt〉. Observing that
ΠXt ⊥ x1, from the definition of γ2, we have 〈ΠXt,LΠXt〉 ≥ γ2 · 〈ΠXt,ΠXt〉. Hence, we have the
following inequality: dYt ≤ −2γ2Yt dt+ ηn dt+ 2√η · 〈ΠXt, dBt〉.
We next define another Ito¯ process Ŷt := 〈X̂t, X̂t〉 with initial value X̂0 := ΠX0 and stochastic differ-
ential equation: dŶt = −2γ2Ŷt dt+ ηn dt+ 2√η · 〈X̂t, dB̂t〉.
We briefly explain why Yt is stochastically dominated by Ŷt by using a simple coupling argument. If
Yt < Ŷt, then we can choose dBt and dB̂t to be independent. If Yt = Ŷt, observe that 〈ΠXt, dBt〉 and
〈X̂t, dB̂t〉 have the same distribution, because both dBt and dB̂t are spherically symmetric. Hence, in
this case, we can choose a coupling between dBt and dB̂t such that 〈ΠXt, dBt〉 = 〈X̂t, dB̂t〉.
Using Ito¯’s lemma, one can verify that the above stochastic differential equation can be derived from the
following equation involving X̂t: dX̂t = −γ2X̂t dt+√η dB̂t.
Because dB̂t has independent coordinates, it follows that the equation can be solved independently for
each vertex u. Again, using the Ito¯ lemma, one can verify that d(eγ2tXt) =
√
η · eγ2t dB̂t. Therefore,
we have the solution X̂t = e−γ2tX̂0 +
√
η · e−γ2t ∫ t0 eγ2s dB̂s, which has the same distribution as:
e−γ2tX̂0 +
√
η
2γ2
· (1− e−2γ2t) ·N(0, 1)V , as required.
Corollary 5.2 (Convergence and Laplacian) In the stochastic diffusion process, as t tends to infinity,
‖Φt − Φ∗t‖21 is stochastically dominated by η·w(V )2γ2 · χ2(n), where χ2(n) is the chi-squared distribution
with n degrees of freedom. Hence, limt→∞E[‖Φt − Φ∗t‖1] ≤
√
ηn·w(V )
2γ2
.
Remark. Observe that the total measure introduced into the system is
∑
u∈V
√
ηwu ·Bt(u), which has
standard deviation
√
ηt · w(V ). Hence, as t increases, the “error rate” is at most
√
n
2γ2t
.
Proof: Observe that, as t tends to infinity, Ŷt = ‖X̂t‖22 converges to the distribution η2γ2 · χ2(n), where
χ2(n) is the chi-squared distribution with n degrees of freedom (having mean n and standard deviation√
2n).
Finally, observing that ‖Φt − Φ∗t‖21 ≤ w(V ) · ‖ΠXt‖22, it follows that as t tends to infinity, ‖Φt − Φ∗t‖21
is stochastically dominated by the distribution η·w(V )2γ2 · χ2(n), which has mean
ηn·w(V )
2γ2
and standard
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deviation η
√
n·w(V )√
2γ2
.
Corollary 5.3 (Upper Bound for Mixing Time for η = 0) Consider the deterministic diffusion process
with η = 0, and some initial probability measure ϕ0 ∈ RV+ such that 〈

1, ϕ0〉 = 1. Denote ϕ∗ :=
1
w(V ) · W

1, and ϕ∗min := minu∈V ϕ∗(u). Then, for any δ > 0 and t ≥ 1γ2 log 1δ√ϕ∗min , we have
‖Φt − ϕ∗‖1 ≤ δ.
Proof: In the deterministic process with η = 0, stochastic dominance becomes ‖ΠXt‖2 ≤ eγ2t ·
‖ΠX0‖2.
Relating the norms, we have ‖Φt − ϕ∗‖1 ≤
√
w(V ) · ‖ΠXt‖2 ≤
√
w(V ) · e−γ2t · ‖ΠX0‖2.
Observe that ‖ΠX0‖22 ≤ 〈X0,X0〉 = 〈ϕ0,W−1ϕ0〉 ≤ 1minu wu .
Hence, it follows that ‖Φt − ϕ∗‖1 ≤ 1√ϕ∗min · e
−γ2t
, which is at most δ, for t ≥ 1γ2 log 1δ√ϕ∗min .
5.2 Bottlenecks for the Hypergraph Diffusion Process
In this section we prove that if the hypergraph diffusion process mixes slowly, then it must have a set of
vertices having small expansion (Theorem 3.5).
Theorem 5.4 (Restatement of Theorem 3.5) Given a hypergraph H = (V,E,w) and a probability
distribution ϕ0 : V → [0, 1], let ϕt denote the probability distribution at time t according to the diffusion
process (Figure 3.1) and ϕ∗ be the stationary distribution.
Let δ > 0. Suppose initially ‖ϕ0 − ϕ∗‖1 > δ and for some time T > 0, ‖ϕT − ϕ∗‖1 > δ. Then, there
exists a set S ⊂ V such that ϕ∗(S) ≤ 12 and
φ(S) ≤ O
(
1
T
ln
‖ϕ0 − ϕ∗‖1√
ϕ∗min · δ
)
.
Proof: We consider the transformation xt := W−
1
2ϕt. We denote by Π the orthogonal projection
operator into the subspace orthogonal to x1 := W
1
2

1. Consider the projection x̂t := Πxt onto the
subspace orthogonal to x1. Denote x∗ := W−
1
2ϕ∗ = 1w(V ) ·W
1
2

1, which is the projection of x0 into the
subspace spanned by x1 := W
1
2

1.
Observe that xt = x∗ + x̂t, where x∗ is the stationary component and x̂t is the transient component.
Moreover, ϕt − ϕ∗ = W 12 x̂t.
The diffusion process on the measure space induces the differential equation on x̂t as follows:
dx̂t
dt = −Lx̂t.
By expressing Lemma 4.10 (1) in terms of the normalized space, we have
d‖x̂t‖2
dt = −2R(x̂t) · ‖x̂t‖2.
Integrating from t = 0 to T and simplifying, we have
ln ‖x̂0‖‖x̂T ‖ =
∫ T
0 R(x̂t)dt ≥ T · R(x̂T ),
where the last inequality holds because R(x̂t) is decreasing according to Lemma 4.10 (3).
Since the norms are related by √wmin · ‖x‖2 ≤ ‖ϕ‖1 ≤
√
w(V ) · ‖x‖2, we have
R(x̂T ) ≤ 1T ln ‖x̂0‖‖x̂T ‖ ≤
1
T ln(
1√
ϕ∗min
· ‖ϕ0−ϕ∗‖1‖ϕT−ϕ∗‖1 ) ≤
1
T ln
‖ϕ0−ϕ∗‖1√
ϕ∗min·δ
.
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Finally, observing that x̂T ⊥ x1, Proposition 6.2 implies that there exists a set S ⊂ V such that ϕ∗(S) ≤
1
2 , and φ(S) ≤ O
(√R(x̂T )) ≤ O( 1T ln ‖ϕ0−ϕ∗‖1√ϕ∗min·δ
)
.
5.3 Lower Bounds on Mixing Time
Next we prove Theorem 3.6.
Theorem 5.5 (Formal statement of Theorem 3.6) Given a hypergraph H = (V,E,w), suppose there
exists a vector y ⊥ x1 in the normalized space such that R(y) ≤ γ. Then, there exists an initial
probability distribution ϕ0 ∈ RV+ in the measure space such that ‖ϕ0 − ϕ∗‖1 ≥ 12 . Moreover, for any
δ > 0 and t ≤ 14γ ln
√
ϕ∗min
2δ , at time t of the diffusion process, we have
‖ϕt − ϕ∗‖1 ≥ δ.
We consider the diffusion process from the perspective of the normalized space. Recall that x1 := W
1
2

1
is an eigenvector of the normalized Laplacian L with eigenvalue 0. From Lemma 4.11 (1), L(x) ⊥ x1
for all x ∈ RV . Therefore, the diffusion process has no effect on the subspace spanned by x1, and we
can focus on its orthogonal space.
Lemma 5.6 Suppose y ∈ RV is a non-zero vector in the normalized space such that y ⊥ x1 and
R(y) = γ. If we start the diffusion process with y0 := y, then after time t ≥ 0, we have ‖yt‖2 ≥
e−γt · ‖y0‖2.
Proof: By Lemma 4.10 (1) interpreted for the normalized space, we have
d‖yt‖2
dt = −2R(yt) · ‖yt‖2 ≥ −2γ · ‖yt‖2, where the last inequality holds because from Lemma 4.10 (3),
t 7→ R(yt) is a decreasing funtion, which implies that R(yt) ≤ R(y0) = γ.
Integrating the above gives
‖yt‖2 ≥ e−2γt · ‖y0‖2.
The next lemma shows that given a vector in the normalized space that is orthogonal to x1, a correspond-
ing probability distribution in the measure space that has large distance from the stationary distribution
ϕ∗ := W

1
w(V ) can be constructed.
Lemma 5.7 Suppose y ∈ RV is a non-zero vector in the normalized space such that y ⊥ x1 and
R(y) = γ. Then, there exists ŷ ⊥ x1 such that R(ŷ) ≤ 4γ and ϕ0 := ϕ∗ + W 12 ŷ is a probability
distribution (i.e., ϕ0 ≥ 0), and
∥∥∥W 12 ŷ∥∥∥
1
≥ 12 .
Proof: One could try to consider ϕ∗ + W
1
2 (αy) for some α ∈ R, but the issue is that to ensure that
every coordinate is non-negative, the scalar α might need to have very small magnitude, leading to a
very small
∥∥∥W 12 (αy)∥∥∥
1
.
We construct the desired vector in several steps. We first consider z := y+ cx1 for an appropriate scalar
c ∈ R such that both w(supp(z+)) and w(supp(z−)) are at most 12 · w(V ), where z+ is obtained from
z by keeping only the positive coordinates, and z− is obtained similarly from the negative coordinates.
Observe that we have z = z+ + z−.
We use Π to denote the projection operator into the space orthogonal to x1 in the normalized space.
Then, we have y = Πz = Πz+ + Πz−. Without loss of generality, by replacing z with −z, we can
assume that ‖Πz+‖ ≥ 12 ‖y‖.
Observe that 〈Πz+,LΠz+〉 = 〈z+,Lz+〉 ≤ 〈z,Lz〉 = 〈y,Ly〉,
where the middle inequality follows because 〈z,Lz〉 =∑e∈E wemaxu,v∈e( zu√wu − zv√wv )2.
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Hence, we have R(Πz+) ≤ 4R(y), and we consider an appropriate scaled vector ŷ := Πẑ, where
ẑ = cz+ for some c > 0 such that 〈1,W 12 ẑ〉 = 1.
Hence, it follows that ŷ = ẑ − 〈W
1
2

1,ẑ〉
w(V ) ·W
1
2

1, which implies that W
1
2 ŷ = W
1
2 ẑ − ϕ∗.
Therefore, we have ϕ0 := ϕ∗ +W
1
2 ŷ = W
1
2 ẑ ≥ 0.
Moreover,
∥∥∥W 12 ŷ∥∥∥
1
≥ 〈1,W 12 ẑ〉 − w(supp(z+))w(V ) + w(supp(z
−))
w(V ) ≥ 12 , where the last inequality follows
from w(supp(z+)) ≤ 12w(V ).
Proof of Theorem 5.5: Using Lemma 5.7, we can construct ŷ from y such that ŷ ⊥ x1 and R(ŷ) ≤ 4γ.
Then, we can define the initial probability distribution ϕ0 := ϕ∗ +W
1
2 ŷ in the measure space with the
corresponding y0 := ŷ vector in the normalized subspace orthogonal to x1.
By Lemma 5.6, at time t of the difffusion process, we have ‖yt‖2 ≥ e−4γt · ‖y0‖2.
Relating the norms of the measure space and the normalized space, we have
‖ϕt − ϕ∗‖1 ≥
√
wmin ·‖yt‖2 ≥
√
wmin ·e−4γt ·‖y0‖2 ≥
√
ϕ∗min ·e−4γt ·‖ϕ0 − ϕ∗‖1 ≥
√
ϕ∗min ·e−4γt · 12 .
Hence, for t ≤ 14γ ln
√
ϕ∗min
2δ , we have ‖ϕt − ϕ∗‖1 ≥ δ, as required.
Remark 5.8 Observe that we do not know how to efficiently find x2 ⊥ x1 to attain R(x2) = γ2.
However, the approximation algorithm in Theorem 8.2 allows us to efficiently compute some y such that
R(y) ≤ O(log r) · γ2.
Hence, we can compute a probability distribution ϕ0 in polynomial time such
‖ϕ0 − ϕ∗‖1 ≥
1
2
and tmixδ (ϕ0) ≥ Ω(
1
γ2 log r
log
ϕ∗min
δ
).
5.4 Hypergraph Diameter
In this section we prove Theorem 3.7.
Theorem 5.9 (Restatement of Theorem 3.7) Given a hypergraph H = (V,E,w), its hop-diameter is
diam(H) = O
(
logNw
γ2
)
,
where Nw := maxu∈V w(V )wu and γ2 is the eigenvalue of the normalized Laplacian as defined in Theo-
rem 4.1.
We start by defining the notion of discretized diffusion operator.
Definition 5.10 (Discretized Diffusion Operator) Recalling that a diffusion process in the measure
space is defined in Section 4.1 by dϕdt = −Lϕ, we define a discretized diffusion operator on the measure
space by M := I− 12 · L.
Moreover, using the isomorphism between the measure space and the normalized space, we define the
corresponding operator on the normalized space M := I− 12 · L.
When we consider the diffusion process, it is more convenient to think in terms of the measure space.
However, the normalized space is more convenient for considering orthogonality.
Next, we bound the norm of the discretized diffusion operator.
Lemma 5.11 For a vector x in the normalized space such that x ⊥ x1 := W 12

1, we have ‖Mx‖2 ≤√
1− γ22 · ‖x‖2.
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Proof: Fix x ⊥ x1 := W 12

1. Observe that Mx = M̂x for some symmetric matrix M̂ := I − 12 · L̂,
where the matrix L̂ depends on x and has the form L̂ := I −W− 12 ÂW− 12 . The precise definition of Â
(depending on x) is given in Section 4.1, but the important property is that Â is a non-negative symmetric
matrix such that sum of entries in row u is wu.
Standard spectral graph theory and linear algebra state that RV has a basis consisting of orthonormal
eigenvectors {v1, v2, . . . , vn} of L̂, whose eigenvalues are in [0, 2]. Hence, the matrix M̂ has the same
eigenvectors; suppose the eigenvalue of vi is λi ∈ [0, 1].
We write x :=
∑n
i=1 civi for some real ci’s. Then, we have ‖Mx‖22 =
∑
i λ
2
i c
2
i ≤
∑
i λic
2
i =
〈x,Mx〉 = 〈x, x〉 − 12〈x,Lx〉 ≤ (1− γ22 ) ‖x‖22,
where the last inequality follows from 〈x,Lx〉 ≥ γ2 ‖x‖22, because of the definition of γ2 and x ⊥ x1.
Hence, the result follows.
Proof of Theorem 3.7: The high level idea is based on the following observation. Suppose S is
the support of a non-negative vector ϕ in the measure space. Then, applying the discretized diffusion
operator M to ϕ has the effect of spreading the measure on S to vertices that are within one hop from S,
where two vertices u and v are within one hop from each other if there is an edge e that contains both u
and v.
Therefore, to prove that a hypergraph has hop-diameter at most l, it suffices to show that, starting from
a measure vector ϕ whose support consists of only one vertex, applying the operator M to ϕ for l times
spreads the support to all vertices. Since we consider orthogonal projection, it will be more convenient
to perform the calculation in the normalized space.
Given a vertex u ∈ V , denote χu ∈ RV as the corresponding characteristic unit vector in the normalized
space. The goal is to show that if l is large enough, then for all vertices u and v, we have 〈χu,Ml(χv)〉 >
0.
We use Π to denote the projection operator into the subspace that is orthogonal to x1 := W 12

1. Then,
we have χu =
√
wu
w(V ) · x1 +Πχu.
Lemma 4.11 implies that for all x, M(x) ⊥ x1, and for all real α, M(αx1 + x) = αx1 +M(x).
Hence, we have 〈χu,Mlχv〉 =
√
wuwv
w(V ) + 〈Πχu,Ml(Πχv)〉. Observe that the first term
√
wuwv
w(V ) ≥ 1Nw ,
where Nw := maxu∈V w(V )wu .
For the second term, we have 〈Πχu,Ml(Πχv)〉 ≤ ‖Πχu‖2 ·
∥∥Ml(Πχv)∥∥2 ≤ (1− γ22 )l/2, where the first
inequality follows from Cauchy-Schwartz and the second inequality follows from applying Lemma 5.11
for l times.
Hence, for l larger than 2 logNw
log 1
1−
γ2
2
= O
(
logNw
γ2
)
, we have 〈Πχu,Ml(Πχv)〉 > 0, as required.
6 Cheeger Inequalities for Hypergraphs
In this section, we generalize the Cheeger inequalities to hypergraphs. For the basic version, we relate
the expansion of a hypergraph with the eigenvalue γ2 of the Laplacian L defined in Section 4. However,
at the moment, we cannot exploit the higher order spectral properties of L. Instead, we achieve higher
order Cheeger inequalities in terms of the orthogonal minimaximizers defined in Section 3.3.
6.1 Basic Cheeger Inequalities for Hypergraphs
We prove the basic Cheeger inequalities for hypergraphs.
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Theorem 6.1 (Restatement of Theorem 3.8) Given an edge-weighted hypergraph H , we have:
γ2
2
≤ φH ≤ γ2 + 2
√
γ2
rmin
≤ 2√γ2,
where φH is the hypergraph expansion and γ2 is the eignenvalue of L as in Theorem 4.1.
Towards proving this theorem, we first show that a good line-embedding of the hypergraph suffices to
upper bound the expansion.
Proposition 6.1 Let H = (V,E,w) be a hypergraph with edge weights w : E → R+ and let f ∈ RV+
be a non-zero vector. Then, there exists a set S ⊆ supp(f) such that
φ(S) ≤
∑
e∈E wemaxu,v∈e |fu − fv|∑
uwufu
.
Proof: The proof is similar to the proof of the corresponding statement for vertex expansion in
graphs [LRV13]. Observe that in the result, the upper bound on the right hand side does not change
if f is multiplied by a positive scalar. Hence, we can assume, without loss of generality, that f ∈ [0, 1]V .
We define a family of functions {Fr : [0, 1]→ {0, 1}}r∈[0,1] as follows.
Fr(x) =
{
1 x ≥ r
0 otherwise
.
For r ≥ 0 and a vector f ∈ [0, 1]V , we consider the induced vector Fr(f) ∈ {0, 1}V , whose coordinate
corresponding to v is Fr(fv). Let Sr denote the support of the vector Fr(f). For any a ∈ [0, 1] we have∫ 1
0
Fr(a) dr = a . (6.1)
Now, observe that if a − b ≥ 0, then Fr(a) − Fr(b) ≥ 0,∀r ∈ [0, 1]; similarly, if a − b ≤ 0 then
Fr(a)− Fr(b) ≤ 0,∀r ∈ [0, 1]. Therefore,∫ 1
0
|Fr(a)− Fr(b)| dr =
∣∣∣∣∫ 1
0
Fr(a)dr −
∫ 1
0
Fr(b)dr
∣∣∣∣ = |a− b| . (6.2)
Also, for a hyperedge e, if u = argmaxu∈e fu and v = argminu∈e fu, then
|Fr(fu)− Fr(fv)| ≥ |Fr(fu′)− Fr(fv′)| , ∀r ∈ [0, 1] and ∀u′, v′ ∈ e . (6.3)
Therefore, we have∫ 1
0
∑
ewemaxu,v∈e |Fr(fu)− Fr(fv)| dr∫ 1
0
∑
uwuFr(fu)dr
=
∑
ewemaxu,v∈e
∫ 1
0 |Fr(fu)− Fr(fv)| dr∫ 1
0
∑
uwuFr(fu)dr
(Using 6.3)
=
∑
ewemaxu,v∈e
∣∣∣∫ 10 Fr(fu)dr− ∫ 10 Fr(fv)dr∣∣∣∑
uwu
∫ 1
0 Fr(fu)dr
(Using 6.2)
=
∑
ewemaxu,v∈e |fu − fv|∑
uwufu
. (Using 6.1)
Therefore, there exists r′ ∈ [0, 1] such that∑
ewemaxu,v∈e |Fr′(fu)− Fr′(fv)|∑
uwuFr′(fu)
≤
∑
ewemaxu,v∈e |fu − fv|∑
uwufu
.
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Since Fr′(·) takes value in {0, 1}, we have∑
ewemaxu,v∈e |Fr′(fu)− Fr′(fv)|∑
u∈V wuFr′(fu)
=
∑
ewe · I [e is cut by Sr′ ]∑
u∈Sr′ wu
= φ(Sr′) .
Therefore,
φ(Sr′) ≤
∑
ewemaxu,v∈e |fu − fv|∑
uwufu
and Sr′ ⊆ supp(f) .
Proposition 6.2 Given an edge-weighted hypergraph H = (V,E,w) and a non-zero vector f ∈ RV
such that f ⊥w

1, there exists a set S ⊂ V such that w(S) ≤ w(V )2 and
φ(S) ≤ Dw(f) + 2
√
Dw(f)
rmin
,
where Dw(f) =
∑
e∈E wemaxu,v∈e (fu−fv)2∑
u∈V wuf
2
u
and rmin = mine∈E |e|.
Proof: Let g = f + c

1 for an appropriate c ∈ R such that both w(supp(g+)) and w(supp(g−)) are at
most w(V )2 . For instance, sort the coordinates of f such that f(v1) ≤ f(v2) ≤ · · · ≤ f(vn) and pick
c = f(vi), where i is the smallest index such that
∑i
j=1w(vj) ≥ w(V )2 .
Since f ⊥w

1, it follows that 〈g, 1〉w = c〈

1,

1〉w. Hence, we have 〈f, f〉w = 〈g, g〉w − 2c〈g,

1〉w +
c2〈1, 1〉w = 〈g, g〉w − c2〈

1,

1〉w ≤ 〈g, g〉w .
Therefore, we have
Dw(f) =
∑
e∈E wemaxu,v∈e(gu − gv)2
〈f, f〉w ≥
∑
e∈E wemaxu,v∈e(gu − gv)2
〈g, g〉w = Dw(g) .
For any a, b ∈ R, we have
(a+ − b+)2 + (a− − b−)2 ≤ (a− b)2.
Therefore, we have
Dw(f) ≥ Dw(g) =
∑
e∈E wemaxu,v∈e(gu − gv)2∑
uwug
2
u
≥
(∑
e∈E wemaxu,v∈e(g
+
u − g+v )2
)
+
(∑
e∈E wemaxu,v∈e(g
−
u − g−v )2
)∑
uwu(g
+
u )2 +
∑
u wu(g
−
u )2
≥ min
{∑
e∈E wemaxu,v∈e(g
+
u − g+v )2∑
uwu(g
+
u )2
,
∑
e∈E wemaxu,v∈e(g
−
u − g−v )2∑
u wu(g
−
u )2
}
= min
{
Dw(g
+),Dw(g
−)
}
.
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Let h ∈ {g+, g−} be the vector corresponding the minimum in the previous inequality. Then, we have∑
e∈E
we max
u,v∈e
∣∣h2u − h2v∣∣ =∑
e∈E
we max
u,v∈e |hu − hv| (hu + hv)
=
∑
e∈E
we max
u,v∈e(hu − hv)
2 + 2
∑
e∈E
wemin
u∈e hu maxu,v∈e |hu − hv|
≤
∑
e∈E
we max
u,v∈e(hu − hv)
2 + 2
√∑
e∈E
we max
u,v∈e(hu − hv)
2
√√√√∑
e∈E
we ·
∑
u∈e h2u
rmin
=
∑
e∈E
we max
u,v∈e(hu − hv)
2 + 2
√∑
e∈E
we max
u,v∈e(hu − hv)
2
√∑
u∈V wuh2u
rmin
,
where the inequality follows from the Cauchy-Schwarz’s Inequality.
Using Dw(h) ≤ Dw(f),∑
e∈E wemaxu,v∈e
∣∣h2u − h2v∣∣∑
uwuh
2
u
≤ Dw(h) + 2
√
Dw(h)
rmin
≤ Dw(f) + 2
√
Dw(f)
rmin
.
Invoking Proposition 6.1 with vector h2, we get that there exists a set S ⊂ supp (h) such that
φ(S) ≤ Dw(f) + 2
√
Dw(f)
rmin
and w(S) ≤ w(supp (h)) ≤ w(V )
2
.
The “hypergraph orthogonal separators” construction due to [LM14b] can also be used to prove Propo-
sition 6.2, albeit with a much larger absolute constant in the bound on the expansion of the set S.
We are now ready to prove Theorem 6.1.
Proof of Theorem 6.1 (and 3.8):
1. Let S ⊂ V be any set such that w(S) ≤ w(V )2 , and let g ∈ {0, 1}V be the indicator vector of S.
Let f be the component of g orthogonal to

1 (in the weighted space). Then, g = f + c1, where
c = 〈g,

1〉w
〈1,1〉w
= w(S)w(V ) .
Moreover, as in the proof of Proposition 6.2, we have 〈f, f〉w = 〈g, g〉w − c2〈

1,

1〉w = w(S) ·
(1− w(S)w(V )) ≥ w(S)2 .
Then, since g 6= 1, we have 0 6= f ⊥w

1 and so we have
γ2 ≤ Dw(f) =
∑
ewemaxu,v∈e(gu − gv)2
〈f, f〉w
≤ w(∂S)
w(S)/2
= 2φ(S).
Since the choice of the set S was arbitrary, we have γ22 ≤ φH .
2. Invoking Proposition 6.2 with the minimizer h2 such that γ2 = Dw(h2), we get that φH ≤
γ2 + 2
√
γ2
rmin
.
For γ2 ≤ 14 , we observe that rmin ≥ 2 and have φH ≤ (12 +
√
2) · √γ2 ≤ 2√γ2; for γ2 > 14 ,
observe that we have φH ≤ 1 ≤ 2√γ2.
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We remark that the constant 2 in the upper bound can be improved slightly by optimizing the
threshold for γ2 in the above case analysis, and further considering cases whether rmin = 2 or
rmin ≥ 3.
6.2 Higher Order Orthogonal Minimaximizers
As mentioned in Section 3.3, we do not yet know about higher order spectral properties of the Laplacian
L. Hence, to achieve results like higher order Cheeger-like inequalities, we consider the notion of
orthogonal minimaximizers with respect to the discrepancy ratio.
In Section 3.3, the parameters ξk and ζk are defined in terms of the normalized space. We can equiv-
alently define them in terms of the weighted space as ξk := minf1,...,fk maxi∈[k]Dw(fi) and ζk :=
minf1,...,fk max{Dw(f) : f ∈ span{f1, . . . , fk}}, where the minimum is over k non-zero mutually or-
thogonal vectors f1, f2, . . . , fk in the weighted space. The proofs shall work with either the normalized
or the weighted space, depending on which is more convenient.
We do not know an efficient method to find k orthonormal vectors that achieve ξk or ζk. In Section 8,
we describe how approximations of these vectors can be obtained.
We prove Lemma 3.9 that compares the parameters γk, ξk and ζk by the following claims.
Claim 6.2 For k ≥ 1, ξk ≤ γk.
Proof: Suppose the procedure produces {γi : i ∈ [k]}, which is attained by orthonormal vectors
Xk := {xi : i ∈ [k]} in the normalized space. Observe that maxi∈[k]D(xi) = D(xk) = γk, since xk
could have been a candidate in the minimum for defining γi because xk ⊥ xj , for all j ∈ [k − 1].
Since Xk is a candidate for taking the minimum over sets of k orthonormal vectors in the definition of
ξk, it follows that ξk ≤ γk.
Claim 6.3 For k ≥ 1, γk ≤ ζk.
Proof: For k = 1, γ1 = ζ1 = 0.
For k > 1, suppose the {γi : i ∈ [k − 1]} have already been constructed with the corresponding
orthonormal minimizers Xk−1 := {xi : i ∈ [k − 1]}.
Let Yk := {yi : i ∈ [k]} be an arbitrary set of k orthonormal vectors. Since the subspace orthogonal to
Xk−1 has rank n−k+1 and the span of Yk has rank k, there must be a non-zero y ∈ span(Yk)∩X⊥k−1.
Hence, it follows that γk = min
0 6=x∈X⊥
k−1
D(x) ≤ maxy∈span(Yk)D(y). Since this holds for any set Yk
of k orthonormal vectors, the result follows.
Claim 6.4 Given any k orthogonal vectors {fi : i ∈ [k]} in the weighted space. We have,
ζk ≤ kmax
i∈[k]
Dw(fi).
Moreover, if the fi’s have disjoint support, we have
ζk ≤ 2max
i∈[k]
Dw(fi).
Proof: Here it will be convenient to consider the equivalent discrepancy ratios for the weighted space.
It suffices to show that for any h ∈ span({fi : i ∈ [k]}), Dw(h) ≤ kmaxi∈[k]Dw(fi).
Suppose for some scalars αi’s, h =
∑
i∈[k] αifi.
33
For u, v ∈ V we have
(h(u) − h(v))2 = (
∑
i∈[k]
αi(fi(u)− fi(v)))2
≤ k
∑
i∈[k]
α2i (fi(u)− fi(v))2,
where the last inequality follows from Cauchy-Schwarz inequality. In the case fi’s have disjoint support,
we have
(h(u)− h(v))2 ≤ 2
∑
i∈[k]
α2i (fi(u)− fi(v))2.
For each e ∈ E we have
max
u,v∈e(h(u)− h(v))
2 ≤ max
u,v∈e k
∑
i∈[k]
α2i (fi(u)− fi(v))2
≤ k
∑
i∈[k]
α2i maxu,v∈e(fi(u)− fi(v))
2.
Therefore, we have
Dw(h) =
∑
ewemaxu,v∈e (h(u) − h(v))2∑
u∈V wuh(u)2
≤ k
∑
i∈[k] α
2
i
∑
ewemaxu,v∈e (fi(u)− fi(v))2∑
i∈[k] α
2
i
∑
u∈V wufi(u)2
≤ kmax
i∈[k]
Dw(fi),
as required.
Claim 6.5 We have γ2 = ζ2.
Proof: From Claim 6.3, we already have γ2 ≤ ζ2. Hence, it suffices to show the other direction. We
shall consider the discrepancy ratio for the weighted space.
Suppose f ⊥w 1 attains Dw(f) = γ2. Then, we have
ζ2 ≤ max
g=af+b1
∑
e∈E wemaxu,v∈e (gu − gv)2∑
v∈V wvg2v
= max
g=af+b1
∑
e∈E wemaxu,v∈e a
2(fu − fv)2∑
v∈V wv(afv + b)2
= max
g=af+b1
∑
e∈E wemaxu,v∈e a
2(fu − fv)2∑
v∈V wv(a2f2v + b2) + 2ab
∑
v∈V wvfv
≤ max
g=af+b1
∑
e∈E wemaxu,v∈e a
2(fu − fv)2∑
v∈V a2wvf2v
= γ2.
6.3 Small Set Expansion
Even though we do not have an efficient method to generate k orthonormal vectors that attain ξk. As a
warm up, we show that an approximation can still give us a bound on the expansion of a set of size at
most O(nk ).
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Theorem 6.6 (Formal Statement of 3.11) Suppose H = (V,E,w) is a hypergraph, and f1, f2, . . . , fk
are k orthonormal vectors in the weighted space such that maxs∈[k]Dw(fs) ≤ ξ. Then, a random set
S ⊂ V can be constructed in polynomial time such that with Ω(1) probability, |S| ≤ 24|V |k and
φ(S) ≤ Cmin{
√
r log k, k log k log log k ·
√
log r} ·
√
ξ,
where C is an absolute constant and r is the size of the largest hyperedge in E.
Our proof is achieved by a randomized polynomial time Algorithm 1 that computes a set S satisfying
the conditions of the theorem, given vectors whose discrepancy ratios are at most ξ. We will use the
following orthogonal separator [LM14b] subroutine. We say that a set S cuts another set e, if there
exist u, v ∈ e such that u ∈ S and v 6∈ S.
Fact 6.7 (Orthogonal Separator [LM14b]) There exists a randomized polynomial time algorithm that,
given a set of unit vectors {u¯}u∈V , parameters β ∈ (0, 1) and τ ∈ Z+, outputs a random set Ŝ ⊂
{u¯}u∈V such that for some absolute constant c1 and α = Θ( 1τ ), we have the following.
1. For every u¯, Pr[u¯ ∈ Ŝ] = α.
2. For every u¯, v¯ such that 〈u¯, v¯〉 ≤ β,
Pr[u¯ ∈ Ŝ and v¯ ∈ Ŝ] ≤ α
τ
.
3. For any e ⊂ {u¯}u∈V
Pr[e is “cut” by Ŝ] ≤ c1√
1− β · ατ log τ log log τ
√
log |e| · max
u¯,v¯∈e ‖u¯− v¯‖ .
Remark 6.8 We remark that the vectors do not have to satisfy the ℓ22-constraints in this version of
orthogonal separators [LM14b].
Algorithm 1 Small Set Expansion
1. Spectral Embedding. Let f1, . . . , fk be orthonormal vectors in the weighted space such that
maxs∈[k]Dw(fs) ≤ ξ. We map a vertex i ∈ V to a vector ui ∈ Rk defined as follows. For i ∈ V
and s ∈ [k],
ui(s) = fs(i) .
In other words, we map the vertex u to the vector formed by taking the coordinate corresponding
to vertex u from f1, . . . , fk. We consider the Euclidean ℓ2 norm in Rk.
2. Normalization. For every i ∈ V , let u˜i = ui‖ui‖ .
3. Random Projection. Using Fact 6.7 (orthogonal separator), sample a random set Ŝ from the set
of vectors {u˜i}i∈V with β = 99/100 and τ = k, and define the vector X ∈ RV as follows.
Xi :=
{
‖ui‖2 if u˜i ∈ Ŝ
0 otherwise
.
4. Sweep Cut. Sort the coordinates of the vector X in decreasing order and output the prefix having
the least expansion (See Proposition 6.1).
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We first prove some basic facts about the spectral embedding (Lemma 6.9), where the analogous facts
for graphs are well known.
Lemma 6.9 (Spectral embedding) We have the following.
1. ∑
e∈E wemaxi,j∈e ‖ui − uj‖2∑
i∈V wi ‖ui‖2
≤ max
s∈[k]
Dw(fs) .
2. ∑
i∈V
wi ‖ui‖2 = k .
3. ∑
i∈V
wi 〈uj , ui〉2 = ‖uj‖2 , ∀j ∈ V .
4. ∑
e∈E
wemax
i∈e
‖ui‖ ·max
i,j∈e
‖ui − uj‖ ≤ k ·
√
max
s∈[k]
Dw(fs).
Proof:
1. For the first statement, we have
∑
e∈E wemaxi,j∈e‖ui−uj‖2∑
i∈V wi‖ui‖2
=
∑
e∈E wemaxi,j∈e
∑
s∈[k](fs(i)−fs(j))2∑
i∈V wi
∑
s∈[k] fs(i)
2
≤
∑
s∈[k]
∑
e∈E wemaxi,j∈e(fs(i)−fs(j))2∑
s∈[k]
∑
i∈V wifs(i)
2 ≤ maxs∈[k]Dw(fs).
2. The second statement follows because each fs has norm 1 in the weighted space.
3. For the third statement,
∑
i∈V
wi 〈uj , ui〉2 =
∑
i∈V
wi
∑
s∈[k]
fs(j)fs(i)
2
=
∑
i∈V
wi
∑
s,t∈[k]
fs(j)fs(i)ft(j)ft(i)
=
∑
s,t∈[k]
fs(j)ft(j)
∑
i∈V
wifs(i)ft(i)
=
∑
s,t∈[k]
fs(j)ft(j) · 〈fs, ft〉w
=
∑
s,t∈[k]
fs(j)ft(j) · I [s = t]
=
∑
s∈[k]
uj(s)
2
= ‖uj‖2 .
4. For the fourth statement, using the Cauchy-Schwarz inequality, we have
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∑
e∈E
wemax
i∈e
‖ui‖ ·max
i,j∈e
‖ui − uj‖ ≤
√∑
e∈E
wemax
i∈e
‖ui‖2 ·
√∑
e∈E
wemax
i,j∈e
‖ui − uj‖2
=
∑
e∈E
wemax
i∈e
‖ui‖2 ·
√√√√∑e∈E wemaxi,j∈e ‖ui − uj‖2∑
e∈E wemaxi∈e ‖ui‖2
≤
∑
e∈E
wemax
i∈e
‖ui‖2 ·
√
max
s∈[k]
Dw(fs),
where the last inequality follows from the first statement.
To finish with the proof, observe that∑
e∈E wemaxi∈e ‖ui‖2 ≤
∑
i∈V wi ‖ui‖2 = k, where the last equality follows from the second
statement.
We denote D := τ√
1−β · log τ log log τ ·
√
log r.
Main Analysis To prove that Algorithm 1 outputs a set which meets the requirements of Theorem 6.6,
we will show that the vector X meets the requirements of Proposition 6.1. We prove an upper bound
on the numerator
∑
e∈E wemaxi,j∈e |Xi −Xj | in Lemma 6.11 and a lower bound on the denominator∑
i∈V wiXi in Lemma 6.13. We first show a technical lemma.
Lemma 6.10 For any non-zero vectors u and v, ‖u˜− v˜‖ ≤ 2 ‖u−v‖√
‖u‖2+‖v‖2
.
Proof: Denote a := ‖u‖, b := ‖v‖ and θ := 〈u˜, v˜〉. Then, we have
‖u˜− v˜‖2 (‖u‖2 + ‖v‖2) = (2− 2θ)(a2 + b2)
≤ 4(a2 − 2abθ + b2) = 4 ‖u− v‖2 ,
where the inequality is equivalent to (1 + θ)(a2 + b2)− 4abθ ≥ 0.
To see why this is true, consider the function h(θ) := (1 + θ)(a2 + b2) − 4abθ for θ ∈ [−1, 1]. Since
h′(θ) is independent of θ, h is either monotonically increasing or decreasing. Hence, to show that h is
non-negative, it suffices to check that both h(−1) and h(1) are non-negative.
Lemma 6.11 We have E[
∑
e∈E wemaxi,j∈e |Xi −Xj|] ≤ O(D) ·
√
ξ.
Proof: For an edge e ∈ E we have
E[max
i,j∈e
|Xi −Xj|] ≤ max
i,j∈e
∣∣∣‖ui‖2 − ‖uj‖2∣∣∣ · Pr[u˜i ∈ Ŝ ∀i ∈ e] +max
i∈e
‖ui‖2 · Pr[e is cut by Ŝ]. (6.4)
By Fact 6.7 (1), the probability in the first term is at most Θ( 1k ). Hence, the first term is at most
Θ(1)
k
·max
i,j∈e
∣∣∣‖ui‖2 − ‖uj‖2∣∣∣ ≤ Θ(1)
k
·max
i,j∈e
‖ui − uj‖ · ‖ui + uj‖ ≤ Θ(1)
k
·max
i,j∈e
‖ui − uj‖max
i∈e
‖ui‖ .
(6.5)
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To bound the second term in (6.4), we divide the edge set E into E1 and E2 as follows.
E1 :=
{
e ∈ E : max
i,j∈e
‖ui‖2
‖uj‖2
≤ 2
}
and E2 :=
{
e ∈ E : max
i,j∈e
‖ui‖2
‖uj‖2
> 2
}
.
E1 is the set of those edges whose vertices have roughly equal lengths and E2 is the set of those edges
whose vertices have large disparity in lengths.
Claim 6.12 Suppose E1 and E2 are as defined above. Then, the following holds.
(a) For e ∈ E1, we have
Pr[e is cut by Ŝ] ≤ O(αD) · maxi,j∈e‖ui−uj‖maxi∈e‖ui‖ .
(b) For e ∈ E2, we have maxi∈e ‖ui‖2 ≤ 4maxi∈e ‖ui‖maxi,j∈e ‖ui − uj‖.
Proof: We prove the two statements.
(a) For e ∈ E1, using Lemma 6.10 and Fact 6.7, the probability that e is cut by Ŝ is at most
O(αD) ·max
i,j∈e
‖ui − uj‖√
‖ui‖2 + ‖uj‖2
≤ O(αD) · maxi,j∈e ‖ui − uj‖
maxi∈e ‖ui‖ ,
where the inequality follows because e ∈ E1.
(b) Fix any e ∈ E2, and suppose the vertices in e = [r] are labeled such that ‖u1‖ ≥ ‖u2‖ ≥ . . . ≥ ‖ur‖.
Then, from the definition of E2, we have
‖u1‖2
‖ur‖2
> 2 .
Hence, maxi,j∈e ‖ui − uj‖ ≥ ‖u1 − ur‖ ≥ (1− 1√2)·‖u1‖. Therefore, maxi∈e ‖ui‖
2 ≤ 4maxi∈e ‖ui‖maxi,j∈e ‖ui − u
For a hyperedge e ∈ E1, using Claim 6.12 (a), the second term in (6.4) is at most
O(D)
k maxi∈e ‖ui‖maxi,j∈e ‖ui − uj‖.
For e ∈ E2, in the second term of (6.4), we can just upperbound the probability trivially by 1 ≤ O(D)k ,
and use Claim 6.12 (b) to conclude that the second term is also at most
O(D)
k maxi∈e ‖ui‖maxi,j∈e ‖ui − uj‖.
Hence, inequality (6.4) becomes:
E[max
i,j∈e
|Xi −Xj|] ≤ O(D)
k
·max
i∈e
‖ui‖max
i,j∈e
‖ui − uj‖ .
Summing over all hyperedges e ∈ E, we have
E[
∑
e∈E
wemax
i,j∈e
|Xi −Xj |] ≤ O(D)
k
·
∑
e∈E
wemax
i∈e
‖ui‖ ·max
i,j∈e
‖ui − uj‖
≤ O(D) ·
√
ξ,
where the last inequality follows from Lemma 6.9 (4).
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Lemma 6.13 We have
Pr[
∑
i∈V
wiXi >
1
2
] ≥ 1
12
.
Proof: We denote Y :=
∑
i∈V wiXi. We first compute E[Y ] as follows.
E[Y ] =
∑
i∈V
wi ‖ui‖2 Pr[u˜ ∈ Ŝ]
=
∑
i∈V
wi ‖ui‖2 · α (From Fact 6.7 (1))
= kα (Using Lemma 6.9 (2)) .
Next we give an upper bound of E[Y 2].
E[Y 2] =
∑
i,j∈V
wiwj ‖ui‖2 ‖uj‖2 Pr[u˜i, u˜j ∈ Ŝ]
≤
∑
i,j:
〈u˜i,u˜j〉≤β
wiwj ‖ui‖2 ‖uj‖2 Pr[u˜i, u˜j ∈ Ŝ] +
∑
i,j:
〈u˜i,u˜j〉>β
wiwj ‖ui‖2 ‖uj‖2 Pr[u˜i, u˜j ∈ Ŝ].
We use Fact 6.7 (2) to bound the first term, and use the trivial bound of 1k (Fact 6.7 (1)) to bound
Pr[u˜i, u˜j ∈ S] in the second term. Therefore,
E[Y 2] ≤
∑
i,j:
〈u˜i,u˜j〉≤β
wiwj ‖ui‖2 ‖uj‖2 · α
k
+
∑
i,j:
〈u˜i,u˜j〉>β
wiwj ‖ui‖2 ‖uj‖2 · 〈u˜i, u˜j〉
2
β2
· α
≤
∑
i,j
wiwj
(
α ‖ui‖2 ‖uj‖2
k
+
α
β2
〈ui, uj〉2
)
=
α
k
(∑
i
wi ‖ui‖2
)2
+
α
β2
∑
i,j
wiwj 〈ui, uj〉2
=
α
k
· k2 + α
β2
· k = αk(1 + 1
β2
) ≤ 3kα. (Using Lemma 6.9)
Since Y is a non-negative random variable, we get using the Paley-Zygmund inequality that
Pr[Y ≥ 1
2
E[Y ]] ≥
(
1
2
)2
E[Y ]2
E[Y 2]
=
1
4
· 1
3
=
1
12
.
This finishes the proof of the lemma.
We are now ready to finish the proof of Theorem 6.6.
Proof of Theorem 6.6:
(1) We first show that Algorithm 1 gives S ⊂ V such that |S| = O(nk ) and φ(S) = O(k log k log log k ·√
ξ log r).
By the definition of Algorithm 1,
E[|supp(X)|] = n
k
.
Therefore, by Markov’s inequality,
Pr[|supp(X)| ≤ 24n
k
] ≥ 1− 1
24
. (6.6)
39
Using Markov’s inequality and Lemma 6.11, for some large enough constant C1 > 0,
Pr[
∑
e∈E
we max
u,v∈e |Xu −Xv| ≤ C1D ·
√
ξ] ≥ 1− 1
48
. (6.7)
Therefore, using a union bound over (6.6), (6.7) and Lemma 6.11, we get that with probability at least
1
48 , the following happens.
(1)
∑
e∈E wemaxi,j∈e|Xi−Xj |∑
i∈V wiXi
≤ O(D) · √ξ, and
(2) |supp(X)| ≤ 24nk .
When these two events happen, from Proposition 6.1, Algorithm 1 outputs a set S such that φ(S) ≤
O(D) · √ξ and |S| ≤ |supp(X)| = O(nk ), as required.
(2) We next show that algorithmic version [LRTV12, LOT12] of Fact 3.10 for 2-graphs can give us
S ⊂ V such that |S| = O(nk ) and φ(S) = O(
√
rξ log k).
Given edge-weighted hypergraph H = (V,E,w), we define an edge-weighted 2-graph G = (V,E′) as
follows. For each e ∈ E, where re = |e|, add a complete graph on e with each pair having weight were−1 .
Observe that eventually a pair {u, v} in G has weight derived from all e ∈ E such that both u and v are
in e. In this construction, each vertex u has the same weight in H and G.
We first relate the discrepancy ratios of the two graphs by showing that DGw(f) ≤ r2 · DHw (f). Since the
denominators are the same, we compare the contribution of each hyperedge e ∈ E to the numerators.
For e ∈ E with re = |e|, its contribution to the numerator of DGw(f) is were−1
∑
{u,v}∈(e2)(fu − fv)
2 ≤
we · re2 ·maxu,v∈e(fu − fv)2, which is re2 times the contribution of e to the numerator of DHw (f).
Hence, Fact 3.10 for 2-graphs implies that given vectors orthogonal vectors f1, f2, . . . , fk in the weighted
space (where maxi∈[k]DGw(fi) ≤ rξ2 ), there is a procedure to return S such that |S| = O(nk ) and
φG(S) = O(
√
rξ log k).
Therefore, it suffices to prove that φH(S) ≤ φG(S). Again, the denominators involved are the same.
Hence, we compare the numerators. For each hyperedge e ∈ ∂S, suppose re = |e| and ae = |e ∩ S|,
where 0 < ae < re. Then, the contribution of e to the numerator of φG(S) is were−1 · ae(re − ae) ≥ we,
which is exactly the contribution of e to the numerator of φH(S). Hence, the result follows.
6.4 Higher Order Cheeger Inequalities for Hypergraphs
In this section, we achieve an algorithm that, given k orthonormal vectors f1, f2, . . . , fk in the weighted
space such that maxs∈[k]Dw(fs) ≤ ξ, returns Θ(k) non-empty disjoint subsets with small expansion.
Theorem 6.14 (Restatement of Theorem 3.12) Suppose H = (V,E,w) is a hypergraph. Then, we
have the following.
(a) Suppose f1, f2, . . . , fk are k orthonormal vectors in the weighted space such that maxs∈[k]Dw(fs) ≤
ξ. There is a randomized procedure that runs in polynomial time such that for every ǫ ≥ 1k , with
Ω(1) probability, returns ⌊(1 − ǫ)k⌋ non-empty disjoint sets S1, . . . , S⌊(1−ǫ)k⌋ ⊂ V such that
max
i∈[⌊(1−ǫ)k⌋]
φ(Si) = O
(
k2
ǫ1.5
log
k
ǫ
log log
k
ǫ
√
log r ·
√
ξ
)
.
(b) For any k disjoint non-empty sets S1, . . . , Sk ⊂ V
max
i∈[k]
φ(Si) ≥ ζk
2
,
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where ζk is defined in Section 3.3.
Proof of Theorem 6.14 (b):
For an arbitrary collection of k disjoint non-empty sets {Sl}l, let fl be the corresponding indicator
function Sl. Then, the vectors fl’s have disjoint support, and by Claim 6.4, we have
ζk
2
≤ max
l∈[k]
Dw(fl) = max
l∈[k]
φ(Sl).
For statement (a), the proof is similar to Section 6.3, and we also have a similar sampling algorithm.
Algorithm 2 Sample algorithm
1: Suppose f1, . . . , fk are orthonormal vectors in the weighted space such that maxs∈[k]Dw(fs) ≤ ξ.
We map a vertex i ∈ V to a vector ui ∈ Rk defined as follows. For i ∈ V and s ∈ [k],
ui(s) = fs(i) .
2: For each i ∈ V , normalize u˜i ← ui‖ui‖ .
3: Using Fact 6.7 (orthogonal separator), sample T := 2 log 4nα independent subsets S1, . . . , ST ⊂ V
with the set of vectors {u˜i}i∈V , β = 1− ǫ72 and τ = 16kǫ .
4: Define measure µ(S) :=
∑
i∈S wi ‖ui‖2.
For each l ∈ [T ], define S′l as follows:
S′l =
{
Sl if µ(Sl) ≤ 1 + ǫ4 ;
∅ otherwise.
5: For each l ∈ [T ], let S′′l = S′l\(∪j∈[l−1]S′j).
6: Arbitrarily merge sets from {S′′l } to form sets having µ-measure in [14 , 1+ ǫ4 ] (while discarding sets
with total measure at most 14 ). We name the resulting sets to be B = {B1, . . . , Bt}.
7: For each j ∈ [t], set Bˆj = {i ∈ Bj : ‖ui‖2 ≥ rj}, where rj is chosen to minimize φ(Bˆj).
8: Output the non-empty sets Bˆj with the smallest expansion φ(Bˆj), for j ∈ [t].
Forming Disjoint Subsets. The algorithm first uses orthogonal separator to generate subsets Sl’s inde-
pendently. If the µ-measure of a subset is larger than 1 + ǫ4 , then it is discarded. We first show that with
high probability, each vertex is contained in some subset that is not discarded.
Lemma 6.15 (Similar to [LM14a, Lemma 2.5]) For every vertex i ∈ V , and l ∈ [T ], we have
Pr[i ∈ S′l] ≥
α
2
.
Proof: Recall that we sample Sl using Fact 6.7 with β = 1− ǫ72 and τ = 16kǫ .
Fix i ∈ V . If i ∈ Sl, then i ∈ S′l unless µ(Sl) > 1 + ǫ4 . Hence , we only need to show that
Pr[µ(Sl) > 1 +
ǫ
4 |i ∈ Sl] ≤ 12 .
Define the sets V1 and V2 as follows
V1 = {j ∈ V : 〈u˜i, u˜j〉 > β}
and
V2 = {j ∈ V : 〈u˜i, u˜j〉 ≤ β}.
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We next give an upper bound for µ(V1). From Fact 6.9 (3), we have
1 =
∑
j∈V
wj ‖uj‖2 〈u˜i, u˜j〉2 ≥ β2
∑
j∈V1
wj ‖uj‖2 = β2 · µ(V1).
Hence, µ(V1) ≤ β−2 ≤ 1 + ǫ8 .
For any j ∈ V2, we have 〈u˜i, u˜j〉 ≤ β. Hence, by Fact 6.7 (2) of orthogonal separators,
Pr[j ∈ Sl|i ∈ Sl] ≤ 1
τ
.
Therefore,
E[µ(Sl ∩ V2)|i ∈ Sl] ≤ µ(V2)
τ
≤ µ(V )
τ
=
ǫ
16
,
where the equality holds because µ(V ) = k and τ = 16kǫ .
By Markov’s inequality, Pr[µ(Sl ∩ V2) ≥ ǫ8 |i ∈ Sl] ≤ 12 .
Since µ(Sl) = µ(Sl ∩ V1) + µ(Sl ∩ V2), we get
Pr[µ(Sl) > 1 +
ǫ
4 |i ∈ Sl] ≤ Pr[µ(Sl ∩ V2) ≥ ǫ8 |i ∈ Sl] ≤ 12 , as required.
Lemma 6.16 With probability at least 34 , every vertex is contained in at least one S
′
l . Moreover, when
this happens, Algorithm 2 returns at least t ≥ ⌊k(1 − ǫ)⌋ non-empty disjoint subsets.
Proof: From Lemma 6.15, the probability that a vertex is not included in S′l for all l ∈ [T ] is at most
(1 − α2 )T ≤ exp(−αT2 ) ≤ 14n . Hence, by the union bound, the probability that there exists a vertex not
included in at least one S′l is at most
1
4 .
When every vertex is included in some S′l , then the total µ-measure of the S′′l ’s is exactly µ(V ) = k.
Since we merge the S′′l ’s to form subsets of µ-measure in the range [
1
4 , 1 +
ǫ
4 ], at most a measure of
1
4
will be discarded.
Hence, the number of subsets formed is at least t ≥ k−
1
4
1+ ǫ
4
≥ (1 − ǫ)k, where the last inequality holds
because 1k ≤ ǫ < 1.
Bounding Expansion. After we have shown that the algorithm returns enough number of subsets (each
of which having µ-measure at least 14 ), it remains to show that their expansion is small. In addition to
measure µ, we also consider measure
ν(S) :=
∑
e⊂S wemaxi,j∈e(‖ui‖2 − ‖uj‖2) +
∑
e∈∂S wemaxi∈S∩e ‖ui‖2 .
The next lemma shows that there is a non-empty subset of S having expansion at most ν(S)µ(S) .
Lemma 6.17 Suppose S is a subset of V . For r ≥ 0, denote Sr := {i ∈ S : ‖ui‖2 ≥ r}. Then, there
exists r > 0 such that Sr 6= ∅ and φ(Sr) ≤ ν(S)µ(S) .
Proof: Suppose r is sampled uniformly from the interval (0,M), where M := maxi∈S ‖ui‖2. Observe
that for r ∈ (0,M), Sr is non-empty.
Then, it follows that an edge e can be in ∂Sr only if e ⊂ S or e ∈ ∂S.
For e ⊂ S, e ∈ ∂Sr iff there exists i, j ∈ e such that ‖ui‖2 < r ≤ ‖uj‖2.
On the other hand, if e ∈ ∂S, then e ∈ ∂Sr iff r ≤ maxi∈S∩e ‖ui‖2.
Hence, E[w(∂Sr)] = ν(S)M .
Similarly, i ∈ S is in Sr iff r ≤ ‖ui‖2. Hence, E[w(Sr)] = µ(S)M .
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Therefore, there exists M > ρ > 0 such that φ(Sρ) = w(∂Sρ)w(Sρ) ≤
E[w(∂Sr)]
E[w(Sr)]
= ν(S)µ(S) .
In view of Lemma 6.17, it suffices to show that the algorithm generates subsets with small ν-measure.
Lemma 6.18 Algorithm 2 produces subsets Bj’s such that
E[max
l∈[t]
ν(Bl)] ≤ O(D) · k
√
ξk,
where D = τ√
1−β · log τ log log τ
√
log r, and r = maxe∈E |e|.
Proof:
Let Ecut := ∪l∈[t]∂Bl be the set of edges cut by B1, . . . , Bt. Then, for all l ∈ [t],
ν(Bl) ≤
∑
e∈Ecut wemaxi∈e ‖ui‖2 +
∑
e∈E wemaxi,j∈e(‖ui‖2 − ‖uj‖2).
Hence, maxl∈[t] ν(Bj) also has the same upper bound. Taking expectation, we have
E[max
l∈[t]
ν(Bj)] ≤ E[
∑
e∈Ecut
wemax
i∈e
‖ui‖2] +
∑
e∈E
wemax
i,j∈e
(‖ui‖2 − ‖uj‖2). (6.8)
The second term in (6.8) is∑
e∈E
wemax
i,j∈e
(‖ui‖2 − ‖uj‖2) ≤
∑
e∈E
wemax
i,j∈e
‖ui − uj‖ · ‖ui + uj‖
≤ 2
∑
e∈E
wemax
i,j∈e
‖ui − uj‖max
i∈e
‖ui‖ .
To bound the first term in (6.8), we divide the edge set E into two parts E1 and E2 as follows
E1 = {e ∈ E : max
i,j∈e
‖ui‖2
‖uj‖2
≤ 2} and E2 = {e ∈ E : max
i,j∈e
‖ui‖2
‖uj‖2
> 2}.
The first term in (6.8) is
E[
∑
e∈Ecut
wemax
i∈e
‖ui‖2] ≤
∑
e∈E1
Pr[e ∈ ∪l∈[t]∂Bl] · wemax
i∈e
‖ui‖2 +
∑
e∈E2
wemax
i∈e
‖ui‖2 . (6.9)
We next bound the contribution from edges in E1. Fix an edge e ∈ E1. Recall that for l ∈ [T ], the set
Sl is generated independently by the orthogonal separator (Lemma 6.7). For l ∈ [T ], we define El to be
the event that for l′ ∈ [l − 1], Sl′ ∩ e = ∅ and e ∈ ∂Sl.
Observe that e ∈ ∪l∈[t]∂Bl implies that there exists l ∈ [T ] such that the event El happens. Next, if Ŝ is
sampled from the orthogonal separator in Lemma 6.7, then Lemma 6.15 implies that Pr[Ŝ ∩ e = ∅] ≤
1− α2 , and Claim 6.12 (a) states that
Pr[e ∈ ∂Ŝ] ≤ O(αD) · maxi,j∈e‖ui−uj‖maxi∈e‖ui‖ .
Therefore, we have
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Pr[e ∈ ∪l∈[t]∂Bl] ≤
∑
l∈[T ]
Pr[El]
≤
∑
l∈[T ]
(1− α
2
)l−1 · Pr[e ∈ ∂Ŝ]
≤ 2
α
· Pr[e ∈ ∂Ŝ]
≤ O(D) · maxi,j∈e ‖ui − uj‖
maxi∈e ‖ui‖ .
Hence, the first term in (6.9) is∑
e∈E1 Pr[e ∈ ∪l∈[t]∂Bl] · wemaxi∈e ‖ui‖2 ≤
∑
e∈E1 wemaxi,j∈e ‖ui − uj‖ ·maxi∈e ‖ui‖ .
For e ∈ E2, Claim 6.12 (b) implies that the second term in (6.9) is∑
e∈E2 wemaxi∈e ‖ui‖2 ≤
∑
e∈E2 4wemaxi∈e ‖ui‖maxi,j∈e ‖ui − uj‖.
Therefore, it follows that
E[max
l∈[t]
ν(Bl)] = O(D) ·
∑
e∈E
wemax
i∈e
‖ui‖max
i,j∈e
‖ui − uj‖
≤ O(D) · k
√
max
s∈[k]
Dw(fs)
≤ O(D) · k ·
√
ξ,
where the second to last inequality comes from Lemma 6.9 (4).
Proof of Theorem 6.6 (a): We run Algorithm 2. By Lemma 6.16, with probability at least 34 , it
produces at least t ≥ (1− ǫ)k subsets B1, . . . , Bt, each of which has µ-measure at least 14 .
Using Markov’s inequality and Lemma 6.18, with probability at least 34 , we have maxl∈[t] ν(Bl) ≤
4E[maxl∈[t] ν(Bl)] = O(Dk) ·
√
ξ.
By union bound, with probability at least 12 , the algorithm produces at least t ≥ (1− ǫ)k disjoint subsets
Bl, each of which satisfies ν(Bl) = O(Dk) ·
√
ξ and µ(Bl) ≥ 14 .
Hence, Lemma 6.17 implies that each such Bl contains a non-empty subset Bˆl such that φ(Bˆj) ≤
ν(Bl)
µ(Bl)
= O(Dk) · √ξ, as required.
7 Vertex Expansion in 2-Graphs and Hardness
As mentioned in Section 3.4, vertex expansion in 2-graphs is closely related to hyperedge expansion.
Indeed, Reduction 3.14 implies that vertex expansion in d-regular graphs can be reduced to hyperedge
expansion. We show that this reduction also relates the parameter λ∞ (see (3.2)) defined by Bobkov et
al. [BHT00] with the parameter γ2 associated with the Laplacian we define (in Section 4.1) for hyper-
graphs.
Theorem 7.1 (Restatement of Theorem 3.17) Let G = (V,E) be a undirected d-regular 2-graph with
parameter λ∞, and let H = (V,E′) be the hypergraph obtained in Reduction 3.14 having parameter γ2.
Then,
γ2
4
≤ λ∞
d
≤ γ2 .
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Proof: Using Theorem 4.1 for hypergraphs, the parameter γ2 of H can be reformulated in terms of the
weighted space as:
γ2 = min
f⊥1
∑
u∈V maxi,j∈({u}∪N(u)) (fi − fj)2
d
∑
u∈V f2u
.
Therefore, it follows that λ∞d ≤ γ2.
Next, using (x+ y)2 ≤ 4max {x2, y2} for any x, y ∈ R, we get
γ2 = min
f⊥1
∑
u∈V maxi,j∈({u}∪N(u)) (fi − fu + fu − fj)2
d
∑
u∈V f2u
≤ min
f⊥1
∑
u∈V 4maxv∼u (fv − fu)2
d
∑
u∈V f2u
=
4λ∞
d
.
7.1 Hardness via the Small-Set Expansion Hypothesis
We state the Small-Set Expansion Hypothesis proposed by Raghavendra and Steurer [RS10].
Hypothesis 1 (Small-Set Expansion (SSE) Hypothesis) For every constant η > 0, there exists suffi-
ciently small δ > 0 such that, given a graph G (with unit edge weights), it is NP-hard to distinguish the
following two cases:
YES: there exists a vertex set S with δ ≤ |S|n ≤ 10δ and edge expansion φ(S) ≤ η,
NO: all vertex sets S with δ ≤ |S|n ≤ 10δ have expansion φ(S) ≥ 1− η.
Small-Set Expansion Hypothesis Apart from being a natural optimization problem, the small-set ex-
pansion problem is closely tied to the Unique Games Conjecture. Recent work by Raghavendra-Steurer
[RS10] established the reduction from the small-set expansion problem to the well known Unique Games
problem, thereby showing that Small-Set Expansion Hypothesis implies the Unique Games Conjecture.
We refer the reader to [RST12] for a comprehensive discussion on the implications of Small-Set Expan-
sion Hypothesis. We shall use the following hardness result for vertex expansion based on Small-Set
Expansion Hypothesis.
Fact 7.2 ([LRV13]) For every η > 0, there exists an absolute constant C1 such that ∀ε > 0 it is SSE-
hard to distinguish between the following two cases for a given graph G = (V,E,w) with maximum
degree d ≥ 100/ε and minimum degree c1d (for some absolute constant c1).
YES : There exists a set S ⊂ V of size |S| ≤ |V | /2 such that
φV(S) ≤ ε
NO : For all sets S ⊂ V ,
φV(S) ≥ min
{
10−10, C1
√
ε log d
}
− η.
Reduction 3.14 implies that vertex expansion in 2-graphs is closely related to hyperedge expansion.
Therefore, the hardness of vertex expansion as stated in Fact 7.2 should imply the hardness of hyperedge
expansion. We formalize this intuition in the following theorems.
Theorem 7.3 (Formal statement of 3.18) For every η > 0, there exists an absolute constant C such
that for all ε̂ > 0 it is SSE-hard to distinguish between the following two cases for a given hypergraph
H = (V,E,w) with maximum hyperedge size r such that ε̂r log r ∈ [η2, c2] (for some absolute constant
c2) and rmin ≥ c1r (for some absolute constant c1).
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YES : There exists a set S ⊂ V such that
φH(S) ≤ ε̂
NO : For all sets S ⊂ V ,
φH(S) ≥ C
√
ε̂ · log r
r
.
Proof: Given an undirected graph G with maximum degree d and minimum degree Ω(d) as in Fact 7.2,
we apply Reduction 3.14 to obtain a hypergraph H with maximum edge cardinality r = d + 1. Then,
Fact 3.15 implies that for any subset S of vertices, ci · φH(S) ≤ φ
V
G
(S)
d+1 ≤ φH(S).
Fix some small enough η > 0 and corresponding C1 > 0 as in Fact 7.2. Let ε > 100d+1 =
100
r .
Under the YES case of vertex expansion in Fact 7.2, there is some subset S such that |S| ≤ |V |2 and
φVG(S) ≤ ε. This implies that φH(S) ≤ εc1r , and we denote ε̂ := εc1r > 100c1r2 .
Under the NO case of vertex expansion in Fact 7.2, we have the fact that any S ⊂ V has vertex expansion
φVG(S) ≥ min
{
10−10, C1
√
ε log d
}− η.
This implies that for some constant C ′ depending on C1 and c1,
φH(S) ≥ φ
V
G(S)
r ≥ min
{
10−10
r , C
′
√
ε̂ · log rr
}
− ηr .
Observe that this lower bound is non-trivial under the case
10−10
r ≥ C ′
√
ε̂ · log rr ≥ 2 · ηr , which is equivalent to ε̂r log r ∈ [η2, c2], for some constant c2 depending
on C1 and c1. Hence, under this case, we have φH(S) ≥ C′2 ·
√
ε̂ · log rr .
Hence, the SSE-hardness in Fact 7.2 finishes the proof.
Theorem 7.4 (Formal statement of 3.19) For every η > 0, there exists an absolute constant C such
that ∀ε > 0 it is SSE-hard to distinguish between the following two cases for a given hypergraph
H = (V,E,w) with maximum hyperedge size r such that εr log r ∈ [η2, c2] (for some absolute constant
c2), rmin ≥ c1r (for some absolute constant c1) and γ2 ≤ 1r where γ2 is the parameter associated with
H as in Theorem 6.1.
YES : γ2 ≤ ε.
NO : γ2 ≥ Cε log r.
Proof: We shall use the hardness result in Theroem 7.3, and the Cheeger inequality for hyeprgraphs in
Theorem 6.1 and Proposition 6.2.
Given a hypergraph H , we have
γ2
2 ≤ φH ≤ γ2 + 2
√
γ2
rmin
≤ O(
√
γ2
r ), where the last inequality follow because rmin = Ω(r) and
γ2 ≤ 1r .
Hence, the YES case in Theorem 7.3 implies that γ2 ≤ 2ε̂.
The NO case in Theorem 7.3 implies that γ2 = Ω(ε̂ log r).
Therefore, the hardness result in Theorem 7.3 finishes the proof.
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8 Polynomial Time Approximation Algorithm for Procedural Minimiz-
ers
Observe the procedures in Section 6 take k orthonormal vectors f1, f2, . . . , fk in the weighted space
such that maxi∈[k]Dw(fi) is small. However, we do not know of an efficient algorithm to generate such
k vectors to attain the minimum ξk. In this section, we consider an approximation algorithm to produce
these vectors.
Theorem 8.1 (Restatement of Theorem 3.21) There exists a randomized polynomial time algorithm
that, given a hypergraph H = (V,E,w) and a parameter k < |V |, outputs k orthonormal vectors
f1, . . . , fk in the weighted space such that with high probability, for each i ∈ [k],
Dw(fi) ≤ O (i log r · ξi) .
Observe that Theorem 8.1 gives a way to generate k orthonormal vectors in the weighted space such
that the maximum discrepancy ratio Dw(·) is at most k log r · ξk. Hence, these vectors can be used as
inputs for the procedures in Theorem 6.1 (more precisely, we use an approximate f2 in Proposition 6.1),
Theorems 6.6 and 6.14 to give approximation algorithms as described in Corollaries 3.22, 3.23 and 3.24.
The approximate algorithm in Theorem 8.1 achieves the k vectors by starting with f1 ∈ span(

1), and
repeatedly using the algorithm in the following theorem to generate approximate procedural minimizers.
Theorem 8.2 (Restatement of Theorem 3.20) Suppose for k ≥ 2, {fi}i∈[k−1] is a set of orthonormal
vectors in the weighted space, and define γ := min{Dw(f) :

0 6= f ⊥w {fi : i ∈ [k − 1]}}. Then,
there is a randomized procedure that produces a non-zero vector f that is orthogonal to {fi}i∈[k−1] in
polynomial time, such that with high probability, Dw(f) = O (γ log r), where r is the size of the largest
hyperedge.
Proof of Theorem 8.1: On a high level, we start with f1 :=

1∥∥∥1
∥∥∥
w
. For 1 < i ≤ k, assuming that
orthonormal vectors {fl : l ∈ [i − 1]} are already constructed, we apply Theorem 8.2 to generate fi.
Hence, it suffices to show that Dw(fi) ≤ O (i log r · ξi).
We prove that if ξ := min{Dw(f) :

0 6= f ⊥w {fl : l ∈ [i− 1]}}, then ξ ≤ i · ξi. Hence, Theorem 8.2
implies that Dw(fi) ≤ O (ξ log r) ≤ O (i log r · ξi).
Therefore, it remains to show ξ ≤ i · ξi. Suppose g1, g2, . . . , gi are orthonormal vectors in the weighted
space that attain ζi (which is defined in Section 6.2).
Since span({g1, g2, . . . , gi}) has dimension i, there exists non-zero g ∈ span({g1, g2, . . . , gi}) such that
g ⊥w {f1, f2, . . . , fi−1}. By the definition of ζi, we have Dw(g) ≤ ζi ≤ iξi, where the last inequality
follows from Claim 6.4. Hence, we have ξ ≤ iξi, as required.
We next give an SDP relaxation (8.3) and a rounding algorithm (Algorithm 3) to prove Theorem 8.2.
8.1 An SDP Relaxation to Approximate Procedural Minimizers: Proof of Theorem 8.2
We present SDP 8.3 to compute a vector in the weighted space that is orthogonal to f1, . . . , fk−1 hav-
ing the least discrepancy ratio Dw(·). In the SDP, for each u ∈ V , the vector gu represents the u-th
coordinate of the vector f ∈ RV that we try to compute. The objective function of the SDP and equa-
tion (8.1) seek to minimize the discrepancy ratio Dw(·). We shall see that equation (8.2) ensures that
after rounding, the resulting vector f is orthogonal to f1, . . . , fk−1 in the weighted space and achieves
O (log r)-approximation with constant probability.
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SDP 8.3
SDPval := min
∑
e∈E
we max
u,v∈e
∥∥ gu − gv∥∥2
subject to ∑
v∈V
wv
∥∥ gv∥∥2 = 1 (8.1)
∑
v∈V
wvfi(v)

gv =

0 ∀i ∈ [k − 1] (8.2)
Algorithm 3 Rounding Algorithm for Computing Eigenvalues
1: Solve SDP 8.3 to generate vectors gv ∈ Rn for v ∈ V .
2: Sample a random Gaussian vector z ∼ N (0, 1)n. For v ∈ V , set f(v) := 〈 gv, z〉.
3: Output f .
Lemma 8.4 (Feasibility) With probability 1, Algorithm 3 outputs a non-zero vector f such that f ⊥w
{f1, f2, . . . , fk−1}.
Proof: Because of equation (8.1), there exists v ∈ V such that gv 6=

0. Hence, when z is sampled
from N (0, 1)n, the probability that f(v) := 〈z, gv〉 is non-zero is 1.
For any i ∈ [k − 1], we use equation 8.2 to achieve:
〈f, fi〉w =
∑
v∈V
wv
〈

gv,

z
〉
fi(v) =
〈∑
v∈V
wvfi(v)

gv,

z
〉
= 0 .
Lemma 8.5 (Approximation Ratio) With probability at least 124 , Algorithm 3 outputs a vector f such
that Dw(f) ≤ 384 log r · SDPval.
Proof: To give an upper bound on Dw(fk), we prove an upper bound on the numerator and a lower
bound on the denominator in the definition of Dw(·).
For the numerator, we have
E
[∑
e∈E
w(e) max
u,v∈e(f(u)− f(v))
2
]
=
∑
e∈E
w(e) · E
[
max
u,v∈e(f(u)− f(v))
2
]
≤ 8 log r
∑
e∈E
w(e) max
u,v∈e
∥∥ gu − gv∥∥2 (Using Fact 8.6)
= 8 log r · SDPval,
where the inequality follows from Fact 8.6 in the following manner. For each e ∈ E, observe that
the maxu,v∈e is over a set of cardinality
(r
2
) ≤ r22 . Moreover for u, v ∈ e, f(u) − f(v) = 〈 gu −

gv,

z〉 is a normal distribution with variance ∥∥ gu − gv∥∥2 and mean 0. Hence, Fact 8.6 implies that
E
[
maxu,v∈e(f(u)− f(v))2
] ≤ 8 log r ·maxu,v∈e ∥∥ gu − gv∥∥2.
Therefore, by Markov’s Inequality,
Pr
[∑
e∈E
w(e) max
u,v∈e(f(u)− f(v))
2 ≤ 192 log r · SDPval
]
≥ 1− 1
24
. (8.3)
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For the denominator, using linearity of expectation, we get
E
[∑
v∈V
wvf(v)
2
]
=
∑
v∈V
wvE
[〈

gv,

z
〉2]
=
∑
v∈V
wv
∥∥ gv∥∥2 = 1 (Using Equation 8.1).
Now applying Fact 8.7 to the denominator we conclude
Pr
[∑
v∈V
wvf(v)
2 ≥ 1
2
]
≥ 1
12
. (8.4)
Using the union bound on Inequality (8.3) and Inequality (8.4) we get that
Pr [Dw(f) ≤ 384 log r · SDPval] ≥ 1
24
.
Fact 8.6 (Variant of Massart’s Lemma) Suppose Y1, Y2, . . . , Yd are normal random variables that are
not necessarily independent. For each i ∈ [d], suppose E [Yi] = 0 and E
[
Y 2i
]
= σ2i . Denote σ :=
maxi∈[d] σi. Then, we have
1. E
[
maxi∈[d] Y 2i
] ≤ 4σ2 ln d, and
2. E
[
maxi∈[d] |Yi|
] ≤ 2σ · √ln d.
Proof: For i ∈ [d], we write Yi = σiZi, where Zi has the standard normal distribution N (0, 1).
Observe that for any real numbers x1, x2, . . . , xd, for any positive integer p, we have maxi∈[d] x2i ≤
(
∑
i∈[d] x
2p
i )
1
p
. Hence, we have
E
[
max
i∈[d]
Y 2i
]
≤ E

∑
i∈[d]
Y 2pi
 1p
 ≤
E
∑
i∈[d]
Y 2pi
 1p (by Jensen’s Inequality, because t 7→ t 1p is concave )
≤ σ2
E
∑
i∈[d]
Z2pi
 1p = σ2
∑
i∈[d]
(2p)!
(p)!2p
 1p (For Zi ∼ N (0, 1), E [Z2pi ] = (2p)!(p)!2p )
≤ σ2pd 1p . (using (2p)!
p!
≤ (2p)p )
Picking p = ⌈log d⌉ gives the first result E [maxi∈[d] Y 2i ] ≤ 4σ2 log d. Moreover, the inequality
E [|Y |] ≤√E [Y 2] immediately gives the second result.
Fact 8.7 Let Y1, . . . , Ym be normal random variables (that are not necessarily independent) having
mean 0 such that E
[∑
i Y
2
i
]
= 1 then
Pr
[∑
i
Y 2i ≥
1
2
]
≥ 1
12
.
Proof: We will bound the second moment of the random variable R :=
∑
i Y
2
i as follows.
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E
[
R2
]
=
∑
i,j
E
[
Y 2i Y
2
j
]
≤
∑
i,j
(
E
[
Y 4i
]) 1
2
(
E
[
Y 4j
]) 1
2 (Using Cauchy-Schwarz Inequality)
=
∑
i,j
3E
[
Y 2i
]
E
[
Y 2j
] (Using E [Z4] = 3 (E [Z2])2 for Gaussian Z)
= 3
(∑
i
E
[
Y 2i
])2
= 3.
By the Paley-Zygmund inequality,
Pr
[
R ≥ 1
2
· E [R]
]
≥
(
1
2
)2
· E [R]
2
E [R2]
≥ 1
12
.
9 Sparsest Cut with General Demands
In this section, we study the Sparsest Cut with General Demands problem (defined in Section 3.6) and
give an approximation algorithm for it (Theorem 3.25).
Theorem 9.1 (Restatement of Theorem 3.25) There exists a randomized polynomial time algorithm
that given an instance of the hypergraph Sparsest Cut problem with hypergraph H = (V,E,w) and k
demand pairs in T = {({si, ti},Di) : i ∈ [k]}, outputs a set S ⊂ V such that with high probability,
Φ(S) ≤ O
(√
log k log r log log k
)
ΦH ,
where r = maxe∈E |e|.
Proof: We prove this theorem by giving an SDP relaxation for this problem (SDP 9.2) and a rounding
algorithm for it (Algorithm 4). We introduce a variable u¯ for each vertex u ∈ V . Ideally, we would want
all vectors u¯ to be in the set {0, 1} so that we can identify the cut, in which case maxu,v∈e ‖u¯− v¯‖2 will
indicate whether the edge e is cut or not. Therefore, our objective function will be∑e∈E w(e)maxu,v∈e ‖u¯− v¯‖2.
Next, we add (9.1) as a scaling constraint. Finally, we add ℓ22-triangle inequality constraints (9.2) be-
tween all triplets of vertices, as all integral solutions of the relaxation will trivially satisfy this. Therefore,
SDP 9.2 is a relaxation of the problem and its objective value is at most ΦH .
SDP 9.2
min
∑
e∈E
we max
u,v∈e ‖u¯− v¯‖
2
subject to ∑
i∈[k]
Di · ‖s¯i − t¯i‖2 = 1 (9.1)
‖u¯− v¯‖2 + ‖v¯ − w¯‖2 ≥ ‖u¯− w¯‖2 ∀u, v, w ∈ V (9.2)
Our main ingredient is the following result due to [ALN08].
Fact 9.3 ([ALN08]) Let (V, d) be an arbitrary metric space, and let U ⊂ V be any k-point subset. If
the space (V, d) is a metric of the negative type, then there exists a 1-Lipschitz map f : V → ℓ2 such
that the map f |U : U → ℓ2 has distortion O
(√
log k log log k
)
.
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Algorithm 4 Rounding Algorithm for Sparsest Cut
1: Solve SDP 9.2.
2: Compute the map f : (V, ℓ22) → Rn using Fact 9.3, with U being the set of vertices that appear in
the demand pairs in T .
3: Sample z ∼ N (0, 1)n and define x ∈ RV such that x(v) := 〈z, f(v)〉 for each v ∈ V .
4: Arrange the vertices of V as v1, . . . , vn such that x(vj) ≤ x(vj+1) for each 1 ≤ j ≤ n− 1. Output
the sparsest cut of the form
({v1, . . . , vi} , {vi+1, . . . , vn}) .
Without loss of generality, we may assume that the map f is such that f |U has the least distortion (on
vertices in demand pairs) among all 1-Lipschitz maps f : (V, ℓ22) → ℓ2 ([ALN08] gives a polynomial
time algorithm to compute such a map.) For the sake of brevity, let Λ = O (√log k log log k) denote the
distortion factor guaranteed in Fact 9.3. Since SDP 9.2 is a relaxation of ΦH , we also get that objective
value of the SDP is at most ΦH . Suppose x ∈ RV is the vector produced by the rounding algorithm.
We next analyze the following quantity. The numerator is related to the objective function, and the
denominator is related to the expression in (9.1):
ϕ(x) :=
∑
e∈E wemaxu,v∈e |x(u)− x(v)|∑
i∈[k]Di · |x(si)− x(ti)|
. (9.3)
The following analysis is similar to the proof of Lemma 8.5.
For each edge e, obsever that for u, v ∈ e, xu− xv is a random variable having normal distribution with
mean 0 and variance ‖f(u)− f(v)‖2. Hence, using Fact 8.6 (2), we get
E
[
max
u,v∈e |x(u)− x(v)|
]
≤ 4
√
log rmax
u,v∈e ‖f(u)− f(v)‖ ≤ 4
√
log rmax
u,v∈e ‖u¯− v¯‖
2 ,
where the last inequality follows because f : (V, ℓ22)→ ℓ2 is 1-Lipschitz.
The expectation of the numerator of (9.3) is
E
[∑
e∈E wemaxu,v∈e |x(u)− x(v)|
] ≤ 4√log r · ΦH .
Using Markov’s inequality, we have
Pr[
∑
e∈E
we max
u,v∈e |x(u)− x(v)| ≤ 96
√
log r · ΦH ] ≥ 1− 1
24
. (9.4)
For the denominator, observing that x(si) − x(ti) has a normal distribution with mean 0 and variance
‖f(si)− f(ti)‖2 and a random variable Z having distribution N (0, 1) satisfies E [|Z|] =
√
2
π , we have
E
∑
i∈[k]
Di · |x(si)− x(ti)|
 =√ 2
π
∑
i∈[k]
Di ‖f(si)− f(ti)‖ ≥
√
2
π
· 1
Λ
∑
i∈[k]
Di ·‖s¯i − t¯i‖2 =
√
2
π
· 1
Λ
,
where the inequality follows from the distortion of f |U as guaranteed by Fact 9.3, and the last equality
follows from (9.1).
We next prove a variant of Fact 8.7.
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Claim 9.4 Let Y1, . . . , Ym be normal random variables (that are not necessarily independent) having
mean 0. Denote R :=
∑
i |Yi|. Then,
Pr
[
R ≥ 1
2
E [R]
]
≥ 1
12
.
Proof: For each i, let σ2i = E [Yi]. Then, E [R] =
√
2
π
∑
i σi.
Moreover, we have
E
[
R2
]
=
∑
i,j E [|Yi| · |Yj |] ≤
∑
i,j
√
E
[
Y 2i
] · E [Y 2j ] =∑i,j σiσj = π2 · E [R]2,
where the inequality follows from Cauchy-Schwarz.
Finally, using the Paley-Zygmund Inequality, we have
Pr
[
R ≥ 1
2
· E [R]
]
≥
(
1
2
)2
· E [R]
2
E [R2]
≥ 1
12
.
Hence, using Fact 8.7, we get
Pr[
∑
i∈[k]
Di |x(si)− x(ti)| ≥
√
1
2π
· 1
Λ
] ≥ 1
12
. (9.5)
Using (9.4) and (9.5), we get that with probability at least 124 ,
ϕ(x) =
∑
ewemaxu,v∈e |x(u)− x(v)|∑
i∈[k]Di · |x(si)− x(ti)|
≤ O
(√
log r
)
· ΛΦH .
We next apply an analysis that is similar to Proposition 6.1. For r ∈ R, define Sr := {v ∈ V : x(v) ≤
r}. Observe that if r is sampled uniformly at random from the interval [minv x(v),maxv x(v)], then
two vertices u and v are separated by the cut (Sr, Sr) with probability proportional to |x(u)− x(v)|.
Hence, an averaging argument implies that there exists r ∈ R such that Φ(Sr) ≤ ϕ(x) ≤ O
(√
log k log r log log k
)
ΦH ,
as required in the output of Step 4.
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A Hypergraph Tensor Forms
Let A be an r-tensor. For any suitable norm ‖·‖

, e.g. ‖.‖22, ‖.‖rr, we define tensor eigenvalues as
follows.
Definition A.1 We define λ1, the largest eigenvalue of a tensor A as follows.
λ1 := max
X∈Rn
∑
i1,i2,...,ir
Ai1i2...irXi1Xi2 . . . Xir
‖X‖

,
v1 := argmaxX∈Rn
∑
i1,i2,...,ir
Ai1i2...irXi1Xi2 . . . Xir
‖X‖

.
We inductively define successive eigenvalues λ2 ≥ λ3 ≥ . . . as follows.
λk := max
X⊥{v1,...,vk−1}
∑
i1,i2,...,ir
Ai1i2...irXi1Xi2 . . . Xir
‖X‖

,
vk := argmaxx⊥{v1,...,vk−1}
∑
i1,i2,...,ir
Ai1i2...irXi1Xi2 . . . Xir
‖X‖

.
Informally, the Cheeger’s Inequality states that a graph has a sparse cut if and only if the gap between
the two largest eigenvalues of the adjacency matrix is small; in particular, a graph is disconnected if and
only if its top two eigenvalues are equal. In the case of the hypergraph tensors, we show that there exist
hypergraphs having no gap between many top eigenvalues while still being connected. This shows that
the tensor eigenvalues are not relatable to expansion in a Cheeger-like manner.
Proposition A.1 For any k ∈ N, there exist connected hypergraphs such that λ1 = . . . = λk.
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Proof: Let r = 2w for some w ∈ Z+. Let H1 be a large enough complete r-uniform hypergraph. We
construct H2 from two copies of H1, say A and B, as follows. Let a ∈ E(A) and b ∈ E(B) be any two
hyperedges. Let a1 ⊂ a (resp. b1 ⊂ b) be a set of any r/2 vertices. We are now ready to define H2.
H2 := (V (H1) ∪ V (H2), (E(H1) \ {a}) ∪ (E(H2) \ {b}) ∪ {(a1 ∪ b1), (a2 ∪ b2)})
Similarly, one can recursively define Hi by joining two copies of Hi−1 (this can be done as long as
r > 22i). The construction of Hk can be viewed as a hypercube of hypergraphs.
Let AH be the tensor form of hypergraph H . For H2, it is easily verified that v1 = 1. Let X be the
vector which has +1 on the vertices corresponding to A and −1 on the vertices corresponding to B. By
construction, for any hyperedge {i1, . . . , ir} ∈ E
Xi1 . . . Xir = 1
and therefore, ∑
i1,i2,...,ir
Ai1i2...irXi1Xi2 . . . Xir
‖X‖

= λ1 .
Since 〈X, 1〉 = 0, we get λ2 = λ1 and v2 = X. Similarly, one can show that λ1 = . . . = λk for Hk.
This is in sharp contrast to the fact that Hk is, by construction, a connected hypergraph.
B Examples
We give examples of hypergraphs to show that some properties are not satisfied. For convenience,
we consider the properties in terms of the weighted space. We remark that the examples could also
be formulated equivalently in the normalized space. In our examples, the procedural minimizers are
discovered by trial-and-error using programs. However, we only describe how to use Mathematica to
verify them. Our source code can be downloaded at the following link:
http://i.cs.hku.hk/
˜
algth/project/hyper_lap/main.html
Verifying Procedural Minimizers. In our examples, we need to verify that we have the correct value
for γk := min
0 6=f⊥w{f1,f2,...,fk−1}
Dw(f), and a certain non-zero vector fk attains the minimum.
We first check that fk is perpendicular to {f1, . . . , fk−1} in the weighted space, and Dw(fk) equals γk.
Then, it suffices to check that for all

0 6= f ⊥w {f1, f2, . . . , fk−1}, Dw(f) ≥ γk. As the numerator in
the definition of Dw(f) involves the maximum operator, we use a program to consider all cases of the
relative order of the vertices with respect to f .
For each permutation σ : [n] → V , for e ∈ E, we define Sσ(e) := σ(max{i : σ(i) ∈ e}) and
Iσ(e) := σ(min{i : σ(i) ∈ e}).
We consider the mathematical program P (σ) := min
∑
e∈E we·(f(Sσ(e))−f(Iσ(e)))2−γk·
∑
u∈V wuf(u)
2
subject to f(σ(n)) ≥ f(σ(n − 1)) ≥ · · · f(σ(1)) and ∀i ∈ [k − 1], 〈fi, f〉 = 0. Since the objective
function is a polynomial, and all constraints are linear, the Mathematica function Minimize can solve
the program.
Moreover, the following two statements are equivalent.
1. For all

0 6= f ⊥w {f1, f2, . . . , fk−1}, Dw(f) ≥ γk.
2. For all permutations σ, P (σ) ≥ 0.
Hence, to verify the first statement, it suffices to use Mathematica to solve P (σ) for all permutations σ.
Example B.1 The sequence {γk} generated by the procedural minimizers is not unique.
Proof: Consider the following hypergraph with 5 vertices and 5 hyperedges each with unit weight.
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dcba e
e1 e2 e3 e4 e5
We have verified that different minimizers for γ2 can lead to different values for γ3.
i γi f
T
i γ
′
i f
′T
i
1 0 (1, 1, 1, 1, 1) 0 (1, 1, 1, 1, 1)
2 5/6 (1, 1, 1,−4,−4) 5/6 (2, 2,−3,−3,−3)
3 113/99 (2, 2,−6, 3,−6) 181/165 (4,−5,−5, 5, 5)
Example B.2 There exists a hypergraph such that ξ2 < γ2.
Proof: Consider the following hypergraph H = (V,E) with V = {a, b, c, d} and E = {ei : i ∈ [5]}.
For i 6= 3, edge ei has weight 1, and edge e3 has weight 2. Observe that every vertex has weight 3.
e1 e2
e3
e4
a
b
c
d
e5
We can verify that γ2 = 23 with the corresponding vector f2 := (1, 1,−1,−1)T .
Recall that ξ2 = ming1,g2 maxi∈[2]Dw(gi), where the minimum is over all non-zero g1 and g2 such that
g1 ⊥w g2. We can verify that ξ2 ≤ 13 by considering the the two orthogonal vectors g1 = (0, 0, 1, 1)T
and g2 = (1, 1, 0, 0)T in the weighted space.
Example B.3 (Issues with Distributing Hyperedge Weight Evenly) Suppose Lw is the operator on
the weighted space that is derived from the Figure 3.1 by distributing the weight we evenly among
Se(f)×Ie(f). Then, there exists a hypergraph such that any minimizer f2 attaining γ2 := min
0 6=f⊥w

1
Dw(f)
is not an eigenvector of Lw or even Πw
1
⊥w
Lw.
Proof: We use the same hypergraph as in Example B.2. Recall that γ2 = 23 with the corresponding
vector f2 := (1, 1,−1,−1)T .
We next show that f2 is the only minimizer, up to scalar multiplication, attaining γ2.
According to the definition,
γ2 = min
(a,b,c,d)⊥w1
(a− b)2 + (b− d)2 + 2(c − d)2 +maxx,y∈e5(x− y)2
3(a2 + b2 + c2 + d2)
.
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Without loss of generality, we only need to consider the following three cases:
1. a ≥ b ≥ c: Then, by substituting a = −b− c− d,
(a− b)2 + (b− d)2 + 2(c− d)2 + (a− c)2
3(a2 + b2 + c2 + d2)
≥ 2
3
⇐⇒ (c− d)2 + 2(b+ c)2 ≥ 0,
and the equality is attained only when a = b = −c = −d.
2. a ≥ c ≥ b: Then, by substituting d = −a− b− c,
(a− b)2 + (b− d)2 + 2(c− d)2 + (a− b)2
3(a2 + b2 + c2 + d2)
≥ 2
3
⇐⇒ (a+ 2b+ c)2 + 8c2 + 4(a − c)(c − b) ≥ 0,
and the equality cannot be attained.
3. b ≥ a ≥ c: Then, by substituting d = −a− b− c,
(a− b)2 + (b− d)2 + 2(c − d)2 + (b− c)2
3(a2 + b2 + c2 + d2)
≥ 2
3
⇐⇒ 4(b+ c)2 + 2(a+ c)2 + 2(b− a)(a − c) ≥ 0,
and the equality is attained only when a = b = −c = −d.
Therefore, all minimizers attaining γ2 must be in span(f2).
We next showt that f2 is not an eigenvector of Πw
1
⊥w
Lw. Observe that only the hyperedge e5 = {a, b, c}
involves more than 2 vertices. In this case, the weight of e5 is distributed evenly between {a, c} and
{b, c}. All other edges keep their weights. Hence, the resulting weighted adjacency matrix A and
I−W−1A are as follows:
A =

3
2 1
1
2 0
1 12
1
2 1
1
2
1
2 0 2
0 1 2 0
 and I−W−1A =

1
2 −13 −16 0
−13 56 −16 −13
−16 −16 1 −23
0 −13 −23 1
 .
Hence, Lwf2 = (I−W−1A)f2 = (13 , 1,−23 ,−23 )T /∈ span(f2). Moreover, Πw
1
⊥w
Lwf2 = (
1
3 , 1,−23 ,−23)T /∈
span(f2).
In comparison, in our approach, since b is already connected to d with edge e2 of weight 1, it follows
that the weight of e5 should all go to the pair {a, c}. Hence, the resulting adjacency matrix is:
A =

1 1 1 0
1 1 0 1
1 0 0 2
0 1 2 0
 .
One can verify that Lwf2 = (I−W−1A)f2 = 23f2, as claimed in Theorem 4.1.
Example B.4 (Third minimizer not eigenvector of Laplacian) There exists a hypergraph such that
for all procedural minimizers {(fi, γi)}i∈[3] of Dw, the vector f3 is not an eigenvector of Lw or even
Πw
F⊥w2
Lw, where Lw is the operator on the weighted space defined in Lemma 4.8, and F2 := {f1, f2}.
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Proof: Consider the following hypergraph with 4 vertices and 2 hyperedges each with unit weight.
e1
b
c
d
a
e2
We can verify the first 3 procedural minimizers.
i γi f
T
i
1 0 (1, 1, 1, 1)
2 5−
√
5
4 (
√
5− 1, 3−
√
5
2 ,−1,−1)
3 11+
√
5
8 (
√
5− 1,−1, 4 −√5,−1)
3′ 11+
√
5
8 (
√
5− 1,−1,−1, 4 −√5)
We next show that f3 and f3′ are the only minimizers, up to scalar multiplication, attaining γ3.
According to the definition,
γ2 = min
(a,b,c,d)⊥w1
(a− b)2 +maxx,y∈e2(x− y)2
a2 + 2b2 + c2 + d2
.
Observe that c and d are symmetric, we only need to consider the following two cases,
1. c ≥ b ≥ d: Then, by substituting a = −2b− c− d,
(a− b)2 + (c− d)2
a2 + 2b2 + c2 + d2
≥ 1
⇐⇒ 5b2 + 2(c − b)(b− d) ≥ 0.
2. b ≥ c ≥ d: Then, by substituting a = −2b− c− d,
(a− b)2 + (b− d)2
a2 + 2b2 + c2 + d2
≥ 5−
√
5
4
⇐⇒ (5 + 3
√
5)b2 + (
√
5− 3)c2 + (
√
5− 1)d2 + (2
√
5 + 2)bc+ (2
√
5− 2)bd + (
√
5− 1)cd ≥ 0.
Let f(b, c, d) denotes the function above. Since f is a quadratic function of c and the coefficient
of c2 is negative, the minimum must be achieved when c = b or d. In other words,f(b, c, d) ≥
min{f(b, b, d), f(b, d, d)}. Note that
f(b, b, d) = (6
√
5 + 4)b2 + (3
√
5− 3)bd + (
√
5− 1)d2 ≥ 0
and f(b, d, d) = (5 + 3
√
5)b2 + 4
√
5bd+ (3
√
5− 5)d2 ≥ 0.
and the equality holds only when c = d = −3+
√
5
2 b.
Therefore, γ2 = 5−
√
5
4 , f
T
2 = (
√
5− 1, 3−
√
5
2 ,−1,−1).
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Now we are ready to calculate γ3.
γ3 = min
(a,b,c,d)⊥w1,f2
(a− b)2 +maxx,y∈e2(x− y)2
a2 + 2b2 + c2 + d2
.
Note that,
(a, b, c, d) ⊥w

1, f2 ⇐⇒
{
a+ 2d+ c+ d = 0
(
√
5− 1)a+ (3−√5)b− c− d = 0 ⇐⇒
{
a = (1−√5)b
c+ d = (
√
5− 3)b
1. c ≥ b ≥ d: which is equivalent to c ≥ −
√
5+3
4 (c+ d) ≥ d, then
(a− b)2 + (c− d)2
a2 + 2b2 + c2 + d2
≥ 11 +
√
5
8
⇐⇒ (c−
√
5 + 3
4
(c+ d))(d−
√
5 + 3
4
(c+ d)) ≤ 0.
2. b ≥ c ≥ d: which is equivalent to (4−√5)b+ d ≥ 0 ≥ (3−√5)b+ 2d, then
(a− b)2 + (b− d)2
a2 + 2b2 + c2 + d2
≥ 11 +
√
5
8
⇐⇒ ((4−
√
5)b+ d)((3 +
√
5)((3−
√
5)b+ 2d)− (
√
5− 1)((4 −
√
5)b+ d)) ≤ 0.
Therefore, γ3 = 11+
√
5
8 , and the corresponding f
T
3 = (
√
5−1,−1, 4−√5,−1) or (√5−1,−1,−1, 4−√
5).
We let f = f3 = (
√
5 − 1,−1, 4 − √5,−1)T, and we apply the procedure described in Lemma 4.8 to
compute Lwf .
Observe that wa = wc = wd = 1 and wb = 2, and f(b) = f(d) < f(a) < f(c).
For edge e1, ∆1 = f(a)−f(b) =
√
5 and c1 = w1 ·∆1 =
√
5. For edge e2, ∆2 = f(c)−f(b) = 5−
√
5,
and c2 = w2 ·∆2 = 5−
√
5. Hence, ra = − c1wa , rc = − c2wc , and rb = rd = c1+c2wb+wd .
Therefore, Lwf = −r = (
√
5,−53 , 5 −
√
5,−53)T.
Moreover, Πw
F⊥w2
Lwf = (−12 + 76 ·
√
5,−43 − 16 ·
√
5, 5912 − 1112 ·
√
5,−74 + 112 ·
√
5)T /∈ span(f).
The case when f3 = (
√
5− 1,−1,−1, 4 −√5)T is similar, with the roles of c and d reversed.
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