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ghostwriter19 @ SardiStance: Generating new Tweets to  
Classify SardiStance EVALITA 2020 Political Tweets 
 
 Mauro Bennici 







English. Understanding the events and the 
dominant thought is of great help to con-
vey the desired message to our potential 
audience, be it marketing or political 
propaganda. 
Succeeding while the event is still ongo-
ing is of vital importance to prepare alerts 
that require immediate action. 
A micro message platform like Twitter is 
the ideal place to be able to read a large 
amount of data linked to a theme and self-
categorized by its users using hashtags 
and mentions. 
In this research, I will show how a simple 
translator can be used to bring styles, vo-
cabulary, grammar, and other characteris-
tics to a common factor that leads each of 
us to be unique in the way we express our-
selves. 
Italiano. Comprendere gli eventi e il 
pensiero dominante è di grande aiuto per 
veicolare alla nostra potenziale audience il 
messaggio desiderato sia esso di 
marketing o di propaganda politica. 
Riuscirci mentre l'evento è ancora in corso 
è di vitale importanza per predisporre alert 
che richiedono un intervento immediato. 
Una piattaforma di micro messaggi come 
Twitter è il luogo ideale per poter leggere 
una grande quantità di dati legata ad un 
tema, e spesso auto categorizzati dai suoi 
                                                 
1 Copyright ©️2020 for this paper by its authors. Use 
permitted under Creative Commons License Attribu-
tion 4.0 International (CC BY 4.0). 
stessi utenti per mezzo di hashtag e 
menzioni. 
In questa ricerca mostrerò come un 
semplice traduttore può essere usato per 
portare a fattor comune stili, lessico, 
grammatica e altre caratteristiche che 
portano ognuno di noi ad essere unico nel 
modo di esprimersi. 
1 Introduction 
Each of us has a unique way of writing. However, 
the fewer options we have to experience ourselves 
to express our concept, the more the necessary 
synthesis leads to the loss of precious information 
to accurately assess our real intentions. 
 
Furthermore, the more the subject is debated, the 
more changes in style and tone occur. The conver-
sation becomes full of irony or aggressive. Extrap-
olating a single line is dangerous without context. 
The same sentence can have different interpreta-
tions depending on the moment in which it is pro-
nounced, the audience it is intended for, the place 
where you are, in the historical period in which it 
was composed. 
 
My hypothesis is that we can translate all these 
different styles into a single "language style" that 
fully expresses the real intentions of the writer. 
The challenge is to understand when a user has 
expressed a comment in favor, against, or neutral 
towards the Sardines' Italian political movement. 
 
The research was carried out for the SardiStance 
(Cignarella et al., 2020) task in the EVALITA 
2020 (Basile et al., 2020). Two models were cre-
ated for the Task 1, but they also performed well 
on the Task 2. 
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2 Description of the system 
The two tasks are similar. In Task A, it is neces-
sary to classify the stance of a tweet based only on 
the text of the tweet. Task A is divided into two 
subtasks: 
 
 Constrained. It is allowed to use additional 
resources such as a Lexicon but no other re-
sources (such as labeled tweets) to help the 
training process. 
 Unconstrained. Where each resource used 
must be reported in the final report. 
 
In Task B, you can use the context information 
provided by the post author. Additional infor-
mation refers: 
 
 to post statistics (favors, retweets, reply, 
source) 
 to the author's information (number of 
posts, number of followers, emoji in the 
bio) 
 to the author's circle of relationships 
(friends, replies, retweets, and quotes) 
 
The research focuses on Task A Constrained. 
 
Considering the constraints of Task A, it is not 
possible to access any additional information 
other than the text of the tweet, I concentrated on 
understanding how to clean it up. 
 
The Training dataset contains: 
 the tweet ID 
 the user ID 
 the text 
 the label 
 
The labels options are: 
 Against 
 Favor 
 Neutral / None 
To be sure to do not use any data except the text, 
the user id, useful for Task B, was discarded. 
 
                                                 
2 https://github.com/amaiya/ktrain 
3 https://www.tensorflow.org/ 
In order to validate my hypotheses, I used the Al-
BERTo model, created from tweets, (Polignano at 
al., 2019) and an auto training system such as 
Ktrain2, a framework that wrap TensorFlow3, to 
classify the tweets. To avoid manual error and in-
voluntary optimization, I used the autofit option. 
 
First, I wrote a series of algorithms to make the 
texts to be compared homogeneous. 
The first one was to break up the composed 
hashtags into sentences and words. 
For example, using capital letters as a separator: 
 #IoStoConLeSardine has become "io sto 
con le sardine" ["I'm with sardines"]. 
 #NessunoTocchiLeSardine has become 
"nessuno tocchi le sardine"["nobody 
touches the sardines"]. 
As a second step, I made sure to remove repeated 
vowels in a sentence, such as: 
 
 "Svegliaaaa" to get the word "Sveglia" 
[Wake up!]. 
I also replaced the word sardines with "PartitoPo-
liticoS" ["PoliticalPartyS"] to prevent the entity 
from being mistaken for the fish that is its symbol. 
I did not remove any stop words because it is use-
ful to create the translation system. 
 
At this point, I made a copy of the dataset to trans-
late it. I used the spaCy4 language functions of 
POS tagging, Dependency Parse, and Entity 
Recognition to have all the essential components 
of my translator. 
 
The translator is a simple text representation. It is 
a matter of rewriting the sentence following the 
scheme: 
 subject adjectives 
 subjects 
 verb in the infinitive form 
 adjectives objects 
 objects 
 exclamations / other words 
 
At this stage, the words are not modified to make 
the sentence grammatically correct. Words are ex-
























infinitive form. The entities of type person [PER] 
take precedence over others. 
 
The translator concentrates its attention on the as-
pect inside the sentences to be sure to do not re-
move valid sentiment polarity words (Barbieri et 
al, 2016). And to avoid to lose them in a round-
trip translation activity on translation services 
(Marivate & Sefara, 2020). The attempt to repre-
sent the text in a more recognizable and identifia-
ble form for an algorithm passes from the fact that 
it can still recognize the entities described and the 
polarity expressed for each of them. For this pur-
pose, the translator makes several attempts to fit 
words into their suggested position. 
 
Finally, I trained two models with the Ktrain 
framework. The model 1, which use the translated 
tweets, was submitted as ghost-
writer19_Task_A_1_c. The model 2, trained with 
the only cleaned tweets, was submitted as ghost-
writer19_Task_A_2_c. 
 
2.1 First results 
The model will be evaluated with the F1-score. 
The main score is the average of the F1-score of 
the Favor tweets and the F1-score of the Against 
tweets. 
 
When comparing the two models, the first result 
is that the translated tweets performed worse, al-





Estimated Baseline 0.5386 
Table 1: First results 
Analyzing the results of both the models in detail 











Table 3: F1-score details of model 2 
The problem is evident. Model 1 has a more chal-
lenging time distinguishing the favor tweets from 
neutral ones. The good news is that both the mod-
els overcame the estimated baseline. 
 
2.2 Hashtags and Mentions 
Thinking that on Twitter the hashtags are also 
used for classification purposes, the operation that 
replaces them was modified. Now the hashtags are 
added at the end of the new tweets. Also, the men-






Estimated Baseline 0.5386 
Table 4: Model 1 with hashtags and mentions in the trans-
lated tweets 







Table 5: F1-score details of model 1 with hashtags and 
mentions in the translated tweets 
The model gained two percentage points for both 
Against and Favor, compared with a one-point 
loss in Neutral. Unfortunately, it still remains two 
points below the model 2, with the only cleaned 
tweets. 
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2.3 Passive verbs 
Analyzing the new texts generated, I noticed that 
essential information was lost by putting all the 
verbs in the infinitive. If the verb was in the pas-
sive form, the subject and object of the sentence 
were reversed. At the same time, I noticed that 
very long tweets contained more than one sen-
tence. 
 
I modified the translator to consider passive and 
active verbs, swapping the sentence's subject and 
object if necessary. The hashtags inserted at the 
end of the tweet only left at the end of the new 





Estimated Baseline 0.5386 
Table 6: Model 1 with hashtags and mentions in the trans-
lated tweets, plus active / passive verbs 






Table 7: F1-score details of model 1 with hashtags and 
mentions in the translated tweets, plus active / passive verbs 
The model gained five percentage points for 
Against and Favor tweets, compared with a one-
point more loss for Neutral ones. Now the transla-
tion model is the best model. 
3 Results 
Model 1 was ultimately 3 percentage points better 
than Model 2 with the Training dataset. The best 
performance of the model was also confirmed 
with Test datasets, with 2.5 percentage points of 
advantage. 
3.1 Results for Task A 





Table 8: Test dataset results for Task A 
The model 1 is about 7.5% better than the baseline 
(table 8). 
I remember that both models were trained with the 
autofit option, so without any particular study, to 
validate whether a "translation" of the original 
text could bring apparent advantages. 
3.2 Results for Task B 
Although no context information was used, I still 
proposed the predictions for Task A to Task B. 





Table 9: Test dataset results for Task B 
Even if model 1 was not able to reach the pro-
posed baseline, the difference between the two 
systems is 0.4% (table 9). The detailed results of 
the models are showed in the tables 10 and 11. 
 
3.3 Detailed results for Task A 
model  f-avg  prec_a  prec_f  prec_n  recall_a  recall_f  recall_n  f_a f_f  f_n 
1_c 0.6257  0.8106 0.4709 0.3226 0.6981 0.5357 0.4651 0.7502 0.5012 0.3810 
2_c  0.6004 0.8094 0.4772 0.2921 0.6523 0.4796 0.5349 0.7224 0.4784 0.3778 
baseline  0.5784 0.7549 0.3975 0.2589 0.6806 0.4949 0.2965 0.7158 0.4409 0.2764 









el  avg  _a  prec_f  _n  ll_a  ll_f  ll_n   f   
257  06 09 26    02 12 10 
04 94 72 21    24 84 78 
ine  84 49 75 89    58 09 64 
3.4 Detailed results for Task B 
model  f-avg  prec_a  prec_f  prec_n  recall_a  recall_f  recall_n  f_a f_f  f_n 
1_c 0.6257  0.8106 0.4709 0.3226 0.6981 0.5357 0.4651 0.7502 0.5012 0.3810 
2_c  0.6004 0.8094 0.4772 0.2921 0.6523 0.4796 0.5349 0.7224 0.4784 0.3778 
baseline  0.6284 0.7845 0.4506 0.3054 0.7507 0.5357 0.2965 0.7672 0.4895 0.3009 
Table 11: TASK B detailed results of the proposed models compared to the baseline model. 
4 Conclusion 
In a preliminary way, the final results demonstrate 
that it is possible to obtain an improvement of the 
predictions by reducing the differences of expres-
sion to a predetermined structure. 
 
The system is, however, right now, more efficient 
in terms of training times and final scores than en-
semble systems of Bi-LSTM, which were used 
successfully up to 2 years ago (Bennici & Porto-
carrero, 2018). 
 
The next step is also to optimize the model's train-
ing to ascertain that the performance gain is main-
tained and in what percentage. At the same time, 
the translator can be improved by switching to a 
sequence-to-sequence system for a meaningful 
and efficient text representation that will include, 
among other things, the change of every words 
forms accordingly with the grammar and the orig-
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Abstract
This paper presents our submission to
the SardiStance 2020 shared task, describ-
ing the architecture used for Task A and
Task B. While our submission for Task
A did not exceed the baseline, retraining
our model using all the training tweets,
showed promising results leading to (f-
avg 0.601) using bidirectional LSTM with
BERT multilingual embedding for Task A.
For our submission for Task B, we ranked
6th (f-avg 0.709). With further investiga-
tion, our best experimented settings in-
creased performance from (f-avg 0.573) to
(f-avg 0.733) with same architecture and
parameter settings and after only incor-
porating social interaction features- high-
lighting the impact of social interaction on
the model’s performance.
1 Introduction
Framed as a classification task, the stance detec-
tion consists in determining if a textual utterance
expresses a supportive, opposing or neutral view-
point with respect to a target or topic (Küçük
and Can, 2020). Research in stance detection has
largely been limited to analysis of single utter-
ances in social media. Furthering this research, the
SardiStance 2020 shared task (Cignarella et al.,
2020) focuses on incorporating contextual knowl-
edge around utterances, including metadata from
author profiles and network interactions. The task
included two subtasks, one solely focused on the
textual content of social media posts for automati-
cally determining their stance, whereas the other
allowed incorporating additional features avail-
able through profiles and interactions. This pa-
0Copyright © 2020 for this paper by its authors. Use per-
mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).
per describes and analyses our participation in the
SardiStance 2020 shared task, which was held as
part of the EVALITA (Basile et al., 2020) cam-
paign and focused on detecting stance expressed
in tweets associated with the Sardines movement.
2 Related Work
In social media, classical features can be ex-
tracted by using stylistic signals from text such as
bag of n-grams, char-grams, part-of-speech labels,
and lemmas (Sobhani et al., 2019), structural sig-
nals such as hashtags, mentions, uppercase char-
acters, punctuation marks, and the length of the
tweet (Wojatzki et al., 2018; Sun et al., 2016),
and pragmatic signals related to author’s profile
(Graells-Garrido et al., 2020). With modern deep
learning models, there is shift towards contex-
tualised representations using word vector rep-
resentation algorithms, either by having person-
alised language models trained on task specific
language or as a pre-trained language model of-
fered after training using complex architecture and
billions of documents. Using deep learning lay-
ers as automated feature engineering methods can
be implemented to train the model afterwards. In
(Augenstein et al., 2016), they utilized Bidirec-
tional Conditional Encoding using LSTM achiev-
ing state-of-the-art results on stance detection task.
Recently, there is a resurgence of research in in-
corporating network homophily (Lai et al., 2017)
to represent social interactions within a network.
Moreover, Knowledge graphs (Xu et al., 2019)
can in turn represent these complex network rela-
tionships (e.g. authors friendships) as simple em-
bedded vectors sampled considering the nodes and
weighted edges within the network complexity
structure.
3 Definition of the Tasks
The stance detection task has been defined in
previous work as consisting in determining the
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Figure 1: Our framework for investigating different combinations of features. For a network interac-
tion graph, we generate user embeddings, using variations of graph neural network (GNN) embedding
methods, namely deep-walk, struct2node and node2vec, and then concatenate author’s vector with its
corresponding utterance features for each stance. We also extract two types of text embedding repre-
sentations for each utterance, embedding-based features, namely word embedding vectors and cosine
similarity vectors, using different models including variations of CNN and bidirectional models. Further,
the results of these two feature extraction methods are concatenated for the final classification step. We
also consider the standard methods that extract frequency-based representations from author profiles and
stance utterances including unigrams and Tfidf vectors. All these four features where combined and fed
into the drop out and dense layers, to finally generate the final label using a softmax activation function.
Though, we deactivate some of these four sources of features and alter the frequency-based vector by
excluding some features, changing the embedding source and reducing the dimensionality for highly
dimensional vectors (e.g. frequency-based features and cosine similarity vectors) using PCA.
viewpoint of an utterance with respect to a tar-
get topic (Küçük and Can, 2020), while others
define it as that consisting in determining an au-
thor’s viewpoint with respect to the veracity of a
rumour, usually referred to as rumour stance clas-
sification (Zubiaga et al., 2018). SardiStance fo-
cuses on the former, and is split into two subtasks:
Textual Stance Detection (Task A) and Contex-
tual Stance Detection (Task B) (Cignarella et al.,
2020). Baselines are provided for Task A using
SVM+unigrams as (f-avg. 0.578), and for Task B
as (f-avg. 0.628) (Lai et al., 2020).
4 Experimental Settings
Frequency-based features: These represent fre-
quency vectors including unigram, punctuation
and hashtags provided by (Cignarella et al., 2020).
Further, we include TFiDF vectors.
Embedding-based features: word embedding
Italian Wikipedia Embedding (Berardi et al.,
2015) trained using GloVe 1, Fasttext with (Bo-
janowski et al., 2017) 2 trained using skip-gram
model and with 300 dimensions, and TWITA
embedding (Basile et al., 2018). For TWITA,
two versions of the same tweets were generated.
One preprocessing words where each vector has
100 dimensions, provided by (Cignarella et al.,







one trained by us without any preprocessing and
each vector has 300 dimensions, referred to as
TWITA300. We also experimented with multilin-
gual BERT in Task A 4 (Devlin et al., 2019).
Cosine similarity vectors which was introduced
previously in (Eger and Mehler, 2016) to encode
the word meaning within the embedding space. In
our work, we used TWITA300 to train the similar-
ity vectors of all the words in the training set.
Network-based features: Encoding users graph.
To represent user interactions as nodes and edges,
we used a counting scalar value and added one if
each of the following relationships exists: friend-
ships, retweets, quotes and replies, e.g. if all of
them exist then the edge weight between two ac-
counts is four. We calculated all the accounts pro-
vided and generate a directed complex graph con-
ditioned by the existence of friendship, resulting
in 669,745 nodes, 2,871,791 edges with an aver-
age in-degree of 4.2879 and average out-degree of
4.2879.
Generating GNN Embeddings. Taking as input
the encoded network relationships, GNN embed-
dings use different sampling techniques to rep-
resent every node as a vector. To extract these
vectors, we experiment with different graph neu-
ral network models, namely struct2vec (Ribeiro
et al., 2017), deepwalk (Perozzi et al., 2014) and
node2vec (Grover and Leskovec, 2016).
NeuralNetwork-based features As illustrated in
Figure 1, we have different deep learning mod-
els to extract features separately for both word
embedding and similarity vectors matrices. In
our work, we experiment with Convectional Neu-
ral Network (CNN) models and Long short-term
memory (LSTM) models. Variations of CNN
models where applied to NLP downstream tasks
as feature extraction methods for text classifica-
tion. In our work, we used two variations of CNN.
In one model, we used a CNN as a one-head 1D-
CNN with kernel size of 5 allowing the model to
extract features with 5-grams vectors using 32 fil-
ters. Followed by a max pooling layer with pool
size of 2 then flattened layer. In another model,
we used a CNN as a multi-headed 2D-CNN with
1, 2, 3, 5 grams filter sizes, initialising the kernel
weights with a Rectified Linear Unit (ReLU) acti-
vation function and normal distribution weights.




pooling sizes taken as one columns pooling fil-
ter with the maximum text length excluding few
grams sizes. For the LSTM, we used two variants.
One is a simple bidirectional LSTM of 64 units
followed by concatenations of max pooling and
average pooling layers, and attention bidirectional
LSTM proposed by (Yang et al., 2016) using 64
units followed by 128 units then attention layers5.
Feature Reduction. We experiment with different
reduction length: 50, 100 and 150. Then. we set
our PCA reduction to 100 as it showed best per-
formance on evolution set.
Sentence Cleaning. We set the cleaning function
to match the preprocessing function by (Cignarella
et al., 2020) to generate TWITA100.
We used four final layers to receive the features
and concatenate them (see Figure 1). In all of the
experiments, our dropout layer set to 0.2, followed
by a dense layer with rule activation function and
another dropout layer of 0.2. Finally, a probabil-
ity vector of the three classes is generated. To de-
termine the correct class, we choose the one class
with the highest probability.
5 Results
In this section, we discuss the results of our sys-
tems submitted to the two tasks.
For Task A, we used attention Bidirectional
LSTM model performance compared to using dif-
ferent word embedding models, also we anal-
ysed impact of the preprocessing of the runs.
Since there are too many parameters to compare
with, we compared the performance of the embed-
ding models. Our submitted models, BERT and
TWITA300 illustrated in Table 1 with ∗ showed
most promising results using different settings.
With only %80 training data, similarity vectors
generalised better than all other embedding mod-
els. While, when all data are trained, the best
model is the multilingual BERT embedding with
no pre-processing (f-avg 0.601), followed by sim-
ilarity vectors using cleaned text (f-avg 589).
For Task B, we used different feature extraction,
frequency vectors, word embedding and social in-
teraction embedding models, and monitor their
performance while activating the pre-processing
step in all experiments. With a diverse range of
parameters, we experimented with a total of 3845







Emd# % f-avg T%80 T%100
BERT∗ 0.480 0.532 0.533∗ 0.601
SVs 0.518 0.548 0.589 0.532
TWITA300 0.482 0.526 0.578 0.551
TWITA100 0.480 0.521 0.494 0.551
Fasttext 0.485 0.521 0.479 0.482
GloVe 0.445 0.308 0.401 0.401
Preprocessed
SVs 0.515 0.556 0.524 0.566
TWITA100 0.513 0.543 0.560∗ 0.566
FastText 0.485 0.489 0.532 0.528
TWITA300 0.447 0.490 0.541 0.506
GloVe 0.445 0.308 0.401 0.401
BERT 0.475 0.445 0.512 0.213
Baseline 0.578 0.578
Table 1: Results for Task A. We evaluate all the
embeddings using Attention Bidirectional LSTM.
Our submissions are the ones represented with ∗.
Bold fonts show results above baseline
els considering macro f-score for the two classes
under consideration (AGAINST and FAVOR) (f-
avg). Results are shown in Table 2. By compar-
ing our runs by adding social interaction features,
our models with different settings showed a clear
improvement on our models. In 1#M, we utilise
Conv2D (see NeuralNetwork-based features) for
embedding vectors with TfiDF unigram and tweet
length, where the model achieved an increase on
performance of (f-avg 0.16) when social interac-
tion vectors incorporated into the model. All other
models showed the same improvement with an in-
crease of (f-avg 0.115, 0.118, 0.081, 0.021) for
3#M, 5#M, 7#M and 9#M, respectively.
6 Discussion and main findings
The pipeline depicted in Figure 1 was designed
to investigate the impact of multiple features on
stance detection using variations of feature extrac-
tion methods, which have been experimented in
previous work but we adapted them to the Italian
language in our settings. The training set contains
2132 instances with no evaluation set. In our work,
we create a stratified split of 80-20 to evaluate the
model, which leads to a training data with 1705
samples. Further, our investigation attempted to
randomise different settings, with the aim of sub-
mitting the top two with highest f-avg score on the
remaining set (Eval. 426) for both tasks. Conse-
quently, we found that this methodology did not
generalise well with the testing results. However,
our main findings remain consistent across differ-
ent settings when compared with our results us-
ing the stratified split (T%80) and when the model
was retrained using all the data (T%100). While
our submission evaluated both tasks separately, we
discuss all conclusions jointly in this section.
Having different random settings over all
frequency-based features (14, in our case) would
be a bad strategy to evaluate the methods and
come up with the best approach. To verify
if we need to include all of these, we run
an experiment by including only one feature
from (unigram, Tfidf_unigram, chargrams, net-
work_reply_community, userinfobio). The selec-
tion of these features where based on selecting
the best runs using only one feature from our
randomised parameters. Using all the training set
and CONV2D with (fasttext,TWEC300) and re-
duced SVs with deepwalk user’s social interac-
tion vector, (userinfobio,chargrams) achieved (f-
avg 0.703 and 0.704), respectively. This is also
higher than using AttLSTM for the same set-
tings which achieved (f-avg 0.638 and 0.610).
In general, we achieve better performance with
CONV2D than AttnLSTM for the same settings
on the test data. In another experiment, we reduced
all the 14 frequency-based parameters achieving
(f-avg 0.714) which performs worse than our best
3#M (see 2). Our main conclusion is that the num-
ber of features available is not necessarily corre-
lated with the model’s performance boost.
In another experiment, we attempted to
compare the performance of TWEC100 with
TWEC300 (see Section 4). From Table 1, we
observed that lower dimensionality and pre-
processing may cause the model to under perform
by around (f-avg 0.050), at least. Though, this
impact was not significant with T%100. However,
matching the processing between the embedding
vocabulary and the annotated set yields better
performance. For example, TWITA100 was
more persistent on performance between T%80
and T%100. This highlights the importance
of pre-processing and reducing the differences
between the embedding vocabularies and labelled
sentences. In general, our embedding experiment
for Task A show high sensitivity on model
performance with pre-processing settings.
Inspired by previous work on encoding word
meanings, we experimented with SVs embedding.




#M % f-avg T%80 T%100 Settings.
1 0.590 0.651 0.683 0.733
Conv2D(FastText) + Conv2D(PCA(SVs)) + PCA(unigram +
Tfidf_unigram + length) + DeepWalk
2 0.511 0.521 0.605 0.573
Conv2D( FastText ) + Conv2D( PCA(SVs) ) + PCA(unigram +
Tfidf_unigram + length)
3 0.595 0.640 0.662 0.719
Conv2D(FastText)+ Conv2D(PCA(SVs)) +
Conv2D(PCA(Tfidf_unigram + chargrams)) + DeepWalk
4 0.525 0.507 0.608 0.604
Conv2D(FastText)+Conv2D(PCA(SVs))+PCA(Tfidf_unigram
+ chargrams)
5 0.600 0.645 0.710 0.718
Conv2D(FastText) + Conv2D( PCA(SVs)) + PCA(unigram +
length)+ DeepWalk
6 0.487 0.495 0.661 0.600
Conv2D(FastText + Conv2D(PCA(SVs)) + PCA(unigram +
length)
7 0.600 0.671 0.709∗ 0.696
Conv2D(TWITA300) + Conv2D(PCA(SVs)) + PCA( length
+ network_quote_community + network_reply_community +
network_retweet_community + network_friend_community +
userinfobio + tweetinfocreateat) + DeepWalk
9 0.574 0.532 0.629 0.615
Conv2D(TWITA300) + Conv2D(PCA(SVs)) + PCA( length
+ network_quote_community + network_reply_community +
network_retweet_community + network_friend_community +
userinfobio + tweetinfocreateat)
9 0.602 0.691 0.677∗ 0.681
AttLSTM(FastText) + AttLSTM(PCA(SVs)) +
PCA(puntuactionmarks + length + network_quote_community
+ network_retweet_community + network_friend_community
+ userinfobio) + Node2Vec
10 0.459 0.488 0.456 0.660
AttLSTM(FastText) + AttLSTM(PCA(SVs)) +
PCA(puntuactionmarks + length + network_quote_community
+ network_retweet_community + network_friend_community
+ userinfobio)
Baseline 0.628 0.628
Table 2: Top performing settings over all sampled runs using our architecture for Task B. Our submissions
are the ones represented with ∗. Bold fonts show highest/above baseline results
better than BERT and TWITA300 with T%80
although it showed a significant drop when the
model was trained with T%100. This finding
opens an investigation towards the ability of SVs
to perform better under different settings. For that,
we removed PCA(SVs) and run same settings of
#M1, and our model achieved (f-avg 0.678), show-
ing a significant impact of SVs on model’s perfor-
mance. Further, we investigate the robustness of
deepwalk modelling over node2vec and struct2vec
for the same best settings of #M1, resulting on (f-
avg 0.641 and 0.604) for node2vec and struct2vec,
respectively. Also, in terms of accuracy, the deep-
walk model produces an improved accuracy of
(% 0.725) compared to node2vec (% 0.665) and
struct2vec (% 0.658). This indicates that deepwalk
is more reliable on this testing set than other mod-
els.
7 Conclusion
In this work, we described a state-of-the-art stance
detection system leveraging different features in-
cluding author profiling, word meaning context
and social interactions. Using different random
runs, our best model achieved (f-avg 0.733) lever-
aging deepwalk-based knowledge graphs embed-
dings, FastText and similarity feature vectors ex-
tracted by two multi-headed convolutional neural
networks from auther’s utterance. This motivates
our future, aiming to reduce the model complexity
and automate the feature selection process.
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