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Consistency of the maximum likelihood estimator :









$(\mathcal{X}, A)$ $\{P_{\theta};\theta\in\Theta\}$ $(\mathcal{X}, \mathcal{A})$
\Theta $\Theta$ $R^{k}$ $||\cdot||$ $k$
$(\mathcal{X}, \mathcal{A})$ $n$ $(\mathcal{X}^{n},\mathcal{A}^{n})$
$P_{\theta}$ $n$ $P_{\theta}^{n}$ \mbox{\boldmath $\theta$} $\mathcal{X}^{n}$ $\Theta$




$\hat{\theta}_{n}$ \mbox{\boldmath $\theta$} \Theta






$\hat{\theta}_{n}$ $K$ \mbox{\boldmath $\theta$}














$r>0$ $E_{\theta_{0}}[lo^{g\phi^{*}(x} : r)]$
(W4) $\mu$ $x$ $f(x:\theta)$ $\theta$
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(W5) $\theta_{1}\neq\theta_{2}$ $P_{\theta_{1}}\neq P_{\theta_{2}}$





2.1. (W2) $(W5)$ $(W7)$ $\theta\neq\theta_{0}$
$\theta\in\Theta$
$E_{\theta_{0}}[logf(X : \theta)]<E_{\theta_{0}}[logf(X : \theta_{0})]$
22. (W2) (W4)
$\lim_{\rhoarrow 0}E_{\theta_{0}}[lo^{gf(x} : \theta\rho)]=E_{\theta_{0}}[logf(X : \theta)]$
3.




$3\cdot 1$ . \Theta $(W4)$ $(W5)$
(A1) $\mu$ \mbox{\boldmath $\psi$}(x) $\theta,\theta’$ $\in\Theta$
$|logf(x : \theta)|f(x : \theta’)\leq\psi(x)$
\Theta \mbox{\boldmath $\theta$}
. $\epsilon>0$ $\delta>0$
$\theta^{S_{0}u_{\in\Theta}^{pP_{\theta^{n_{0}}}\{\frac{sup_{||\theta-\theta_{0}||\geq\epsilon}f(X_{1}.:\theta)\cdots f(X_{n}:\theta)}{f(X_{1}:\theta_{0})\cdot\cdot f(X_{n}.\theta_{0})}>\delta\}}}arrow 0$ $(narrow\infty)’$ $(3\cdot 1)$
(3.1)
$\hat{\theta}_{MLn}$




$\leq P_{\theta_{0}}^{n}$ $\{$ $su^{p}$ $f(X_{1} : \theta)\cdots f(X_{n} : \theta)$
$||\theta-\theta_{0}||\geq\epsilon$
$=f(X_{1} : \hat{\theta}_{MLn})\cdots f(X_{n} : \hat{\theta}_{MLn})\}$
$\leq P_{\theta_{0}}^{n}$ $\{ su^{p} f(X_{1} : \theta)\cdots f(X_{n} : \theta)\geq f(X_{1}’ : \theta_{0})\cdots f(X_{n} : \theta_{0})\}$
$||\theta-\theta_{0}||\geq\epsilon$
$\leq P_{\theta_{0}}^{n}\{\frac{sup_{||\theta-\theta_{0}||\geq\epsilon}f(X_{1}.:\theta)\cdots f(X_{n}:\theta)}{f(X_{1}:\theta_{0})\cdot\cdot f(X_{n}.\theta_{0})}>1\}arrow 0$ $(narrow\infty)$





$(W4)$ $(A1)$ Lebesgue 2








$\alpha=$ inf $q(\theta, \theta_{0})>0$
. $(\theta,\theta_{0})\in\Theta_{\epsilon}^{2}$




$E_{\theta_{0}}[logf(X: \theta,\rho_{\theta})]-E_{\theta_{0}}[logf(X : \theta)]<\frac{\alpha}{2}$
$p_{\theta}>0$
$\mu(\theta,\theta_{0})=E_{\theta_{0}}[logf(X:\theta_{0})]-E_{\theta_{O}}[logf(X:\theta,\rho_{\theta})]$











{\mbox{\boldmath $\theta$}i}i=l...h\subset \Theta $\{\theta_{i}\}_{i=1\cdots h}$
$\sup_{\theta\in\Theta_{0}}f(x_{1} : \theta)\cdots f(x_{n} : \theta)$
$\leq$ $\sup$
$f(x_{1} : \theta)\cdots f(x_{n} : \theta)$
$i=1_{\theta\in S(\theta;:\rho_{\theta_{i}})}$
$\leq\sum_{i=1}^{h}f(x_{1} : \theta_{i},\rho_{\theta;})\cdots f(x_{n} : \theta_{i},p_{\theta_{i}})$
$\delta>0$
$P_{\theta_{O}}^{n} \{\frac{\sup_{\theta\in\Theta_{0}}f(X_{1}:.\theta)\cdots f(X_{n}:\theta)}{f(X_{1}:\theta_{0})\cdot\cdot f(X_{n}:\theta_{0})}>\delta\}$




$0<\delta_{i}\leq\delta$ $(i=1\cdots h)$ $i$ $log\delta_{i}=$ -
$\gamma_{i}>0$
$P_{\theta_{0}}^{n} \{\frac{f(X_{1}:\theta_{i},p_{\theta}:)\cdot.\cdot.\cdot.f(X_{n}:\theta_{i},p_{\theta_{1}})}{f(X_{1}:\theta_{0})f(X_{n}:\theta_{0})}>\delta_{i}\}$



















32. $\Theta$ \mbox{\boldmath $\theta$}0 $\hat{\theta}_{ML,n}$
1 $K=1$ ,2,




$\{\epsilon_{K}\}$ $\epsilon_{K}\downarrow 0$ $n_{0}(K)$ $n\geq n_{0}(K)$ \mbox{\boldmath $\theta$} $\in\Theta_{K}$
$P_{\theta^{n}}\{||\hat{\theta}_{ML,n}^{(K)}-\theta\Vert>\epsilon_{K}\}<\epsilon_{K}$ $K(n)=$
$\sup\{K :n>n_{0}(K)\}$
. $\hat{\theta}_{ML,n}^{(K)}$ $\Theta_{K}$ $K$





$\theta_{0}$ $\Vert\theta_{0}||<K_{0}$ $K_{0}$ $\epsilon>0$
$\frac{1}{2}\epsilon>\epsilon_{K_{1}}$ $K_{1}\geq K_{0}$ $K_{1}$ $\frac{1}{2}\epsilon_{K_{1}}>\epsilon_{K_{2}}$
$K_{2}$ (A2) $n\geq n_{1}$
$P_{\theta_{O}}^{n} \{\Vert\hat{\theta}_{ML,n}||\geq K(n)\}<\frac{\epsilon}{4}$ (3.4)
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$+P_{\theta_{0}}^{n} \{\Vert\hat{\theta}_{ML,n}-\hat{\theta}_{n}^{*}\Vert>\frac{1}{2}\epsilon_{K_{1}}, \Vert\hat{\theta}_{ML,n}||\geq K(n)\}$
$\hat{\theta}_{n}^{*}$
$P_{\theta_{0}}^{n} \{||\hat{\theta}_{ML,n}-\hat{\theta}_{n}^{*}||>\frac{1}{2}\epsilon_{K_{1}}, ||\hat{\theta}_{ML,n}||<K(n)\}$































$\lim_{carrow\infty}\int_{\mathcal{X}}\sup_{||u||\geq c}(f^{\frac{1}{2}}(x : \theta)f^{\frac{1}{2}}(x : \theta+u))d\mu<1$
3 (W6) (IH) (IH)
(A3)
3.1 . (W6) (IH)
$\Theta$
$\lim\sup f^{\frac{1}{2}}$ $(x : \theta+u)=0$ $a.e.[P_{\theta}]$
$carrow\infty||u||\geq c$
$\sup_{||u||\geq c}f^{\frac{1}{2}}$ $(x :\theta+u)$ $carrow\infty$
$\mathcal{X}_{0}=\{x\in \mathcal{X}|f(x : \theta)>0\}$












$\int_{\mathcal{X}}\sup_{||u||\geq R}(f^{\frac{1}{2}}(x : \theta)f^{\frac{1}{2}}(x : \theta+u))d\mu$
$\geq\int_{\mathcal{X}}\sup_{||u+\theta||\geq R+||\theta||}(f^{\frac{1}{2}}(x : \theta)f^{\frac{1}{2}}(x : \theta+u))d\mu$






































32. (W1) (W4) (W5) (W6) $K=1$ ,2,
$\Theta_{K}$ (A1) $\circ$
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