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In the classical theory of diffusion limited growth, it is assumed that
the concentration field of solution is described by the standard diffusion
equation. It means that particles of the solution undergo a random walk
described by the Wiener process. In turn, it means that the velocity of par-
ticles is a stochastic process being Gaussian white noise. In consequence,
the velocity–velocity correlation function is the Dirac δ-function and veloc-
ity correlation time is zero. In many cases such modeling is insufficient and
one should consider models in which velocity is correlated in space and/or
time. The question is whether correlations of velocity can change the ki-
netics of growth, in particular, whether the long-time asymptotics of the
growth kinetics displays the power-law time dependence with the classical
exponent 1/2. How to model such processes is a subject of this paper.
PACS numbers: 81.10.Aj, 05.40.–a
1. Introduction
Growth processes such as aggregation processes, growth of clusters and
crystals, grain growth and the like have been studied both experimentally
and theoretically [1–3]. In these irreversible processes objects are built up
from elementary ingredients like particles, molecules or micro-aggregates.
Growth from the vapor phase, from saturated solution or from supercooled
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melt is the most widespread method of crystal growing. Commonly used sol-
vents are water, multicomponent aqueous or non-aqueous solutions, melts of
some chemical components, colloidal suspensions and complex electrolytes.
Among many aspects, the growth kinetics have been intensively studied
including evolution of the interface dynamics, asymptotics of the growth
rate of the interface, the time-dependence of the crystal radius, existence
of regimes with power-law growth behavior and determination of various
growth exponents.
In any modeling, the complexity of the process is usually reduced by
supposing elementary processes to be dominant mechanisms responsible for
the growth kinetics. The classical theory of crystal growth assumes the
crystal formation by addition of individual particles or molecules from the
saturated solution (the concentration field around the growing crystal, which
is usually metastable fluid). Mass transfer from surroundings to the crystal
is achieved by a diffusive flow, i.e. by the particle self-diffusivity or by
the particle gradient diffusivity [4] and is described by a standard diffusion
equation in the form
∂c(r)
∂t
= D∆c(r) , (1)
where c(r) is the concentration of solution around the crystal at the point
determined by the vector r and D is the diffusion coefficient of the solution
particles.
The growth kinetics is determined from the conservation law of the crys-
tallizing substance at the moving growth front. It has the form [1]
D∂c(r)
∂n0
= [C − c(r)] V (n0,∆µ) , for r = R , (2)
where the derivative is taken in the direction of the outer normal n0 to the
surface at the given point r = R, C is the density of the growing crystal on
the interface R. The interface velocity or growth rate V (n,∆µ) depends on
its crystallographic orientation n and the deviation ∆µ from equilibrium at
the point r = R. Hence, if we know a solution of the diffusion equation (1)
then from (2) we can determine the growth rate V (n,∆µ).
One has to impose boundary conditions on Eq. (1): (i) at the interface
between the crystal and the solution and (ii) at infinity. The concentra-
tion c(R) of the saturated solution over the interface R is determined from
thermodynamical conditions and geometry of the interface. The universally
accepted expression for c(R) has been derived under an assumption of local
thermodynamical equilibrium near the interface. It depends on the surface
curvature due to the Gibbs–Thomson effect and is given by the formula [1,5]
c(R) = c0[1 + Γ (R)K(R)] , (3)
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where Γ (R) is the capillary coefficient, K(R) is twice the mean curvature of
the surface R at a given point and c0 is the concentration of the saturated
solution over the flat surface (the equilibrium concentration for the planar
interface). The second boundary condition is imposed on the concentration
far from the crystal, i.e.,
c(r)→ c∞ = const. when |r| → ∞ . (4)
The problem is non-trivial because in its most general formulation it requires
to solve Eq. (1) with the moving boundary condition (because the crystal
grows and the interface changes with increase of time). It can be simplified
for the spherical symmetry and in the so-called quasi steady state approx-
imation [1]. The most important conclusion is the time-dependence of the
growth rate,
V = V (t) ∼ t−1/2 (5)
and in consequence the radius R of the crystal grows according to the power
law as
R = R(t) ∼ t1/2 (6)
with the growth exponent 1/2. It is universal behavior, valid for a wide class
of growth processes. However, the deviation from this diffusion-like kinetics
has been observed.
In models based on the above approach, the crystal growth is a process
of attachment of particles from isotropic medium which usually is liquid or
gas (growth from saturated solution or any metastable fluid). After the
nucleation stage, a small crystal is formed. Particles of the surroundings
perform a random walk and when they arrive in contact with the crystal,
they stick permanently. Then another particles arrive and stick, and so on.
Because the concentration field is described by the standard diffusion equa-
tion (1), it means that particles of the solution undergo a random walk which
is the Wiener process in the position space. In turn, in the velocity space
it is Gaussian white noise. It means that the velocity–velocity correlation
function of the fluid particles is the Dirac δ-function and both the correla-
tion time and the correlation length is zero. However, this idealization is
never exactly realized and in many situations such modeling is insufficient.
Therefore, a modified theory is desirable which includes models with time
and/or space correlations of the particle velocity. The fundamental problem
appears: do correlations change the kinetics of the growth process? In other
words, does the long-time asymptotics of the growth kinetics display the
power-law time dependence? If yes, then the next question appears: what is
the value of the growth exponent? Is it the classical exponent 1/2 resembling
the standard diffusion limited growth or not?
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A mathematical model could be formulated by a suitable modification of
the classical theory. Firstly, the diffusion equation (1) could be replaced by
a master equation which describes a random walk of the solution particles
with a specific form of the velocity correlation function. Secondly, in Eq. (2),
the left-hand side should be replaced by a more general expression, namely
−J · n0 = [(C − c(r)]V (n0,∆µ) , for r = R , (7)
where J = J [c(r)] is the flux of particles whose dependence on the fluid con-
centration c(r) follows from the master equation. For some models of the
velocity correlations (e.g. the temporal exponential correlations), we can
write a closed set of evolution equations. Then the typical problem is how
to solve this set of equations but it is a secondary problem. For some models
of velocity correlations, the problem is indeed complicated because we do
not know master equations for processes of prescribed velocity correlations.
So, we even cannot present a closed set of equations. Therefore, a radically
new formulation is desired because in the standard description, which cou-
ples the diffusion equations in the bulk phases with the interfacial boundary
conditions, it is rather difficult to include more general diffusion processes,
which are described by much more complicated evolution equations (e.g.
integro-differential equations) than the standard parabolic diffusion equa-
tion (1) with a constant (state-independent) diffusion coefficient. One of
such a novel formulation of the problem has been proposed in [6], where
the case of only temporal and not spatial correlations has been worked out.
Here we want to present the modeling which can include the spatial velocity
correlations.
2. Model
For growing aggregates of an ideal or perturbed spherical symmetry, it
is convenient to use the parametrization of the spherical coordinate system.
The surface of the aggregate is described by the vector equation
r˜ = r˜ cosφ sinϑ ex + r˜ sinφ sinϑ ey + r˜ cosϑ ez , (8)
where the function
r˜ ≡ r˜(ϑ, φ, t) (9)
specifies the aggregate surface. In the spherical coordinate system (r, ϑ, φ),
the surface is determined if we know the function
r = r˜(ϑ, φ, t) . (10)
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An equation describing evolution of a growing object can be derived exploit-
ing the mass conservation law. Its form reads [6]
r˜2 sinϑ [C(r˜, ϑ, φ)− c(r˜, ϑ, φ)]
dr˜
dt
= J [c(r˜, ϑ, φ)] · n , (11)
where C(r, ϑ, φ) is the density of the growing crystal at the point r =
(r, ϑ, φ). We can assume that the aggregate is homogeneous and the density
is uniform, i.e. C(r, ϑ, φ) = C = const. The concentration c(r) ≡ c(r, ϑ, φ)
of the saturated solution over the interface (r˜, ϑ, φ) is determined from ther-
modynamical conditions and geometry of the surface. It depends on the
surface curvature due to the Gibbs–Thomson effect and is given by the for-
mula [1, 5]
c(r˜, ϑ, φ) = c0[1 + Γ (ϑ, φ)K(r˜, ϑ, φ)] , (12)
where Γ (ϑ, φ) is the capillary coefficient, K(r˜, ϑ, φ) is twice the mean cur-
vature of the surface at the point (r˜, ϑ, φ) and c0 is the concentration of the
saturated solution over the flat surface (the equilibrium concentration for
the planar interface), i.e. when the curvature of the interface is zero.
The particle flux J depends on the concentration c(r) = c(r, ϑ, φ) of the
solution at the position (r, ϑ, φ). Our suggestion is to consider not a diffu-
sional flux of particle but rather convective flow for which [7]
J [c(r)] = c(r)v(r, t) , (13)
where v(r, t) is a velocity of particles of the solution at the position r at the
moment t. Finally, the vector
n =
∂r
∂φ
×
∂r
∂ϑ
(14)
is the inward normal to the interface (the symbol “×” denotes the vector
product). Generally, it is not a unit vector.
3. Spherical growth
The evolution equation (11) is a complicated equation which in a general
case is difficult to handle. Therefore, we simplify our model assuming that
the aggregate grows as a spherical object. Consequently, the interface is
a sphere for which r˜(ϑ, φ, t) = R(t), where R(t) is a radius of the sphere at
the instant t. The Gibbs–Thomson relation (12) takes the form
c(r˜, ϑ, φ) = c0 [1 + ΓK(R)] , (15)
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where Γ is the capillary constant and K(R) = 2/R is twice the mean curva-
ture of the aggregate. The reduced form of the evolution equation (11) now
reads
dR
dt
= A(R) v(R, t) , (16)
where
A(R) = α
R + 2Γ
R −R∗
, R > R∗ ,
α =
c0
C − c0
,
R∗ = 2Γα , (17)
and we assume that the velocity field of the solution particles
v(r, t) = v(r, t) · n , n = −er , r ≥ R , (18)
and er stands for a radial unit vector. Let us remember that v(R, t) =
limr→R v(r, t).
If the velocity field v(r, t) = const. then the growth process displays the
so called kinetic-regime growth, i.e. for long times R(t) ∝ t. Other examples
of the deterministic convection fields are studied in [8]. The case when
v(r, t) = v(t) is a stochastic Gaussian white noise is analyzed in [9]. The
temporally correlated stochastic processes v(r, t) = v(t) have been included
in [6]. Here, we propose the subsequent extension assuming that the velocity
field is a purely random (zero-mean) Gaussian field,
〈v(r, t)〉 = 0 . (19)
Its correlation function〈
v(r, t)v(r′, t′)
〉
= F(r, t; r′, t′) . (20)
It implies that the deterministic part of the velocity field is zero and v(r, t)
describes no-bias velocity fluctuations of the zero-mean. Effectively, the
mass transfer from the fluid to the growing object is not convective but
implicitly it is diffusive because diffusion is induced by velocity fluctuations
of the fluid particles in the vicinity of the interface. Notice that the fluid
particles of the interface region will stick to the object if their velocity (and in
consequence energy and momentum) is sufficiently large in order to overcome
the potential barrier of the interface. In this picture, it can be achieved by
fluctuations of the particle velocity.
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4. Kinetic equations
Eq. (16) defines a non-stationary stochastic process R(t). To obtain its
one-dimensional probability density P (R, t) one can use the relation [10]
P (R, t) = 〈δ(R −R(t))〉 , (21)
where R(t) is a solution of the stochastic equation (16) with a given initial
condition and a given realization of the random field v(r, t). The relation (21)
can easily be proved using the relation between P (R, t) and the characteristic
function of the process R(t), and the representation of δ(R) as a Fourier
transform of the unit function f(R) = 1.
The process R(t) as a solution of (16) is a functional of the random field
v(r, t). The variable R has no relation with the function R(t). The brackets
〈. . .〉 indicate averages over all realizations of the random field v(r, t) and
all possible initial conditions. Differentiating with respect to time the above
equation and using the differential equation (16) yields the relation
∂
∂t
P (R, t) = −
∂
∂R
A(R)〈δ(R −R(t))v(R, t)〉 , (22)
where we used the properties of the δ-function and replaced the functional
derivative δ/δR(t) by derivative −∂/∂R which could be taken out of the
average. Applying the Furutsu–Novikov–Donser formula [11] (see Appendix)
we get
∂
∂t
P (R, t) =
∂
∂R
A(R)
∫
dR′
t∫
0
dτ 〈v(R, t)v(R′, τ)〉
×
∂
∂R
〈
δ(R −R(t))
δR(t)
δv(R′, τ)
〉
. (23)
The functional derivative can be calculated in the same way as in [12] leading
to the relation
∂
∂t
P (R, t) =
∂
∂R
A(R)
∫
dR′
t∫
0
dτ 〈v(R, t)v(R′, τ)〉 (24)
×
∂
∂R
〈
δ(R −R(t))A(R(τ))δ(R′−R(τ)) exp

 t∫
τ
ds
dA(R(s))
dR(s)
v(R(s), s)


〉
.
Let us observe that, using Eq. (16), one can write
A(R(τ)) = A(R(t)) exp

 τ∫
t
ds
dA(R(s))
dR(s)
v(R(s), s)

 . (25)
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Inserting it into Eq. (24) gives
∂
∂t
P (R, t) =
∂
∂R
A(R)
∫
dR′
t∫
0
dτ 〈v(R, t)v(R′, τ)〉
×
∂
∂R
A(R)
〈
δ(R −R(t))δ(R′ −R(τ))
〉
, (26)
where 〈
δ(R −R(t))δ(R′ −R(τ))
〉
≡ P (R, t;R′, τ) (27)
is a two-event probability distribution. Hence, a single-event probability
distribution P (R, t) for the process R(t) obeys in a general case the following
evolution equation
∂
∂t
P (R, t)=
∂
∂R
A(R)
∫
dR′
t∫
0
dt′F(R, t;R′, t′)
∂
∂R
A(R)P (R′, t′;R, t) . (28)
It is an integro-differential equation, both with respect to time and space
coordinates. Using the same procedure for the two-event probability distri-
bution, we get the evolution equation in the form
∂
∂t
P (R′, t′;R, t) =
∂
∂R
A(R)
∫
dR′′
t∫
0
dt′′ F(R, t;R′′, t′′)
×
[
∂
∂R
A(R)+
∂
∂R′
A(R′)
]
P (R′′, t′′;R′, t′;R, t) , (29)
where t′′ < t′ < t. Generally, an m-event probability distribution obeys the
equation
∂
∂tm
P (R1, t1; . . . ;Rm, tm) =
∂
∂Rm
A(Rm)
∫
dr0
t∫
0
dt0 F(Rm, tm;R0, t0)
×
[
∂
∂Rm
A(Rm) +
∂
∂Rm−1
A(Rm−1) + · · ·+
∂
∂R1
A(R1)
]
× P (R0, t0; . . . ;Rm, tm) , (30)
where t0 < t1 < . . . < tm−1 < tm. In consequence we get an infinity chain
of equations.
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5. Special cases
In a general case, the problem (16) is equivalent to the infinite hierarchy
of the evolution equations (28)–(30). However, for particular forms of the
correlations functions, one can get a closed and finite set of equations. We
have constructed two models of the velocity fluctuations which allow to close
the system (28)–(30).
5.1. Temporally correlated fluctuations
The first model refers to the case of only time-correlated fluctuations,
i.e. when the velocity fluctuations do not depend on the space coordinate.
This problem was investigated in our earlier paper [6] for which
v(R, t) = V (t) , (31)
〈V (t)〉 = 0, 〈V (t)V (s)〉 = F(| t− s |) , (32)
Then P (R, t) obeys the Fokker–Planck equation in the form [13]
∂
∂t
P (R, t) = D(t)
∂
∂R
A(R)
∂
∂R
A(R)P (R, t) , (33)
where the diffusion function D(t) is
D(t) =
t∫
0
F(s)ds . (34)
Imposing proper initial and boundary conditions, the solution of (33) reads
P (R, t) =
1
A(R)
1√
piτ(t)
exp
[
−
(x(R)− x(R0))
2
4τ(t)
]
, (35)
where
x(R) =
1
α
[R − (R∗ + 2Γ ) ln(R + 2Γ )], (36)
and
τ(t) =
t∫
0
D(s)ds . (37)
The function τ(t) is a rescaled time for the growth process. Kinetics of
growth process controlled by fluctuations (31) with the statistical moments
(32) was investigated in details in [6].
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5.2. Spatially correlated fluctuations
Let the correlation function (20) of the velocity fluctuations be of the
form
F(R, t;R′, t′) = 2 δ(t − t′)G(R,R′) , (38)
which consists of two parts: the time-dependent and the space-dependent
ones. The time-dependent part is realized by the Dirac-delta function. It
means that the velocity fluctuations of the fluid particles are non-correlated
in time. The second space-dependent part can be any function of the space
coordinates. In this case, the evolution equation for the probability distri-
bution of the process (16) reduces to a diffusion equation in the form
∂
∂t
P (R, t) =
∂
∂R
A(R)G(R,R)
∂
∂R
A(R)P (R, t) . (39)
This equation can be analyzed, at least numerically and compared with those
for the time-correlated fluctuations. The results will be presented elsewhere.
5.3. Concluding remarks
Although Eq. (16) seems to look simple, its analysis in a general case is
extremely difficult. The two above presented examples of fluctuations can
be treated analytically. Other cases could be studied under some simplified
approximations (as e.g. decoupling, decorrelation, etc.). The open problem
remains under what limiting cases, such approximate schemes can rigorously
be exploited.
In summary, we have presented models and problems related to growth
processes driven by velocity fluctuations of particles of solution in which
the object grows. It would allow to investigate a mechanism of normal and
anomalous kinetics of growing crystals and investigate a large class of growth
processes controlled by different concentration fields. A rich behavior in the
growth kinetics might appear due to various statistics of the particles of
the saturated solution. In general case the evolution equations for growth
process controlled by velocity fluctuations do not form a closed system. How-
ever, for some specific models of velocity fluctuations or by approximation
procedures one can close a system of evolution equations.
This work supported in part by the Project CLUSTERICS, The National
Linux Cluster, and the ESF program: Stochastic Dynamics.
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Appendix
The Furutsu–Novikov–Donsker formula
Let F [v] be an arbitrary functional of any Gaussian field v(r, t). Then [11]
〈v(r, t)F [v]〉 =
∫
dr′
t∫
0
dτ 〈v(r, t)v(r′, τ)〉
〈
δF [v]
δv(r′, τ)
〉
. (40)
In this relation, 〈v(r, t)v(r′, τ)〉 is a two-point correlation function of the
process v(r, t) and δF [v]/δv(r′, τ) denotes a functional derivative.
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