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NODAL SETS OF THIN CURVED LAYERS
DAVID KREJCˇIRˇI´K AND MATEˇJ TUSˇEK
Abstract. This paper is concerned with the location of nodal sets of
eigenfunctions of the Dirichlet Laplacian in thin tubular neighbourhoods
of hypersurfaces of the Euclidean space of arbitrary dimension. In the
limit when the radius of the neighbourhood tends to zero, it is known
that spectral properties of the Laplacian are approximated well by an
effective Schro¨dinger operator on the hypersurface with a potential ex-
pressed solely in terms of principal curvatures. By applying techniques
of elliptic partial differential equations, we strengthen the known pertur-
bation results to get a convergence of eigenfunctions in Ho¨lder spaces.
This enables us in particular to conclude that every nodal set has a non-
empty intersection with the boundary of the tubular neighbourhood.
1. Introduction
The celebrated nodal-line conjecture of L. E. Payne’s from 1967 [28,
Conj. 5] states that any membrane with fixed boundary vibrating at the
second lowest resonant frequency cannot have a closed nodal curve. Mathe-
matically, representing the membrane by a bounded domain (i.e. open con-
nected set) Ω ⊂ R2, the resonant frequencies √λ and corresponding vibrat-
ing modes u are obtained as solutions of the boundary-value problem
(1)
{−∆u = λu in Ω ,
u = 0 on ∂Ω .
It is customary to arrange the eigenvalues in a non-decreasing sequence
(counting multiplicities) 0 < λ1 ≤ λ2 ≤ λ3 ≤ . . . and choose the corre-
sponding eigenfunctions u1, u2, u3, . . . real-valued. It is well known that λ1
is non-degenerate and that u1 does not change sign in Ω. Since the eigen-
functions are mutually orthogonal in L2(Ω), the nodal set
(2) N (un) := u−1n ({0})
is non-trivial whenever n ≥ 2 and forms peculiar shapes (also known as
Chladni’s patterns): various crossing curves or closed loops. The connected
components of Ω \ N (un) are called nodal domains of un. It turns out that
the shape of the nodal set is related to acoustic properties of the membrane.
The conjecture then states that N (u2) cannot form a closed curve, or more
generally, in any dimension and for an arbitrary Ω, that the nodal set touches
the boundary:
Conjecture 1. N (u2) ∩ ∂Ω 6= ∅ for any open domain Ω ⊂ Rd, d ≥ 2.
If Ω is not sufficiently regular or it is unbounded, (1) should be interpreted
as a spectral problem for the Dirichlet Laplacian −∆ΩD in the Hilbert space
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L2(Ω). The conjecture still makes sense even for unbounded Ω, provided
that two eigenvalues below the essential spectrum exist. We note that the
spectral problem (1) for unbounded tubular domains arises in the context of
stationary Schro¨dinger equation in quantum waveguides (see [7, 23, 15] and
references therein), where the eigenfunctions have the physical interpretation
of quantum bound states.
Since the solutions of (1) are analytic in Ω, each N (un) decomposes into
the disjoint union of an analytic (d − 1)-dimensional manifold and a sin-
gular set contained in a countable number of analytic (d − 2)-dimensional
manifolds (cf. [4]). The Courant nodal domain theorem then states that,
if the boundary ∂Ω is sufficiently regular, the nth eigenfunction un has at
most n nodal domains (cf. [6, 5, 3]). In particular, u2 has exactly two nodal
domains.
The restriction to the second eigenfunction in Conjecture 1 is essential
because higher eigenfunctions are known to have nodal sets which possibly
do not intersect the boundary. As a matter of fact, there exist counterex-
amples even to Conjecture 1 as stated here, given by domains Ω which are
multiply connected [17, 9, 21] or unbounded [11]. More significantly, it has
been shown recently by Kennedy [22] that the conjecture does not hold for
d ≥ 3, even if the domain Ω is bounded and simply connected. The cur-
rent status is that the validity of Conjecture 1 constitutes an open problem
“only” for simply connected bounded domains in d = 2.
Although the conjecture is known to be violated in general, it is important
to identify domains for which it is satisfied, and moreover, provide informa-
tion on the location and geometry of the nodal set. The most general result
obtained so far was given by Melas [27], who showed that Conjecture 1 holds
in the case of convex planar domains (cf. also [2]). Independently of Melas,
Jerison proved Conjecture 1 in the case of sufficiently long and thin convex
planar domains [18] and later extended the proof to higher dimensions [20].
Furthermore, Jerison’s method enabled him to locate the nodal set in the
two-dimensional case near the zero of an ordinary differential equation as-
sociated to the convex domain in a natural way [19] (cf. also [13, 14]).
The only positive result for non-convex and possibly multiply connected
domains in any dimension is that of Freitas and one of the present authors
obtained for thin curved tubes of arbitrary cross-section [12]. The result
resembles that of Jerison’s in that we also consider thin domains and locate
the nodal set near the zeros of an ordinary differential equation associated
to the curved tube, however, the technical approach is actually very dif-
ferent. Instead of a usage of a trial function and refined applications of
the maximum principle developed by Jerison, we rather rely on a singular
perturbation theory in a Hilbert-space setting (although the maximum prin-
ciple, in addition to other techniques, is also used eventually). Moreover,
our method works in all dimensions and also for higher eigenfunctions.
The objective of the present paper is to prove Conjecture 1 for thin curved
layers Ωε, i.e. ε-tubular neighbourhoods of hypersurfaces Σ in R
d, with
d ≥ 2 and ε → 0. The difference with respect to thin tubes considered
in [12], where the underlying manifold was just a curve (of dimension 1 and
codimension d−1), is that now the asymptotic geometry is that of a manifold
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of dimension d − 1 (and codimension 1). It leads both to conceptual and
technical complications. Indeed, the location of the nodal sets is presently
determined by a partial differential equation associated to the hypersurface,
which itself could have closed nodal sets (even if n = 2, cf. [10]). More
importantly, the method of [12] to pass from L2- to C0-estimates needed for
the location of the nodal sets does not work in this more complex situation.
Therefore new ideas that we explain below had to be developed. Finally,
contrary to [12] we do not exclude from the present paper the possibility
that the domain Ωε is unbounded, so that some of the results are new even
in d = 2, when the geometrical setting coincides with that of [12].
Let us state a consequence of the results established in this paper.
Theorem 1.1. Let Ωε be an ε-tubular neighbourhood of a smooth hypersur-
face Σ in Rd, d ≥ 2. Assume hypotheses 〈A1〉, 〈A2〉, and 〈A5〉 stated below.
If Σ is unbounded, let us also assume that the Dirichlet Laplacian −∆ΩεD
possesses m ≥ 2 eigenvalues below the essential spectrum for all sufficiently
small ε. Then for any N ∈ {2, 3, . . .} or N ∈ {2, 3, . . . ,m} in the bounded
or unbounded case, respectively, there exists a positive constant ε0 depending
on the geometry of Σ such that
N (un) ∩ ∂Ωε 6= ∅
holds for all ε ≤ ε0 and every n ∈ {2, . . . , N}. In particular, Conjecture 1
holds for Ωε whenever ε ≤ ε0.
As a matter of fact, Theorem 1.1 follows as a consequence of a stronger
result, Theorem 4.2, in which we establish a local convergence of nodal sets
for all eigenfunctions of −∆ΩεD to nodal sets of eigenfunctions of a sum of
a (d − 1)-dimensional Schro¨dinger operator heff in L2(Σ), cf. (8), and the
one-dimensional Dirichlet Laplacian in the cross-section.
The structure of the paper is as follows. In the next Section 2 we collect
basic facts and assumptions about the geometry of the hypersurface Σ and
its tubular neighbourhood Ωε. We also introduce the effective Schro¨dinger
operator heff in L
2(Σ), which governs the location of nodal sets in Ωε for
small ε, and recall from [24] a result on a norm-resolvent convergence of
−∆ΩεD to heff . After an appropriate identification of Hilbert spaces, the
operator convergence implies the convergence of the respective eigenfunc-
tions in L2(Ωε), however, this convergence is not sufficient to deduce the
convergence of nodal sets.
Section 3 consists of a number of subsections devoted to a passage from
the L2-convergence to a uniform, C0-convergence. The main idea is to
adapt techniques known from elliptic regularity theory for partial differential
equations in order to establish a convergence of eigenfunctions in higher-
order Sobolev spaces and apply the Sobolev embedding theorem. We believe
that our approach is of independent interest because we deal with a highly
singular problem when some coefficients of the partial differential equation
depends on ε−2. In the last subsection, we additionally use the maximum
principle to deduce a C0,1-convergence needed for the convergence of nodal
sets.
The local convergence of nodal sets is deduced from the previous con-
vergence results in Section 4. The main result of this paper is given by
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Theorem 4.2 there. The last Section 5 deals with a special class of underly-
ing manifolds Σ for which one can extend the local results of Section 4 to a
global convergence along the whole nodal set. For this class of manifolds, we
also demonstrate the convergence (in the Hausdorff sense) of nodal domains
employing the Courant nodal domain theorem.
When finishing this paper a related work of Lampart [25] appeared. On
the one hand, it is concerned with the much more general geometrical set-
ting of the Laplacian on a diminishing fibre bundle of arbitrary dimension.
On the other hand, the base space of the fibre is assumed to be compact
and of dimension at most 3 in [25], which would correspond to the restric-
tion to compact Σ and d ≤ 4 in our setting. It is remarkable that we do
not need these constraints to prove Conjecture 1, but our fibre is always
one-dimensional (although there seem not to be any technical limitations
with extending our methods to higher-dimensional cross-sections, cf. [12]).
The present work and [25] are also independent from the point of view of
the technical handling of the limit ε → 0. While Lampart starts with an
adiabatic perturbation theory developed for fibre bundles in [26] and finally
ends up withH1-estimates, we rather rely on the norm-resolvent convergence
established in [24] and proceed to higher-order Sobolev spaces.
2. Notation and preliminary results
At the beginning let us point out that we will use both the “prefix” and
“postfix” notation for partial derivatives. In the prefix notation a partial
derivative acts on the whole expression to the right, whereas in the postfix
notation a partial derivative acts only on the closest term to the left. This
convention shall save us from the over-bracketing.
2.1. Geometry of the layer. Mostly we adopt the notation of [24]. In
particular let Σ be a connected orientable C l-hypersurface with l ≥ 4 in Rd
(d ≥ 2) with the Riemannian metric g induced by the embedding. It may or
may not have a boundary, if it does, then we assume that the boundary is
also C l-smooth. The orientation is given by a globally defined unit normal
field n : Σ→ Sd−1. For any p ∈ Σ, we introduce the Weingarten map
L : TpΣ→ TpΣ :
{
ξ 7→ −dn(ξ)}.
If x1, . . . , xd−1 are some local coordinates on Σ, then L in the coordinate
frame (∂1, . . . , ∂d−1) (where we abbreviate ∂µ = ∂xµ) has the matrix repre-
sentation (Lµν) that reads L
µ
ν = gµρhρν , where (g
µρ) and (hρν) is the matrix
representation of g−1 and the second fundamental form of Σ, respectively.
We set |g| := det g.
The eigenvalues of L are the principal curvatures, κ1, . . . , κd−1, of Σ. Re-
mark that they are in general given only locally. However, there are d − 1
invariants of L given by the formula
Kµ :=
(
d− 1
µ
)−1 ∑
α1<...<αµ
κα1 . . . καµ , µ = 1, . . . , d− 1,
that are globally defined C l−2-smooth functions.
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Given I := (−1, 1) and ε > 0, we define a layer Ωε of width 2ε along Σ as
the interior of the image of the mapping
(3) L : Σ× I → Rd : {(x, u) 7→ x+ εun},
i.e.,
Ωε := intL (Σ× I).
We always assume that Ωε does not overlap itself, i.e.,
〈A1〉 ε < ̺m :=
(
max
{‖κ1‖∞, . . . , ‖κd−1‖∞})−1 & L is injective,
which implicitly involves the assumption that the principal curvatures are
bounded.
In the sequel we set xd := u, ∂d = ∂u, and xq = (x
1, . . . , xd−1). Also,
unless otherwise stated, we will always assume the range of Greek and Latin
indices to be 1, . . . , d− 1 and 1, . . . , d, respectively.
The metric induced by (3) is of the following block form, when written in
the coordinate frame (∂1, . . . , ∂d),
(4) (Gij) =
(
(Gµν) 0
0 ε2
)
, Gµν = gµρ(δ
ρ
σ − εuLρσ)(δσν − εuLσν).
In a straightforward manner one can derive the following matrix estimate
(5) C−gµν ≤ Gµν ≤ C+gµν .
with C± := (1± ε̺−1m )2 = 1 +O(ε).
2.2. Dirichlet Laplacian. The Dirichlet Laplacian, −∆ΩεD , on Ωε is the
self-adjoint operator in L2(Ωε) associated with the quadratic form
Q[ψ] := ‖∇ψ‖2L2(Ωε) , DomQ := H10(Ωε) .
It was demonstrated in [24] that −∆ΩεD is unitarily equivalent to
H := U(−∆ΩεD )U−1 = −|g|−1/2∂µ|g|1/2Gµν∂ν − ε−2∂2u + V,
acting in H := L2(Σ × I, |g|1/2dx1 . . . dxd) with DomH1/2 = U [DomQ],
where U : ψ 7→ eJ (ψ ◦L ) with
J :=
1
4
ln
|G|
|g| =
1
2
ln

1 +
d−1∑
µ=1
(−εu)µ
(
d− 1
µ
)
Kµ

 ,
V := |g|−1/2∂i|g|1/2Gij∂jJ + J,iGijJ,j .
Remark 2.1. Under our regularity assumption on Σ, the entries of (gµν)
are C l−1-functions, the entries of (Lµν) and (Gµν) are C l−2-functions, and
V is only a C l−4 function in any local coordinates. In some more detail,
the entries of (Gµν) are polynomials in the parameter ε with C l−2-smooth
coefficients and limε→0G
µν = gµν . This may be easily observed, e.g. from
the Cayley-Hamilton theorem that states
d−1∏
i=0
(κi − L) = 0,
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and so
(6) 0 =
d−1∏
i=0
(Id − εuL+ (εuκi − 1)Id) =
d−1∑
i=0
Ai(Id − εuL)i,
where Ai is a product of a polynomial in {εuκj , j = 1, . . . , d − 1} and the
identity map, Id. In particular, Ad−1 = Id and A0 =
∏d−1
i=1 (εuκi − 1)Id .
Under the assumption 〈A1〉, A0 6= 0. Consequently we may compute (Id −
εuL)−1 from (6) as a finite sum and then substitute the result to the formula
for (Gµν), which is easy to derive from (4).
2.3. Effective Hamiltonian. Let (Em, χm), m ∈ N ≡ {1, 2, . . . }, be the
mth eigenpair of −∂2u in L2(I), subject to the Dirichlet boundary condition
on ∂I. We have Em = (mπ/2)
2 and, in particular, we choose
(7) χ1(u) := cos(πu/2).
For small values of ε, H behaves like
H0 := heff − ε−2∂2u ≃ heff ⊗ 1 + 1⊗ (−ε−2∂2u)
acting on H = L2(Σ, |g|1/2dx1 . . . dxd−1)⊗L2(I,du) with the form domain
DomH
1/2
0 := DomH
1/2. Here the so-called effective Hamiltonian heff reads
(8) heff = −∆g + Veff , Domheff = Dom−∆g,
where −∆g := −|g|−1/2∂µ|g|1/2gµν∂ν is the Laplace-Beltrami operator on Σ
subject to Dirichlet boundary conditions and
Veff := −1
2
d−1∑
µ=1
κ2µ +
1
4

d−1∑
µ=1
κµ


2
=
(
d− 1
2
)
K2 −
(
d− 1
2
K1
)2
.
To be more precise, we reproduce here Theorems 6.3 and 7.1 of [24] in a
slightly modified form.
Theorem 2.2 ([24]). Let Hren := H−ε−2E1, H0,ren := H0−ε−2E1. Assume
〈A1〉 and
〈A2〉 |∇gκµ|g , ∆gκµ ∈ L∞(Σ),
where |∇gf |g :=
√
f,µgµνf,ν. Then for any k ∈ ResH0,ren, positive con-
stants ε0 and C exist such that, for all ε < ε0, k ∈ ResHren and
(9) ‖(Hren + k)−1 − (H0,ren + k)−1‖ ≤ Cε.
Similarly, for any k ∈ Resheff , positive constants ε˜0 and C˜ exist such that,
for all ε < ε˜0, k ∈ ResHren and
‖(Hren + k)−1 − (heff + k)−1 ⊕ 0‖ ≤ C˜ε.
Here (heff+k)
−1⊕0 acts on H1⊕H ⊥1 , where H1 is spanned by the functions
of the form f ⊗ χ1 with f ∈ L2(Σ, |g|1/2dx1 . . . dxd−1).
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3. Convergence of eigenfunctions
3.1. L2-convergence. Denote the eigenvalues of H0,ren in a non-decreasing
order (counting multiplicity) by {λ0n}∞n=1. Let µ = λ0k = . . . = λ0k+p−1 be a
p-degenerated eigenvalue of H0,ren, k, p ≥ 1. Due to (9), one can prove (see
again [24] for details) that for all sufficiently small ε, the number of eigenval-
ues of Hren in the contour Γ of radius smaller than the isolation distance of
µ and centred at µ equals p. Moreover, there exists a family of linearly inde-
pendent eigenfunctions ψn, with n = k, . . . , k+p−1, of Hren associated with
these eigenvalues of Hren, which we denote by λk, . . . , λk+p−1 (they are not
necessarily sorted in a non-decreasing order, but they are counted according
to multiplicities), and a base (ψ0k, . . . , ψ
0
k+p−1) of the eigenspace associated
with the eigenvalue µ of H0,ren such that the following result holds (see also
[24, Corol. 8.1]).
Theorem 3.1. With the notation introduced above and under the hypotheses
of Theorem 2.2,
|λn − λ0n| = O(ε), ‖ψn − ψ0n‖ = O(ε),
as ε→ 0.
Remark 3.2 (Eigenpairs ofH0,ren). It is obvious that the eigenpairs (λ
0
n, ψ
0
n)
are of the form (σi + ε
−2(Ej − E1), φi ⊗ χj), where (σi, φi) is an eigenpair
of heff . Thus for any N ∈ N there is ε(N) such that for all ε < ε(N) and
n = 1, . . . , N , we have λ0n = σn and ψ
0
n = φn ⊗ χ1.
3.2. H1-convergence. Subtracting eigenvalue equations for the operators
Hren and H0,ren, we arrive at the following equation for ψ := ψn − ψ0n
−|g|−1/2∂µ|g|1/2Gµν∂νψ + ε−2(−∂2u − E1)ψ = |g|−1/2∂µ|g|1/2aµν∂νψ0n
+ (λn − V )ψ + (Veff − V + λn − λ0n)ψ0n,
(10)
where aµν := Gµν − gµν . Next we multiply (using the scalar product of H )
the both sides of this result by ψ to obtain
〈∂µψ,Gµν∂νψ〉+ε−2(‖∂uψ‖2 − E1‖ψ‖2) = −〈∂µψ0n, aµν∂νψ〉
+ 〈(λn − V )ψ,ψ〉 + 〈(Veff − V + λn − λ0n)ψ0n, ψ〉.
By the Cauchy-Schwarz and Young inequalities we have
〈∂µψ,Gµν∂νψ〉+ ε−2(‖∂uψ‖2 − E1‖ψ‖2) ≤ δ
2
‖∇aψ0n‖2
+
1
2δ
‖∇aψ‖2 + ‖λn − V ‖∞‖ψ‖2 + ‖Veff − V + λn − λ0n‖∞ ‖ψ0n‖ ‖ψ‖.
(11)
with any δ > 0.
Estimates (5) imply
−(1− C−1+ )gµν ≤ aµν ≤ (C−1− − 1)gµν .
For δ ≤ 1/2, we have
Gµν − 1
2δ
aµν ≥ gµν +
(
1− 1
2δ
)
(C−1− − 1)gµν .
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If ε̺−1m ≤ 1 −
√
2/3, then (C−1− − 1) ≤ 1/2. Consequently we may set
δ = (C−1− − 1) to conclude that
Gµν − 1
2δ
aµν ≥ 1
2
gµν + (C−1− − 1)gµν ≥
1
2
gµν .
Now, from (11) it follows that
1
2
‖∇gψ‖2 + ε−2(‖∂uψ‖2 − E1‖ψ‖2) ≤
C−1− − 1
2
‖∇aψ0n‖2 +O(ε2)
≤ (C
−1
− − 1)2
2
‖∇gψ0n‖2 +O(ε2)
= O(ε2).
Here we used that ‖ψ0n‖ <∞, ‖∇gψ0n‖ <∞, and
(12)
‖λn − V ‖∞ = O(1), (C−1− − 1) = O(ε),
‖Veff − V + λn − λ0n‖∞ = O(ε), ‖ψ‖ = O(ε),
as ε→ 0. Since for all ψ ∈ H10(Σ×I), ‖∂uψ‖2 ≥ E1‖ψ‖2 by Fubini’s theorem
and the Poincare´ inequality
(13) ∀ϕ ∈ H10(I) ,
∫
I
|∂uϕ|2 du ≥ E1
∫
I
|ϕ|2 du ,
we finally obtain
(14) ‖∇gψ‖ = O(ε), ‖∂uψ‖ = O(ε).
Remark 3.3. Let K be a compact set in the range of a chosen local coordi-
nate map on Σ. Recall that the entries of (gµν) are continuous. Then due
to the local boundedness and positive definiteness of g we have
inf
K
‖g‖−1 > 0, inf
K
|g| > 0,
where ‖g‖ := ‖g‖Cd−1→Cd−1 . Moreover, the matrix estimate gµν ≤ ‖g‖ δµν
implies
‖g‖−1 δµν ≤ gµν .
Since
〈∂µψ, gµν∂νψ〉 ≥ 〈‖g‖−1 δµν∂µψ, ∂νψ〉
≥ inf
K
‖g‖−1 inf
K
|g|1/2
∫
K×I
d−1∑
i=1
|∂iψ|2dx,
we conclude that ∫
K×I
d−1∑
i=1
|∂iψ|2 = O(ε2),
due to (14).
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3.3. Interior H2-convergence. In this section we assume that ψn and ψ0n
are sufficiently regular so that all their derivatives up to the 3rd order exist
in the classical sense and are interchangeable. This holds true if
〈A3〉 Σ ∈ C l, ∂Σ ∈ C l, with l > d/2 + 6,
as one may see from Remark 2.1, the elliptic regularity, and the Sobolev
embedding theorem. Our proof of the H2-convergence of the eigenfunctions
is motivated by the proof of the interior regularity for elliptic operators
(see [8, Theo. 1 in §6.3.1]). The major difference is that we have to treat
ε−2-terms in a special manner. In fact, due to the product character of
the domain, we will prove the regularity up to the transverse part of the
boundary, Σ× ∂I.
LetW be an open bounded subset of Rd−1 such that the closure ofW (de-
noted by W ) lies in the range of a local coordinate map on Σ. Furthermore,
let U stand for an open precompact subset containing W and contained in
the range of the same coordinate map. Then there exists a smooth function
ζ (known as the bump function for W supported in U) with the following
properties: 0 ≤ ζ ≤ 1, ζ = 1 on W , and supp ζ ⊂ U . For k = 1, 2, . . . , d, set
(15) v := −∂kζ2∂kψ (no summation over k).
Using integration by parts carefully, we obtain
〈−∂µGµν∂νψ, v〉U×I = 〈∂kGµν∂νψ, ∂µζ2∂kψ〉U×I(16)
〈ψ, v〉U×I = 〈∂kψ, ζ2∂kψ〉U×I(17)
〈−∂2uψ, v〉U×I = 〈∂u∂kψ, ζ2∂u∂kψ〉U×I ,(18)
where 〈·, ·〉U×I is the scalar product of L2(U×I,dx1 . . . dxd). The boundary
terms vanish because ψ = ∂µψ = ∂µ∂νψ = 0 on U×∂I and ζ = ∂jζ2∂kψ = 0
on ∂U × I.
If we multiply (on L2(U × I,dx1 . . . dxd)) the both sides of (10) by v we
have
A1 + ε
−2A2 = B,
where
A1 := 〈∂kGµν∂νψ, ∂µζ2∂kψ〉U×I ,
A2 := 〈∂u∂kψ, ζ2∂u∂kψ〉U×I −E1〈∂kψ, ζ2∂kψ〉U×I ,
B := 〈−(|g|−1/2),µGµν |g|1/2∂νψ + fε + (λn − V )ψ, v〉U×I ,
with
fε := |g|−1/2∂µ|g|1/2aµν∂νψ0n + (Veff − V + λn − λ0n)ψ0n.
Note that, as ∂uζ = 0 everywhere and ∂µψ = 0 on U × ∂I, A2 ≥ 0 if
k = 1, . . . , d− 1, due to Fubini’s theorem and the Poincare´ inequality (13).
Remark 3.4. In virtue of Remark 2.1,
sup
U×I
|aµν | = O(ε), sup
U×I
|∂µaµν | = O(ε).
This together with (12) implies that∫
U×I
|fε|2 = O(ε2).
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One immediately has
A1 = A
′
1 +A
′′
1 ,
where
A′1 := 〈Gµν∂ν∂kψ, ζ2∂µ∂kψ〉U×I
A′′1 :=〈Gµν,k ∂νψ, 2ζζ,µ∂kψ〉U×I + 〈Gµν,k ∂νψ, ζ2∂µ∂kψ〉U×I
+ 〈Gµν∂k∂νψ, 2ζζ,µ∂kψ〉U×I .
Each part of this decomposition may be estimated separately. We have
(19) A′1 ≥ γ〈ζ2δµν∂ν∂kψ, ∂µ∂kψ〉U×I = γ
∫
U×I
ζ2|D˜∂kψ|2,
where D˜ψ := (∂1ψ, . . . , ∂d−1ψ) and the positive constant γ may be chosen
as a uniform bound for all ε ∈ (0, εU ) with some fixed εU < ̺m. In view of
Remark 2.1, it is also clear that the quantities
sup
U×I
|Gµν | and sup
U×I
|Gµν,k |
are uniformly bounded on (0, εU ). Therefore, for ε < εU , we can estimate
|A′′1 | ≤ C
∫
U×I
(
ζ|D˜ψ||∂kψ|+ ζ|D˜ψ||D˜∂kψ|+ ζ|∂kD˜ψ||∂kψ|
)
≤ 2C
∫
U×I
(
δζ2|D˜∂kψ|2 + 1
4δ
(|D˜ψ|2 + |∂kψ|2)
)
,
(20)
where 0 < δ ≤ 1/2 and C = C(W,U, ζ,Σ).
Next, for all ε ∈ (0, ε′U ) with ε′U < εU sufficiently small, we obtain
|B| ≤ C ′
∫
U×I
(|D˜ψ|+ |fε|+ |ψ|)|v|
≤ C ′
∫
U×I
(
α|v|2 + 3
4α
(|D˜ψ|2 + |fε|2 + |ψ|2)
)
,
(21)
where α > 0, and C ′ = C ′(W,U, ζ,Σ). We also have
(22)
∫
U×I
|v|2 ≤ C ′′
(∫
U×I
|∂kψ|2 +
∫
U×I
ζ2|∂2kψ|2
)
with C ′′ = C ′′(W,U, ζ).
Now we will distinguish two cases:
• k = 1, 2, . . . , d− 1 : Using (19), (20), (21), and (22), the estimate
(23) A′1 − |A′′1 |+ ε−2A2 ≤ |B|
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yields
(24) (γ − 2Cδ)
∫
U×I
ζ2|D˜∂kψ|2 − C ′C ′′α
∫
U×I
ζ2|∂2kψ|2
+ ε−2
(∫
U×I
ζ2|∂u∂kψ|2 − E1
∫
U×I
ζ2|∂kψ|2
)
≤
(C
2δ
+ C ′C ′′α
) ∫
U×I
|∂kψ|2 +
(C
2δ
+
3C ′
4α
) ∫
U×I
|D˜ψ|2
+
3C ′
4α
∫
U×I
(|fε|2 + |ψ|2).
All the terms on the right hand side are of the order O(ε2). Therefore,
with δ and α small enough we have∫
U×I
ζ2|D˜∂kψ|2 = O(ε2),(25)
∫
U×I
ζ2|∂u∂kψ|2 = O(ε2).(26)
• k = d : From (26) and the inequality
A′1 + ε
−2
∫
U×I
ζ2|∂2uψ|2 ≤ |B|+ |A′′1 |+ ε−2E1
∫
U×I
ζ2|∂uψ|2
we show in a similar manner as above that
(27)
∫
U×I
ζ2|∂2uψ|2 = O(ε2).
3.4. H2-convergence up to the boundary. In this subsection we will
additionally assume that Σ admits a uniformly positive definite metric, and
so estimate (19) remains valid up to the boundary.
Under 〈A3〉, ∂Σ is definitely C2-smooth, which means that for every
boundary point xq,0 from the range of a local boundary coordinate map (de-
note this range by R) there exists a ball, Bxq,0(r), and α ∈ {1, 2, . . . , d− 1}
such that
R ∩Bxq,0(r) = {(x1, x2, . . . , xd−1) ∈ Bxq,0(r) |xα ≥ γ(x1, . . . , xˆα, . . . , xd−1)},
where γ ∈ C2(Rd−2). This makes it possible to pass to new local coordinates
with a straightened boundary; in these coordinates (denoted by the same
symbols) defined on some open half-ball of radius δ, U(δ), we have xα = 0
and ψ = 0 on the straight part of ∂U(δ)×I. Consequently, ∂jψ = ∂j∂lψ ≡ 0
on {xq ∈ ∂U(δ) |xα = 0} × I, for j, l 6= α.
Now we may continue in the similar manner as when proving the con-
vergence on the “inner” domains. More concretely, we set U = U(δ) and
introduce a new bump function that equals 1 on a half-ball that has the
common centre as U(δ) but a smaller radius and it is completely contained
in U(δ). Beware that (16) does not hold for k = α anymore. Nevertheless
it still holds true for k 6= α, and so for k ∈ {1, . . . , αˆ, . . . , d − 1}, (25) and
(26) remain valid too. If we prove (26) for k = α, we will also have (27).
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Moreover if we prove that∫
U(δ)×I
ζ2|∂2αψ|2 = O(ε2),
we shall obtain the local H2-convergence up to the boundary.
But this may be done as follows. In the decomposition
〈−∂µGµν∂νψ,−∂αζ2∂αψ〉U(δ)×I = A˜′1 + A˜′′1,
with
A˜′1 :=〈Gαα∂2αψ, ζ2∂2αψ〉U(δ)×I ,
A˜′′1 :=〈Gαα,α ∂αψ, ζ2∂2αψ〉U(δ)×I + 〈Gαα∂2αψ, 2ζζ,α∂αψ〉U(δ)×I
+ 〈Gαα,α ∂αψ, 2ζζ,α∂αψ〉U(δ)×I +
∑
µ6=α∨ν 6=α
〈∂µGµν∂νψ, ζ2∂2αψ〉U(δ)×I
+
∑
µ6=α∨ν 6=α
〈∂µGµν∂νψ, 2ζζ,α∂αψ〉U(δ)×I ,
we may estimate A˜′1 from below and |A˜′′1 | from above in the same way as we
have estimated A′1 and |A′′1 |, respectively. Finally, the inequality
A˜′1 − |A˜′′1 |+ ε−2A2 ≤ |B|
leads to an equation that is similar to (24) which in turn yields the desired
result.
3.5. Interior Hk-convergence and C0-convergence. In this section we
show that under some stronger regularity assumptions on Σ, for any k ≥ 3,
‖ψ‖Hk(W×I) = O(ε),
whenever we have this result for k − 1. Within this section W and U are
the same as in Section 3.3. Let us assume that
〈A4〉 Σ ∈ C l with l ∈ N, l > 2(k + 1) + d
2
,
which implies that all derivatives of |g|±1/2 up to the order k−1 are bounded
on any compact set, all derivatives of Gµν up to the same order are uniformly
bounded in ε (on some right neighbourhood of zero) on any compact set,
and
sup
U×I
|DαV −DαVeff | = O(ε) , sup
U×I
|Dαaµν | = O(ε) ,
where α is a d-dimensional multiindex with |α| = k−1. In fact, the implica-
tions above hold true also under a weaker regularity assumption than 〈A4〉,
but we need 〈A4〉 for a sufficient regularity of ψ anyway (cf. the definition
of v below).
One may suggest proceeding as in the proof of the H2-convergence but
start with
v = (−1)|α|Dαζ2Dαψ
instead of (15). Here Dα = ∂α11 . . . ∂
αd
d . However in this way we obtain
(28) ‖∂kDαψ‖W×I = O(ε)
only if αd = 0. This restriction is necessary for diminishing of boundary
terms during the integration by parts (cf. (16), (17), and (18)). Also remark
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that in comparison to Section 3.3 we have to treat the term denoted by B
more carefully. At first we integrate by parts (|α| − 1)-times to get
B = 〈−(|g|−1/2),µGµν |g|1/2∂νψ + fε + (λn − V )ψ, v〉U×I
= − 〈−Dα˜(|g|−1/2),µGµν |g|1/2∂νψ +Dα˜fε
+Dα˜[(λn − V )ψ], 2ζζ,̺Dαψ + ζ2∂̺Dαψ
〉
U×I
.
Here ̺ ∈ {1, . . . , d − 1} is such that α̺ 6= 0 and the multiindex α˜ is given
by the decomposition α = α˜+ (0, . . . , 0, 1, 0, . . . 0), where, in the latter mul-
tiindex, the only non-zero entry stands on the ̺th position. Next we find a
bound for |B| in a similar manner as in (21) and finally, in (23), we put on
the left-hand-side only that term from this bound that contains∫
U×I
ζ2|∂ρDαψ|2.
Now, with (28) in hand, let us focus on higher derivatives that contain
at least the second derivative with respect to u. We differentiate (10) with
respect to xγ and then rewrite the result as
−∂γ∂2uψ = ε2∂γ |g|−1/2∂µ|g|1/2Gµν∂νψ + E1∂γψ + ε2∂γfε + ε2∂γ(λn − V )ψ.
Next we take L2(W × I)-norm of both sides to get
‖∂γ∂2uψ‖W×I ≤ ε2‖Gµν‖∞‖∂γ∂µ∂νψ‖W×I + ε2C ′′′‖ψ‖H2(W×I)
+ E1‖∂γψ‖W×I + ε2(vol(W × I))1/2 sup
W×I
|∂γfε|,
where C ′′′ = C ′′′(W,Σ, n). Using (28) and the above mentioned conse-
quences of 〈A4〉 we conclude that
‖∂γ∂2uψ‖W×I = O(ε)
as ε → 0. Differentiating (10) with respect to u we obtain, in a similar
manner,
‖∂3uψ‖W×I = O(ε).
It is clear that one may use the same strategy to estimate also all higher
derivatives by a successive differentiation.
Theorem 3.5. Assume 〈A1〉, 〈A2〉, and
〈A5〉 Σ ∈ C l with l ∈ N, l > ⌊3d/2⌋ + 4
(there may be even an equality for d odd). Then for any open and bounded
subset W such that its closure lies in the range of a local coordinate map
on Σ, we have
‖ψ‖Hk(W×I) = O(ε)
with k = ⌊d/2⌋ + 1. Moreover,
‖ψ‖C0,γ (W×I) ≡ ‖ψ‖C(W×I) + sup
x,y∈W×I,x 6=y
{ |ψ(x) − ψ(y)|
|x− y|γ
}
= O(ε),
where 0 < γ < 1 for d even and γ = 1/2 for d odd.
The second statement follows directly from the general Sobolev embed-
ding Hk(W × I) →֒ C0,γ(W × I), cf. [1, Thm. 5.4].
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3.6. Interior C0,1-convergence in the transverse direction. This sub-
section is strongly inspired by a similar one in [12]. However, we had to
somehow refine the supersolution used within the proof.
Let B1, B2 be two (d− 1)-dimensional balls with the common centre xq,0
and radii r1, r2, respectively, such that r1 < r2 and B2 lies inside the range
of a local coordinate map on Σ. Then
h(xq) := χB2\B1(xq)(|xq − xq,0| − r1)3 ∈ C2(B2).
Now, rewrite (10) as
Mψ = Fε
with
M := −ε2|g|−1/2∂µ|g|1/2Gµν∂ν − ∂2u ,
Fε := ε
2(λn − V )ψ + ε2fε + E1ψ .
Let us introduce, on B2 × I,
w(xq, u) := β
(
e−(1+h(xq))
−1 − e−|u±2|
)
,
where β > 0 will be determined below. We have
Mw = β
(− ε2|g|−1/2∂µ|g|1/2Gµν∂νe−(1+h(xq))−1 + e−|u±2|) ≥ β
2
e−3
for all ε smaller than some sufficiently small ε1. Furthermore,
(29) w|∂B2×I(xq, u) ≥ β
(
e−(1+(r2−r1)
3)−1 − e−1) =: βL
and w ≥ 0 on B2 × I.
If we set (under the assumption that the both norms are finite)
β := max
{
2e3‖Fε‖C(B2×I), L−1‖ψ‖C(∂B2×I)
}
,
then
Mw ≥M(±ψ) in B2 × I ,
w ≥ ±ψ on ∂(B2 × I) ,
which implies
|ψ| ≤ w on B2 × I
in virtue of the maximum principle [29, Chap.2, Theo. 6]. Namely for all
(xq, u) ∈ B1 × I,
|ψ(xq, u)| ≤ w(xq, u) = β
(
e−1 − e−|u±2|) = βe−1(1− e∓u−1) ≤ βe−1|u± 1|.
Under the assumptions of Theorem 3.5, β = O(ε), and we have
Theorem 3.6. Assume 〈A1〉, 〈A2〉, and 〈A5〉. Let B be an open ball that
lies inside the range of a local coordinate map on Σ. Then constants ε2 > 0
and K that depend on Σ and B (and in particular on dist(∂B, ∂Σ)) exist
such that for all ε < ε2,
(30) sup
(xq,u)∈B×I
|ψ(xq, u)|
|u± 1| ≤ Kε.
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Remark 3.7 (C0,1-convergence in the transverse direction up to the bound-
ary for d = 2, 3). Once we have H2-convergence up to the boundary, we can
easily modify argument above to prove also C0,1-convergence in the trans-
verse direction up to the boundary in the case d = 2, 3. It is sufficient to
change Bj for some half-balls in the range of a local boundary coordinate
map. (29) then holds only on the non-flat component of ∂B2. However on
the remaining component of the boundary, ψ = 0, thus it is also bounded
above by w(≥ 0).
4. Local convergence of nodal sets
In this section we fix N ∈ N and consider only ε < ε(N), where ε(N) is
given in Remark 3.2.
Lemma 4.1. Let N ≡ N (φn) be the nodal set of φn and B be an open
ball inside the range of a local coordinate map on Σ which is split by N to
exactly two (open) non-empty components D1 and D2 such that φn(xq) 6= 0
for all xq ∈ Di. Then φn is positive on D1 and negative on D2 (or vice
versa, but we will set the notation in the manner that the former is always
true). Moreover, if there exists a ball in D2 that touches N at xq ∈ N ∩ B
we have
∂φn
∂nxq
(xq) > 0,
where nxq is the normal vector to N at xq pointing out from D2.
Proof. Assume that φn does not change its sign on B, e.g. φn ≤ 0. Thus φn
attains its maximum (= 0) at all points of N ∩B. We have
∆gφn − (Veff − σn)+φn = −(Veff − σn)−φn ≥ 0
on B. The maximum principle [29, Chap. 2, Theo. 6] now says that if φn
attains a non-negative maximum M at an interior point of B then φn ≡
M = 0 on B. But this implies that φn ≡ 0 on Σ which is not possible,
because φn is supposed to be an eigenfunction.
Theorem 8 of [29, Chap. 2] applied onD2 then implies the second assertion
of the lemma. 
Recall that in general the nodal set for a solution u of an elliptic equation
in Ω ⊂ Rm decomposes into a disjoint union of a (m− 1)-dimensional man-
ifold (that contains all the points where |∇u| > 0) and a closed countably
(m − 2)-rectifiable subset (that contains all the points where |∇u| = 0),
cf. [4] and [16]. The latter component is called the singular set. Since the
eigenfunction φn is at least C
3-smooth under our regularity assumptions,
the former component of N (φn) is surely a C3-smooth manifold, and so the
assumptions of Lemma 4.1 are fulfilled away from the singular set.
In particular, for any zq ∈ N (φn) such that |∇φn(zq)| > 0, there exists
a ball B such that zq ∈ B, |∇φn(xq)| > 0 for all xq ∈ B , and Lemma 4.1
holds true with this B. We will denote by τδ a closed tubular neighbourhood
about a piece of N (φn) of radius δ contained in B. Let D1 and nxq be as in
Lemma 4.1. Take xq ∈ τδ ∩D1, then there exists x′q ∈ τδ ∩ N (φn) with the
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property xq− x′q = |xq− x′q|nx′
q
(x′q is not given uniquely but we always have
|xq − x′q| ≥ dist(xq,N (φn))). Using the Taylor series expansion, we have
φn(xq) = φn(xq)− φn(x′q) =
∂φn
∂nx′
q
|xq − x′q|+O(|xq − x′q|2).
Using the explicit form of the remainder in the expansion and the regularity
of φn, we infer that for δ small enough there exists a positive constant A
such that
(31) |φn(xq)| ≥ A dist(xq,N (φn)) for all xq ∈ τδ.
Since ψ0n = φn ⊗ χ1, where χ1 is given by (7), we have
|ψ0n(xq, u)| ≥ A dist(xq,N (φn)) dist(u, ∂I), ∀(xq, u) ∈ τδ × I.
Putting this result together with (30) we have
ψn sgnφn
dist(u, ∂I)
≥ A dist(xq,N (φn))−Kε,
which implies that, in τδ × I,
sgnψn(xq, u) = sgnφn(xq)
whenever dist(xq,N (φn)) > KA−1ε. Consequently, if ε < AK−1δ then, for
any u ∈ I, x 7→ ψn(x, u) changes its sign on τδ. We may extend this result
along a compact piece of N (φn) to obtain
Theorem 4.2. Assume 〈A1〉, 〈A2〉, and 〈A5〉. Let τδ be a tubular neigh-
bourhood of radius δ (with δ so small that (31) holds true in τδ with some
positive constant A) about a compact piece of N (φn) that lies inside the
range of a local coordinate map on Σ and that does not intersect the singu-
lar set of N (φn). Then there exists a positive constant A˜ such that, for any
u ∈ I, x 7→ ψn(x, u) changes its sign on τδ, whenever ε < A˜δ.
This immediately implies Theorem 1.1, because N (φn) can not equal to
its singular set.
5. Some more results in special cases
By the theorem of Courant’s, φn has at most n nodal domains. Let us
denote them Ni, i = 1, . . . ,m, where m ≤ n. Consider the following special
cases.
5.1. Σ compact. For 1 > δ > 0, let us define
Ni(δ) := {x ∈ Ni | dist (x, ∂Ni) ≥ δ}
and mi(δ) := infNi(δ) |φn| cos ((1− δ)π/2). Clearly, mi(δ) > 0. Using The-
orem 3.5 we infer that there exist positive constants εlim and K˜ such that,
for all ε ≤ εlim, we have
(32) ‖ψ‖C(∪mi=1Ni(δ)×I) ≤ K˜ε.
If d = 2, 3 we have even stronger result due to Remark 3.7,
‖ψ‖C(Σ×I) ≤ K˜ε, ∀ε ≤ εlim,
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with K˜ and εlim being δ-independent (on the contrary to the generic case).
Using (32) we obtain
ψn sgnφn ≥ |φnχ1| − K˜ε ≥ mi(δ) − K˜ε
in Ni(δ) × (−1 + δ, 1 − δ). We conclude that for
(33) ε < K˜−1min {mi(δ), i = 1, . . . , n},
sgnψn(xq, u) = sgnφn(xq) in ∪mi=1Ni(δ) × (−1 + δ, 1 − δ). This means that,
for all sufficiently small ε, the number of nodal domains of ψn cannot be
smaller than m and that Ni(δ) × (−1 + δ, 1 − δ) is contained in a nodal
domain of ψn, which will be henceforth called the ith nodal domain of ψn.
Indeed, if the number of nodal domains of ψn was smaller that m, it would
contradict Theorem 4.2. We conclude that the Lebesgue measure of the
symmetric difference of the ith nodal domain of ψn and Ni× I tends to zero
as ε→ 0, and that N (ψn) lies in L(δ) := Σ× I \∪mi=1Ni(δ)× (−1+ δ, 1− δ)
for all ε ≤ εlim.
5.2. n = 2,Σ compact and closed, N (φn) has empty singular set.
For any second eigenfunction there are exactly two nodal domains. Since Σ
is compact and the singular set of N (φ2) is empty, we can use Theorem 4.2
along the whole nodal set N (φ2). Then for all ε < min {A˜iδi}, N (ψ2) is
localised in the Cartesian product of the tubular neighbourhood of radius
max {δi} about N (φ2) times I. So the nodal set of ψ2 converges in the
Hausdorff sense to the set N (φ2) × I, as ε → 0. Similarly, both the nodal
domains of ψ2 converge in the Hausdorff sense to the Cartesian product of
the nodal domains of φ2 times I.
In fact, one can locate the nodal set and the nodal domains of ψn in
a much more precise way if d = 2 (see [12]). The reason is that in that
case we have much more explicit knowledge about φn, since it is just an
eigenfunction of some Sturm-Liouville operator.
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