Weyl Representation of the Canonical Commutation Relations Algebras in a
  Krein Space by Mnatsakanova, M. N. et al.
ar
X
iv
:1
60
6.
04
71
2v
1 
 [m
ath
-p
h]
  1
5 J
un
 20
16
Weyl Representation of the Canonical
Commutation Relations Algebras in a Krein
Space
M.N. Mnatsakanova1∗, S. G. Salinsky2, and Yu. S. Vernov 3
1Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University,
Leninskie Gory, GSP-1, 119991, Moscow, Russia
2Institute for High Energy Physics, Protvino, Russia
3Institute for Nuclear Research of the Russian Academy of Sciences, 117312, Moscow, Russia
Abstract
In the present article the existence of the Weyl representation for the canonical
commutation relations algebras was proved in a Krein space.
Introduction
The canonical commutation relations (CCR) algebra lies at the foundation of a quantum
mechanics. The review of basic theorems about CCR is given in the book [1]. In one-
dimensional case CCR has a well known form:
[pˆ, qˆ] = −i I, (1)
where pˆ and qˆ are self-adjoint operators (in a quantum mechanics they are impulse and
coordinate operators accordingly). We will note, that in the case of arbitrary, but a finite
number of operators, when the relation (1) is substituted by more general:
[pˆi, qˆk] = −i δikI; 1 ≤ i, k ≤ n,
all basic theorems for CCR can be directly generalized [1]. So we will describe the case
when the relation (1) is fulfilled. Besides, we will describe only irreducible representations.
Among various CCR algebra representations so called regular representations are played a
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special role. The Schro¨dinger representation is the most known of them. It is realized in
the space L2(−∞,+∞), i.e. in the space of functions f(x) such that ∫ +∞−∞ |f(x)|2 dx <∞,
and the scalar product of two functions f and φ is defined by the integral < f, φ >=∫
+∞
−∞ f(x)φ(x) dx. In the given representation operators pˆ and qˆ are defined as follows:
qˆf(q) = qf(q), pˆf(q) = −i ∂
∂q
f(q).
Let us recall that there is no representation of CCR by bounded operators [1]. So we have
to describe domains, where CCR are valid. For example for Schro¨dinger representation
of CCR it is done in [1]. There are various equivalent definitions of regular representa-
tions. According to one of them, representation is regular, if it is unitary equivalent to the
Schro¨dinger one. The Rellich-Dixmier‘s theorem [1] says, that a representation can be uni-
tary equivalent to Schro¨dinger one, if we put very general conditions on operators pˆ and qˆ.
The simplest example of non regular representations is the representation which is defined
by the same operators as Schro¨dinger but in the space L2(a, b), the same scalar product
as in Schro¨dinger one and conditions ϕ(a) = ϕ(b) = 0. Let us notice that in theories of
the gauge fields if we use a covariant gauge it is necessary to pass from Hilbert space to a
space with indefinite metric, because we must introduce non-physical particles, for exam-
ple, Faddeev-Popov‘s ghosts in the non-Abelian gauge theory [2]. From the fact that we
can not observe non-physical particles it immediately arises, that a scalar product, which
defines observation‘s probability for a corresponding particle, cannot be positive. For an
introduction of CCR representations classes which corresponds to regular representations
in a Hilbert space, it is convenient to rewrite the relations (1) in such a form
[a, a+] = 1, where a =
1√
2
(qˆ + ipˆ), a+ =
1√
2
(qˆ − ipˆ). (2)
Let us consider the operator
N = a+a. (3)
It is known that if the operator N has an eigenvector:
Nψλ = λψλ, (4)
then in Hilbert space
SpN = N.
Really, from a relation (4) it follows that
Na+ = a+(N + 1), Na = a(N − 1). (5)
Hence, with (5),
Na+ψλ = (λ+ 1)a
+ψλ, Naψλ = (λ− 1)aψλ.
The space H in which CCR are realized consists of finite or convergent linear combination
of operator N eigenvectors:
ψλ+n = (a
+)nψλ, ψλ−n = (a)
nψλ.
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As in Hilbert space
< Nψβ , ψβ >=< a
+aψβ , ψβ >= (< aψβ , aψβ >) ≥ 0 (6)
then β ≥ 0. From the last condition it follows that λ ∈ N and there is a vector ψ0 such,
that
aψ0 = 0 (7)
Such representations are called Fock representation. It is easy to see that in a Schro¨dinger
representation ψ0 = C exp(−x2/2), where C is a constant usually fixed by a normalisations
condition < ψ0, ψ0 >= 1. We will notice that all Fock representations are unitary equiv-
alent, and, hence, they are unitary equivalent to Schro¨ding one. The fact that operators
pˆ and qˆ are unbounded leads to difficulties connected with definition of domains, in which
they can be set. This difficulty is eliminated if we write CCR in the Weyl form:
U(t) V (s) = eist V (s)U(t), (8)
where U(t) = eitpˆ, V (s) = eisqˆ, s, t ∈ R. Boundedness of operators U(t) and V (s) follows
from the Stone‘s theorem (see, for example [3]), as pˆ and qˆ are self-adjoint operators. How-
ever, according to the von Neumann’s theorem and to works [4], [5], in Hilbert space CCR
in the Weyl form exists only for regular representations. Let us notice that representations
in the Weyl form are widely used in quantum mechanics (see, for example, [7]).
In the present article we consider the representations which are defined by condition
(4), but in a space with indefinite metric. We prove the existence of the Weyl form of
representation for this class of representations of CCR. Besides the case with λ ∈ N which
is realized in Hilbert space, there are two another cases [6] realized in Krein space K:
1. anti-Fock case: λ ∈ Z−.
It is easy to see that
< ψ−k, ψ−k >= (−1)k−1(k − 1)!, ψ−k = ak−1 ψ−1. (9)
Indeed,
< ψ−k, ψ−k >=< ψ−k+1, a
+ aψ−k+1 >= (−k + 1) < ψ−k+1, ψ−k+1 >= · · ·
= (−1)k−1(k − 1)! < ψ−1, ψ−1 > .
(10)
We suppose that < ψ−1, ψ−1 >= 1. Evidently, a+ψ−1 = 0.
2. λ-case: λ = λ0 + Z, −1 < λ0 < 0.
Here, by calculations similar to calculations for anti-Fock case, we obtain:
< ψλ0+n, ψλ0+n >= (λ0 + n + 1) (λ0 + n) . . . (λ0 + 1). (11)
< ψλ0−n, ψλ0−n >= (λ0 − n + 1) (λ0 − n+ 2) . . . λ0, (12)
where ψλ0+n = (a
+)
n
ψλ0 , ψλ0−n = a
n ψλ0 , n ∈ Z+, < ψλ0 , ψλ0 >= 1. Let us point out that
the considered space does not contain neutral eigenvectors of the operator N . Let us recall
that in indefinite metric space neutral vector is a vector which scalar product on the same
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vector is zero. In the opposite case this representation would not be irreducible. Indeed,
it is known that cyclic representation is irreducible, if it does not depend on a choice of a
cyclic vector. If < ψα, ψα >= 0, then < ψα, ψ >= 0, where ψ is an arbitrary vector.
For the proof of the given statement it is enough to consider that the operator N is self-
adjoint and < ψα, ψβ >= 0, if α 6= β, as K is a span of eigenvectors of the operator N .
Hence,
< P (a, a+)ψα, ψ >= 0,
where P (a, a+) is an arbitrary polynomial of operators a and a+. It means that ψα generates
a subspace of isotropic vectors, i.e. vectors, orthogonal to any vectors of considered space.
Thus the corresponding representation is not irreducible.
A lack of neutral eigenvectors allows to use an orthonormal base ek:
ek =
ψk
| < ψk, ψk > | . (13)
As follows from formulas (9) - (12), < e−n, e−n >= (−1)n−1 for anti-Fock case, and <
eλ0+n, eλ0+n >= 1, < eλ0−n, eλ0−n >= (−1)n for a λ-case.
Krein Space
Let us remind basic properties of a Krein space. A detailed review is given, for example,
in [8], [9].
For enough wide class of nondegenerate spaces with indefinite metric the following
canonical expansion is known [9]:
K = K+ +K−, K+ ⊥ K−, (14)
where K+ is a space with the positive metric, K− is a space with the negative metric. If
K± are closed spaces then K will be a Krein space.
By definition each vector in a Krein space admits following expansion:
x = x+ + x−, x± ∈ K±.
Hence,
< x, y >=< x+, y+ > + < x−, y− > . (15)
In a Krein space besides an indefinite scalar product it is possible to introduce a positive
one. It is easy to see, that
(x, y) =< x+, y+ > − < x−, y− > (16)
is a positive scalar product. Indeed, for any x ∈ K, x 6= 0
(x, x) = (< x+, x+ > − < x−, x− >) > 0
It is convenient to define an operator J of the canonical symmetry:
J (x+ + x−) = x+ − x− (17)
Then positive and indefinite scalar products are connected as follows:
< x, y >= (x, Jy), (x, y) =< x, Jy > . (18)
It is easy to check following properties of an operator J :
1. J2 = 1,
2. J = J−1.
3. J is a self-adjoint operator: J = J+ = J∗ for both, indefinite and positive, scalar
products accordingly.
It is possible to show how operators A+ and A∗, which are adjoint ones according to
indefinite and positive scalar product correspondingly, are connected in a Krein space.
Indeed,
< Ax, y >= (Ax, Jy) = (x,A∗Jy) =< x, JA∗Jy > .
Hence,
A+ = JA∗J. (19)
Proof of the Naimark theorem for regular CCR repre-
sentations
The existence of the Weyl form of CCR in a Krein space is connected with the Naimark
theorem [10], being generalisation of the Stone theorem in a space with indefinite metric.
Naimark theorem. Let B be a self-adjoint operator in a Krein space. If B satisfies for
all n ∈ Z with sufficiently large |n| and some M > 0, β > 0:
1. (I − i n−1B)−1 is a bounded operator;
2. ‖(I − i n−1B)−m‖ ≤M(1 − |n−1| β)−m, m = 1, 2, ...,
then A = i B is the generator of some one-parameter group U(t) of unitary operators in
the Krein space satisfying the following conditions:
a) U (t1 + t2) = U (t1)U (t2);
b) U (t) x is a continuous in the norm function of t for any x.
As the space in question is a linear span of defined in (13) eigenvectors e−k of an operator
N we obtain the dense domain consisting of vectors
Ψl =
l∑
k=1
Ck e−k. (20)
As it was noted earlier, the operator N has no neutral eigenvectors.
Let us notice that a e−k = bk e−k−1. On the other hand,
< a e−k, a e−k >= −k < e−k, e−k >,
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using a condition < e−k, e−k >= (−1)k−1, we obtain that bk =
√
k. It is similarly shown
that a+ e−k = dk e−k+1, and dk =
√
k − 1. It is obvious that
dk = bk−1 =
√
k − 1. (21)
It is easy to prove that
{a, J} = {a+, J} = 0; {x, y} = x y + y x. (22)
According to (19) and (22),
a+ = −a∗ (23)
and
I − i 1
n
√
2
(a + a+) = I − i 1
n
√
2
(a− a∗).
We denote:
A = I − i 1
n
√
2
(a− a∗). (24)
Let us consider decomposition
K = K1 +K2,
where K1 is a span of real vectors and K2 is a span of imaginary vectors. So
Ψl = Ψl1 +Ψ
l
2,
where
Ψl1 =
l∑
1
Cke−k; Ψ
l
2 = i
l∑
1
C
′
ke−k, Ck, C
′
k ∈ R.
So every vector in K is a sum of vectors in K1 and K2. First we prove that Naimark
theorem is valid in space K1, that is for vectors Ψ
l
1. Let us prove the Condition 1 for the
operator qˆ = 1√
2
(a+ a+) (see (4)). Let us show that there are such α > 0 that
‖Aψ‖ > α ||ψ||, where ψ ≡ Ψl1. (25)
First, we give the proof for anti-Fock case.
Let us prove inequality (25) for vectors ψ (20) for α = 1.
‖Aψ‖2 =
=
((
I − i 1
n
√
2
(a− a∗)
)
ψ,
(
I − i 1
n
√
2
(a− a∗)
)
ψ
)
=
= ‖ψ‖2 +
∥∥∥∥−i 1n√2(a− a∗)ψ
∥∥∥∥
2
+
(
−i
√
2
n
(a− a∗)ψ, ψ
)
.
(26)
So
−i√2
n
((a− a∗)ψ, ψ) = 2
√
2
n
Im ((a− a∗)ψ, ψ) . (27)
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In order to make clear the last term in eq. (26) let us notice that(
ψ,
−i
n
√
2
(a− a∗)ψ
)
=
i
n
√
2
((a∗ − a)ψ, ψ) = −i
n
√
2
((a− a∗)ψ, ψ) .
Let us recall that in K1 coefficients Ck in (20) are real. Thus ψ and, in accordance with
(21), aψ and a∗ ψ are real vectors and the latter term in eq.(26) is equal to zero.
Let us show that the Naimark theorem is true in the λ-case. For this purpose we notice
that the vector (20) is substituted by
ψ =
l∑
k=−l
Ckeλ+k; eλ+k =
ψλ+k
| < ψλ+k, ψλ+k > | .
Thus the Condition 1 of the Naimark theorem is proved for both cases.
The Condition 2 of the theorem directly follows from the fact that α ≥ 1 (see (25)).
Really, as A−1, is a bounded operator, then∥∥A−m∥∥ ≤ ∥∥A−1∥∥m .
As α ≥ 1, then there always exists a number β > 0, such that∥∥A−1∥∥ ≤ (1− n−1 β)−1.
It is easy to check by a similar way Conditions 1 and 2 for the operator pˆ. For space K2
we have the same proof. Only we have to notice that in accordance with (21) as Ψl2 is an
imaginary vector, then aΨl2 and a
∗Ψl2 are imaginary vectors as well. We can always define
U(t), t = t1 + t2 as follows: U(t) = U(t1)U(t2), where U(t1) and U(t2) belong to K1 and
K2 correspondingly. In order to proof Naimark theorem for the vectors Ψ
l it is sufficient
to notice that
‖U (t) (Ψl1 +Ψl2)‖ ≤ ‖U (t) Ψl1‖+ ‖U (t) Ψl2)‖.
As U(t) on K1 and U(t) on K2 are bounded operators, then U(t) on K is a bounded
operator as well.
Existence of the Weyl form of CCR in dense domain of
the considered space K
Now let us notice that if D is a dense domain, consisting of analytical vectors for
operators p and q, then CCR in the Weyl form exists in D for Hilbert space (the proof see
in [5]).As U(t) is a bounded operator then CCR in the Weyl form exist in the whole space
in question. In this paper we extend this result for a Krein space. The proof that from
the existence of analytical vectors in some domain it follows that in this domain there exist
CCR in the Weyl form for Krein space is similar to the corresponding proof for Hilbert
space. A definition of an analytical vector is given in [11]. Analytical vectors are defined
in any Banach space, hence, for a Krein space too.
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Definition Let A be a linear operator in a Krein space K. A vector ξ ∈ K is called an
analytical vector for the operator A, if ξ belongs to a domain of definition of operators Ak
for any k ∈ N and for each t > 0 the series
∞∑
k=0
tk
k!
‖Ak ξ‖
converges.
For Fock representations it has been shown that analytical vectors exist [5]. Results of this
paper can be generalized on anti-Fock and λ-cases.
Let us consider a vector
ψ =
m+n∑
m
Cl ψ−l.
According to (9), ‖ψ−l‖ =
√
(l − 1)!. Hence,
‖qˆ ψ‖ ≤
m+n∑
m
‖qˆ Cl ψ−l‖ ≤
√
2nC
√
(m+ n− 1)!,
where C = max |Cl|, m ≤ l ≤ m+ n. We have used that ‖aψ−l‖ > ‖a+ψ−l‖.
For a similar estimation with ‖qˆk ψ‖, let us notice that in the sum of norms the greatest
value has ‖ak ψ‖.∥∥∥∥ 1√2 (a+ a+)k ψ
∥∥∥∥ ≤ 2 k2 ∥∥ak ψ∥∥ ≤ C˜ n√2 k√(m+ n+ k)!, (28)
where C˜ = max |Cl|, m ≤ l ≤ m+n+k. The inequality (28) is written taking into account
its possible applications in a λ-case.
According to inequality (28),
∞∑
k=0
tk
k!
‖qk ψ‖ ≤
∞∑
k=0
tk√
k!
C˜ ′ n(
√
2 )
k
(m+ n + k)m+n. (29)
Let us notice that for every vector in space under consideration
∑∞
l=1 |Cl|2 < ∞ and so
Cl → 0 if l →∞. Convergence of the series (29) at arbitrary t and any finite n and m can
be easily established1. It is enough to consider the Stirling formula: k! ≃ √2 pi k(k
e
)k
.
Thus, it is proved that a vector ψ is an analytical vector for the operator qˆ in dense
domain D. The proof that a vector ψ is an analytical vector for the operator pˆ can be
made by a similar way. As u(t) is a bounded operator in the space under consideration
CCR in the Weyl form exist on the whole Krein space. So, results of the work [5] and the
Naimark‘s theorem allows us to extend the Weyl relations to a full Krein space.
1In the formula (20) of our paper [5] there was a misprint, which is not influencing the outcomes of the
work. The correct formula coincides with the formula (29) in the present paper.
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The proof for a λ-case is reduced to proofs for Fock and anti-Fock cases. Really, if we
divide as earlier, ψ = ψλ0+n + ψλ0−n, we can see with (11) and (12),
| < ψλ0+n, ψλ0+n > | < n!,
| < ψλ0−n, ψλ0−n > | < n!.
Thus, a λ-case is reduced to the sum of Fock and anti-Fock cases.
Comparison of the Weyl form of CCR in Hilbert and
Krein spaces
To compare the Weyl form of CCR in Hilbert and Krein spaces first let us notice that for
Anti-Fock case there exists analogue of the Weyl form of CCR [5]. For reader convenience
we give the short proof of this assertion. First let us notice that if a = b+, b = a+, then
anti-Fock representation is written as follows:
[b, b+] = −1. (30)
Introducing operator N˜ and the set of its eigenvectors eN˜ = e−N−1, we see that
N˜ eN˜ = N˜ , SpN˜ = N
In order to come to analogue of the Weyl form of CCR first notice that it is easy to show
that {J b} = {J b+} = 0, where {x y} = xy + yx (see (19)).
Now let us consider the pair of operators b and b∗, where b∗ = J b+ J = −b+ in accor-
dance with eq. (19). Evidently
[b, b∗] = 1. (31)
This equation is a usual Fock representation of CCR and thus operators U(t) = eitpˆ and
V (s) = eisqˆ, where s, t ∈ R satisfy the Weyl form of CCR (8). Returning to the operators
b and b+, we come to the analogue of the Weyl form of CCR for anti-Fock representation.
Let us turn Hilbert space to the Krein space. We remind the well-known procedure. First
in Hilbert space new, in general, indefinite scalar product (x, y)A ≡ (x,Ay), where operator
A is self-adjoint, is introduced. Choosing as A operator J , which is simultaneously self-
adjoint and unitary and using the projective operators Π± = 1/2 (I ± J), we come to the
Krein space K (14), where K± = Π±H.
It is easy to see that we can come from Fock representation to the anti-Fock one repeat-
ing in the opposite order the way from anti-Fock to the Fock representation (see eqs.(30)
and (31)).
Conclusion
An existence of the Weyl form of CCR is proved for the regular representations in a
space with indefinite metric.
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