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Abstract
We study the Schwinger effect in a system of non-parallel D1-branes for the bosonic
strings using the path integral formalism. We drive the string pair creation rate by
calculating the one loop vacuum amplitude of the setup in presence of the background
electric filed defined along one of the D1-branes. We find an angle dependent minimum
value for the background field and show that the decaying of vacuum into string pairs
takes place for the field above this value. It is shown that in θ → π2 limit the vacuum
becomes stable and thus no pair creation occurs.
1 Introduction
The dynamics of string theory in a background gauge field has been extensively studied for a
long time [1-3]. Such a considerations are supported by the fact that the open string spectrum
includes the massless gauge fields carrying the corresponding charges at its boundaries [4].
In particular it has been revealed that the string theory vacuum signals instabilities for a
string interacting with a constant background electric field. Infact this is the stringy counter
part of the well-known Schwinger effect in QED [5-15]. In more recent studies the emphasis
is put on the role of the lower dimensional D-branes on which the open strings end. It seems
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that string pair creation takes place in the Dp -Dp and Dp -Dp systems in type-IIA or type-
IIB setup, although the criterion for occurrence of the vacuum decay plays more drastic
role in the Dp -Dp system due to some exponential factors depending on the background
configurations [14]. It is also pointed out that a fixed magnetic field can greatly enhance the
pair creation rate in the case of a weak electric background [15].
In previous work the path integral formalism was engaged to derive the one loop vacuum
amplitude of an angled D1-branes system in the bosonic sting setup by one of the authors
[16]. Here we propose to study the Schwinger effect in such a system by calculating the
zero point energy using the similar technique presented in [16]. As is expected, the pair
creation rate depends on the angle between the D1-branes, θ. A more interesting feature of
the model is that there is an angle dependent minimum value for the electric field and for
the field below this value the string pair creation disappears. The vacuum becomes stable
in θ → π
2
limit implying that no string pair creation is expected to occur.
Throughout this work we assume the Euclidean signature for both of the world-sheet and
space-time manifolds, but immediate continuation to the Lorentzian signature for space-time
coordinates is assumed after integration over the bosonic degrees of freedom.
2 One Loop Vacuum Energy
We begin with the bosonic string action in the d dimensinal space-time by writing it as
S =
T
2
∫
d2σ∂aX
µ∂aXµ + Sghost[b, c]. (1)
At one loop level the annulus and mo¨bius diagrams are the only diagrams which contribute
to the partition function of open string. Taking into account the contribution made by
the annulus diagram (which is the most relevant to the pair creation) the one loop vacuum
energy (zero point energy) could be written as [11-13]
F =
∫ ∞
0
ds
s
∫ ′
DXµDbDc e−S0[X]−Sghost[b,c], (2)
where Xµ(σ, τ) = Xµ(σ, τ + s). The prime over the second integral means that the con-
tribution of zero modes are excluded in evaluating the above path integral. In presence of
a constant electric background the free energy acquires an imaginary part and the vacuum
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begins to decay into the string pairs with decay rate given by w = −2ImF .
Now, let us consider a bosonic string stretched between two parallel D1-branes located at
a relative distance Y . There are 2 degrees of freedom satisfying the Neumann-Neumann
(NN) boundary condition ∂σXN |∂Σ = 0 and d−2 degrees of freedom satisfying the Dirichlet-
Dirichlet (DD) boundary condition δXD|∂Σ = 0. So, the partition function becomes Z =
Z2NZ
d−2
D Zgh where the partition function of ghost fields is given by Zgh =
T
2s
Z−2N . For the
ends of string we suppose
X i(0, τ) = 0, i = 2, · · · , d (3)
X i(π, τ) = li. (4)
Thus for the typical fluctuations XN and XD we write
XN =
∑
m∈Z
∞∑
n=0
χmnumn, (5)
XD =
∑
m∈Z
∞∑
n=1
ξmnvmn +
l
π
σ. (6)
Here, the eigen-modes are umn = e
iωmτ cosnσ and vmn = e
iωmτ sinnσ. Furthermore, we
define ωm = mω, where ω =
2π
s
. Therefore, we find for the corresponding actions SN and
SD as
SN = 2π
∞∑
m=1
x†mMmxm + πx
t
0M0x0, (7)
SD = 2π
∞∑
m=1
y†mNmym + πy
t
0N0y0 +
1
2π
sαl2, (8)
where x†m = (χ¯m0, χ¯m1, ...), y
†
m = (ξ¯m1, ξ¯m2, ...) and λmn = ω
2
m + n
2. The matrix Mm is
defined by its elements as
[Mm]nn′ =
1
4
sT


2λm0 n = n
′ = 0
λmnδnn′ n, n
′ 6= 0.
(9)
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Furthermore, there are [M0]nn′ =
1
4
sTλ0nδnn′ and [Nm]nn′ =
1
4
sTλmnδnn′ . Integration over
the fluctuation XN leads to
ZN(s) =
∫ ′
DXNe
−S0[XN ] =
∞∏
m=1
∫ ′
dx†mdxmdx0e
−SN [x†m,xm,x0] (10)
=
1√
detM0
∏
m=1
1
detMm
=
√
T
2s
q−
1
24
∞∏
n=1
1
1− qn .
where q = e−s. In the same way, we obtain
ZD(s) =
∫
DXDe
−S0[XD] =
∞∏
m=1
∫
dy†mdymdy0e
−SD[y†m,ym,y0] (11)
=
e−
1
2π
T l2
√
detN0
∏
m=1
1
detNm
= q
1
2π
T l2− 1
24
∞∏
n=1
1
1− qn .
For the distance between D1-branes we have Y 2 =
∑d
i=2 l
2
i . Now, we consider the case of
angled D1-branes. In this case the two degrees of freedom, one satisfying NN and the other
satisfying DD boundary condition, turn to satisfy the mixed boundary condition. So, the
partition function becomes Z = ZNZd−3D ZmixZgh. Hence, with deflection angle 0 ≤ θ ≤ π,
equations (3) and (4) for the ends of string modifies to
X i(0, τ) = 0, i = 2, ..., d (12)
X i
′
(π, τ) = li′ i
′ = 3, ..., d (13)
The conditions satisfied by the ends of an open string at the boundaries, imposed by the
classical equations of motion, read [16-19]
∂σX
1(0, τ) = 0, (14)
∂τX
2(0, τ) = 0, (15)
∂σX
1(π, τ) cos θ = −∂σX2(π, τ) sin θ, (16)
∂τX
2(π, τ) cos θ = ∂τX
1(π, τ) sin θ. (17)
This system is T-dual to a magnetized parallel D2-branes [20]. To see this let us T-dualize
the setup along the X2 direction upon interchanging ∂τX
2 ↔ ∂σX2 in (15), (16) and (17).
4
One obtains
∂σX
1(0, τ) = 0, (18)
∂σX
2(0, τ) = 0, (19)
∂σX
1(π, τ) cos θ = −∂τX2(π, τ) sin θ, (20)
∂σX
2(π, τ) cos θ = ∂τX
1(π, τ) sin θ. (21)
Hence the set of equations (18-21) characterizes a D2-D2 brane system with magnetic field
given by B = tan θ. For the fluctuations which satisfy the mixed boundary condition of equa-
tions (14-17) we choose the eigen-modes to be uamn = cosσnae
iωmτ and vamn = sin σnae
iωmτ
and expand them as [16] 

X1
X2

 =
∑
m,n∈Z
χmn√
2


uamn
vamn

 . (22)
with common eigen-value λamn = n
2
a + ω
2
m = (n + a)
2 + ω2m. The number a =
θ
π
takes the
values 0 ≤ a ≤ 1. So, by following the same steps which led to the equations (7) and (8)
and by noting that λam,−n = λ
−a
mn, we get
Smix = 2π
∞∑
m=1
(x†+,mM
a
mx+,m + x
†
−,mM
−a
m x−,m) + π(x
t
+,0M
a
0x+,0 + x
t
−,0M
−a
0 x−,0), (23)
where [Mam]nn′ =
1
4
sTλanmδnn′. Therefore, we find the partition function as
Zmix(s) =
∫ ′
DX1DX2e−S[X
1,X2] =
1√
detMa0 detM
−a
0
∞∏
m=1
1
detMam detM
−a
m
(24)
=
q
a
2
(1−a)− 2
24
1− qa
∞∏
n=1
1
1− qn−a
1
1− qn+a .
This leads to the one loop vacuum energy as [16-19]
F =
∫ ∞
0
ds
s
√
T
2s
q
1
2π
TY 2− d−2
24
− a
2
(a−1)
1− qa
∞∏
n=1
(1− qn)−d+4(1− qn+a)−1(1− qn−a)−1 (25)
In analogy with this expression one obtains the free energy of a magnetized D2-D2 configu-
ration in T-dual picture as
F = BT
4π
∫ ∞
0
ds
s
(
T
2s
) 3
2 q
1
2π
TY 2− d−2
24
− b
2
(b−1)
1− qb
∞∏
n=1
(1− qn)−d+4(1− qn+b)−1(1− qn−b)−1 (26)
where b = 1
π
tan−1B. One must note that switching on the electric flux in a magnetized D2-
D2 or (D2-D2) system leads to a moving intersecting D1-branes at angle (a moving scissor)
in T-dual picture [14, 20-22].
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3 Vacuum Energy: Interaction With Constant Background
The action of an open bosonic string with charge q located at one of its endpoints (e.g.
σ = 0) interacting with an external U(1) gauge field Aa is [1, 2]
S =
T
2
∫
Σ
d2σ∂aX
µ∂aXµ + q
∫
σ=0
dτAa∂τX
a + Sghost[b, c]. (27)
For a constat electric field with substituting qE → E, the above expression can be recast in
Sint =
1
2
qFab
∫ s
0
dτXa∂τX
b = − i
2
Eǫab
∫ s
0
dτXa∂τX
b, (28)
which indicates a mixing between the coordinates X0 and X1. Here, we introduce the action
SE = S0[X
0] + S0[X
1] + S0[X
2] + Sint, which can be put in another form
SE =
T
2
∫
d 2σY tDY, (29)
where Y = (X0, X1, X2) and
D =


 −iE
T
δ(σ)∂τ 0
iE
T
δ(σ)∂τ  0
0 0 

 . (30)
In particular for Sint we find
Sint = πE
√
2
∑
n=0
∑
n′∈Z
∑
m∈Z
mχ¯0mnχ
1
mn′ . (31)
To make the notation more compact, we introduce the matrices Im and Jm to rewrite the
interaction action as
Sint = 2π
∞∑
m=1
(x0†mImxm+ + x
0†
mJmxm− − x†m+Imx0m − x†m−Jtmx0m). (32)
where the matrices Im and Jm are defined as
Im =
Em√
2


1 1 . . .
1 1 . . .
...
... . . .

 , Jm =
Em√
2


0 1 . . .
0 1 . . .
...
... . . .

 . (33)
and Em = mE. In a similar way, introducing the matrix Mm leads to a compact form for
the action SE
SE = π
(
xt0+M
a
0x0+ + x
t
0−M
−a
0 x0− + x
0t
0 M0x
0
0
)
+
∞∑
m=1
ζ †mMmζm. (34)
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with ζ †m = (x
†
m+,x
0 †
m ,x
†
m−) and
Mm = 2π


Mam −Im 0
Im Mm Jm
0 −Jtm M−am

 , (35)
Adding all these together, one finds the partition function as
ZE =
1√
detMa0 detM
−a
0 detM0
∞∏
m=1
(2π)3
detMm . (36)
The determinant of matrixMm is calculated in appendix. So, we skip the details and go on
by reminding that
∞∑
n=−∞
1
λamn
=
π
2ωm
[
coth π(ωm + ia) + coth π(ωm − ia)
]
. (37)
This leads us to the final form of the partition function
ZE = ZNZmix
√
1− E
2
T 2
∞∏
m=1
(1− e−2π(ωm+ia))(1− e−2π(ωm−ia))
(1− e−2π(ωm+β))(1− e−2π(ωm−β)) , (38)
= ZNZmix
√
1− E
2
T 2
∞∏
m=1
fm(ν|τ)
fm(ν ′|τ) .
where ν = a, ν ′ = iβ and τ = iω. For the parameter β we have
β =


iγ, |α| ≤ 1
ǫ, 1 < α
(39)
where ǫ = 1
2π
cosh−1 α and γ = 1
2π
cos−1 α. The parameter α is defined as
α =
cos 2θ + E
2
T 2
1− E2
T 2
. (40)
for which we have −1 ≤ α <∞. Let’s first consider the case 1 < α. The modular property
of the Jacobi function (z = e2πiν)
Θ1(ν|τ) = 2e iπτ4 sin πν
∞∏
m=1
(1− e2πiτm)(1− ze2πiτm)(1− z−1e2πiτm) (41)
= − e
−i ν2
τ√−iτΘ1
(ν
τ
∣∣∣− 1
τ
)
,
and the Dedekind eta function η(τ) = ei
πτ
12
∏∞
m=1(1− e2πiτm) =
η(− 1
τ
)√−iτ provides an equivalent
representation for the expression (38) as
fm(ν|τ)
fm(ν ′|τ) =
sin πν ′
sin πν
sin(πν
τ
)
sin(πν
′
τ
)
fm(
ν
τ
| − 1
τ
)
fm(
ν′
τ
| − 1
τ
)
e−
iπ
τ
(ν2−ν′2), (42)
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We find
sin(πν
τ
)
sin πν
e−
iπ
τ
ν2
∏
m
fm
(ν
τ
∣∣∣− 1
τ
)
=
(
2i sin θ q
1
12Zmix
)−1
, (43)
and since Z = ZEZd−3D Zgh, we get
Z = Rǫ
√
T
2s
q
1
2π
TY 2− d−2
24
+ 1
2
ǫ2
sin( sǫ
2
)
∞∏
n=1
(1− qn)−d+4(1− qn+iǫ)−1(1− qn−iǫ)−1, (44)
where the factor Rǫ is found to be
Rǫ =
1
2 sin θ
√
E2
T 2
− sin2 θ. (45)
Beginning from (44) one can easily recover its zero field limit, Eq.(25), by noting that in the
limit E → 0 we have Rǫ = i2 and ǫ = ia. The equation (44) has singularities at sn = 2πnǫ .
These singularities lead to an imaginary part for (44), which can be captured with the aid
of the well-known formula
1
x− iε = P
1
x
+ iπδ(x). (46)
So, by noting that sinφ ∼ (−1)n(φ− πn) we find the string pair creation rate as
w(θ) = Rǫ
√
ǫ
π
T
∞∑
n=1
(−1)n+1n− 32 e−n( 1ǫ TY 2−πǫ)η−d+2
(in
ǫ
)
. (47)
The factor Rǫ in front of this equation imposes a minimum value for the electric field such
that for the field above this value the string pair creation is assumed to takes place. Indeed,
one finds
Emin = ±T sin θ. (48)
The minus sign can be interpreted either as field with reversed direction or as a system with
angle −θ. Taking into account the maximum limit for the electric field, i.e. Emax = T
imposed by the Born-Infeld like factor in front of (38) we find the range for the electric field
within which the pair creation occurs, as
T sin θ < E < T. (49)
In the limit θ → π
2
the background field reaches its possible maximum value and as a result
limθ→π
2
R = 0 and limθ→π
2
ǫ = 1
2
, which entails w(π
2
) = 0. For the case E < Emin, i.e. |α| ≤ 1,
we find the partition function upon substituting ǫ→ iγ in (44) as
Z = Rγ
√
T
2s
q
1
2π
TY 2− d−2
24
− 1
2
γ2
sinh( sγ
2
)
∞∏
n=1
(1− qn)−d+4(1− qn+γ)−1(1− qn−γ)−1, (50)
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with
Rγ =
1
2 sin θ
√
sin2 θ − E
2
T 2
. (51)
Contrary to the previous case (α < 1) there are no singularities along the integration contour.
Therefore, the vacuum amplitude acquires no imaginary part which is meant as the absence
of vacuum decay into string pairs. Again, the zero field limit, Eq.(25), is recovered via
Rγ → 12 and γ → a.
Conclusions
As the case of point particle physics, string theory vacuum becomes instable in presence of
an external electric field and decays into string pairs. We analyzed this problem for a system
of angled D1-branes with bosonic string stretched between them and electric field along one
of the D1-branes in frame work of the path integral formalism. We derived the string pair
creation rate for this system. It seems that there is an angle dependent minimum value
for the external field and pair creation occurs when the external field exceeds this minimum
value. We also pointed out that the vacuum becomes stable and string pair creation vanishes
as θ → π
2
.
Appendix
For the matrix O defined as O = O1 +O2 with
O1 =


A
B
C

 , O2 =


0 −I 0
I 0 J
0 −Jt 0

 (52)
we can write its determinant as
detO = detO1eTr ln(1+O−11 O2). (53)
The diagonal matrices in O1 have the generic form Q = diag(q0, q1, . . .). Now, from ln(1 +
x) = −∑n=1 (−1)nk xn and with the aid of
Tr(O−11 O2)2n = 2(−1)nTr
[
B−1(IA−1I+ JC−1Jt)
]n
, (54)
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and by observing that for any diagonal matrix Q we have
Tr(QI)n = (cTrQ)n, (55)
IQI = (cTrQ)I, (56)
JQJt = (cTr′Q)I. (57)
where we have defined TrQ =
∑
n=0 qn and Tr
′Q =
∑
n=1 qn we get
Tr ln(1 +O−1O) = ln
[
1 + c 2TrB−1(TrA−1 + Tr′C−1)
]
. (58)
Note that here we have denoted the factor Em in (33) with c. Therefore, we find the
determinant as
detO = detA detB detC
[
1 + c 2TrB−1(TrA−1 + Tr′C−1)
]
. (59)
In particular with A = Mam and C = M
−a
m one finds
Tr(Mam)
−1 + Tr′(M−am )
−1 =
1
1
4
sT
∞∑
n=−∞
1
λamn
. (60)
To evaluate the infinite sum of (60) one first writes
∞∑
n=−∞
1
λamn
=
∂
∂ω2m
∞∑
n=−∞
lnλamn =
∂
∂ω2m
ln
∞∏
n=−∞
λamn. (61)
The infinite product can be calculated straightforwardly by invoking the formula
∏
m∈Z
(mx+ y) = 2 sinh
(
iπy
x
)
. (62)
The final result is
∞∑
n=−∞
1
λamn
=
π
2ωm
[
coth π(ωm + ia) + coth π(ωm − ia)
]
. (63)
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