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A b s t r a c t  
In this note we discuss some examples of the nonlinear 
H" design theory developed by Foias and Tannenbaum 
[9], Ill] as well as an extension to the mixed sensitivity 
problem. 
1 Introduction 
This note will be concerned with an extension of the nonlinear H" 
synthesis theory developed in [9], [ l l ]  for the sensitivity minimization 
problem to  the 2 block mixed sensivity method. We should note that 
we have developed a computer program at Honeywell by which we 
can actually implement this procedure. 
Our synthesis method is valid for majorizable input/output op- 
erators (and can be extended to those operators which are approx- 
imable by such). See Section 2 for the precise definition. In partic- 
ular, we consider operators which are analytic in a ball around the 
origin in a complex Hilbert space. I t  turns out that  i t  is possible to 
express each n-linear term of the Taylor expansion of such an o p  
erator as a linear operator on a certain tensor space. (Our class of 
operators also include Volterra series of fading memory [7].) This 
allows us to iteratively apply the classical commutant lifting theo- 
rem in designing a compensator. We call our method the iterative 
commutant lifting procedure. See Section 6 and [9], [ll].) For single 
input/single output (SISO) systems, this leads to the construction 
of a compensator which is optimal relative to a certain sensitivity 
function which will be defined below. Moreover in complete gener- 
ality (i.e. for multiple input/multiple ouput (MIMO) systems), our 
procedure will ameliorate (in the sense of our nonlinear weighted 
sensitivity criterion), any given design. We note tha t  for linear sys- 
tems, our method reduces to the standard H" design technique as 
discussed for example in [13] and [16]. 
In developing the  present theory, we have had to extend some of 
the skew Toeplitz techniques of [6], [lo], and [12] to linear operators 
defined on certain tensor spaces. This has lead to several novel results 
in computational operator theory, and for example provides a way 
of iteratively constructing the nonlinear intertwining dilation of the 
nonlinear commutant lifting theorem considered in [Z] and [3]. 
' 
2 Analytic Mappings on Hilbert Space 
In order to carry out our extension of H" synthesis theory to nonlin- 
ear systems, we will need to first discuss a few standard results about 
analytic mappings on Hilbert spaces. See [9] and [ l l ]  for complete 
details. 
Let G and H denote complex Hilbert spaces. Set 
B,,(G) := {g E G : Ilg)) < r.1 
(the open ball of radius ro in G about the origin). Then we say 
that a mapping 4 : B,,(G) -+ H is analytic if the complex function 
(11,. . . , zn) c ((zlgl + . . . + zngn), h) is analytic in a neighborhood 
of (1 ,1 , .  , , , I )  E Cn as a function of the complex variables 21,. . . , zn 
for all g l , .  . , , gn E G such that llgl + . . . + gnl! < r., for all h E H ,  
and for all n > 0. (Note that we denote the Hllbert space norms in 
G and H by 11 
It  is easy to see that if 
4 B,.(G) - H is analytic, then Q admits a convergent Taylor 
series expansion, i.e. 
11 and the inner products by (,).) 
We will now assume that Q(0) = 0. 
4(g) = &(g) + Qz(g,g) + ... + s n ( g , . . . , g )  + . ' .  
where Qn : G x . . . x G -+ H is an n-linear map. Clearly, without loss 
of generality we may assume that the n-linear map ( s i , .  . . , gn) - 
?(g,, . . . , gn) is symmetric in the arguments 81,. . . , gn. This assump- 
tion will be made throughout this paper for the various analytic maps 
which we consider. For Q a Volterra series, Q, is basically the nth- 
Volterra kernel. 
Now set 
dn(gl E¶ ' .  . E ¶  gn) := Qn(g1, ' . . ,gn). 
Then dn extends in a unique manner to  a dense set of G@" := G 8 
. . . 8 G (tensor product taken n times). Notice by G@" we mean the 
Hilbert space completion of the algebraic tensor product of the G's. 
Clearly if dn has finite norm on this dense set, then 6, extends by 
continuity to  a bounded line?r operator In : G@" -+ H. By abuse of 
notation, we will set Qn := Qn. 
We now conclude this section with two key definitions. 
Def ln i t ions  1. 
(i) Notation as above. By a majorizing sequence for the  holomorphic 
map 4, we mean a positive sequence of numbers an n = 1 , 2 , .  . . such 
that Il)nll < an for n 2 1. Suppose that p := l i m s u p a n l / n  < m. 
Then i t  is completely standard that the Taylor series expansion of Q 
converges a t  least on the ball B,(G) of radius r = l /p .  
(ii) If Q admits a majorizing sequence as in (i), then we will say that 
Q is majorizable. 
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Defin i t ions  3. 
(i) For W,P,q E Ci ( W  is the weight, P the plant, and q the com. 
pensating parameter), we define the sensitivity Junction S(q), 
S(Y)(PJ := ~ ~ " l l ( W  - P o qJnll 
"=l 
for all p > 0 such that the sum converges. Notice that for fixed P 
and W, for each q E C I ,  we get an associated sensitivity function. 
(ii) We write S(q)  5 S ( @ ) ,  if there exists a p ,  > 0 such that S ( q ) ( p )  5 
S ( I ) ( p )  for all p E [0, pol. If S(q)  5 S ( @ )  and S(@) 5 S(q), we write 
S(q) Y S(#).  This means that S ( q ) ( p )  = S ( f ) ( p )  for all p > 0 
sufficiently small, i.e. S(q) and S ( @ )  are equal as germs of functions. 
(iii) If S(q) 5 S ( @ ) ,  but S ( @ )  $ S(q) ,  we will say that q omeliorotes 
I. Note that this means S ( q ) ( p )  < S ( I ) ( p )  for all p > 0 sufficiently 
small. 
3 Control Theoretic Preliminaries 
We start  here with the control problem definition. In Section 7, we 
will extend this set-up to  the nonlinear mixed sensitivity case. First, 
we will need to  consider the precise kind of input/output operator 
we will be considering. Once again we ate following [9] and [l l]  here. 
We will assume that all of the operators we consider are causal and 
majorizable. Throughout this note H Z ( C k )  will denote the standard 
Hardy space of Ck-valued functions on the unit circle ( I ;  may be 
infinite, i.e., in this case Ck is replaced by h2,  the space of one-sided 
square summable sequences). We now make the following definition: 
Def in i t ion  2. 
Let S : H z ( C k )  - H 2 ( C k )  denote the canonical unilateral right 
shift. Then we say an input/output operator Q is locolly s t a l k  if it 
is causal and majorizable, Q ( 0 )  = 0, and if there exists an r > 0 such 
that Q : BF(H2(Ck)) - H Z ( C k )  with SQ = 4 o S on B,(H2(Ck)).  
We set 
CI := {space of focally stable operators}. 
Since the theory we are considering is local, the notion of local sta- 
bility is sufficient for all of the applications we have in mind. The 
interested reader can compare this notion, with the more global no- 
tions of stability as for example discussed in [5]. 
The  theory we are about to give holds for all plants which admit 
coprime locally stable factorizations. However, for simplicity we will 
assume that our plant is also locally stable. Accordingly, let P, W 
denote locally stable operators, with W invertible. In a typical feed- 
back system [16], P represents the plant, and W the weight or filter 
on the set of disturbances whose energy is bounded by 1. Now we say 
that the feedback compensator C locally stabiltzes the closed loop if 
the operators ( I  + P o C)-' and C o (I + P o  C)-' are well-defined 
and locally stable. By a result of [l], G locally stabilizes the closed 
loop if and only if 
C = q o  ( I  - Po q ) - 1  (1) 
for some 4 E C I .  Notice then that the weighted sensitivity (see [13] 
and (161 for all the relevant engineering definitions and motivation), 
(I + P o  C)-' o W can be written as W - P o q, where q := 4 o 
W .  (Since W is invertible, the da ta  q and 4 are equivalent.) In 
this context, we will call such a q ,  a compensoting paiameter. Note 
that from the compensating parameter q ,  we get a locally stabilizing 
compensator C via the formula (1). 
The problem we would like to solve here, is a version of the clas- 
sical disturbance attenuation problem of [13], [16]. This of course 
corresponds to the "minimization" of the "sensitivity" W - P o q 
taken over all locally stable q .  In order to formulate a precise math- 
ematical problem, we need to say in what sense we want to minimize 
W - P o  q.  This we will do in the next section where we will propose 
a notion of %ensitivity minimization" which we seems quite natural 
to analytic inputloutput operators. 
4 Sensitivity Function 
In this section we define a fundamental object, namely a nonlinear 
version of sensitivity. We will see tha t  while the  optimal H" sensi- 
tivity is a real number in the linear case, the measure of performance 
which seems to  he more natural in this nonlinear setting is a certain 
function defined in a real interval. This new kind of performance 
criterion is one of the keys concepts developed in [9] and [ll]. 
In order to define our notion of sensitivity, we will first have to 
partially order germs of analytic mappings. All of the input/output 
operators here will be locally stable. We also follow here our conven- 
tion that for given 4 E CI, 4" will denote the bounded linear map 
on the tensor space (Hz(Ck))@" associated to  the n-linear part of Q 
which we also denote by dn (and which we always assume without 
loss of generality is symmetric in its arguments). The context will 
always make the meaning of Q, clear. 
We can now state the following definitions: 
Now with Definitions 3,  we can define a notion of "optimality" 
relative to the sensitivity function: 
Def in i t ions  4. 
(i) q., E Cl is called optimal if S(q,) 5 S(q) for all q E G .  
(ii) We say q E C, is optimal with respect to its n-th term qn, if for 
every n-linear qn E Cr, we have 
S(ql+. ..+qn-1 + Y n + q n t l . .  .) 5 S(ql+.. . + ~ n - 1  + @ n + q n t l + -  .) 
If q E CI is optimal with respect to all of its terms, then we say that 
it is partiolly optimal. 
5 Iterative Commutant Lifting Method 
In this section, we discuss the main construction of this paper From 
which we will derive both partially optimal and optimal compen- 
sators relative to the sensitivity function given in Definitions 3 above. 
As before, P will denote the plant, and W the weighting operator, 
both of which we assume are locally stable. As in the linear case, 
we always suppose that Pl is an isometry, i.e. Pi is inner .  In order 
to state our results, we will need a few preliminary remarks and to 
set-up some notation. We refer the interested reader to [ l l ] ,  (91 for 
the precise proofs of the various results in this section. 
We begin by noting the following key relationship: 
Note that once again for 4 of fading memory, Q, denotes the n-linear 
part of Q, as well as the associated linear operator on the appropriate 
tensor space. 
We are now ready to formulate the iteratrue commutant lijting 
procedure. Let Il : H 2 ( C k )  - H Z ( C k )  8 P1H2(Ck) denote orthog- 
onal projection. Using the linear commutant lifting theorem (CLT) 
(see [15] for the details), we may choose qi such that 
IlWl - Plqlll = l l n w l l l .  
Now given this q1,  we choose (using CLT) qz such that 
IlW2 - Pz(q1 - P1qzll = Iln(w2 - P2(91 @ql)) l l  
Inductively, given 81 , .  . . , q n - l ,  set 
for n 2 2. Then from the CLT, we may choose q, such that 
11.4, - P i ~ n l l  = IlnAnll, (4 
We now come to the key point on the convergence of the iterative 
commutant lifting method. 
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Proposition 1 With the above notation, let q ( ' )  := q1 + q2 + . . .. 
Then q ( l )  E C,. 
Note that  given any q E C I ,  we can apply the iterative commutant 
lifting procedure to  W - P o  q. Now set 
Sn(q)(p) := C P " I I ~ ( ~  - P 0 e)nII 
Clearly, S n ( q )  5 S(q) (as functions). We can now state  the following 
result whose proof is immediate from the  above discussion: 
Proposition 2 Given q E CI,  there ezists q E CI, such that S(@)  3 




Moreover, we easily have the  following result: 
P r o p o s i t i o n  3 q is partially optimal if and only if S(q) E Sn(q)  
We can now summarize the above discussion with the following: 
Theorem 1 For given P and W as above, any q E CI is either 
partially optimal or can be ameliorated by a partially optimal com- 
pensating parameter. 
I t  is important to emphasize that  a partially optimal compensat- 
ing parameter need not be optimal in the sense of Definition 4(i). 
Basically, what we have shown here is that  using the iterated com- 
mutant  lifting procedure, we can ameliorate any given design. The 
question of optimality will be considered in the next section. 
6 Optimal Compensators 
In this section we will derive our main results about optimal com- 
pensators. Basically, we will show that  in the single input / single 
output  setting, the iterated commutant lifting procedure leads to  an 
optimal design. Once more we refer the interested reader to [9] and 
[ l l ]  for all of the proofs. We begin with the following: 
Theorem 2 There ezist optimal compensators. 
For the construction of the optimal compensator in Theorem 3 
below, we will need one more technical result. Accordingly, we will 
need to set-up a bit more notation. First set H 2  := H 2 ( C ) ,  and 
H" := H"(C) (the space of bounded analytic complex-valued func- 
tions on the unit disc). Let m E H" be a nonconstant inner function, 
let Ill : H 2  - I€' 8 mH2 =: H(m) denote orthogonal projection, 
and set T := IIlSIH(m), where S is the canonical unilateral shift on 
H 2 .  (T is the compressed shift.) For H a complex separable Hilbert 
space, let S, : H - H denote a unilateral shift, i.e. an  isometric o p  
erator with no unitary part. This means that  S z  - 0 for all h E H 
as n - CO. (See [15].) We can now state  the following generalization 
of a nice result due to Sarason: 
Lemma 1 Notation as above. Let A : H - H 2  8 n H 2  be a bounded 
linear operator which attains its norm, i.e. such that there ezists 
h, E H with IIAh.ll = IIAllllh.ll # 0. Suppose moreover that 
AS,  = T A  
Then there ezists a unique minimal intertwining dilation B of A ,  i.e. 
an operator B : H - H Z  such that B S ,  = SB,  IlAll = 11811, and 
n,B = A .  
We now come to the main result of this section: 
Theorem 3 Let W and P be single SISO locally stable operators, 
with W the weight and P the plant. Suppose that IIW, is compact for 
j 2 1 and IIP, is compact for k 2 2. (TI : H 2  - H 2  8 PI H 2  denotes 
orthogonal projection.) Let qopr be a partially optimal compensating 
pammeter as constructed by the iterated commutant lifting procedurr. 
Then qopt is optimal. 
Corollary 1 Let P and W be locally stalle and SISO, with linear 
part PI rational. Then the partially optimal compensating param- 
eter qopl constructed by the iterated commutant lifting procedure is  
optimal. 
7 Nonlinear Mixed Sensitivity 
The key point of this section is to  show that  for stable plants, we 
may reduce a nonlinear version of the mixed sensitivity problem to 
a linear 2-block problem (via anyone's favorite technique), and then 
to  a nonlinear one-block problem whose solution has been outlined 
above. We follow the treatment from Hitay Ozbay's 1989 Ph.D. 
thesis [14] for our discussion of the mixed sensitivity problem. 
Consider the feedback configuration in Figure 1. Here P is the 
plant to  be controlled, C denotes the controller, T the reference signal, 
n the measurement noise, e the tracking error, and y the  output  
of t he  plant. The  sensitivity operator S = (I + P o e)-' is the 
the mapping from the noise input n to  the tracking error e while 
I - S is the mapping from n to  the output  y. The norm of the 
sensitivity operator relates to tracking error while the norm of the 
complementary sensitivity I - S relates to the stability margin. The  
problem of mixed sensitivity minimization problem is to  minimize 
the norm of the operator 
( w 2 y  S ) )  
This  operator combines both S and I - S, with the weights chosen 
so as to trade-off between conflicting design specifications. 
With C = q o ( I  - P o  Q) - ' ,  Q E CI, as before, the above mixed 
sensitivity operator becomes 
A := (7) - ( 2 ) P Q  
Compute an outer function G E H" and X , Y  6 H" such that  
W;W1+ W;W, = G'G, X'X + Y 'Y  = I ,  and X'WI  + Y'W2 = 0. 
Then M := ( ::$: is a square inner matrix. Let now B 
be an  inner function so that  both W := BG'Wi'Wi, and F := BX' 
are in H". Also, let G,G, be an innerlouter factorization of GP,  
and finally define R := BG, and q := G,Q. Then 
$1  
Note that  W and F depend solely on the weights Wi and W2 and 
thus can b e  assumed to  be linear. Further, note tha t  
So we may work with the latter and a t  the end obtain the optimal 
Q = G,-'q. Minimizing the norm of the linear term (w-2q1) is an 
ordinary 2-block problem. As for n > 1, 
whose norm can be minimized following the commutant lifting method 
discussed earlier. 
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8 Example and Conclusion 
We conclude this note with a brief example on our design method. 
We are planning a much longer paper with a number of design ex- 
amples illustrating our methods. Consider the nonlinear function 
f = (f:, fi) : R2 - R2 defined by 
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