• A single-seed analyzer system was modified to provide low-cost seed imaging. • The system throughput allows rapid, nondestructive phenotyping of single seeds. • Accuracy of seed shape and size measurements were similar to those obtained manually. • Repeatability of morphometric seed traits was higher than that of seed color traits.
Efforts focused on the genetic improvement of seed morphometric and color traits would greatly benefit from efficient and reliable quantitative phenotypic assessment in a nondestructive manner. Although several seed phenotyping systems exist, none of them combine the cost effectiveness, identity preservation, throughput, and accuracy needed for implementation in plant breeding. We integrated an image analysis component into a single-seed analyzer (SSA) system that also captures near-infrared reflectance (NIR) and weight data. Through the development and utilization of an open-source computational image analysis pipeline, image data acquired by two cameras mounted on the SSA machine were automatically processed to derive estimates of length, width, height, volume, and color for 96 individual dehulled groats (seeds) of five oat (Avena sativa L.) genotypes replicated across days. With the exception of color, the four traits were found to be strongly correlated with and have repeatability comparable to manual measurements. The seed color values had moderately strong correlation with those measured by a colorimeter, but further improvements to the SSA system are needed to increase measurement accuracy. These results demonstrate that the SSA system has the potential to provide a low-cost solution for the rapid, accurate measurement of morphological traits on individual seeds of oat and potentially other crop species, allowing the screening of seeds from numerous genotypes in breeding programs. C ereal yield, measured as the amount of dry grain over a harvested area (kg/ha), has a complex genetic architecture consisting of numerous small-effect loci that interact with the environment. The grain (or seed) yield of small grain cereals, including oat, common wheat (Triticum aestivum L.), and barley (Hordeum vulgare L.), can be separated into three primary components that are typically more heritable and genetically tractable than yield itself: individual seed weight, seed number per spike, and spikes or reproductive tillers on a per area basis (Rustgi et al., 2013) . Of these three components, the weight of an individual seed is largely determined by both the rate and duration of seed fill that occurs from anthesis to maturity. The accumulation of water and dry matter (e.g., carbohydrates, oil, protein, etc.) throughout this developmental period results in changes to seed length, width, height, and volume, all of which contribute to defining the final dry weight of an individual seed (Xie et al., 2015) .
In oat, a single grain consists of a groat (caryopsis) and a hull, with the hull removed by a mechanical dehuller during the milling process for human consumption. The size and shape of the groat is important because it affects the maximum size of oat flakes, milling yield, and test weight (Doehlert et al., 2006; Groh et al., 2001) . Additionally, low groat weight has been associated with high oil concentration (Peterson and Wood, 1997) . Oat in particular is consumed as a whole grain, and consumers have shown preference for groats based on color (Johnson et al., 1997) . Furthermore, constituents such as lignin and suberin may be surface enriched in the oat groat, affecting both color and quality (Miller and Fulcher, 2016) . To improve via direct selection on these traits, oat breeding programs need a phenotyping platform that provides accurate and precise quantitative measures of single dehulled groats (hereafter seeds) in a cost-effective, high-throughput manner.
While it is possible to manually measure the dimensions and weight of a single seed using a digital caliper and analytical laboratory balance, there are restrictions on the number of samples that can be quickly and cheaply processed and the accuracy to which two-and three-dimensional parameters can be estimated. To overcome these limitations, past efforts have focused on the use of digital image analysis for the phenotyping of individual seeds, but these methods are not without weaknesses. Elliptic Fourier analysis implemented in the software SHAPE (Iwata and Ukai, 2002) enables the two-dimensional (2D) closed contour shape variation of seeds to be described by Fourier series expansions (i.e., a series of curves that approximate the curve under consideration) through the generation of elliptic Fourier descriptors. This image-based analysis approach allowed the genetic architecture of rice (Oryza sativa L.) grain shape to be studied, which provided novel insight into the genetics responsible for trait variation (Iwata et al., 2010) . However, the sampled seeds had to be carefully oriented for imaging in a manual fashion, and principal components of the coefficients of the elliptic Fourier descriptors rather than physical measurements (e.g., length, width, etc.) were used as morphological phenotypes (Iwata et al., 2010; Williams et al., 2013) . More recently, the development of software methods for the analysis of images acquired by consumer-grade flatbed scanners has enabled the measurement of various 2D seed shape parameters and color (Moore et al., 2013; Tanabata et al., 2012; Whan et al., 2014) but has lacked the additional dimension needed to measure seed height.
Instruments constructed to enable nondestructive phenotyping of individual seeds from a range of small-to largeseeded plant species have potential to overcome the drawbacks of early generation digital image analysis systems. As an example, Spielbauer et al. (2009) constructed an instrument that collected near-infrared reflectance (NIR) and weight data on single maize (Zea mays L.) seeds to predict grain quality traits such as protein and starch content. This instrument served as the basis for building a single-seed analyzer (SSA) machine to collect the same data types from individual oat seeds (Montilla-Bascón et al., 2017) . However, these and other related high-throughput systems (Melchinger et al., 2018 , Rolletschek et al., 2015 for evaluating end-use quality traits do not have the capability to measure seed morphometric characteristics such as length, width, and height. Illustrative of the advantages derived from integrating laboratory automation and digital image analysis, the phenoSeeder system constructed by Jahnke et al. (2016) used a volume-carving method to reconstruct the three-dimensional shape of individual seeds. Although the system had high reproducibility for the measured seed morphological traits such as volume and mass, it was hindered by a less than optimal throughput and complexity of the robotics needed to manipulate individual seeds.
In an effort to address the individual seed phenotyping needs of oat breeding programs, we incorporated an imaging component into the existing low-cost SSA machine of Montilla-Bascón et al. (2017) that already had NIR spectroscopy and weighing capabilities. The objectives of our study were to: (i) develop an open-source computational pipeline for oat seed image analysis, (ii) quantify morphological and color phenotypes of individual seeds from five oat genotypes and compare the results with manual measurements, and (iii) estimate the number of oat seeds that need to be phenotyped to provide high trait repeatability and accurate estimation of trait parameters.
Materials and Methods

Oat Samples for Measurement
In 2015, a set of five different oat genotypes (Ogle, Newdak, Corral, Hidalgo, and SD081107) was evaluated at Cornell University's Snyder Farm in Ithaca, NY. Conventional oat cultivation practices for the northeastern United States were used. The plots were mechanically harvested. After harvesting, grain samples were placed in a dryer at 21°C to remove excess moisture and dehulled using a mechanical dehuller (Codema LLC). The visual color differences observed among the dehulled seeds from the five oat genotypes spanned a narrow range of hue, saturation, and lightness values for the color brown. Only unbroken and healthy seeds were evaluated using the SSA. For each genotype, 96 seeds were randomly sampled and individually placed into two 48-well plates for replicated measurements with the SSA.
Single-Seed Analyzer Design, Function, and Control
The SSA provides NIR spectroscopy paired with weight measurement and imaging to nondestructively phenotype single seeds rapidly in a batch process that preserves the identity of the seeds by placing them in the same well position of a second receiving plate (Supplemental Fig. S1 ). This design of the SSA (Supplemental Fig. S2 ) represents a combination and improvement of two previously constructed seed analysis devices (Spielbauer et al., 2009; Ziegler et al., 2013) . The NIR component of the SSA was not a focus of this study but has been previously demonstrated for individual oat seeds by Montilla-Bascón et al. (2017) . In this study, individual seeds were processed through the SSA for weight measurement and imaging using gravity-enhanced compressed air and a series of V-shaped trough seed slides.
The controlling software for the SSA used Visual C++ based on Visual Studio 2010 and a SQL Server 2008 database (Microsoft). Multithreading, consisting of five threads, was used for collecting data or controlling each instrument component. These were a primary thread and an X-Y table, NIR spectrometer, analytical balance, and camera thread. The primary thread provided a user interface and interacted with the other four threads that served as subordinate threads. Each subordinate thread undertook separate tasks related to different hardware or sensor requirements as indicated by their names.
Seed Plate Loading and Seed Weight Data Collection
The SSA was used to analyze 96 or 192 seeds in a single session, as seeds placed into two or four 48-well plates were stored on the SSA. A total of three sessions was required to analyze the 10 48-well plates each day. In all, the complete set of 10 plates was analyzed on six different days, for a total of six repeated measurements per seed. The run order of the 10 plates was randomized across the three sessions on each day. For each session, two or four 48-well plates were inverted and loaded onto an indexing X-Y table that was used to deliver individual seeds sequentially into the SSA. Single seeds traveled through a glass tube and then dropped onto an analytical balance (GH-200, A&D Company Limited) to obtain a weight measurement. Once a stable seed weight was recorded, a burst of compressed air ejected the seed into a funnel that guided the seed onto a slide and then onto a rotary imaging table.
Seed Image Data Collection
The SSA used a rotary imaging table (Supplemental Fig. S3 ) that rotated the seed to the web camera (Model C615, Logitech) imaging position, enabling the acquisition of top-and side-view seed images and eventual deposition of the seed in the same position of a second 48-well plate so as to retain seeds in their original order (Supplemental Fig. S2 ). To block any reflections and non-seed objects from the side and top cameras, top (4.5 by 3 cm) and side (4.9 by 2.7 cm) backgrounds made from matte black construction paper (Mi-teintes 160 GSM no. 425 Stygian Black, Canson) were attached to the rotary imaging table. This allowed a consistent image background at any location where a seed could be imaged on the table, but with a tradeoff of eliminating the potential imaging benefit of a bottom-view camera.
We provided uniform lighting across the seed by constructing a lighting system with multiple spectra and variable intensity. Briefly, an aluminum shroud with a diameter of 9 cm and a 1-cmdiameter hole in the center was affixed to each of the web cameras, serving as a mount for strips of light-emitting diode (LED) lights. Each strip consisted of six LED lights. Two sets of three strips were placed around the lens of the top camera, and three strips were placed on the top half of the side camera. The LED strip lights consisted of three light colors: 4000K neutral white (Model 2026NW-40K, Qurosy), 3100K warm white (Model 2026WW-31K, Qurosy), and 395-to 405-nm ultraviolet (UV, Model 5050, Joygo). All of the same color LEDs were on a separate circuit, with each circuit having a potentiometer dimmer (Model T90040, Triangle Bulbs) to control the intensity of light. The UV lights were disabled and intended to detect phenotypes beyond those included in this study.
The warm and neutral white light potentiometers were set to 534 and 557 W of resistance, respectively, for the LEDs to produce a full color gradient on the seeds without overexposure. For the top camera, white balance and exposure values were set manually using the Logitech driver software and images of a standard gray card (Model 24 ColorCard, CameraTrax). Similarly, the focus was manually set for both web cameras using settings in the Logitech driver software and images of 8-point Times New Roman printed text. The web cameras were instructed to take an image by the SSA control software using the OpenCV Visual C++ library (www. opencv.org). Each webcam provided a 1920 by 1080 single bitmap image that was received by the OpenCV software and saved to a hard-drive directory.
In total, 5760 bitmap images were generated, comprising 2880 sets of top and side images ( Supplemental Table S1 ). To improve portability, all bitmap images were converted to PNG-24 format. The machine technician recorded if any seeds were lost or potentially reordered, resulting in the removal of 90 image sets prior to image processing. The raw image data are available on written request.
Image Color Correction
The process to estimate seed length, width, height, volume, and color from images required a multistep computational pipeline (Supplemental Fig. S4 ). The web camera software did not allow the application of separate image settings to different web cameras connected to the same computer, thus the color accuracy of the top camera was prioritized over the side camera. Briefly, we initiated color correction of all collected image data using a color reference card (Model 24 ColorCard) imaged by the top camera at the start of each of the 6 d. Each image of the color reference card was analyzed using GNU Image Manipulation Program (GIMP) (www.gimp. org) by selecting all of the pixels contained in the gray color box on the imaged reference card. With the mean red, green, and blue values of the selected area, individual channel offsets were determined by calculating the difference between these mean values and values expected for the reference (red = 162, green = 163, blue = 162). These calculated daily offsets of a few pixels were applied to both top (i.e., color and light fluctuation correction) and side (i.e., only light fluctuation correction) images using a color offset function in IrfanView (www.irfanview.com) (Supplemental Fig. S5 ).
Top Image Cropping and Seed Segmentation
There was inherent variability in where seeds were positioned on the matte black background affixed to the rotary imaging table such that not every imaged seed was centered relative to the top web camera. Therefore, image cropping was needed to reduce extraneous background area that otherwise significantly increased image processing time. Through implementation of an image preprocessing Python script (sapre-processing.PY; https://github.com/ GoreLab/SSA_Image_Processor) that utilized OpenCV and Pillow modules, all top camera images were cropped at the extreme top and left sides. Removal of pixels from the right and bottom sides would also be preferred for processing speed, but the variability in seed positions necessitated the inclusion of these sides.
To detect and segment seed pixels from the background area of all top camera images, the EasyPPC software (Guo et al., 2013) used a classification and regression tree (CART) model to differentiate seed from background (Supplemental Fig. S6 ). The CART model was trained using a random selection of 33 color-corrected and six non-color-corrected top camera images. The addition of non-color-corrected images provided a wider color palette, improving the results for darker and lighter hues caused by shading and glare, respectively.
Side Image Cropping and Seed Segmentation
Variability in seed position on the matte black background was even more extreme in side camera images. Therefore, the image preprocessing Python script was used in combination with the EasyPPC software to crop the side images. The top and bottom rows of each side image were cropped by the Python script, as those areas could not contain a seed. Subsequently, the EasyPCC software used a CART model to detect the matte black background in each side image, resulting in cropped side images that were segmented into non-background and background areas (Supplemental Fig. S7 ). This CART model was trained using a random selection of 33 color-corrected side images that had their top and bottom rows cropped as described above. Next, all image areas detected as not of interest (i.e., neither the matte black background nor seed) were cropped for a second time by the Python script, producing images of a seed against the matte black background. Finally, the EasyPCC software used a second CART model trained to detect the seed from the remaining background. We trained this CART model using a random selection of 35 images from the second round of cropping (Supplemental Fig. S8 ).
When training the CART models for side images, the EasyPPC software often detected colors in the regions of interest that were the same or similar to those found in the background area of the images. The occurrence of these false positives was minimized using an iterative process where a CART model was trained, applied to a test set of images, evaluated, and retrained, if needed. The metric for model evaluation was proper detection of the seed boundaries, such that there were fewer regions at the seed-background boundary where the seed was improperly labeled as background. If severe encroachment was found, the CART model was retrained with a different background area highlighted. This process was repeated no more than two times. All images used for model training were removed from the result set ( Supplemental Table S1 ).
Image-Based Measurement of Seed Height, Length, and Width
The top and side segmented images were used to measure seed phenotypes. The Python OpenCV module was used in the main-processing Python script (Samain.PY; https://github.com/ GoreLab/SSA_Image_Processor) to create a 2D rectangle around the seed in both the top and side images (Supplemental Fig. S9 ). The edges of the rectangle were bound to the outermost points of the seed. The rectangle was allowed to freely rotate, thus minimizing the size. The length and width of this translated and rotated rectangle in the top image represented the length and width of the seed in pixels. Seed height in pixels was found using the same process of rectangle translation and rotation applied to the side image. Other variables measured from this 2D rectangle included the position in the image and the angle of the midline of the seed.
These two variables were used to convert the measured pixels to millimeters.
Conversion of pixel measurements to seed length in millimeters was accomplished using scaling variables calculated from calibration images (i.e., images of a ruler) taken before the experimental seeds were processed through the SSA. For the top image of the seed, the process of pixel to millimeter conversion was linear because the seed always fell in the same plane. However, for the side image, the position of the seed was subject to change between images due to the physical design of the SSA. To address this, a series of calibration images were taken using the side camera with a ruler placed at several different known distances from the camera. The scaling factors produced from this process allowed a pixel representing a portion of a seed at a known distance from the side camera to be converted to a millimeter distance. The top camera image contained the position of the seed, and thus the distance between the seed and side camera could be calculated. Using the pixel height of the seed found in the side image, the scaling factors were used to convert the side image height distance from pixels to millimeters. This process of finding the seed location and scaling was repeated for each set of images and, as such, for each seed.
Seed Image Error Detection
The SSA collected a low number of top and side images that contained misaligned or missing seeds. Briefly, the main-processing Python script (Samain.PY) detected these error events by analyzing several seed phenotypes and their positions in both the top and side images. The position of the seed was saved as a binary 2D array representing the pixels that contain the seed in the image and the non-seed-containing pixels. The perimeter of this array was compared with the maximum bounds of the source raw image. If the perimeter intersected with the maximum bounds, then this indicated that the seed was only partially in the image. Next, the area of the seed, as defined by the total number of pixels, was found using the binary 2D array. If the total number of pixels comprising the seed was <400 pixels (i.e., an order of magnitude less than an average sized seed), then this indicated that only dust or debris (i.e., no seed) was detected. If the total number of pixels encompassing the seed was an order of magnitude more than an average sized seed, then this indicated a likely non-seed object in the image. Lastly, seed angle measurements from the top image were used to identify potential errors contained in the side image. If the angle of the seed was >80° with respect to the x axis in the top image, then this indicated that the side image would contain only a small cross-section of the seed. Therefore, seed volume could not be accurately estimated. Top and side images having seed perimeter, area, and/or angle values exceeding these defined thresholds were flagged in the output data file with a description of the detected errors. Flagged images were removed and not included in the analyzed results ( Supplemental Table S1 ).
Image-Based Seed Volume Measurement
The volume of an individual seed was estimated using an ellipsoidal approximation of the seed cross-section in combination with a Riemann sum across the length of the seed. Briefly, the data from the top and side images were used to create a 2D seed location array, which was then used to measure the height and width of any given cross-section and total length (Supplemental Fig. S10 ). Notably, the side image array rarely matched the top image array with respect to length because of the variability in seed angle. To resolve this issue, we scaled the side array along the seed length axis, enabling the pixel length of the side array to equal the pixel length of the top array. The seed height was proportionally maintained throughout this process.
The estimated height, width, and rescaled length values were used to estimate volume as
where summation occurs along the length of the 2D array from l = 0 to l = L, where L is the total array length in pixels. The area of an ellipse and, as such, the cross-sectional area at any point in the seed l is given by p[w(l)/2][h(l)/2], where w(l) and h(l) are the width and height, respectively, at point l along the length of the 2D seed location arrays. The values of w(l) and h(l) were calculated first in pixels and then scaled to millimeters using the scale factors described above. The cross-section as defined above was multiplied by the length of each pixel step Dl in millimeters and summed across the length of the seed, generating an estimated value for the volume.
Image-Based Seed Color Measurement
Seed color was measured using the color-calibrated top camera image and 2D array of pixels that represented the seed location. As an example of this procedure, Supplemental Fig. S11 shows a red line boundary around the pixels used for color detection. The main-processing Python script (Samain.PY) recorded every colored pixel and its color value, followed by the creation of a comma-delimited text file. The comma-separated values (CSV) file contained a row for each seed with three columns containing the average red, green, or blue (RGB) color value across the entire seed. These color value data were only available for the oat genotypes Ogle and Hidalgo on 5 of the 6 d but were obtained for the other three oat genotypes (Newdak, Corral, and SD081107) on all 6 d.
Final Data Output from Image Analysis
The final phenotypic data file generated by the main-processing Python script (Samain.PY) was a CSV file containing individual seeds as rows and the seven seed phenotypes (length, width, height, average red, average green, average blue, and volume) as columns. An additional column included script error messages or warnings that indicated missing image files or data points where the phenotype values were outside expected ranges.
Manual Seed Measurements
Manual measurements of length, height, and width on individual seeds were performed with a digital caliper (Model 500-171-30, Mitutoyo) having a measurement accuracy of ±0.01 mm. The digital caliper directly sent measurements to a laptop via a USB connection.
All seed positions were maintained within the tray, and seed measurements were taken by two different technicians.
Length was defined as the radius parallel to the seed crease, whereas height was defined as the axis that intersects the seed crease at the top and the embryo at the bottom. Width was defined as the remaining axis that is perpendicular to the seed crease. These measurements were used to calculate the volume of an ellipsoid as
where a is the radius and b and c are the axes of the ellipsoid. Seed weights obtained by the SSA were independently validated by two technicians that manually weighed each seed using the same scale (GH-200, A&D Company Limited).
A colorimeter (Model CR-400, Konica Minolta) was used to measure seed color for each genotype by bulking the two trays of 96 seeds for each genotype. The colorimeter was first calibrated using the included white standard panel and set to use a 2° view angle and a D65 illuminant. Each set of seeds was placed within a glass dish, ensuring that there were at least two layers of seeds throughout and no visible bottom. The colorimeter was then placed over the center of the petri dish and moved around the sample to collect a total of 100 color measurements. The colorimeter returned measurements in the L*a*b* color space format. The measurements were made by two different technicians on different days.
Statistical Analyses
To assess whether the raw SSA phenotypic data contained significant outliers, we initially fitted a mixed linear model for each of the eight seed traits in ASReml-R Version 3.0 (Gilmour et al., 2009) 
where Y ijk is the individual phenotypic observation; m is the grand mean; genotype i is the effect of the ith genotype; day j is the effect of the jth day of samples being run; (genotype × day) ij is the interaction effect between the ith genotype and jth day; tray(genotype) ki is the effect of the kth tray nested within the ith genotype; and e ijk is the residual error effect assumed to be independently and identically distributed according to a normal distribution with mean zero and variance s e 2 , that is ~ iid N(0,s e 2 ). The model terms genotype i , day j , and (genotype × day) ij were fitted as fixed effects, while tray(genotype) ki was modeled as a random effect according to ~ iid N(0,s 2 ). To detect significant outliers, Studentized deleted residuals (Neter et al., 1996) obtained from these mixed linear models were examined. Data transformations and unequal variance models were not needed because the assumptions of normality and homoscedasticity were met. Once significant outliers were removed, an iterative mixed linear model (Eq. [3]) fitting procedure was conducted in ASReml-R Version 3.0. Likelihood ratio tests were conducted to remove terms fitted as random effects that were not significant at a = 0.05 (Littell et al., 2006) . The final model for each trait was used to estimate a best linear unbiased estimator (BLUE) for each genotype on individual days and across all 6 d. Sequential tests of fixed effects were conducted, with degrees of freedom being calculated using the Kenward-Rogers approximation (Kenward and Roger, 1997) . The Kenward-Rogers approximation, which uses a scaled Wald statistic that involves an approximate covariance matrix to account for variability introduced due to estimation of variance components, adjusts the degrees of freedom used in tests of significance together with an F approximation of the sampling distribution for the scaled Wald statistic (Kenward and Roger, 1997) . The bias-adjusted degrees of freedom in the Kenward-Rogers approximation results in more conservative estimates of significance values associated with model terms.
The mixed linear model analysis of phenotypic data obtained by a handheld digital caliper and analytical balance was identical to that used for the SSA data, with the exception of having fitted the following model in ASReml-R Version 3.0:
where Y ijk is the individual phenotypic observation collected with the digital caliper or analytical balance; m is the grand mean; genotype i is the effect of the ith genotype; tech j is the effect of the jth technician who has taken measurements; (genotype × tech) ij is the interaction effect of the ith genotype with the jth technician; tray(genotype) ki is the effect of the kth tray nested within the ith genotype; and e ijk is the residual error effect assumed to be ~ iid N(0,s e 2 ). The model term genotype i was the only fixed effect, while all other terms were modeled as random effects according to ~ iid N(0,s 2 ). Data transformations and unequal variance models were not needed in this analysis. For each trait, a BLUE for each genotype was estimated with the final model fitted to an outlier-screened data set. The mixed linear model analysis of phenotypic data collected by a handheld colorimeter was also identical to that used for the SSA except for fitting the following model in ASReml-R Version 3.0:
where Y ij is an individual phenotypic observation with the colorimeter; m is the grand mean; genotype i is the effect of the ith genotype; tech j is the effect of the jth technician that has taken measurements; (genotype × tech) ij is the interaction effect between the ith genotype and jth technician, and e ij is the residual error effect assumed to be ~ iid N(0,s e 2 ). The model term genotype i was the only fixed effect, with all other terms modeled as random effects according to ~ iid N(0,s 2 ). For each trait, a BLUE for each genotype was estimated using the final model fitted to an outlierscreened data set, without a need for data transformations and unequal variance models.
We assessed the validity of phenotypic data collected by the SSA through comparisons with measurements manually obtained by a digital caliper, analytical balance, and colorimeter. The strength of a relationship between the same traits scored by two different methods was measured with Pearson's correlation coefficient (r p ) in R (R Core Team, 2017). Phenotypic data sets with outliers removed (i.e., prior to estimation of BLUEs) were used to calculate the correlation of daily single-seed measurements obtained by the SSA to those collected using the digital caliper and analytical balance. Given that single-seed measurements based on the digital caliper and analytical balance were taken independently by two different technicians, an average single-seed measurement value across technicians was used in pairwise comparisons with SSA measurements across genotypes for each of the 6 d.
To enable the comparison of seed color measurements between the SSA and colorimeter, the BLUEs for the three color traits (RGB) scored by the SSA were used to generate Commission Internationale de l'Eclairage L*a*b* (CIELAB) color space values for each genotype across the 6 d. The conversion from RGB to CIELAB color space values was performed through a web interface (http://colormine.org/convert/rgb-to-lab) that implemented the open source ColorMine library. Next, the resultant SSA-based CIELAB color values were tested for correlation (r p ) with those obtained on bulked seed samples by the colorimeter.
For each trait, repeatability (r) was estimated to provide a measure of technical performance of the SSA relative to manual measurements for individual seeds. In the context of this study, repeatability is the proportion of the variance in measurements taken by a single instrument on the same seed under the same conditions that is due to permanent, or non-localized, differences between oat genotypes (Falconer and Mackay, 1996; Piepho and Möhring, 2007) . To estimate the appropriate variance components, the final fitted model (Eq.
[3] or [4]) for each trait was reformulated so that all terms were modeled as random effects. For the traits measured by the SSA, variance components were then used to estimate r (Holland et al., 2003) : where  2 g s is the estimated genetic variance,  2 gtech s is the estimated variance associated with the effect of genotype nested within research technician,  2 gt s is the estimated variance associated with the effect of sampling tray nested within genotype, and  2 e s is the residual error variance. Standard errors for the repeatability estimates were approximated using the delta method (Holland et al., 2003; Lynch and Walsh, 1998) .
To assess how measurement repeatability impacted the number of phenotypic observations needed to be collected per seed, we calculated the gain in accuracy from a reduction in phenotypic variation measured as a percentage as more measurements were obtained for an individual seed. With the inclusion of repeatability estimates calculated in Eq.
[5], the following formula was used to derive the change in phenotypic variance as the number of measurements, n, was increased from 1 to 10 for each SSA trait (Falconer and Mackay, 1996) :
where V p(n) is the phenotypic variance for a number of measurements, n, for a trait, V p is the overall phenotypic variance based on a single measurement, and r is the trait repeatability. The number of different seeds that need to be measured per genotype by the SSA to reliably estimate seed trait parameters for an oat genotype, as determined by confidence intervals, was also calculated. With 10% of the trait mean as the defined amount of error, the following formula was used to determine seed sample size (Ott and Longnecker, 2010) :
where Z a/2 is the Z value associated with a confidence interval of either 90 or 95% (a = 0.10 or 0.05, respectively), s 2 is the variance for the trait, and E is the amount of acceptable error in the trait measurement, which was calculated as 10% of the estimated mean for each trait. To derive means and variances for a trait, an iterative sampling and modeling approach was used. First, for each trait, random sampling without replacement from the outlier-screened data set was conducted to generate sample sizes ranging from 2 to 20 measurements (n) per genotype. Within each subsampled data set, the following model was fitted to derive genotypic BLUEs for each trait within the n = 2 to 20 sample sizes:
where Y i is an individual phenotypic observation; m is the grand mean; genotype i is the fixed effect of the ith genotype; and e i is the residual error effect assumed to be ~ iid N(0,s e 2 ). The derived trait BLUEs for each genotype within the individual n sample sizes were used to estimate trait means and variances specific to that n-sized sample. Once all the trait means and variances for the n = 2 to 20 sample sizes were calculated, an overall, across-n sample size average was calculated for both the trait mean and variance.
These representative values were used in Eq.
[10] for determining the seed sample size for each trait.
Results
The SSA and manual (digital caliper and analytical balance) measurements of the individual oat seeds revealed highly significant (P < 0.0001) differences among the five genotypes for seed weight, length, width, height, and volume (Table 1) . With respect to the performance of the SSA across the 6 d on which seeds were measured, there was no effect of day on seed weight measurements, but there were significant differences among the days for length, width, height, and volume (P < 0.05-0.0001; Table 1 ; Fig. 1) . The interaction effect of genotype × day was only significant for volume (P < 0.01, excluding the seed color traits), indicating that the day-to-day variability did not influence the rank order of the genotypes ( Supplemental Table  S2 ). For the RGB color values extracted from the SSA-collected images, no significant differences among the five oat genotypes were detected, but the effects of day and genotype × day were both highly significant (P < 0.0001) for all three color value traits.
When comparing the trait BLUEs of seed weight, length, width, height, and volume for the five oat genotypes between the SSA and manual measurements (Table 2) , the estimates were not significantly different (two-sided t-test, P > 0.05). Additionally, the correlation (r p ) of daily SSA measurements to those obtained with the digital caliper and analytical balance ranged from 0.618 to 0.994, with an average r p of 0.886 across all days and traits (Table 3) . We observed an across-day, average correlation between seed weight and volume of 0.888 for the SSA and 0.986 for manual measurements (Fig. 2) . With the exception of weight and width, the weakest correlations (r p = 0.618-0.900) between the SSA and manual measurements were on the fifth day that seed samples were evaluated. Irrespective of this one anomalous day, estimated correlation coefficients were found to be consistent across days for these five traits. In contrast, the three CIELAB color values determined via the SSA and colorimeter were significantly different (two-sided t-test, P < 0.01) between the two methods (Table 4 ). However, strong positive correlations (r p = 0.742-0.915) were observed between color values based on the two measurement methods (Table 4 ).
The estimates of repeatability (r) on an individual seed basis for weight, height, length, width, and volume measured by the SSA ranged from 0.151 to 0.299, whereas for manual measurements repeatability estimates for an individual seed ranged from 0.147 to 0.377 for the same five traits ( Table 2 ). The repeatability estimates for these five traits were not significantly different (paired t-test, P > 0.05) between the SSA and manual methods. Neither the SSA nor the manual methods consistently had the highest repeatability. The SSA measurements exhibited higher repeatability for weight and height; however, manual measurements for seed length, volume, and width had higher repeatability estimates. Conversely, Fig. 1 . Boxplots of five oat seed traits measured by the single-seed analyzer (SSA) across 6 d. the RGB color values had the lowest repeatability estimates (mean r of 0.029) of any measured trait (Table 2) . On average, the repeatability for the three color value traits was nearly six-to sevenfold lower than those obtained for the other five non-color traits by the SSA (mean r of 0.230) and manual (mean r of 0.263) individual seed phenotyping methods. The repeatability estimates for the SSA-measured traits ( Table 2) were used to calculate the gain in accuracy expected from a reduction in the phenotypic variance by multiple measurements on an individual seed. The gain in accuracy expected from multiple measurements (n = 1-10) of each seed was highest for the traits with the lowest repeatability and lowest for traits with the highest repeatability (Fig. 3) , congruent with expectations. Of the eight SSA-measured traits, the RGB color value traits would benefit the most from multiple measurements. Additionally, there was an observed concomitant decrease in accuracy gains as the number of measurements increased. Generally, the results suggested that two to three measurements per seed by the SSA provided the best balance between gain in accuracy and resource expenditure (Fig. 3) , as there was only a minimal reduction in the phenotypic variance with four or more measurements for an individual seed.
In a sampling analysis focused on the accuracy in estimation of morphological parameters, we calculated the number of different seeds per genotype that needed to be measured by the SSA to estimate a mean value with an assumed error rate of 10% for the more repeatable non-seed-color traits. The results of this analysis showed that an estimated sample size of only one seed was required for seed height, width, and length, while weight and volume had estimated sample sizes of seven and eight seeds, respectively, to allow for estimation of trait values such that the 90% confidence interval was equal to 10% of the trait mean (Table 5) . When considering a confidence interval of 95%, the number of estimated seeds that needed to be measured for these five traits increased by one seed for length and three seeds each for weight and volume, whereas no additional seeds were required for the measurements of width and height.
Discussion
The quantification of phenotypic trait variation on large numbers of genetically distinct individuals continues to require a considerable investment of both time and financial resources for plant breeding programs (Araus and Cairns, 2014; Furbank and Tester, 2011; Pauli et al., 2016b; White et al., 2012) . To address this challenge, there have been significant efforts focused on the development, testing, and validation of plant phenotyping systems for both greenhouse and field environments (Andrade-Sanchez et al., 2014; Deery et al., 2014; Jiang et al., 2018; Minervini et al., 2017) . These phenotyping advancements have shifted the emphasis toward the use of validated systems for comprehensively assessing plant morphological and physiological traits across varying spatiotemporal scales (Fahlgren et al., 2015; Honsdorf et al., 2014; Pauli et al., 2016a) . Often of less focus relative to agronomically and economically important phenotypes evaluated under field conditions, such as grain and biomass yield, are measurement of traits on a single-seed basis . These traits, which have consistently been shown to have a direct relationship with end-product quality (Melchinger et al., 2018; Montilla-Bascón et al., 2017; Rolletschek et al., 2015; Spielbauer et al., 2009) , would significantly benefit from having a low-cost, easy-to-operate seed Table 3 . Pearson's correlation coefficients (r p ) generated from evaluating the linear relationship of single-seed analyzer (SSA) measured oat seed traits with the same traits measured by a digital caliper and analytical balance across 6 d. All correlations were significant at a = 0.05. phenotyping system amenable to laboratory settings. To that end, we developed and tested a novel computational image analysis pipeline combined with a SSA machine that enables the accurate measurement of individual oat seed characteristics in a cost-effective and high-throughput manner.
The SSA machine and cameras, which cost an estimated US$20,000, in combination with the implementation of image analysis methods based on open source software, allowed the detection of significant differences in individual seed weight, length, width, height, and volume parameters among the five oat genotypes evaluated. The estimates of these seed properties were highly concordant with those measured manually using a handheld digital caliper. Conversely, the more subtle variation in seed color across the five oat genotypes was not significantly (P < 0.05) differentiated by any of Fig. 3 . Gain in accuracy from multiple phenotypic measurements of an individual seed with the single-seed analyzer (SSA). Table 4 . Best linear unbiased estimators (BLUEs) for oat L*a*b* color space seed traits measured using the single-seed analyzer (SSA) and colorimeter, as well as Pearson's correlation coefficients (r p ) from evaluating the linear relationship of these same traits between the two measurement methods. All correlations were significant at a = 0.10. the RGB color values extracted from images collected by the SSA. This is partly explained by the strong effects of day and its interaction with genotype, which had considerably less of an influence on the other four image-based phenotypes (length, width, height, and volume) . With the exception of seed weight, the day and genotype × day effects are probably the product of uncontrolled fluctuations in ambient overhead lighting conditions that occurred throughout the times of phenotyping. This environmental variation would have directly impacted the collected imagery through either unequal shadow effects for seed morphometric properties or inconsistent color intensity due to differences in absorbed and reflected electromagnetic radiation. An enclosure could be added to the imaging station to eliminate all outside ambient light. Regardless of the exact mechanism responsible, the resulting variation resulted in weaker statistical power to discriminate seed dimensional properties and color differences among the genotypes investigated. The correlations between SSA and manual measurements were very strong (r p = 0.618-0.994) for seed weight, length, width, and volume, demonstrating the technical accuracy and precision of the machine for these traits. Slightly weaker correlations for height reflects the greater difficulty in obtaining reliable focus and color contrast for side profile images due to the tradeoff of prioritizing the quality of top images that provide two seed dimensions. If the camera software had allowed separate imaging parameters for both top and side cameras, then this would probably have enabled the realization of stronger correlations for seed height through more accurate data. With respect to the weaker correlations for seed length, height, and volume observed on Day 5, this could be plausibly explained by the SSA technician unknowingly disturbing the calibrated position of the cameras while attempting to manipulate a stray seed on the imaging platform. The CIELAB color values based on the SSA strongly correlated with those of bulked seed measured by a colorimeter; however, the color values were significantly different between the two methods. This difference is attributable in part to the narrow dynamic color range of the camera, which limited the capture of color data for extremely bright or dark areas of the seed.
The estimates of repeatability on an individual seed basis for the SSA were not statistically different from those of the manual measurements for seed weight, length, width, height, and volume. Such a finding indicates that the reliability of the manual and SSA phenotyping methods are statistically equivalent, suggesting that the SSA is suitable for rapid, accurate phenotyping of physical attributes that influence milling yield and test weight (Doehlert et al., 2006; Groh et al., 2001) . In stark contrast, the six-to sevenfold lower repeatability estimates of the RGB color values strongly imply that a restrictively high number of multiple measurements on a single seed are needed to generate reproducible measurements of seed color using the SSA. Breeding efforts based on groat color have been previously proposed (Johnson et al., 1997) because of both consumer preference and the availability of variation. However, the SSA would need to obtain more highly reproducible color measurements to implement such an approach.
Although our developed seed phenotyping platform is not novel with respect to the task of phenotyping seed per se Melchinger et al., 2018) , it does offer a lower cost, less complex solution. Jahnke et al. (2016) used a sophisticated robotic arm that, while able to collect very accurate data, was limited in its ability to handle hundreds of samples typically found in a breeding program. In contrast, the SSA is a low-cost solution that collects data nearly as accurate as revealed by the correlation between seed volume and weight, with a data collection rate almost threefold faster than our manual measurement methods. Jahnke et al. (2016) obtained correlation values of 0.99 between volume and mass for rapeseed (Brassica napus L.) using only three seeds of a single cultivar. In contrast, we obtained an across-day average correlation of 0.888 (Fig. 2 ) using five cultivars with significantly different seed dimensions, thus demonstrating the utility of the SSA system. Additionally, the correlation value improved to 0.920 when Day 5 was removed, providing a more representative estimation of the instrument's performance and approaching the 0.986 correlation value obtained with the handheld caliper.
There are several needed modifications to the SSA system for further improving the image-based phenotyping of individual seeds, with higher quality cameras being the most important. Image data quality could be improved through the use of cameras with both individual settings for color as well as exposure and higher resolution to increase the number of pixels per image that are associated with seeds. An increase in camera resolution would help to resolve difficulties in defining the edge of a seed, thus reducing measurement errors attributed to the miss-assignment of background pixels to a seed. Cameras with better autofocusing capabilities would enhance seed edge detection by allowing reliable autofocus on the exact seed midline position, thereby replacing a less than ideal practice of having a fixed focus setting throughout an entire SSA run. The most important attribute to be improved on is using a larger and higher bit depth camera sensor that will obtain better color accuracy in the imagery. Color accuracy will not only improve the direct color measurements but will also improve the ability of the CART model to segment seed from background using these higher quality color values. The cameras and lighting equipment used in our study consisted of <1% of the total estimated cost of the SSA. We estimate these suggested improvements to the cameras to increase the cost of the SSA by 5% minimally, and up to 35% using professional-grade cameras.
In combination with an improved camera, an additional lowcost improvement that could be implemented easily would be to replace the existing matte black paper background with a different color that does not occur on the seeds. This would mitigate the problems associated with the darkest colors of the seed color gradient matching values on the matte black background, an issue which can increase the difficulty for training the CART model, especially around the edges of the seed. An issue that occurred for about 8% of all the image sets ( Supplemental Table S1 ) was that the compressed air ejector moved seeds to the far edge of or beyond the image frame, which was found to be more problematic for the two oat genotypes with lighter seed weight, Hidalgo and Corral (Table 2) . This issue could be addressed through automated adjustment based on a digitally controlled regulator that provides a calculated air pressure burst according to the measured weight of each seed. These technical modifications in addition to those listed above would result in higher quality image data, which could be confirmed with comparisons to the manual measurements through correlation analyses, allowing the SSA to achieve even higher precision and accuracy. Critical to the use of an instrument in a breeding program is evaluating the amount and quality of data generated vs. the resources spent to obtain those data. To assess this balance for the SSA, we estimated both the number of times a single seed should be measured to achieve a target level of repeatability for each of the seed traits and the number of different seeds that should be sampled per genotype to estimate phenotypic values with a specified level of confidence. With each run of the SSA taking approximately 1.25 h for a set of four 48-well seed plates, the SSA can deliver an average reduction of about 38 and 51% in measurement error by measuring the seeds two and three additional times, respectively, for seed weight, length, width, height, and volume (Fig. 3 ). This represents a significant gain in data quality, on which critical breeding decisions will be based, for minimal resource expenditure. Given that a maximum of seven to eight seeds sufficiently captures the variance for these five traits, dividing a 48-well plate across six different genotypes would be the most efficient experimental design. Thus, our recommendation is to randomly sample eight seeds from each seed packet (or plot) and run each 48-well plate twice for measurement on the SSA. This is made possible because the SSA places each measured seed in the corresponding well of the plate after measurement. Because the SSA maintains the identity of each seed measured, the breeder can select individual seeds that have the desired quality, size, and color for further use in the breeding program. This can be especially valuable for selecting seeds in segregating populations.
Conclusions
The low-cost hardware of the SSA machine combined with open-source image analysis software enabled the simultaneous, rapid measurement of multiple traits on individual seeds. The results obtained in our study demonstrate that the SSA system reliably determines the weight, length, width, height, and volume of single oat seeds with equal accuracy as manual measurements. When combined with NIR technology for b-glucans, protein, and oil content (Montilla-Bascón et al., 2017) , the validated imaging capabilities of the SSA system provide an affordable solution for comprehensively measuring the morphology of seeds from thousands of oat genotypes. Such capacity for high-throughput quantitative measurements would help accelerate breeding efforts to improve the yield and quality of oat. The overall adaptability of the SSA to other small grain and larger seed crops is achievable because the NIR light tube assembly (Supplemental Fig. S2 ) works well for soybean [Glycine max (L.) Merr.] and maize (Armstrong, 2006) , although different image analysis algorithms would need to be implemented or developed to extract the desired phenotypic information from each seed type.
