Abstract. Let G be a group, and let S be a finite subset of G that generates G as a monoid. The co-word problem is the collection of words in the free monoid S * that represent non-trivial elements of G.
Introduction
Let G be a group, and let S be a finite subset that generates G as a monoid. The word problem of G with respect to S, denoted WP S (G), is the collection of all positive words w in S such that w represents the identity in G; the co-word problem of G with respect to S, denoted CoWP S (G), is the set of all positive words that represent non-trivial elements of G. In this point of view, both the word and the co-word problem of G are formal languages, which suggests the question of placing these problems within the Chomsky hierarchy of languages.
Anisimov [1] proved that WP S (G) is a regular language if and only if G is finite. A celebrated theorem of Muller and Schupp [8] says that a finitely generated group G has context-free word problem if and only if it is virtually free. (A language is context-free if it is recognized by a pushdown automaton.) In this case, as noted in [5] , the word problem is actually a deterministic context-free language. Shapiro [12] described sufficient conditions for a group to have a context-sensitive word problem.
Since the classes of regular, deterministic context-free, and context-sensitive languages are all closed under taking complements, it is of no additional interest to study groups with regular, deterministic context-free, or context-sensitive co-word problems, since the classes of groups in question do not change. The (non-deterministic) context-free languages are not closed under taking complements, however, so groups with context-free co-word problem are not (a priori, at least) the same as groups with context-free word problem.
D.FARLEY
Holt, Rees, Röver, and Thomas [5] introduced the class of groups with context-free coword problem, denoted coCF . They proved that all finitely generated virtually free groups are coCF, and that the class of coCF groups is closed under taking finite direct products, passage to finitely generated subgroups, passage to finite index overgroups, and taking restricted wreath products with virtually free top group. They proved negative results as well: for instance, the Baumslag-Solitar groups BS(m, n) are not coCF if |m| = |n|, and polycyclic groups are not coCF unless they are virtually abelian. They conjectured that coCF groups are not closed under the operation of taking free products, and indeed specifically conjectured that Z * Z 2 is not a coCF group.
Lehnert and Schweitzer [7] later showed that the Thompson group V is coCF . Since V seems to contain many types of subgroups (among them all finite groups, all countable free groups, and all countably generated free abelian groups), this raised the possibility of showing that Z * Z 2 is coCF by embedding the latter group into V . Bleak and SalazarDíaz [3] , motivated at least in part by these considerations, proved that Z * Z 2 does not embed in V (leaving the conjecture from [5] open), and also established the existence of many embeddings into V . The basic effect of their embedding theorems is to show that the class V of finitely generated subgroups of Thompson's group V is closed under the same operations as those from [5] , as listed above.
The similarity between the classes V and coCF seems to have led to the following conjecture: Conjecture 1.1. The classes V and coCF are the same; i.e., Thompson's group V is a universal coCF group.
Lehnert had conjectured in his thesis that a certain closely related group Q of quasiautomorphisms of the infinite binary tree is a universal coCF group. Bleak, Matucci, and Neuhöffer [2] established the existence of embeddings from Q to V and from V to Q. As a result, Lehnert's conjecture is equivalent Conjecture 1.1. We refer the reader to the excellent introductions of [2] and [3] for a more extensive discussion of these and related questions.
Here we show that many groups defined by finite similarity structures are contained in coCF . The precise statement is as follows.
Main Theorem. Let X be a compact ultrametric space endowed with a finite similarity structure Sim X . Assume that there are only finitely many Sim X -classes of balls.
For any finitely generated subgroup G of Γ(Sim X ) and finite subset S of G that generates G as a monoid, the co-word problem CoWP S (G) = {w ∈ S * | w = 1 G } is a context-free language.
The groups defined by finite similarity structures (or FSS groups) were first studied by Hughes [6] , who showed that all FSS groups act properly on CAT(0) cubical complexes and (therefore) have the Haagerup property. Farley and Hughes [4] proved that a class of FSS groups have type F ∞ . All of the latter groups satisfy the hypotheses of the main theorem, so all are also coCF groups. (We note that the main theorem also covers V as a special case.)
The class of FSS groups is not well-understood, but we can specify a certain subclass that shows promise as a source of counterexamples to Conjecture 1.1. These are the Nekrashevych-Röver examples from [4] and [6] . The results of [4] show that most of these examples are not isomorphic to V (nor to the n-ary versions of V ), and it is not difficult to show that they do not contain V as a subgroup of finite index. It seems to be unknown whether there are any embeddings of these groups into V . Our main theorem therefore leaves Conjecture 1.1 open.
(Note that the Nekrashevych-Röver examples considered in [4] and [6] are not as general as the classes of groups from [11] and [9] ; the finiteness of the similarity structures proves to be a somewhat restrictive hypothesis.)
The proof of the main theorem closely follows the work of Lehnert and Schweitzer [7] . We identify two main ingredients of their proof:
(1) All of the groups satisfying the hypothesis of the main theorem admit test partitions (Definition 3.1). That is, there is a finite partition of the compact ultrametric space X into balls, such that every non-trivial word in the generators of G has a cyclic shift that moves at least one of the balls off of itself, and (2) for each pair of distinct balls (B 1 , B 2 ), where B 1 and B 2 are from the test partition, there is a "(B 1 , B 2 )-witness automaton", which is a pushdown automaton that can witness an element g ∈ G moving part of B 1 into B 2 . The main theorem follows very easily from (1) and (2) . The proofs that (1) and (2) hold are complicated somewhat by the generality of our assumptions, but are already implicit in [7] . Most of the work goes into building the witness automata. We describe a stack language L that the witness automata use to describe, store, and manipulate metric balls in X. One slight novelty (not present or necessary in [7] ) is that the witness automata write functions from the similarity structure on their stacks and make partial computations using these functions.
We briefly describe the structure of the paper. Section 2 contains a summary of the relevant background, including string rewriting systems, pushdown automata, FSS groups, and standing assumptions. Section 3 contains a proof that the groups G admit test partitions, as described above. Section 4 describes the stack language for the witness automata, and Section 5 gives the construction of the witness automata. Section 6 collects the ingredients of the previous sections into a proof of the main theorem.
2. Background 2.1. String Rewriting Systems. Definition 2.1. A rewrite system is a directed graph Γ. We write a → b if a and b are vertices of Γ and there is a directed edge from a to b. We write a→b if there is a directed path from a to b. The rewrite system Γ is called locally confluent if whenever a → b and a → c, there is some d ∈ Γ 0 such that c→d and b→d. The rewrite system is confluent if whenever a→b and a→c, there is some d ∈ Γ 0 such that c→d and b→d. The rewrite system Γ is terminating if there is no infinite directed path in Γ. If a rewrite system is both terminating and confluent, then we say that it is complete. A vertex of Γ is called reduced if it is not the initial vertex of any directed edge in Γ. We define a string rewriting system as follows: The vertices are words from L. For u, v ∈ L, there is a directed edge u → v whenever there are words u ′ , u ′′ such that u = u ′ w 1 u ′′ and v = u ′ w 2 u ′′ , for some w 1 → w 2 ∈ R.
2.2. Pushdown Automata. Definition 2.5. Let S and Σ be finite sets. The set S is the input alphabet and Σ is the stack alphabet. The stack alphabet contains a special symbol, #, called the initial stack symbol.
A (generalized) pushdown automaton (or PDA) over S and Σ is a finite labelled directed graph Γ endowed with an initial state v 0 ∈ Γ 0 and a (possibly empty) collection of terminal states T ⊆ Γ 0 . Each directed edge is labelled by a triple (s, w ′ , w ′′ ) ∈ (S ∪ {ǫ}) × Σ * × Σ * , where ǫ denotes an empty string.
Each PDA accepts languages either by terminal state, or by empty stack, and this information must be specified as part of the automaton's definition. See Definition 2.7. Definition 2.6. Let Γ be a pushdown automaton. We describe a class of directed paths in Γ, called the valid paths, by induction on length. The path of length 0 starting at the initial vertex v 0 ∈ Γ 0 is valid; its stack value is # ∈ Σ * . Let e 1 . . . e n (n ≥ 0) be a valid path in Γ, where e 1 is the edge that is crossed first. Let e n+1 be an edge whose initial vertex is the terminal vertex of e n ; we suppose that the label of e n+1 is (s, w ′ , w ′′ ). The path e 1 e 2 . . . e n e n+1 is also valid, provided that the stack value of e 1 . . . e n has w ′ as a prefix; that is, if the stack value of e 1 . . . e n has the form w ′ŵ ∈ Σ * . The stack value of e 1 . . . e n+1 is then w ′′ŵ . We let val(p) denote the stack value of a valid path p.
The label of a valid path e 1 . . . e n is s n . . . s 1 , where s i is the first coordinate of the label for e i (an element of S, or the empty string). The label of a valid path p will be denoted ℓ(p).
for some valid path p with val(p) = ǫ}, if Γ accepts by empty stack, or (2) L Γ = {w ∈ S * | w = ℓ(p) for some valid path p whose terminal vertex is in T }, if Γ accepts by terminal state.
Remark 2.9. The class of languages that are accepted by empty stack (in the above sense) is the same as the class of languages that are accepted by terminal state. That is, given an automaton Γ ′ that accepts a language L by empty stack, there is another automaton Γ ′′ that accepts L by terminal state (and conversely).
Remark 2.10. All of the automata considered in this paper will accept by empty stack. The functioning of an automaton Γ can be described in plain language as follows. We begin with a word s n . . . s 1 ∈ S * written on an input tape, and the word # ∈ Σ * written on the memory tape (or stack). We imagine the stack as a sequence of boxes extending indefinitely to our left, all empty except for the rightmost one, which has # written in it. Our automaton reads the input tape from right to left. It can read and write on the stack only from the left (i.e., from the leftmost nonempty box). Beginning in the initial state v 0 ∈ Γ 0 , it can follow any directed edge e it chooses, provided that it meets the proper prerequisites: if the label of e is (s, w ′ , w ′′ ), then s must be the rightmost remaining symbol on the input tape, and the word w ′ ∈ Σ * must be a prefix of the word written on the stack. If these conditions are met, then it can cross the edge e into the next state, simultaneously erasing the letter s from the input tape, erasing w ′ from the left end of the stack, and then writing w ′′ on the left end of the stack. The original input word is accepted if the automaton can reach a state with nothing left on its input tape, and nothing on its stack (not even the symbol #).
We note that a label such as (ǫ, ǫ, w ′′ ) describes an empty set of prerequisites. Such an arrow may always be crossed, without reading the input tape or the stack, no matter whether one or the other is empty.
2.3. Review of ultrametric spaces and finite similarity structures. We now give a quick review (without proofs) of finite similarity structures on compact ultrametric spaces, as defined in [6] . Most of this subsection is taken from [4] .
for all x, y, z ∈ X.
Lemma 2.12. Let X be an ultrametric space.
( 
(4) If X is compact and x is not an isolated point, then each open ball N ǫ (x) is partitioned by its maximal proper open subballs, which are finite in number.
Convention 2.13. Throughout this paper, "ball" will always mean "open ball".
Definition 2.14. Let f : X → Y be a function between metric spaces. We say that f is a similarity if there is a constant
Definition 2.15. A finite similarity structure for X is a function Sim X that assigns to each ordered pair B 1 , B 2 of balls in X a (possibly empty) set Sim X (B 1 , B 2 ) of surjective similarities B 1 → B 2 such that whenever B 1 , B 2 , B 3 are balls in X, the following properties hold:
Definition 2.16. A homeomorphism h : X → X is locally determined by Sim X provided that for every x ∈ X, there exists a ball B ′ in X such that x ∈ B ′ , h(B ′ ) is a ball in X, and h|B ′ ∈ Sim(B ′ , h(B ′ )).
Definition 2.17. The finite similarity structure (FSS ) group Γ(Sim X ) is the set of all homeomorphisms h : X → X such that h is locally determined by Sim X .
Remark 2.18. The fact that Γ(Sim X ) is a group under composition is due to Hughes [6] .
Definition 2.19. ( [6] , Definition 3.6) If γ ∈ Γ(Sim X ), then we can choose a partition of X by balls B such that, for each B, γ(B) is a ball and γ |B ∈ Sim X (B, γ(B)). Each element of this partition is called a region for g.
Standing Assumptions.
In this section, we set conventions that hold for the rest of the paper.
Definition 2.20. We say that two balls B 1 and B 2 are in the same Sim X -class if the set Sim X (B 1 , B 2 ) is non-empty.
Convention 2.21. We assume that X is a compact ultrametric space with finite similarity structure Sim X . We assume that there are only finitely many Sim X -classes of balls, represented byB 1 , . . . ,B k . We let [B] denote the Sim X -class of a ball B, and let X =B 1 .
Each ball B ⊆ X is related to exactly one of theB i . We choose (and fix) an element f B ∈ Sim X (B i , B). We choose fB
Each ballB i has a finite collection of maximal proper subballs, denoted
This numbering (of the ballsB i and their maximal proper subballs) is fixed throughout the rest of the argument. We let ℓ = max{ℓ 1 , . . . , ℓ k }.
We will for the most part freely recycle the subscripts k and ℓ. However, for the reader's convenience, we note ahead of time that we will use k and ℓ with the above meaning in Definitions 4.1, 4.7, 4.9, and 5.1. Convention 2.22. We will let G denote a finitely generated subgroup of Γ(Sim X ) (see Definition 2.17). We choose a finite set S ⊆ G that generates G as a monoid, i.e., each element g ∈ G can be expressed in the form g = s 1 . . . s n , where s i ∈ S, n ≥ 0, and only positive powers of the s i are used. We choose (and fix) regions for each s ∈ S.
Test Partitions
Definition 3.1. Let P be a finite partition of X. We say that P is a test partition if, for any word s 1 . . . s n in the generators S, whenever s j . . . s n s 1 . . . s j−1 (P ) = P, for all j ∈ {1, . . . , n} and P ∈ P, then s 1 . . . s n = 1 G . Proof. This follows easily from Lemma 2.12(1). Definition 3.3. Let ǫ 1 > 0 be chosen so that
We let P big = {N ǫ 1 (x) | x ∈ X}. This is the big partition.
Note that, for each s ∈ S and P ∈ P big , P is contained in a unique region of s. Proof. For each nontrivial γ ∈ Γ, there is x γ ∈ X such that γ(x γ ) = x γ . We choose ǫ γ > 0 satisfying
Definition 3.5. Write P big = {B 1 , . . . , B ℓ }. For each B i (i ∈ {1, . . . , ℓ}), we can choosê ǫ i to meet the conditions satisfied by ǫ in the previous lemma, for Γ = Sim X (B i , B i ). Let ǫ 2 = min{ǫ 1 , . . . ,ǫ ℓ }. Let P small = {N ǫ 2 (x) | x ∈ X}. This is the small partition. Proposition 3.6. The small partition P small is a test partition. Proof. Let s 1 . . . s n be a word in the generators S; we assume s 1 . . . s n = 1. We suppose, for a contradiction, that for all P ∈ P small , s j . . . s n s 1 . . . s j−1 (P ) = P, for all j ∈ {1, . . . , n}. Since s 1 . . . s n = 1, we can find x ∈ X such that s 1 . . . s n (x) = x. (1) s j . . . s n (B) lies in a region of s j−1 , for j = 2, . . . , n + 1, and (2) s j . . . s n (B) ∈ P big for at least one j ∈ {1, . . . , n}.
Proof. We first prove that, for any x ∈ X, there is a ball neighborhood B of x satisfying (1). We choose and fix x ∈ X. Consider the elements s 1 , s 2 , . . . , s n ∈ G. We first observe that there is a constant C ≥ 1 such that if any ball B ′ lies inside a region for s j (for any j ∈ {1, . . . , n}), then s j stretches B ′ by a factor of no more than C. Next, observe that there is a constant D such that any ball of diameter less than or equal to D lies inside of a region for s j , for all j ∈ {1, . . . , n}. It follows easily that any ball of diameter less than D/C n−1 satisfies (1); we can clearly choose some such ball, B 1 to be a neighborhood of x. We note that if a ball satisfies (1), then so does every subball.
Let
be the collection of all balls containing B 1 . (Thus, each B i is a maximal proper subball inside B i+1 , for i = 1, . . . , m − 1.) There is a maximal ball B α , α ∈ {1, . . . , m}, such that B α satisfies (1). If α = m, then the entire composition s 1 . . . s n ∈ Sim X (X, X). We then take P ∈ P big such that s 1 . . . s n (x) ∈ P . The required B is (s 1 . . . s n ) −1 (P ). Now assume that α < m. There is some j ∈ {1, . . . , n} such that s j+1 . . . s n (B α+1 ) is a ball and (s j+1 . . . s n ) |B α+1 ∈ Sim X (B α+1 s j+1 . . . s n (B α+1 ), but (s j+1 . . . s n )(B α+1 ) properly contains a region for s j ; letB 1 , . . . ,B β be the regions of s j that are contained in (s j+1 . . . s n )(B α+1 ). We must haveB δ ⊆ (s j+1 . . . s n )(B α ) for some δ (by maximality of (s j+1 . . . s n )(B α ) in (s j+1 . . . s n )(B α+1 )); the reverse containment (s j+1 . . . s n )(B α ) ⊆B δ follows, since (s j+1 . . . s n )(B α ) is contained in a region for s j by our assumptions. Now note thatB δ is partitioned by elements of P big ; there is some P ⊆B δ such that s j+1 . . . s n (x) ∈ P . We have that the map s j+1 . . . s n : B α →B δ is a map from the similarity structure. The required ball B is (s j+1 . . . s n ) −1 (P ).
Apply the sub lemma to x: there is B (an open ball) with the given properties. Let j be such that (s j . . . s n ) |B ∈ Sim X (B, s j . . . s n (B)), where s j . . . s n (B) ∈ P big .
Since s j . . . s n (B) is invariant under every cyclic permutation of s 1 . . . s n by our assumption, s j . . . s n s 1 . . . s j−1 (s j . . . s n (B)) = s j . . . s n (B), so s 1 . . . s n (B) = B.
Our assumptions imply that (s j . . . s n ) |B : B → s j . . . s n (B) = P and (s 1 . . . s j−1 ) |P : P → B are both in Sim X , and both are bijections.
Consider (s j . . . s n s 1 . . . s j−1 ) |P ∈ Sim X (P, P ). It must be that (s j . . . s n s 1 . . . s j−1 ) P = 1 P ; if (s j . . . s n s 1 . . . s j−1 ) P = 1, then s j . . . s n s 1 . . . s j−1 (s j . . . s n )(x) = s j . . . s n (x), which implies that s 1 . . . s n (x) = x, a contradiction. Now, since (s j . . . s n s 1 . . . s j−1 ) P = 1 P , it moves some element of P small .
A language for Sim X
In this section, we introduce languages L red and L. The language L will serve as the stack language for the witness automata of Section 5. The language L red consists of the reduced elements of L; it is useful because there is a one-to-one correspondence between elements of L red and metric balls in X.
The languages L red and L.
Definition 4.1. We define a language L red as follows. The alphabet Σ for L red consists of the symbols:
(1) #, the initial stack symbol; (2) A 1,∅ ; (3) A i,n , i ∈ {1, . . . , k}, n ∈ {1, . . . , ℓ}.
(We refer the reader to Convention 2.21 for the meanings of k and ℓ.) The language L red consists of all words of the form 
where each w j (j ∈ {0, 1, . . . , m}) is a word in the symbols {[f ] | f ∈ Sim X (B i j ,B i j )}, and some or all of the w j might be empty. 
where
Definition 4.4. Let w, w ′ ∈ L. We say that w ′ is a prefix of w if w ′ with the initial stack symbol # omitted is a prefix of w in the usual sense; that is w = w ′ u, for some string u ∈ Σ * .
proper prefix of w ∈ L red if and only if E(w) is a proper subball of E(w ′ ), and w ′ is a maximal proper prefix of w if and only if E(w) is a maximal proper subball of E(w ′ ).
Proof. We first prove surjectivity. Let B be a ball in X. We let 
the ballsB i j and the maps f B j are the ones given in Convention 2.21; the unlabeled arrows are inclusions. Note, in particular, that the maps f B j are bijections taken from the Sim Xstructure, and that f X is the identity map. If we follow the arrows fromB i j toB i j−1 , the corresponding composition is a member of Sim X that carries the ballB i j to a maximal proper subball ofB i j−1 . Supposing that the number of the latter maximal proper subball is n j (see Convention 2.21), we obtain a diagram
where I j = fB i j−1 n j , for j = 1, . . . , m. This diagram commutes "up to images": that is, if we start at a given node in the diagram, then the image of that first node in any other node is independent of path. (The diagram is not guaranteed to commute in the usual sense.) Set w = A 1,∅ A i 1 ,n 1 . . . A im,nm . We note that
where the first equality is the definition of E(w), the second follows since f X = id X , the third follows from the commutativity of the diagram up to images, and the fourth follows from surjectivity of f Bm . This proves that E : L red → B X is surjective. Before proving injectivity of E, we note that, for a given
and associated
each of the functions fB i s−1 ns :B is →B i s−1 ns maps its domain onto a proper subball of its codomain. As a result, a word w ′ is a proper prefix of w if and only if E(w) is a proper subball of E(w ′ ), and w ′ is a maximal proper prefix of w if and only if E(w) is a maximal proper subball of E(w ′ ). Suppose now that E(w 1 ) = E(w 2 ), for some w 1 , w 2 ∈ L red , w 1 = w 2 . By the above discussion, we can assume that neither w 1 nor w 2 is a prefix of the other. Let w 3 be the largest common prefix of w 1 and w 2 . Let E(w 3 ) = B. Since w 1 = w 3 w ′ and w 2 = w 3 w ′′ for non-trivial strings w ′ and w ′′ with different initial symbols, E(w 1 ) and E(w 2 ) are disjoint proper subballs of E(w 3 ). Definition 4.6. Let B be a ball in X. The address of B is the inverse image of B under the evaluation map E : L red → B X , but with the initial stack symbol omitted. We write addr(B).
4.2.
A string rewriting system based on L. In this subsection, we describe a string rewriting system with underlying vertex set L. The witness automata of Section 5 will use this rewrite system to perform partial calculations in Sim X on their stacks. Sim X (B 1 , B 2 ). (We recall that k is the number of Sim X -classes of balls in X; see Convention 2.21.) The union is over all pairs of balls
, where f ∈ Sim X (B j ,B j ) for some j ∈ {1, . . . , k}, then f is the standard representative of h, and [f ] is the standard form for [h].
Remark 4.8. If f ∈ Sim X (B j ,B j ) for some j ∈ {1, . . . , k}, then we sometimes confuse [f ] with f itself; this is justified by our choices in Convention 2.21. Definition 4.9. Define a string rewriting system (L, →) as follows. The vertices are elements of the language L. There are four families of rewriting rules:
(
Remark 4.10. We note that the total number of the above rules is finite, since there are only finitely many Sim X -classes of balls. 
It therefore suffices to demonstrate that the maps [(f 
where the vertical arrows are the canonical identifications from Convention 2.21 (e.g., the first vertical arrow is fB i s−1 ns
). It now follows that (L, →) is locally confluent and terminating.
We now prove that E is constant on the equivalence classes modulo →. It is clear that applications of rules (2)- (4) do not change the value of E; we check that (1) also does not change the value of E. Suppose we are giveñ , for some α ∈ {1, . . . , m}. We note that the map I α corresponds to the substring w α−1 A iαnα of w. We may assume that w α−1 has length 1 (after applying rewriting rules of the form (2) • [f |B i α−1 nα ], so we must show that I ′ α = I α . We consider the commutative diagram
where the leftmost horizontal arrows are the canonical identifications of Convention 2.21 and the rightmost horizontal arrows are inclusions. If we follow the arrows in this rectangle from the upper left corner, down the left side, and across the bottom, the resulting map is I ′ α ; if we follow the arrows along the top and right side, the resulting map is I α . This proves that I ′ α = I α , as required.
4.3.
The Action of Sim X on L.
Definition 4.12. Let f ∈ Sim X (B ′ , B ′′ ), where B ′ , B ′′ are arbitrary balls in X. Suppose that addr(B ′ ) =ŵ and addr(B ′′ ) =w, wherê
Using the fact that E is constant on equivalence classes modulo →, and the fact that E(φ f (w)) = f (E(w)) for reduced words w, we see that (1) Two types of directed edges lead away from L. The first type is a loop at L having the label (ǫ, ǫ, A i,n ) (i and n range over all possibilities: i ∈ {1, . . . , k} and n ∈ {1, . . . , ℓ}, where k and ℓ are as in Convention 2.21.) There is just one edge of the second type: it leads to the ready state R. Its label is (ǫ, ǫ, addr(B 1 )). (2) Let s ∈ S, and let B be a region for s. By definition, s |B = f , for some f ∈ Sim X (B, f (B)). We create a directed edge from R to C with the label
there is one such edge for each s ∈ S and region B for s. (3) The cleaning state C is the initial vertex for three kinds of edges. First, we note that there is obviously a uniform bound K on the lengths of the words in {addr(B)}, where the addr(B) are the middle coordinates of the labels of edges leading from the ready state R. For each unreduced word w ∈ Σ * that occurs as a prefix of length less than or equal to K + 1 to a word in L, we add a directed loop at C with label (ǫ, w, r(w)). These are the first type of edges. There are two additional edges: the first is labelled (ǫ, ǫ, ǫ), and leads from C back to R. The second is labelled (ǫ, addr(B 2 ), ǫ), and leads from C to E. (4) The edges leading away from state E are all of the same type. They are loops with label (ǫ, A, ǫ), where A is an arbitrary symbol from the alphabet Σ, including the initial stack symbol, #.
Remark 5.2. With a bit more care, it is possible to specify edges leading away from the loading state L in such a way that it is impossible to arrive in the state R with anything other than a valid word of L red written on the stack; we will assume that this extra care has been taken, leaving details to the reader. 
Proof. Let w ∈ L (B 1 ,B 2 ) . We will prove that w is accepted by the (B 1 , B 2 )-witness automaton.
We regard w = s 1 . . . s n as an element of G. By continuity of w, there is some ball B 3 ⊆ B 1 such that w(B 3 ) ⊆ B 2 . We may furthermore assume (as in Sublemma 3.7(1)) that s j . . . s n (B 3 ) lies inside a region for s j−1 , for j = 2, . . . , n + 1.
Our automaton begins in state L, with # written on its stack. It begins by writing the address of B 3 on its stack, and (in the process) moving to state R. Since B 3 lies inside a region D sn for s n by our assumptions, it follows that the address for D sn is a prefix of the address for B 3 . Let f ∈ Sim X (D sn , f (D sn )) satisfy s n|Ds n = f . It follows that we are permitted to follow the directed edge labelled (s n , addr(D sn ), addr(f (D sn ))[f ]) (and in fact can follow no other) to state C. We note that, after doing so, the stack value of the path is φ f (addr(B 3 ) ). It follows, in particular, that
where the first equality is due to Proposition 4.13, the second is due to the equality f |B 3 = s n|B 3 , and the third is by the definitions of E and addr. It follows that the stack value is a word in the language L whose reduced form in L red is the address of s n (B 3 ).
Next, beginning at state C, we repeatedly apply all possible reductions to prefixes of length K + 1, using the directed loops at C. The effect of doing this is to gather all letters of the form [f ] at the end of the prefix (in the (K + 1)st position at worst; the symbols [f ] drop out entirely if the empty stack symbol becomes visible to the automaton). After doing this, we follow the directed edge labelled (ǫ, ǫ, ǫ) back to the ready state R. Note that the stack is "clean" -there are no symbols of the form [f ] among the first K symbols on the stack, and, in view of the fact that s n (B 3 ) lies inside a region for s n−1 , we can (as above) follow a unique directed edge back to the state C.
The process repeats. Eventually the automaton winds up in state C with a word w ∈ L on the stack satisfying E(w) = s 1 . . . s n (B 3 ), and nothing left on the input tape. We again apply the cleaning procedure as described above, resulting in a word w ′ which still evaluates to s 1 . . . s n (B 3 ), but now has a prefix of length K that is free of the symbols [f ]. (If the word w ′ has total length less than K, then w ′ is entirely free of the symbols [f ].) In view of the fact, that (s 1 . . . s n (B 3 ) ⊆ B 2 by our assumption, it now follows that the address of B 2 is a prefix of w ′ . We may therefore follow the arrow labelled (ǫ, addr(B 2 ), ǫ) to the eject state E, where the automaton can completely unload its stack using the directed loops at E. Since the entire input tape has been read and the stack is now empty, the automaton accepts w. Now let us suppose that w = s 1 . . . s n / ∈ L (B 1 ,B 2 ) . We must show that the automaton cannot accept w. The automaton is forced to begin by loading the address of an (unknown) subball B 3 of B 1 on its stack. After doing this, it is in the ready state R. Assuming that the automaton has at least (and, therefore, exactly) one edge to follow from R, it arrives in state C with a word w ′ written on its stack, such that E(w ′ ) is s n (B 3 ). We can then assume that the automaton follows the cleaning procedure sketched above. (Not doing so would only make the automaton less likely to accept w.) At this point, the automaton can move back to the ready state, or (if applicable) to the eject state. However, assuming that n > 1, moving to the eject state will cause the automaton to fail, since, from E, there is no longer any opportunity to read the input tape. If n = 1 (i.e., if w = s n ), then s n (B 3 ) ⊆ B 2 , so that the address of B 2 is not a prefix of the address for s n (B 3 ), and therefore the directed edge from C to E cannot be crossed.
We may therefore assume that the automaton moves back and forth between the ready and cleaning states, ultimately ending in the cleaning state C with a word w ′ on the stack, satisfying E(w ′ ) = s 1 . . . s n (B 3 ), and no letters on the input tape. We may assume, moreover, that w ′ has no symbol of the form [f ] among its first K entries. Now, since s 1 . . . s n (B 3 ) ⊆ B 2 , the address for B 2 is not a prefix of the address for w ′ , it is not possible to follow the directed edge into E. The automaton's only move is to follow the arrow labelled (ǫ, ǫ, ǫ) back to R, where it gets stuck. It follows that the automaton cannot accept w.
Proof of the Main Theorem
Proof of Main Theorem. By Proposition 3.6, there is a finite test partition P for G. We let P = {B A theorem of [5] says that the cyclic shift of a context-free language is context-free. It follows thatL • is context-free. Finally, we claim that CoWP S (G) =L • . The reverse direction follows from the (obvious) fact thatL ⊆ CoWP S (G), and from the fact that the co-word problem is closed under the cyclic shift. Now suppose that w = s 1 . . . s n ∈ CoWP S (G). Since P is a test partition, we must have a ball B i ∈ P such that s β . . . s n s 1 . . . s β−1 (B i ) = B i . It follows easily that either s β . . . s n s 1 . . . s β−1 ∈ L (B i ,B j ) or s β . . . s n s 1 . . . s β−1 ∈ L (B j ,B i ) , for some i = j. This implies that w = s 1 . . . s n ∈L • .
