How cooperation can evolve between players is an unsolved problem of biology. Here we use Hamiltonian dynamics of models of the Ising type to describe populations of cooperating and defecting players to show that the equilibrium fraction of cooperators is given by the expectation value of a thermal observable akin to a magnetization. We apply the formalism to the Public Goods game with three players, and show that a phase transition between cooperation and defection occurs that is equivalent to a transition in one-dimensional Ising crystals with long-range interactions. We also investigate the effect of punishment on cooperation and find that punishment acts like a magnetic field that leads to an "alignment" between players, thus encouraging cooperation. We suggest that a thermal Hamiltonian picture of the evolution of cooperation can generate other insights about the dynamics of evolving groups by mining the rich literature of critical dynamics in low-dimensional spin systems.
Introduction
Cooperation is a particularly interesting phenomenon in the context of evolution. Evolution acts on short-term benefits, which makes cooperators vulnerable to exploitation in the form of cheating or "defection" even if cooperation is a strategy with higher payoffs in the long-term, creating what is known as the "dilemma of cooperation". It is often stated that because of the dilemma, the expected outcome of evolution should be defection, rendering the plethora of examples for cooperators in nature mysterious. However, there are number of different mechanisms that nevertheless enable cooperation [1] [2] [3] [4] suggesting that as opposed to the naive expectation, cooperation is after all the natural outcome of evolution when mechanisms enabling assortment (such as discrimination via communication) are available [5] . These results have been obtained using mathematics as well as computational-simulation tools. The mathematical results in particular provide insight into the evolutionary dynamics giving rise to cooperation from inspecting closed-form solutions, but such solutions are hard to come by when populations are finite, are not well-mixed, or are subject to significant mutation [5] . Recently, progress was made in understanding the evolutionary dynamics on games played on arbitrary grids [6] , but closed-form solutions predicting the "critical point" for the transition between cooperation and defection still do not exist. Here, we present new methods from statistical physics that shows the path to such general formulae.
Prior investigations of several standard evolutionary games, [7] [8] [9] [10] [11] revealed that the evolutionary process often critically depends on a single parameter that causes an abrupt change in winning strategy. In some cases it is possible to move the parameter beyond the critical point without triggering the transition-the hallmark of hysteresis [11] . These results suggest that there is an underlying analogy between evolutionary game dynamics and the statistical description of phase transitions. Indeed, Szabo and Hauert [12, 13] applied mathematical methods that are used to describe critical phase transitions like the ones found in the celebrated Ising model [14] to evolutionary games on a lattice, and showed that the Prisoner's Dilemma (PD) game dynamics on random regular lattices fall into the directed percolation class of phase transitions.
Here we take a different approach, by explicitly constructing Hamiltonians for game dynamics inspired by Ising-type models, and studying games on finite regular lattices analytically (albeit only in one dimension). It might at first appear odd to consider thermal game theory, as temperature plays no role in evolutionary dynamics. In physics, thermal effects are due to fluctuations in energy, but payoffs in evolutionary games can fluctuate as well, for a number of different reasons. For example, a finite evolving population is subject to drift and thus to a random element in the payoffs. Mutations that change strategies can play a similar role. In evolutionary games, we can summarize the effect of fluctuations by introducing a parameter that controls the strength of selection in the game, using the "strategy adoption" mode of selection (see [13] and below). While the dynamics under this rule is not precisely the same as the "strategy inheritance" mode of Darwinian selection, the differences (also discussed in [13] ) are irrelevant for our purposes.
To introduce our method and notation, we first study the Prisoner's Dilemma Hamiltonian at finite temperature and recover well-known results. We then apply the method to the Public Goods game without punishment, which turns out to be equivalent to an Ising model with long-range interactions, but without a magnetic field. We then add punishment to the Public Goods game, leading to an Ising model with magnetic field, and corresponding hysteresis effects.
Prisoner's Dilemma
The Prisoner's Dilemma is a game played between two individuals, in which both players have to make a decision about whether to cooperate or to defect. After both players have made their choice-to cooperate (C) or to defect (D)-their actions are revealed and players receive a payoff according to a payoff matrix
The payoffs in that matrix define the type of game to be played. To obtain a Prisoner's Dilemma, we must have [2] T > R > P > S. If the game is played repeatedly it becomes the iterated Prisoner's Dilemma (IPD), a variant not considered here. Evolutionary game theory focuses on determining what strategies are evolutionarily stable in a population of strategies. In the simplest case, competition is between two unconditional deterministic strategies: one that always cooperates and one that always defects. A population starts out as a mix of both strategies, and players interact with a defined number of neighbors. Each player's performance is evaluated by accumulating all payoffs received in that round. To model evolution, randomly-picked players (called focal players) can now either maintain their strategy or adopt the strategy of a competitor. Over time this process will lead to the spread of successful strategies and thus to evolution. This process of probabilistic strategy adoption is similar to the dynamics of strongly interacting spins described by Glauber [15] . In such a model of ferromagnetism, adjacent particles interact so that their spin will predominantly align (a spin adopting the state of its neighbor), giving rise to an overall magnetization that depends on the temperature of the system. In the following, we explore this analogy more deeply. We first derive the thermodynamics of the Prisoner's Dilemma with a payoff matrix where we set the reward R = b − c (the benefit of cooperation minus the cost), while the temptation payoff T = b (obtaining the benefit without bearing the cost). At the same time, the so-called "sucker-payoff" S = −c due to paying the cost without any benefit, while P = 0 is the "punishment" for both players mistrusting each other. In all of the following, we assume c ≥ 0 as well as b − c ≥ 0, so that the net benefit r = b − c ≥ 0, ensuring that a dilemma exists. Indeed, even though the benefit outweighs the cost (r > 0), the Nash equilibrium and evolutionarily stable strategy is known to be defection, not cooperation.
The payoff matrix in terms of these values then becomes
To define a Hamiltonian (an operator that describes the total energy for this system) we can transform the payoffs into an energy by subtracting the payoff from its largest possible value. However, as this only adds a global constant it will cancel in observables, so to understand the population dynamics in terms of thermodynamics we can keep the payoff as is. A Hamiltonian is an operator that acts on a vector space (Hilbert space). A basis for the Hilbert space is spanned by the cooperative strategy C and the defecting strategy D by the vectors C = |0 = 1 0 and D = |1 = 0 1 .
In analogy to Ising spin systems, the Hamiltonian for the PD game can then be written in terms of the energy matrix E and the projectors P 0 = |0 0| = 1 0 0 0 and P 1 =
where the sum over i goes over all the sites in this one-dimensional "spin chain". We proceed by calculating the thermal partition function of the system by writing (β = 1/T is the inverse of the temperature)
where |x = |m 1 m 2 · · · m N is a circular chain so that the N th site is adjacent to the first site. It is then easy to see that
where U ij = e −βE ij . To determine the equilibrium population composition, we define an order parameter given by the fraction of cooperators minus the fraction of defectors. For spin chains this is equal to the magnetization of the chain, defined using a spin operator J z for which 0|J z |0 = 1 and 1|J z |1 = −1. This can be achieved, e.g., with (σ z is a Pauli matrix)
We will understand this operator to act on the "row" player (that is, the first spin of the pair). For a chain of length N ,
due to the cyclic property of the trace. Here we introduced the matrix U ij = (−1) i U ij . An explicit calculation shows that (recall that r = b − c)
while since U U = (1 + e −βr )U and Tr U = −1 + e −βr
so that finally the thermal expectation value of the magnetization is
We show the magnetization per player [Eq. (9) divided by N ] as a function of the critical parameter r in Fig. 1 , and see that at low temperatures (high β) the population will consist mostly of defectors (negative magnetization) as this is the Nash equilibrium. The phase transition (vanishing magnetization) occurs at r = 0 (the "boundary" of the parameter values), which is expected from the general arguments of van Hove [16] and of Landau [17] that forbid phase transitions in one-dimensional systems. Thus, we do not observe cooperation in the one-dimensional Prisoner's dilemma, as is of course well-known. As opposed to the game in two dimensions [13] , the phase transition occurs at r = 0.
Public Goods game in one dimension
The PD game we just described turns out to be the two-player version of the more general Public Goods (PG) game. The PG game is a staple of evolutionary game theory as well as experimental economics [18] [19] [20] , and has been used to understand the Tragedy of the Commons [21] , a social dilemma that can lead to the overuse of public resources (for example, overfishing) because of selfish behavior. In the PG game, payoffs are defined for cooperators and defectors via
where Π C is the payoff for a cooperator (Π D for a defector). N C is the number of cooperators in the neighborhood (not counting the focal player, so it is the number of cooperators in the player's periphery), and r is the reward multiplier (synergy factor). These are the rules for a game with k + 1 players in a group. In the following, we will treat the game in one dimension (so k = 2). The rules (10-11) imply a payoff matrix
for cooperators, where the matrix elements indicate the states of spins in the periphery of the focal player. For example, r − 1 is the payoff for a cooperator surrounded by two cooperators. The payoff matrix for defectors is simply Π D = Π C − ( 1 3 r − 1). The Darwinian evolution of strategies in the Public Goods game can be simulated using agentbased methods [5, 11, 22] , and we will first show representative numerical results for that model that highlight the phase-transition-like dynamics. We will then proceed to write down the Hamiltonian for this system and solve the model exactly.
In the agent-based simulations we use a population of 1,024 players that either cooperate or defect. Which of the two moves an agent chooses is determined by a genome (here a single locus) that evolves. The population is arranged linearly, so that each player forms a group with its left and right neighbor (k = 2), see Fig. 2 . In each game, three players Figure 2 : One-dimensional string of players in a Public Goods game that interact with two nearest-neighbors. Because players interact with more than one nearest-neighbor, effectively next-to-nearest neighbors interact.
have the opportunity to pay into a common pool, and reap the rewards of this cooperative behavior due to the multiplier r. However, just as in the case of the Prisoner's Dilemma, cooperation can be undermined by cheaters who do not pay into the common pool, but profit from it nonetheless because the group gain is indiscriminately distributed to all players in a group.
At every update, players have a chance to change their strategy by probabilistically adopting the strategy of a competitor (Glauber dynamics, see, e.g., [7, 13] ) using the rule (here x is the focal player while y is an alternative strategy)
where β is related to the strength of selection and w is the fitness of each player defined by the payoff the player receives. In the case of rejection (i.e., non-adoption) the focal player retains its strategy. As before, we define an order parameter that indicates to what extent the population is in a cooperative or a defective regime. This parameter depends on the fraction of players in the population cooperating (P C ) and the fraction defecting (P D ) and is defined as:
The agent-based simulations suggest that the fate of an evolving population depends critically on the synergy factor r (see Figure 3 ), and changes from negative (defection) to positive (cooperation) at r = 3, in accordance with the critical r c = k + 1 for strategies to evolve cooperative behavior in the Public Goods game [11] . We now construct a Hamiltonian to solve this evolutionary model exactly in two cases: one where the dynamics maximize the mean payoff of the population, and one in which the payoff of an individual is maximized. Naturally, we expect a correspondence with the evolutionary scenario only in the latter case. r hJ z i Figure 3 : Order parameter J z for a chain of length 2 10 , as a function of the synergy parameter r for three different selection strengths defined by β = 1/T . Each data point (each r, increments of ∆r = 0.1) is the average over 100 replicate agent-based simulations using strategy adoption for 2 × 10 6 updates. Grey bands represent standard error.
Hamiltonian Dynamics of the Public Goods Game
As mentioned earlier, we can create matrices for energies that should be minimized (rather than payoffs that need to be maximized) by subtracting the payoffs from the maximal payoff (here, r − 1), leading to a ground state that has zero energy. Strictly speaking, the Hamiltonian for this system should be written as an interaction of three spins, but we will often write it in terms of a two-spin interaction matrix conditional on the state of the focal spin. For example, we can write
We write a Hamiltonian for cooperators using these energies and the projectors previously defined
and similarly for H
The total Hamiltonian is (recall that P 0 projects onto a cooperator, so that P 0 |0 = |0 while P 0 |1 = 0)
Using the methods outlined earlier, we obtain after a somewhat tedious calculation
suggesting a phase transition at r = 1, in contradiction with the simulation that suggests a transition at r = 3. The reason for this discrepancy is not difficult to find: Hamiltonian dynamics minimize the energy of the entire spin chain, which is equivalent to maximizing population fitness as a whole. Darwinian evolution, however, does not optimize population fitness, but rather maximizes the fitness of a single individual within a population. We can implement the latter dynamic by dropping the sum over sites in Eq. (16) , and consider only the contribution to the energy from a single spin with its two neighbors. In that case (we take the middle site to be the focal site whose energy is minimized)
where U is the "cooperative" matrix U = e −βH 0 while the defector matrix V = e −βH 1 = e β(r/3−1) U because defector energies differ by r/3−1 from cooperator energies, see Eq. (15) . Then,
Using the spin operator defined in Eq. (5) we obtain (again for a single focal player in the middle position)
which allows us to calculate the order parameter as
This function is plotted in Figure 4 , which almost perfectly recapitulates the dynamics we obtained in agent-based simulations. We observe that for this game a phase transition with an interior critical point is possible even though the game is one-dimensional (seemingly violating van Hove's theorem [16] ) because the theorem forbidding internal critical points in one dimension only holds for short-range interactions, while the interaction between three players studied here is not of that kind.
Public Goods game with punishment
Cooperation evolves in the PG game if the synergy r is at least as large as the group's size k + 1. However, it is unlikely that in nature cooperation would ever create such a high synergy factor, implying that cooperation cannot evolve in this type of game. It has previously been suggested that punishment is one way to promote cooperation [22] [23] [24] [25] [26] [27] [28] . By introducing punishment, players can now not only choose between cooperation and defection, but can do this in conjunction with deciding whether or not to punish cheaters. This introduces two more strategies: a "moralist" M who cooperates and punishes, and an "immoralist I" who defects but also punishes [22] . For every player punished for defecting, each punishing player must pay a cost (γ), and every player that is punished in such a way suffers a fine ( ), thus extending the rules (10, 11) to (here, we show the special 1D case k = 2, for the general case see for example [11] )
where N i is the number of players in the immediate neighborhood of the focal player with strategy i, parameterizes the effect of punishment, while γ stands for the cost of punishment (see [11, 22] ). We extend the agent-based model by including the two new strategies I and M. As before, we use 1024 players in a population that is arranged linearly (see Methods), and games are played in groups of three. Again, when we evolve this population using strategy adoption, we see the dependence of the critical point on the synergy factor r and the selection strength β = 1/T . Since the game now includes two more strategies, we have to redefine the order parameter to contain all four strategies as the fraction of contributing strategies:
Evolving these populations using different fines and costs γ, we find that the critical point also depends on (see Figure 5 ), and moves the critical point in such a manner that the punishment fine reduces the critical synergy for cooperation [11] .
We now study this model thermodynamically, but in order to compare to the evolutionary dynamics we study the regime where the energy of a single site is minimized. To account for the additional strategies (beyond cooperator and defector), we extend the Hilbert space by allowing for a site-dependent magnetization |i → |i |j , so that each r hJ z i Figure 5 : Order parameter J z for a chain of length 2 10 as a function of the synergy parameter r for three different fines (at fixed β = 5). Each data point (increments of δr = 0.1) is the average over 100 replicates running the agent-based simulation with Glauber dynamics for 2 × 10 6 updates. strategy is defined by a product of spin vectors. If we define punishment as |0 and nonpunishment as |1 , we can write the states of the punishing and non-punishing cooperator as
The payoffs (23) (24) (25) (26) can be written in terms of a Hamiltonian for each of the four strategies as
with projectors P ij on the respective states (with 1 ij=0 P ij = 1). Each Hamiltonian H k (k = C, D, M, I) is written in terms of an energy matrix F (k) just as in Eq. (16) 
Similarly, Figure 6 : Order parameter J z β for the Public Goods game with punishment, as a function of synergy parameter r for three different punishment fines , at a constant temperature (β = 5).
We can now calculate the partition function
on account of the decomposition (30) , where
or four times the contribution from each E (C) . Similarly,
Finally, we obtain the order parameter that measures the degree of cooperation (the fraction of C and M players minus the fraction of D and I players), which turns into the surprisingly simple expression
Note that the order parameter only depends on the effect of punishment but not the cost γ, and reduces to expression (22) in the limit → 0. The closed-form solution Eq. (41) reproduces the agent-based simulations to a remarkable extent. Punishment thus indeed acts like a magnetic field that encourages alignment of spins, and in agent-based simulations induces hysteresis as a population is subjected to an adiabatically varying r. Further work using the Hamiltonian model of cooperation with punishment may elucidate other aspects of the critical dynamics.
Discussion
Evolutionary Game Theory is a mathematical framework that has been eminently successful at unraveling the numerous elements that impact decisions, and to work out the decision's consequences. While both mathematics and computational simulations have influenced this field (see for example the review [5] , along with commentaries), the relationship between game theory and physics has been explored less. In real situations, decisions must be made under uncertainty; either due to unpredictable environments, or due to inherent noise. For evolutionary dynamics in particular, noise is unavoidable. After all, high reproductive potential does not guarantee survival, but only biases future outcomes. A standard result of population genetics for example predicts that a gene that confers a ten percent advantage in reproductive rate only has a twenty percent chance of being represented in future generations. The branch of science best equipped to tackle the impact of chance on dynamics is physics, with a well-developed corpus of results in statistical mechanics and thermodynamics. A growing literature has found success in mining these well-established methods, from harnessing the Fokker-Planck equation to describe the effect of chance due to drift in small populations [29] to using tools from statistical mechanics to study the universality class of phase transitions in the spatial Prisoner's Dilemma [13] . Here, we tapped a different set of well-established tools from statistical physics, namely the thermodynamics of spin systems. The analogy between the critical dynamics of spin systems and game theory is not difficult to see. After all, the correspondence between Eigen and Schuster's model for the evolution of macromolecules [30] and two-dimensional Ising models was pointed out over thirty years ago [31] (see also section 11.4 in [32]) but we have not, as yet, seen a concerted effort to marshal the considerable machinery developed to tackle low-dimensional condensed matter structures to aid in understanding evolutionary game theory. While the Hamiltonian approach we described here leads to important new insights about the dynamics of evolving populations at fixed strength of selection (and thus, to some extent, fixed temperature), we should caution that extending these results to games in higher dimensions will be difficult. For example, while the Ising model can be solved in two dimensions, there is no solution for the model in two dimensions with a magnetic field, as it is related to the three-dimensional model for which a closed-form solution does not exist. Nevertheless, we expect that the tools developed here will be useful because if the analogy between evolutionary game dynamics and phase transitions in spin systems is established, other results from the rich literature of critical phenomena in spin systems may inform us about the dynamics of cooperation in groups. In particular, an extension of the calculation shown here to two dimensions may produce an exact solution along the lines of Onsager's, which would allow us to move beyond pair-approximations for games on a 2D regular lattice. We hope that the simple results derived here (validated via computational simulation) can serve as a seed for the future development of this field.
Methods
The computational evolutionary model instantiates a population of 1,024 random agents in a circular configuration. At each update a single agent is randomly selected and its payoff computed by playing the strategy against its left and right neighbors. At the same time, the payoff of a strategy to potentially replace the agent is computed. In case of a two player game (C and D) the only other alternative strategy is used, in the case of four players (C, D, M, and I) one alternative strategy is chosen at random. Instead of the evolutionary updating of the population described in [5, 11] , here the likelihood to replace the strategy of the selected agent with the alternative is given by Eq. (13) . In each replicate run, we updated strategies 2 million times (roughly 2,000 updates per site), then calculated the order parameter. The code as well as the analysis scripts to create all figures can be found at: github reference will be provided upon acceptance of the manuscript.
