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Randomness is a defining element of mixing processes in nature and an essential ingredient to many
protocols in quantum information. In this work, we investigate how much randomness is required to
transform a given quantum state into another one. Specifically, we ask whether there is a gap between the
power of a classical source of randomness compared to that of a quantum one. We provide a complete
answer to these questions, by identifying provably optimal protocols for both classical and quantum
sources of randomness, based on a dephasing construction. We find that in order to implement any noisy





or a classical one of dimension d. Interestingly, coherences provided by
quantum states in a source of randomness offer a quadratic advantage. The process we construct has the
additional features to be robust and catalytic; i.e., the source of randomness can be reused. Building upon
this formal framework, we illustrate that this dephasing construction can serve as a useful primitive in both
equilibration and quantum information theory: We discuss applications describing the smallest measure-
ment device, capturing the smallest equilibrating environment allowed by quantum mechanics, or forming
the basis for a cryptographic private quantum channel. We complement the exact analysis with a discussion
of approximate protocols based on quantum expanders deriving from discrete Weyl systems. This gives rise
to equilibrating environments of remarkably small dimension. Our results highlight the curious feature of
randomness that residual correlations and dimension can be traded against each other.
DOI: 10.1103/PhysRevX.8.041016 Subject Areas: Quantum Information
I. INTRODUCTION
Randomness is a central concept and resource in various
fields of research in computer science, information theory,
and physics, in both the classical and the quantum realm. It
is an ingredient to (quantum) algorithm design, a core
element in coding and communication protocols, and plays
a central role in fundamental aspects of statistical mechan-
ics. In the quantum context, randomness is also increasingly
being seen as a valuable resource. A natural question that
arises in this context is then how much of it is required to
implement a given physical process on a quantum system.
Another important question is to what extent the required
amount of randomness differs depending on whether an
implicit or an explicit model of randomness is employed.
Here, an implicit model of randomness considers the source
of randomness (SOR) as a black box that provides coin
flips, while an explicit model takes into account the fact that,
fundamentally, all systems including the ones provided by
the SOR are quantum systems, and hence models the
randomness as a quantum state.
In this work, we give a complete answer to both of the
above questions. We provide, for both the implicit and
explicit model, optimal and tight bounds on the amount of
randomness required to implement physical processes on
quantum systems. Moreover, we show a strict separation
between the above models, in the sense that every physical
process can be implemented in the explicit model by using
only half the amount of randomness that is required in the
implicit model.
Specifically, we use a model of noisy processes—
processes that require randomness—known as noisy oper-
ations [1]. We study the minimal amount of noise required
to implement a large variety of noisy processes and
construct protocols that saturate the lower bounds imposed
by quantum mechanics. These processes include dephasing
and equilibration [2,3], decoherence [4,5], the implemen-
tation of measurements [5–7], any transition between two
quantum states that requires randomness [1], as well as the
novel construction of private quantum channels [8,9].
It is an important aspect of our work that, by virtue of an
explicitmodel, these saturated lower bounds also translate into
bounds on the physical size of a SOR. This insight allows us to
construct, for particular processes, the smallest decohering
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environment or measurement device compatible with quan-
tum mechanics [4]. In other words, it provides an under-
standing of the smallest equilibrating environment [2]
possible. The surprisingly small size that suffices for an
environment to be equilibrating challenges the commonly
held view that such decohering baths should necessarily
feature a large dimension.
A further notable feature of the protocols that we
construct is that they are catalytic: The same unit of
randomness can be reused for different processes [10]. It
is also robust, in the sense that we do not require perfect
control in either the states prepared by the SOR or the
timing of the process, and further recurrent, in the sense
that, for large system dimension d, continuous time
versions of our noisy processes maintain a state close to




, at which point the
system recurs to the initial state.
II. CLASSICAL VERSUS QUANTUM NOISE
Let us begin with discussing in more detail the difference
between classical and quantumuses of randomness. Consider
initial and final (mixed) states ρ, ρ0 on a Hilbert spaceHS of
dimension dimðHSÞ ¼ d. We are concerned with the pos-
sibility of implementing a transition EðρÞ ¼ ρ0, where E
represents a noisy process. There exist different ways of
modeling the maps E, which we now explain in detail.
In a classical, implicit model of the SOR one assumes a
discrete random variable J that is uniformly distributed
over m possible values. Depending on the value of j, one
implements a given unitary transformation Uj, which gives









If there exist EmC so that a transition is possible, we simply
denote it by ρ!m Cρ0. In contrast, in an explicit quantum
model, the SOR is a quantum system R in the maximally
mixed state of dimension m, which we denote by
Im ≔ ð1=mÞ1, with 1 being the identity matrix. In this
model, noisy processes are any effect of a unitary joint
evolution of the compound,
EmQð·Þ ¼ trR½Uð· ⊗ ImÞU†: ð2Þ
As in the classical case, we write ρ!m Qρ0 whenever the
transition is possible.
The set of transitions that can be implemented with both
classical and quantum noise coincides if the amount
of noise—quantified by the dimension m—is unbounded.
In this case we have
ρ!∞ Cρ0 ⇔ ρ!∞Qρ0 ⇔ ρ ≻ ρ0; ð3Þ
where we use the symbol “≻” to indicate that ρmajorizes ρ0
[11]. The set of transitions ρ!∞Qρ0 have been extensively
studied as noisy operations [1], where the noise is treated as
a free resource and the main concern is to study the possible
transitions with unbounded m. In contrast, here we are
concerned with treating noise as a valuable resource and
focus on the following question: What is the minimal
amount of noise—quantified by m—that serves to imple-
ment any possible transition between pairs of d-dimen-
sional quantum states fulfilling ρ ≻ ρ0? We denote these
minimal values of d for the classical and quantum case by
mCðdÞ and mQðdÞ, respectively.
At first glance, one might suspect that mCðdÞ ¼ mQðdÞ,
with quantum noise offering no advantage over its classical
counterpart. That intuition comes from the fact that, although
onewrites a full quantumdescription inEq. (2), the state ofR,
given by Im, is nevertheless a quasiclassical state. Hence, it
seems reasonable that it could be recast as a classical variable,
similarly as in Eq. (1). However, treating the noise as a
quantum state allows one to access its quantum degrees of
freedom, for example, to create entanglement between the
S and R. In other words, one could in principle use quantum
correlations to make a more efficient use of the noise
yielding mCðdÞ > mQðdÞ.
One of the main results of this work is to show that there
is indeed a gap between the classical and quantum case. We
find that mCðdÞ ¼ d > ⌈d1=2⌉ ¼ mQðdÞ, and more impor-
tantly, we construct protocols that saturate those bounds. In
this way, we provide protocols that use the noise optimally
for a large variety of tasks. These protocols also have a
number of useful properties, such as allowing one to reuse
the noise or being robust under different classes of
imperfections. In the subsequent section, we present the
key lemma to construct such optimal protocols and then
turn to discuss applications and properties in Sec. IV.
III. AN OPTIMAL DEPHASING MAP
For any state transition ρ → ρ0 that is possible under
either quantum or classical noisy processes, there exists a
corresponding map EðρÞ ¼ ρ0 such that
Eð·Þ ¼ U 0 ∘ πA ∘ Uð·Þ: ð4Þ
Here, U 0, U are unitary channels that depend on ρ and ρ0.
The map πA is the dephasing map in a fixed orthonormal
basis A ¼ fjiigdi¼1, defined as
hijπAðρÞjji ¼ hijρjjiδi;j; ð5Þ
with δi;j being the Kronecker delta. This follows from the
Schur-Horn theorem [12] together with Eq. (3) and was
used to bound the required randomness for noisy processes
already in Ref. [13]. Since the unitary channels U 0, U do not
require the use of any SOR by definition, we see from
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Eq. (4) that noise is required only for the implementation of
the dephasing map πA. In turn, Eq. (4) implies that whether
E represents a quantum noisy process or a classical one
depends only on the particular implementation of this
dephasing map: Any construction of πA in the form of
Eq. (2) with m-dimensional SOR implies also that E is a
map EmQ, while any construction of it in the form of Eq. (1)
implies that E is of the form EmC .
Understanding the amount of randomness required to
implement the dephasing map therefore is key to under-
standing the amount of randomness required to implement
any noisy process. The following lemma provides a
protocol implementing a dephasing map in any basis,
using an explicit model model of noise and requiring a
SOR of dimension m ¼ ⌈d1=2⌉.
Lemma 1 (Catalytic quantum dephasing).—For any
integer d and basis A there exists a unitary U, so that
trR½Uð· ⊗ I⌈d1=2⌉ÞU† ¼ πAð·Þ; ð6Þ




p ¼ m ∈ N. Now, let fUig
be a unitary operator basis for BðHRÞ, that is, a collection of
m2 ¼ d unitary operators Ui ∈ BðHRÞ, such that
1
m
trðUiU†jÞ ¼ δi;j ð8Þ





jiihij ⊗ Ui; ð9Þ
where the fjiig are elements of the basis A in which we
intend to pinch. Then, for any density matrix ρ on HS,









jiihijρjjihjjδi;j ¼ πAðρÞ: ð11Þ
Lastly, note that Eq. (7) follows simply by
trS½Uðρ ⊗ ImÞU† ¼
X
i
hijρjiiUiImU†i ¼ Im: ð12Þ




is not an integer, we can use the same
construction with a source of randomness of dimension
m ¼ ⌈d1=2⌉ by simply not exhausting all possible m2
possible unitaries Ui on R. ▪
The protocol of Lemma 1 is optimal, in the sense that
it is impossible to implement the dephasing map with
m < ⌈d1=2⌉. This can be seen by noting that for any basis A
one can always choose an initial pure state ρ so that
πAðρÞ ¼ Id. Using the preservation of the von Neumann
entropy under unitaries and the Lieb-Araki triangle inequal-




(see Appendix A). This
implementation of the dephasing map compares with the
best value known to date of m ¼ d, proven in Ref. [13],
whose implementation can in fact be shown to correspond
to a classical noisy operation of the form Eq. (1), as we
see later.
A. Catalyticity
Equation (7) states that the dephasing operation defined
in Lemma 1 leaves the state of R invariant, or in other
words, that the noise is catalytic [10,16–18]. This property
has numerous useful applications. For instance, an imme-
diate corollary of the lemma is that one can locally dephase
an arbitrarily large number of uncorrelated systems, each of
them of dimension at most d, by using a single noise system
R of dimension ⌈d1=2⌉. More formally, we have that for any
set of states fρigNi¼1 there exists a unitary U so that
FIG. 1. Two possible ways of dephasing and the resulting
correlation structure. Top: A sequence of systems in state ρ is
dephased using a single state of randomness, with correlations
being established between all systems involved. The local
marginals of the resulting global state Eq. (13) are the dephased
initial states. Bottom: In order to avoid correlations between the
systems, one can instead use additional and unused randomness.
CATALYTIC QUANTUM RANDOMNESS PHYS. REV. X 8, 041016 (2018)
041016-3
trR½UðρiS1 ⊗    ⊗ ρiSN ⊗ I⌈d1=2⌉ÞU† ¼ ρ0S1;…;SN ; ð13Þ
where ρ0Si ¼ πAiðρiSiÞ. This follows by simply iterating the
unitaries of Lemma 1 with all the subsystems and reusing
the noise, as illustrated in the top of Fig. 1. In contrast, if the
noise would not have the property of being catalytic, then it
would be necessary to employ a new mixed state for each of
the subsystems, in which case an amount of randomness
proportional to N would be required (bottom of Fig. 1). It is
important to note, however, that reusing the randomness
comes at the cost of correlating the subsystems amongst
each other. Hence, if a protocol requires for the individual
systems to remain uncorrelated, one still has to resort to a
scheme whose required randomness scales linearly with the
number of subsystems.
As sketched already, dephasing can be related to many
processes that require noise, both in engineered as well as
in equilibrating natural quantum processes. In the remain-
der of this work, we discuss and present applications of
Lemma 1 to these processes.
IV. APPLICATIONS
A. Minimal noise for state transitions
As a first application, we prove the tight bounds for noisy
operations presented in Sec. II. Formally, given a Hilbert
space HS with dimðHSÞ ¼ d, we define the minimal noise
for the classical and quantum case as
mCðdÞ≔ argmin
m
ρ!m Cρ0 ∀ρ;ρ0 ∈ BðHSÞjρ≻ ρ0; ð14Þ
mQðdÞ≔ argmin
m
ρ!m Qρ0 ∀ρ;ρ0 ∈ BðHSÞjρ≻ ρ0: ð15Þ
In the following lemma we find the values of the above
quantities, thus providing the smallest SOR that suffices to
perform any transition between two states ρ ≻ ρ0. Note,
however, that it is possible for particular transitions to
require even less randomness or none at all.
Lemma 2 (Optimal source of randomness for state
transitions).—Any state transition of a d-dimensional
system that is possible under noisy processes, in the sense
of Eqs. (14) and (15), can be implemented using an amount
of classical and quantum noise given by
mCðdÞ ¼ d; ð16Þ
mQðdÞ ¼ ⌈d1=2⌉: ð17Þ
Proof.—Here, we prove only that the above values are
sufficient. For the corresponding necessary conditions (and
ϵ-approximate versions of the above), see Appendix A.
Equation (17) follows from combining Eq. (4) with the





jiihijS ⊗ XiR; ð18Þ
where X is the generalized Pauli matrix defined as
Xjii ¼ jðiþ 1Þ mod di: ð19Þ
As shown in Ref. [13], this unitary implements the
dephasing map,







V is the local Fourier transform of a unitary leading to a
channel of the form Eq. (1): there exists a unitary F and a
basis fjj˜i ¼ F†jjig such that
V˜ ≔ ð1 ⊗ FÞVð1 ⊗ F†Þ ¼
Xd
j¼1






is the generalized Pauli matrix conjugate to X and ωd the
dth root of unity. Since the maximally mixed state is
unitarily invariant, V˜ implements the dephasing map, and
its action on the system S can be represented as






Thus the dephasing map can be implemented with a
classical SOR of dimension d. ▪
This lemma proves a conjecture in Ref. [13], where the
possibility of strengthening their bound mQðdÞ ¼ d to the
present one was already raised.
In complete analogy to the discussion in Sec. III A and
Fig. 1, we can also use the catalytic properties of the source
of randomness to implement state transitions locally from
an initially uncorrelated state and using a fixed-size source
of randomness. More concretely, let fρigNi¼1 and fσigNi¼1 be
d-dimensional quantum states such that ρi ≻ σi for all
i ¼ 1;…; N. Then there exists a unitary U such that
trR½Uðρ1S1 ⊗    ⊗ ρNSN ⊗ I⌈d1=2⌉ÞU† ¼ ρ0S1;…;SN ; ð24Þ
with ρ0Si ¼ σi. To see this, we recall from the discussion in
Sec. III A that the transition ρi → σi can be implemented
composing unitary channels and dephasing maps. Hence,
Eðρ1S1 ⊗    ⊗ ρ1S1Þ ¼ σ1S1 ⊗    ⊗ σ1S1 , with











Now, using Eq. (13) we see that it is possible to dephase
locally—that is, perform locally the same transition as the
one implemented by the second map on the rhs of
Eq. (25)—using a single source of randomness of dimen-
sion ⌈d1=2⌉, at the cost of creating correlations between
the subsystems. Hence, composing the local unitaries with
the local dephasing of Eq. (13), we obtain a map that
locally implements the same transition as E, as captured
by Eq. (24).
B. Smallest possible decohering environment
and measurement device
A further application of our results is to the physical
mechanism of decoherence and implementing a measure-
ment in quantum mechanics, which can indeed be seen as a
special case of a noisy operation, since it requires random-
ness. Both applications follow from the fact that a quantum
source of randomness can be seen as half of a maximally
entangled system.
It is useful to first discuss decoherence. To do so, we
make use of the fact that the usual decoherence mechanism
is, in a sense, simply a purified version of the system-
environment interactions that are toy modeled by noisy
operations. Let jψi ∈ HS be an initial state vector of a
d-dimensional system and jϕi be the initial state vector of
the environment. According to the decoherence mecha-
nism, the unitary joint evolution of system and bath is
generated by a Hamiltonian whose interaction term picks
out, or einselects, a preferred basis in which it decoheres the
system [4]. We are now interested in the smallest possible
size of the environment that achieves this. Let us label the
system basis that is einselected by A ¼ fjiig and assume
that jϕi is a maximally entangled d-dimensional and
bipartite state vector over systems E1 and E2. We then
define the unitary
U ¼ USE1 ⊗ 1E2 ; ð26Þ
where USE1 is the unitary defined in Eq. (9) that acts on
systems S and E1. As is clear from the above, this unitary
will have the effect that
trE½Ujψihψ j ⊗ jϕihϕjU† ¼ πAðjψihψ jÞ; ð27Þ
meaning that even in this purified picture only an envi-
ronment of the size of the system is required to produce
decoherence.
Let us now turn to the smallest possible measurement
device. For simplicity, we consider only projective meas-
urement schemes: Suppose we are given a system in some
initial state vector jψi and some set of projective meas-
urement operators fMi ¼ jiihijg; i ∈ f1;…; dg. Then a
measurement process consists of the following steps.
A bipartite measurement device, initially in state vector
jϕi, consisting of a d-dimensional pointer system P and a
remainder R, whose dimension we are interested in
bounding, and a unitary W with the effect that
TrR½Wjψihψ j ⊗ jϕihϕjW† ¼
X
i
piji; Piihi; Pij; ð28Þ
where pi ¼ trðMijψihψ jÞ and fjPiig form an ortho-
normal basis for the pointer system. Using the above
results, we can easily construct a measurement process
as follows. Let the initial state vector of the measurement
device be jϕi ¼ j0iP ⊗ jϕþiR, where jϕþi is a bipartite,
d-dimensional, maximally entangled state vector. Further,
let fVig be unitaries defined by the action
Viji; 0i ¼ ji; Pii: ð29Þ




jiihij ⊗ Vi ⊗ ðUiÞR1 ⊗ 1R2 ; ð30Þ
where the unitaries Ui form an operator basis as before.
Then, it is easy to verify that jϕi and W together satisfy
Eq. (28). This shows that in principle one requires a
measurement device (including the pointer variable) whose
size is only twice that of the system to be measured to
implement a projective measurement as a physical process.
Using entropic arguments one can again show that this is
also the smallest possible measurement device. Note that
the register R is exclusively used as a source of randomness
in this protocol. Thus, if we are willing to give up the
assumption that the initial state of the measurement device
is pure, then it suffices to keep only part R1 in a maximally
mixed state. Clearly, these results can also be read as
providing the minimal dimension of an environment that
equilibrates a quantum system of dimension d [2,3].
C. Universal dephasing machine
In Sec. III, we show that with the aid of a noise system R
in state I⌈d1=2⌉ it is possible to perform a protocol U which
has the effect of implementing the dephasing map πA on the
system S. We now investigate which map is induced on S if
the same unitary is applied with a system R in a state σ
different from I⌈d1=2⌉. We show that U brings the system
closer to πAðρÞ for any initial states ρ and σ. Also, we find
that iterating the same protocol U with a sufficiently large
sequence of imperfect noise states of R brings the system S
exponentially close (in the number of iterations) to its
dephased state. In this sense, U acts as a universal
dephasing machine (Figs. 2 and 3): an iterated use of
the same protocol U dephases the state of S for large
families of states on R acting as a SOR. Hence, one can
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implement this protocol universally as a “black box,”
without having to know the actual state of R.
1. Imperfect noise and convergence to the dephased state
Let Dσð·Þ denote the map
Dσð·Þ ≔ trR½Uð· ⊗ σÞU†; ð31Þ
where U is the unitary of Lemma 1. In Appendix B, we
show that, for any ρ and σ,
Dσ(πðρÞ) ¼ πðDσ(ρÞ) ¼ πðρÞ; ð32Þ
kDσðρÞ − πðρÞk1 ≤ kσ − I⌈d1=2⌉k1; ð33Þ
where we have dropped the subscript A. These pro-
perties imply that, independently of the actual state σ,
the system S is brought closer to the dephased state πðρÞ
while keeping its diagonal invariant. This follows from the
data-processing inequality [7]
kDσðρÞ − πðρÞk1 ¼ kDσðρÞ −Dσ(πðρÞ)k1 ≤ kρ − πðρÞk1:
Using those properties, one can show that by repeating
the process sequentially (see Fig. 2, top) the system is
eventually dephased for large classes of states σ. In fact,
one can show that (see again Appendix B)
kDnσðρÞ − πðρÞk1 ≤ kσ − I⌈d1=2⌉kn1; ð34Þ
where DnσðρÞ denotes the repeated application of Dσ. This
means that, given σ such that kσ − I⌈d1=2⌉k1 < 1, the
dephased state is approached exponentially fast. Note that
another corollary of the above properties is that the mapDσ
can only increase the von Neumann entropy of its input,
which is formally proven in Appendix B 1.
2. Reusing the randomness
In the case of R being in the state I⌈d1=2⌉, we show in
Sec. III A that it remains unchanged and, thus, the noise is
reusable. A natural question is then what happens to the
state of R when it is in an arbitrary state σ. Let D˜ρ denote
the map
FIG. 2. Single instance of “universal dephasing machine.” We
interpret the process ρ ⊗ σ → Uðρ ⊗ σÞU† as a dephasing
machine that takes the state σ as fuel and transfers the input
state ρ into the output state DσðρÞ and “waste” D˜ρðσÞ.
SOR
FIG. 3. Top: Repeated application on single input state approximates dephasing map. Bottom: Producing the dephased state when
there is no SOR. If kρ − Idk1 < 1, then the necessary amount of randomness for dephasing can be distilled by repeated application of the
universal dephasing machine.
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D˜ρð·Þ ≔ trR½Uðρ ⊗ ·ÞU†: ð35Þ
It follows simply from Eq. (12) that D˜ρ is just a mixture of
unitaries, hence bringing R closer to the maximally mixed
state. Indeed, following arguments analogous to the ones of
Sec. IV C 1 (see Appendix B), one can show that there exist
choices for the unitary operator basis of Lemma 1 so that
the final state of R fulfills
kD˜ρðσÞ − I⌈d1=2⌉k1 ≤ kρ − Idk1; ð36Þ
and analogously it converges as
kD˜nρðσÞ − I⌈d1=2⌉k1 ≤ kρ − Idkn1: ð37Þ
Altogether we conclude not only that the noise can be
reused, but furthermore, that it improves its quality con-
verging exponentially fast to a state of perfect noise,
provided that the initial state ρ is mixed enough to start
with (as given by the condition kρ − Idk1 < 1). The fact
that the noise system is brought closer to the maximally
mixed state allows one to implement a distillation protocol
such as the one depicted in Fig. 3 (bottom). There, one has a
single source providing copies of a given initial state ρ. One
aims at dephasing each subsystem locally, similarly to what
is done with a perfect noise system in Eq. (13). Here, one
can take one copy ρ playing the role of R for some
iterations until it is brought close enough to the maximally
mixed state, which will happen exponentially quickly,
given Eq. (37). Then, using Eq. (34), one can ensure that
all the new copies of ρ can be locally dephased.
3. Time control for the dephasing
machine and recurrence
Thus far we have left unspecified how the dephasing
of the machine would physically be implemented. One
concern here may be that the dephasing properties heavily
rely on very precise time control of the evolution under
the associated Hamiltonian H ¼ i logðUÞ. However, the
numerical simulations depicted in Fig. 4 strongly indicate
that, as the system dimension becomes large, H produces
an evolution that is close toDσð·Þ for a time span that scales
exponentially with the size of S. Indeed, for prime power
dimensions and the case σ ¼ I⌈d1=2⌉, we find analytically
that integer iterations of the application of the dephasing
unitary always yield the exact dephasing map, up to a
recurrence point, at which the original state is returned. See
Appendix C for details. The numerical simulations above
complement this and suggest that this recurrence property
holds not only for integer iterations of the application of the
dephasing unitary, but also for intermediate times.
We hence expect that in the limit of very large dimen-
sions, this equilibrating behavior [2,3] becomes arbitrarily
good and the state ρðtÞ remains close to the equilibrium
state πðρÞ for a time exponential in the system size. This
means that the universal dephasing machine can be made
robust in time, in the sense that it does not require exact
control over the timing and the dephasing is maintained for
long timescales.
D. Entanglement-assisted private quantum channel
In this section, we apply our results to the construction of
a cryptographic protocol known as a private quantum
channel (PQC). In a PQC setting, two parties, Alice and
Bob, would like to communicate quantum data privately,
that is, without an eavesdropper being able to intercept and
retrieve the data. To achieve this they share a secret key. We
now first briefly explain PQCs using classical secret keys
and then provide a construction where the classical key k is
substituted for a “quantum key” in the form of a minimal
number of entangled bits. In the following, we denote by
SðHÞ the set of normalized quantum states on the Hilbert
spaceH. Formally, in the classical setting, a ðδ; ϵÞ PQC is a
set of pairs of encoding and decoding completely positive
trace-preserving (CPTP) maps Xk∶SðHAÞ → SðHA0 Þ and
Yk∶SðHA0 Þ → SðHAÞ that can be locally implemented by
the sending and receiving parties, respectively, where k
denotes the secret key that is shared by Alice and Bob. We
think of the key k as a random variable and assume that the
key k occurs with probability pðkÞ. These channels then
have to fulfill the following conditions [19]. Firstly, there
exists a fixed element τ ∈ SðH0AÞ, such that







|| (t)- ( )||1
FIG. 4. Numerical simulations of the dephasing map that is
induced by the noisy operation Eq. (9) for continuous time and
system dimensions d ¼ m2 ¼ 9, 25, 49, 121 (red, green, yellow,
blue lines). Shown is the trace-norm distance between the time-
evolved state ρðtÞ and the pinched state πðρÞ as a function of
rescaled time t=m. The initial state is a maximally coherent state
ð1= ﬃﬃﬃdp ÞPi jii. The graph shows that, while for integer times
(with respect to the bath dimension) the dephasing is always
exact, for noninteger times the deviation from exact dephasing
becomes small with increasing dimension. The numerically
obtained deviation at t=m ¼ 0.5 seems compatible with a scaling
as 1=m ¼ 1= ﬃﬃﬃdp , but we leave open to derive the exact scaling
behavior.














where ρA;B is any extension of the input state ρA to a larger










Equation (38) warrants (approximate) security from eaves-
dropping, while Eq. (39) warrants the channel’s (approxi-
mate) reliability. The reason that the security is defined over
all possible extensions is that the eavesdropper may
initially be entangled with part of the unencrypted message.
Finally, a (0,0) PQC is called an ideal PQC.
PQCs have been well studied for the case in which Alice
and Bob share a classical key [8,9,19–22]. In this case, and
if Xk is unitary, the encoding corresponds to a classical
noisy process and a key of length at least ½2 −OðϵÞn is
necessary for the ϵ-secure transmission of n qubits
[8,9,19,23].
Here, in contrast, we consider a setting in which Alice
and Bob share a quantum key in the form of entangled
quantum states. We use our dephasing map to construct an
ideal private quantum channel that requires n shared ebits
of entanglement to transmit n qubits of quantum data. As
with the dephasing map, this value can again be shown to
be optimal, in the sense that no implementation of an ideal
PQC as a noisy operation can require fewer ebits (a result
that extends to approximately ideal PQCs). It improves on
the only other discussion of PQCs that uses entanglement
known to the authors, in Ref. [25]. There, an ideal PQC is
constructed that applies techniques from classical PQCs
and hence achieves only “classical” efficiency by requiring
2n ebits for n transmitted qubits.
The idea behind our construction is straightforward (see
Fig. 5). Given an n-qubit system S, let UI and UJ denote
the dephasing unitaries Eq. (9) whose projective part
corresponds to the two orthonormal bases I ¼ fjiigdi¼1
and J ¼ fjjigdj¼1 for HS. If Alice and Bob share n ebits,
and assuming for convenience that n is even, Alice can split
the ebits into two halves, which we call E1 and E2. She then
applies UI to S and her local share of E1, followed by
applying UJ to S and her half of E2. It is easy to check that
if I and J are mutually unbiased, that is, if
jhijjij2 ¼ 1
d
; ∀ i; j; ð40Þ
then this results in the completely depolarizing channel.
That is, the map
Xð·Þ ≔ trE½UJUIð· ⊗ jϕþihϕþjE1 ⊗ jϕþihϕþjE2ÞU†IU†J;
ð41Þ
where jϕþi represents an n=2-ebit state vector, has the
property that
XðρÞ ¼ Id; ∀ ρ ∈ DðHSÞ: ð42Þ
This ensures perfect secrecy, since the completely depola-
rizing channel necessarily also removes all correlations to
other systems [20]. Upon receipt of S, Bob can then apply
the complex conjugate of the encoding unitaries to his share
of the ebits to retrieve the original state. See Appendix D
for the formal proofs.
This construction has a number of interesting features,
some of which, however, are already present in the
construction of Ref. [25]. For instance, it is catalytic in
the sense that, at the end of the transmission process, in case
no eavesdropper has interacted with the sent data, all of the
entanglement is returned in its initial state and can be
reused for future rounds of transmission. Moreover, the
scheme allows for error correction, efficient authentication,
and recycling of some of the entanglement in case eaves-
dropping has occurred. We refer the reader to Appendix D
for a discussion of these properties.
V. DEPHASING WITH QUANTUM EXPANDERS
The protocol presented in Lemma 1 allows one to
dephase perfectly a d-dimensional system given a SOR
of dimension of m ¼ ⌈d1=2⌉. This very same protocol,
when applied to an imperfect SOR of dimension m but
not in the maximally mixed state, yields, as shown in
Sec. IV C 1, a convergence to the dephased state when the
protocol is iterated. In this section, we study a comple-
mentary protocol that provides astonishingly fast conver-
gence when we have states of the SOR that are maximally
FIG. 5. Illustration of our quantum PQC for the case n ¼ 2. To
encode a 2-qubit state ρ (blue), Alice applies the dephasing
unitaries UI and UJ to the system and one half of an ebit (red)
each,where I and J can be anymutually unbiased bases. Thismaps
ρ into the maximally mixed state exactly, so that an eavesdropper
cannot learn anything about ρ even if she was initially entangled
with part of it. Bob, in order to decode, applies the conjugate of the
two above unitaries and thereby retrieves the state exactly.
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mixed, but of dimension significantly smaller than m. We
find a protocol that yields an exponential convergence to the
dephased state with the dimension of the SOR, measured in
the 2-norm. This is remarkable, in that it shows that one can
obtain an equilibration in 2-norm exponentially quickly in
the ancillary dimension. This insight may be seen as being at
odds with the intuition that an equilibrating environment
should naturally have a large physical dimension. Our
approach is based on a machinery of quantum expanders
[26–28]. The key insight is that one can trade residual
correlations still present in the system with the dimension
required for the mixing environment. This feature demon-
strates an intriguing feature of randomness.
Theorem 3 (Dephasing with quantum expanders).—For
any d-dimensional state ρ, d ¼ e2 with d odd, and an
integer k, there exists an 8k-dimensional quantum system R
and a unitary U ∈ ð8dkÞ, such that







The restriction to the dimension is done for pure
conceptual simplicity. The argument for the proof, pre-
sented in Appendix E, follows from a construction of a
classical random walk that acts on the vertices of an
expander graph, a Margulis expander [29]. In the present
construction, the vertices of the Margulis expander are seen
as lines labeled by q ¼ 1;…; d in a (d × d)-dimensional
quantum phase space of the d-dimensional quantum
system. The central insight is that classical random walks
on such lattices are reflected by random walks on Wigner
functions defined on (d × d)-dimensional phase spaces,
which in turn give rise to random unitary channels on
quantum states in d dimensions. The construction laid out
in detail in the Appendix E builds upon and draws
inspiration from the scheme of Ref. [27], but is in several
important ways a new scheme, in particular, in that each
line in phase space is treated separately. In this way, the
strong mixing properties of the random walk of the
Margulis expander graph are not used to show rapid mixing
to a maximally mixed state, but in fact to a quantum state
with vanishing off-diagonal elements.
VI. SUMMARY AND CONCLUSIONS
We study the problem of implementing state transitions
under noisy processes, that is, processes that require
randomness. We solve this problem completely by provid-
ing optimal protocols for both the case of an implicit,
classical model of randomness as well as an explicit,
quantum model of randomness. The main building block
behind these protocols is the construction of a protocol that
performs a dephasing map on an arbitrary quantum state
using a SOR of the smallest possible dimension, for both
the quantum and classical case. We find that a quantum
SOR is quadratically more efficient than its classical
counterpart due to quantum correlations, and hence show
that an explicit model is strictly more powerful for any
dimension d > 2.
Once the optimal protocols for dephasing were estab-
lished, we studied applications such as state transitions in
noisy operations, decoherence, and quantum measure-
ments, providing optimal protocols for all of them. An
interesting feature of our protocol is that the SOR is not
altered during the protocol, meaning that it can be reused to
implement further iterations of the above tasks.
We also extend our discussion to the case of imperfect
noise and use our results to construct a universal dephasing
machine that exhibits robustness both with respect to the
noise that fuels it, as well as with respect to the control over
timing when running it. Moreover, we use our dephasing as
a primitive to construct a novel, ideal private quantum
channel. Finally, by putting it into the context of expander
graphs, we have seen how such an approximate dephasing
is possible with an economical use of noise: Converging in
2-norm to the dephased state with an exponential scaling on
the SOR’s dimension.
Besides the foundational interest of our construction,
which makes precise the way in which the relationship
between correlations and randomness in quantum mechan-
ics differs from that in classical mechanics, we expect our
dephasing protocol to improve bounds in noisy processes
that we have not discussed here, to the extent that introduce
a new primitive to constructions in quantum information.
Given the pivotal status of randomness in protocols of
quantum information processing and in notions of quantum
thermodynamics, these results promise a significant num-
ber of further practical applications.
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APPENDIX A: LOWER BOUNDS ON DIMENSION
OF SOURCE OF RANDOMNESS
In this appendix, we prove the lower bounds in
Lemma 2. In fact, we prove them in an approximate setting
to show that they are robust to small deviations from exact
dephasing. To do so, we call a map EmX ϵ dephasing if, for all
operators ρ ∈ BðHSÞ and some fixed basis A,
kEmX ðρÞ − πAðρÞk1 ≤ ϵ; ðA1Þ
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where X ∈ fC;Qg. LetmXðd; ϵÞ be the smallest value ofm
such that an ϵ-dephasing map can be realized as a map of
the form Eq. (1) for X ¼ C and Eq. (2) for X ¼ Q,
respectively, dimðHSÞ ¼ d.








If it is dephased in the basis A ¼ fjiig, it is mapped to the
maximally mixed state. We are concerned with deriving the








Clearly, this state has at most rank m, since its support is
spanned by m vectors. Moreover, it is easy to see that for
any ϵ-dephasing classical map EmC ,

















where we also use that any nontrivial source of randomness
must be at least two dimensional.
To see Eq. (A4), consider any state ρ of rank k. Then,







where Ik;d is a d-dimensional state that is maximally mixed
on a subspace of dimension k (and hence has rank k). Using
Eq. (A1) and rearranging then gives bound Eq. (A4).
Let us now turn to the quantum case, where we find
mQðd; ϵÞ ≥ max f2; dð1−ϵÞ=2ϵϵ=2g; ∀ ϵ ≤ 16e : ðA7Þ
First, note that for d ≤ 4, our optimal construction already
yields m ¼ 2 ¼ ⌈d1=2⌉ and that any nontrivial source of
randomness must have m ≥ 2. In the following, we hence
assume d ≥ 5. Now consider again the initial state jAihAj.
Then, for any ϵ-dephasing map EmQ, applying Fannes’s
inequality yields






In the following, let ρ0R denote the state on the m-dimen-
sional source of randomness after the dephasing map has
been applied. From our construction of the exact dephasing
map, we know that mðd; ϵÞ ≤ ⌈d1=2⌉. Hence, in the
following we assume 2 ≤ m ≤ ⌈d1=2⌉. Since ϵ ≤ 1=6e and
logð⌈d1=2⌉Þ − logðd1=2Þ ≤ 1=2; ∀ d ≥ 5; ðA9Þ
it follows using Eq. (A8) that
S½EmQðjAihAjÞ > logð⌈d1=2⌉Þ ≥ Sðρ0RÞ: ðA10Þ
We finally use the Lieb-Araki triangle inequality, which
states that
SðρA;BÞ ≥ jSðρAÞ − SðρBÞj; ðA11Þ
for any bipartite state ρA;B. We can now use this to bound
logm¼ SðjAihAjÞþSðImÞ¼ SðUjAihAj⊗ ImU†Þ ðA12Þ
≥ jS½EmQðjAihAjÞ − Sðρ0RÞj ðA13Þ
¼ S½EmQðjAihAjÞ − Sðρ0RÞ ðA14Þ
≥ logðdÞ þ ϵ logðϵ=dÞ − logm: ðA15Þ
Hence, we obtain
m ≥ dð1−ϵÞ=2ϵϵ=2; ðA16Þ
which finishes the proof.
APPENDIX B: UNIVERSAL
DEPHASING MACHINE
In this appendix, we provide further details on the results
regarding the universal dephasing machine. For conven-
ience, we drop the subscripts for the dephasing maps and
the maximally mixed states.
1. Robustness with respect to imperfect noise
Let us first show the following lemma.
Lemma 4 (General properties of Dσ).—The family of
channels Dσ has the following properties.
(1) Fixed points. All diagonal states are fixed points:
DσðπðρÞÞ ¼ πðρÞ; ∀ σ; ρ: ðB1Þ
(2) Invariant diagonal. The channels do not modify the
diagonal of any state in the given basis:
π(DσðρÞ) ¼ πðρÞ; ∀ σ; ρ: ðB2Þ
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(3) Continuity. The following continuity property holds:
kDσðρÞ − πðρÞk1 ≤ kσ − Ik1: ðB3Þ
Proof.—The first two properties follow from the defi-
nition of Dσ in Eq. (31), since





¼ ρk;ktrðU†kUkσÞ ¼ ρk;k: ðB5Þ
The continuity property can be seen as
kDσðρÞ− πðρÞk1 ¼ ktrB½Uðρ⊗ σÞU†− trB½Uðρ⊗ IÞU†k1
≤ kUðρ⊗ ðσ− IÞÞU†k1
¼ kρ⊗ ðσ− IÞk1
¼ kσ− Ik1; ðB6Þ
where we have used the data-processing inequality and the
unitary invariance of the norm. ▪
In particular, the fixed-point property has the following
corollaries.
Corollary 5 (Contraction to dephased state).—Let
fðρ; ρ0Þ be any measure of distance between quantum
states that fulfills the data-processing inequality, for exam-
ple, any Renyi divergence or the trace distance [7]. Then,
f(ρ; πðρÞ) ≥ f(DσðρÞ; πðρÞ); ∀ σ: ðB7Þ
Choosing fðρ; σÞ as the quantum relative entropy SðρkσÞ
and using that S(ρkπðρÞ) ¼ S(πðρÞ) − SðρÞ, we then
obtain the following corollary.
Corollary 6 (Increasing entropy).—The channelsDσ can
only increase the von Neumann entropy:
SðρÞ ≤ S(DσðρÞ); ∀ σ: ðB8Þ
So far we have considered only single applications of the
dephasing map. Let us now consider repeated applications.
We thus want to investigate what happens if we have a
stream of sources of randomness σi and sequentially use
them to dephase the system. To this end, we can prove the
following lemma.
Lemma 7 (Iterated dephasing).—Let fσigni¼1 be arbitrary
quantum states of dimension ⌈d1=2⌉. Then we have
kðDσn ∘    ∘Dσ1ÞðρÞ − πðρÞk1 ≤ Πni¼1kσi − Ik1: ðB9Þ
Proof.—We prove the case n ¼ 2. The general result
follows by iteration. First we use πðρÞ ¼ π ∘DσðρÞ ¼
Dσ ∘ πðρÞ to write
kðDσ2 ∘ Dσ1ÞðρÞ − πðρÞk1 ¼ kðDσ2 − πÞ ∘ ðDσ1 − πÞðρÞk1:
We can then estimate this norm as
kðDσ2 ∘Dσ1ÞðρÞ − πðρÞk1 ≤ kDσ1 − πk1→1kDσ2 − πk1→1;
ðB10Þ
where k · k1→1 is the norm on superoperators induced by
the 1-norm. From Lemma 4, we can estimate it as
kDσ − πk1→1 ¼ maxρ kDσðρÞ − πðρÞk1 ≤ kσ − Ik1: ðB11Þ
This step completes the proof. ▪
We thus find that ρ converges exponentially quickly to
the dephased state upon iterated application ofDσ provided
that kσi − Ik1 ≤ k < 1 for some k and all σi.
2. Action on source of randomness
Let us now consider the action of the dephasing unitary
on the source of randomness. Given some ρ, we are thus
interested in the channel
D˜ρðσÞ ¼ trS½Uðρ ⊗ σÞU†: ðB12Þ
This channel is always unital; i.e., it fulfills D˜ρðIÞ ¼ I for
any ρ. Thus,
kD˜ρðσÞ − Ik1 ≤ kσ − Ik1: ðB13Þ
Let us denote byR the channel that maps any state into the
maximally mixed state, RðσÞ ¼ I. Then we have
R ¼ D˜ρ ∘R ¼ R ∘ D˜ρ. By the same arguments as in the
previous section, we then obtain the following lemma.
Lemma 8 (Iterated mixing).—Let fρigni¼1 be arbitrary
quantum states of dimension d. Then we have
kðD˜ρn ∘    ∘ D˜ρ1ÞðσÞ − Ik1 ≤ Πni¼1kρi − Ik1: ðB14Þ
APPENDIX C: RECURRENCE
AND ROBUSTNESS IN TIME
In this appendix, we show that one can choose the
operator basis fUig from Lemma 1 in such a way that the
dephasing map exhibits recurrence properties. By recur-
rence we here mean that applying the dephasing unitary a
certain number of times undoes the dephasing, while it
keeps it dephased for intermediate times.
To this end, note that one particular realization of this
operator basis is the following: Define the unitaries
Ur;s ≔ τrsXrZs; ðC1Þ
where X, Z are the generalized Pauli matrices defined in
Eq. (19) and (22), respectively, and τ ¼ −eπi=m ¼ − ﬃﬃﬃωp .
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In the following, expressions are to be taken modulo m,
unless specified otherwise. The conjugation relation XZ ¼
ω−1ZX then gives rise to the following properties in any
dimension [30]:
Ur;sUu;v ¼ ωus−vrUu;vUr;s ¼ τus−vrUrþu;sþv; ðC2Þ
Ukr;s ¼ Ukr;ks; ðC3Þ
U†r;s ¼ U−r;−s; ðC4Þ
trðUr;sÞ ¼ mδr;0δs;0: ðC5Þ
These imply, in particular, that fUr;sg;r;s∈ f0;…;m−1g
form a unitary operator basis of BðHÞ. Now, while it is
clear that Xm ¼ Zm ¼ I, we can ask for the smallest k such
that Ukr;s ¼ I for all r, s. The above conjugation relations
imply that if m is odd, then this value is given by m, while
for even m, the answer is 2m. For instance, in the case of
m ¼ 2, we have X2 ¼ Z2 ¼ I, while ðXZÞ2 ¼ −I.
Moreover, we can ask for the dependence of the order
of the unitaries Ui, by which we here mean the smallest k
such that Uki ¼ I, i.e., the order of the corresponding
element in the Weyl-Heisenberg group, on m. Here, one
has that the order of all nontrivial Ui is d, if and only if d is
an odd prime. This special property for odd primes will be
of key importance to establish recurrence relations in the
following. Define the map
πkmð·Þ ¼

idð·Þ if k mod m ¼ 0
πAð·Þ otherwise;
ðC6Þ
where A denotes the orthonormal basis in which the
pinching acts, as in the main text. We then have the
following lemma.
Lemma 9 (Recurrence for odd prime dimension).—Let
dimHS ¼ m2, dimHR ¼ m, where m is an odd prime.
There exists a unitary V acting on HS ⊗ HR such that
trB½Vkðρ ⊗ ImÞðV†Þk ¼ πkmðρÞ: ðC7Þ
Proof.—Let A ¼ fjr; sigmr;s¼1 be the orthonormal basis




jr; sihr; sjS ⊗ ðUr;sÞR; ðC8Þ
where the basis with respect to which the operators
Eq. (C1) are defined can be chosen arbitrarily. Then, from




















jr; sihr; sjρju; vihu; vjθmðk; r; u; s; vÞ ðC11Þ
¼ πkmðρÞ; ðC12Þ












The reason that this proof works only for odd prime
dimensions is that, ifm is not prime, then there will exist a k
and a, b, c, e such that the lhs of Eq. (C13) is 1 for
conditions other than those of Eq. (C13). Furthermore,
whenm ¼ 2, then there will be diagonal elements such that
Eq. (C13) is −1 for k ¼ 2, and only for k ¼ 4 do we get
actual recurrence (implying in turn that for m ¼ 2 the map
is neither the dephasing map nor the identity map).
However, in the following lemma, we show that for any
odd dimension we can construct a unitary operator basis
that does exhibit recurrence.
Lemma 10 (Recurrence for odd dimension).—Let
dimHS ¼ m2, dimHR ¼ m, where m is odd. There exists
a unitary V acting on HS ⊗ HR such that
trB½Vkðρ ⊗ ImÞðV†Þk ¼ πkmðρÞ: ðC14Þ
Proof.—Consider the prime factor decomposition of





where dimðHjÞ ¼ pj. Moreover, let A ¼ fjr; sig be an
orthonormal basis of HS, where r;s ∈ S≔×lj¼1f1;…;pjg,
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whereUðjÞr;s acts nontrivially only onHj and rj, sj denote the jth component of the respective strings. The result now follows in
just the same way as in the previous proof, as
trB½Vkðρ ⊗ I=mÞðV†Þk ¼
X
r;s;u;v














jr; sihr; sjρju; vihu; vj
Yl
j
θpjðk; rj; sj; uj; vjÞ ðC18Þ
¼ πkmðρÞ; ðC19Þ
since k ¼ m is by construction the smallest integer such that kmod pj ¼ 0 for all j. ▪
Also, it should be noted that the case of even dimension
can also be considered very close to a perfect dephasing
map: Within the cycle k ∈ f1;…; 2mg, the only two times
at which the above map does not dephase perfectly is at
k ¼ m and k ¼ 2m. At the latter, it yields the identity map,
while at the former, it yields the identity map up to sign
flips on a subset of its elements.
APPENDIX D: ENTANGLEMENT-ASSISTED
PRIVATE QUANTUM CHANNEL
Here, we present the proofs for the ideal PQC presented
in the main text and discuss its properties. As our
construction does not fit into the usual formal framework
of PQCs with classical keys, let us first specify in more
detail what we mean by a private quantum channel with a
quantum key. We assume that Alice and Bob hold a shared
quantum system K ¼ KAKB in a state vector jΨiK, which
we refer to as the key, and that Alice wants to encode a
quantum system S with Hilbert space HS. For notational
simplicity, we write HKA ¼ HA and HKB ¼ HB. Then an
ideal private quantum channel with key jΨiK is given by a
pair of quantum channels X∶SðHS⊗HAÞ→SðH0S⊗HAÞ
and Y∶SðH0S ⊗ HBÞ→ SðHS ⊗ HBÞ with the following
properties. First, there exists a fixed state τ, such that for
all auxiliary systems E and all states ρSE on S and E,
we have
trK ∘ ðX ⊗ idKBEÞðρSE ⊗ jΨihΨjKÞ ¼ τ ⊗ ρE: ðD1Þ
This implies that an eavesdropper cannot learn anything
from the encoded message, even when previously
entangled with S. Second, the transmission is reliable; that
is, for all states ρ on S, we have
trK ∘ ðY ⊗ idKAÞ ∘ ðX ⊗ idKBÞðρ ⊗ jΨihΨjKÞ ¼ ρ: ðD2Þ
In the following, we show that the construction sketched in
the main text fulfills this definition and explore some of its
additional properties. We begin with the following lemma.
Lemma 11 (Properties of a private quantum channel).—
Let ρ ∈ SðHSÞ with dimðHSÞ ¼ d and let jϕþi ∈ HK ¼
HA ⊗ HB be an e-dimensional, maximally entangled
bipartite state vector with e ¼ ð⌈d1=2⌉Þ2. Then there exist
unitaries U ∈ BðHS ⊗ HAÞ; V ∈ BðHS ⊗ HBÞ such that
trA;B½Uðρ ⊗ jϕþihϕþjÞU† ¼ Id; ∀ ρ; ðD3Þ
and
VUðρ ⊗ jϕþihϕþjÞU†V† ¼ ρ ⊗ jϕþihϕþj; ∀ ρ: ðD4Þ
Proof.—Consider first the case that d is a square number,
in which case e ¼ d. We can assume without loss of
generality that
jϕþi ¼ jϕþ1 i ⊗ jϕþ2 i; ðD5Þ











jj; jiAiBi : ðD6Þ
We can do this because Alice and Bob can always rotate
between all maximally entangled states by applying local









jjihjjS ⊗ ðUjÞA2 ; ðD8Þ
U ¼ UJUI; ðD9Þ
where fUigdi¼1, fUjgdj¼1 are unitary operator bases forHA1
and HA2 , respectively, and I ¼ fjiigdi¼1 and J ¼ fjjigdj¼1
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are any two mutually unbiased bases (MUBs) for HS; that
is, they are both orthonormal and
jhijjij2 ¼ 1
d
; ∀ i; j: ðD10Þ
In prime power dimension, there are known to exist sets of
dþ 1 many of such MUBs, but there exist at least two in
any dimension [30].
By direct evaluation, we now have











jjihjj ¼ Id; ðD13Þ
where we use both the orthonormality of the operator bases
and the defining property of the MUBs.
We now turn to the unitary V. The construction is very
similar to that of U. In fact, we use the fact that, for any
unitary U,
ðU ⊗ U¯Þjϕþi i ¼ jϕþi i; ðD14Þ









jjihjjS ⊗ ðU¯jÞB2 ; ðD16Þ
V ¼ VIVJ; ðD17Þ
so that the unitaries now act on Bob’s half of the
entanglement. Equation (D4) then follows again by
straightforward evaluation.
Finally, consider the case that d is not a square number. e
is by construction always the smallest square number larger
than, or equal to, d, so that we can always perform the
splitting in Eq. (D5) in such a way that the resulting
entangled states provide sufficient local randomness to
perform the two dephasing operations. ▪
The above can now be used to construct an ideal PQC, as
shown in the following.
Lemma 12 (Ideal private quantum channels).—With the
notation from the previous lemma, the maps
Xð·Þ ≔ Uð·ÞU†; ðD18Þ
Yð·Þ ≔ Vð·ÞV† ðD19Þ
form an ideal private quantum channel with key
jΨiK ¼ jϕþi.
Proof.—The ideal reliability of the above construction
follows immediately from Eq. (D4). The ideal security
follows from the fact that every map R with the property
that it completely randomizes a given system,
RðρÞ ¼ Id; ∀ ρ ∈ SðHSÞ; ðD20Þ
completely destroys all correlations that this system may
have had with other systems [20], in the sense that, for any
extension ρSE of some ρ,
kðR ⊗ idÞρSE − Id ⊗ ρEk1 ¼ 0: ðD21Þ
But since trK ∘X has this property, by Eq. (D3), Eq. (D21)
implies ideal security in the sense of Eq. (D1). ▪
We now turn to a discussion of the properties of the
above PQC. To begin with, note that it is catalytic in the
sense that, in the absence of eavesdropping, the entangle-
ment is, at the end, returned back in its original state. This
follows from Eq. (D4). Especially since entanglement is
commonly considered an expensive resource, this is a very
appealing feature, even though it is not very robust, as we
discuss in the next section.
Secondly, our PQC construction is optimal when con-
sidered as a noisy process, in the sense that it is impossible
to construct an ideal PQC with less entanglement than we
do, provided the global evolution is unitary. As in the case
of the lower bounds for the dephasing map, discussed in
Appendix A, we prove this optimality with respect to
approximate PQCs, in order to show that our results are
robust against slight deviations from an ideal PQC. To do
so, we call, in analogy to the classical PQC, Eq. (38), a
private quantum channel with key jΨiK ϵ reliable, if,
instead of Eq. (D1), it satisfies
sup
ρS;E ∈ SðHS⊗HEÞ
ktrK ∘ ðX⊗ idKBEÞðρSE⊗ jΨihΨjKÞ−τ⊗ρEk1
≤ϵ: ðD22Þ
Lemma 13.—Let ðX ;YÞ be an ϵ-reliable private quantum
channel with key jΨiK for a quantum system of dimension
d. If X is a unitary channel, then there exists an ϵcr such
that, for all ϵ < ϵcr,
dimðHAÞ ≥ maxf4; d1−ϵϵϵ=2g: ðD23Þ
Proof.—The proof is fully analogous to the discussion of
the quantum case in Appendix A. We therefore give only a
sketch. We have that trKBðjΨiKÞ ¼ IdA . Hence, ϵ reliability
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together with the fact that X ¼ U ·U† for some unitary
operator U implies that the encoding channel on S is a
quantum noisy operation EdAQ as defined in Eq. (2). This
further implies that τ ¼ Id, since the von Neumann entropy
is nondecreasing under noisy operations and the channel
has to work for the input state Id. We now bound dA by
considering a specific transition. Let jΨiSE be the max-
imally entangled state over SE, where we choose the
extension HE to be a copy of HS. For this particular
transition, ϵ reliability of the channel implies that
kEdAQ ⊗ idEðjΨihΨjSEÞ − Id ⊗ Idk1 ≤ ϵ: ðD24Þ
By Fannes’s inequality, this implies
S½EdAQ ⊗ idEðjΨihΨjSEÞ ≥ log d2 þ ϵ logðϵ=d2Þ: ðD25Þ
We now consider the bipartition of the system SEA into SE
and A. Using the Lieb-Araki inequality and following, from
here on, exactly the same reasoning as that of Appendix A
below Eq. (A8), yields the desired bound. ▪
1. Error correction, authentication, key recycling
As noted above, a particularly convenient feature of our
PQC construction is that it is catalytic. This property
implies that, in the absence of eavesdropping, the quantum
key can be fully recycled. However, it is of course the basic
premise of cryptography that one is not guaranteed the
absence of eavesdropping. It is therefore natural to ask how
robust our PQC implementation is to eavesdropping, by
asking the following questions. Can Alice and Bob correct
errors inflicted by an eavesdropper? How well can Alice
and Bob check whether eavesdropping has occurred? How
much of the key can Alice and Bob reuse in case they detect
eavesdropping?
In this section, we show that Alice and Bob can use
additional ebits to error correct, authenticate efficiently, and
recycle part of the key even when eavesdropping occurs.
The results of this section are mostly a translation of the
arguments and techniques of Ref. [25] applied to our
protocol.
a. Error correction
We first turn to the question of error correction.
Consider, for simplicity, the case that Alice and Bob want
to transmit a pure 2-qubit state vector jϕi along our PQC
construction (i.e., the setting depicted in Fig. 5). Following
the results in the previous section, jϕi can be sent using two
ebits in the Bell state vector,
jΦþi ¼ 1ﬃﬃﬃ
2
p ðj0; 0i þ j1; 1iÞ; ðD26Þ
as a key. We consider the effect of any Pauli error Pi ∈
f1; X; Y; Zg⊗2 that may have occurred during transmission
of the data. The reason for this is that the most general
effect of eavesdropping on the encoded state Id ¼
trK ∘XðjϕihϕjÞ that is sent between Alice and Bob can







Hence, if there exists a measurement using local operations
with classical communication (LOCC) that lets Alice and
Bob perfectly distinguish between any two Pauli errors
without destroying the state, then they can decorrelate the
message from an eavesdropper and also error correct the
message [25].
We now turn to show that there exist choices for the
unitary operator basis and MUBs in the PQC of Lemma 12
such that Alice and Bob can discriminate any two Pauli
error without destroying the transmitted state. This pos-
sibility arises because Alice and Bob can choose the
encoding in such a way that there exists a one-to-one
correspondence between Pauli errors and the final state of
the entanglement they used for transmission. For this
correspondence to arise it suffices to (a) use the unitary
operator basis defined in Eq. (C1) as bases fUig and fUjg
in the construction of the unitaries U and V and (b) choose
I ¼ fj0i; j1ig and J ¼ fjþi ¼ Hj0i; j−i ¼ Hj1ig, where
H is the Hadamard gate. For these choices, the total
transmission process is given by Fig. 6, as a circuit
diagram. Here, possible errors are given by the dashed
box, with Alice’s encoding to the left and Bob’s decoding
to the right of the dashed box and where we ignore global




FIG. 6. The full entanglement-assisted PQC for a 2-qubit state
with Pauli matrices chosen as unitary operator basis and dephas-
ing in the computational and Pauli X eigenbases.
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together with the properties of entangled states, we find
that a Pauli error Pða; b; c; dÞ described by the tuple
ða; b; c; dÞ ∈ f0; 1g×4 yields the final state vector,
ðXcZaÞA1 ⊗ ðXaþdZbÞA2 jΦþiA1B1 jΦþiA2B2Pða; b; c; dÞjψi;
ðD28Þ
ignoring global phases and omitting identity operators.
This implies that we can identify the tuple ða; b; c; dÞ
exactly just by distinguishing the Bell states, since no two
different Pauli errors produce the same pair of Bell states,
establishing the required correspondence. The same holds
true also for mixed state messages, by linearity of quantum
mechanics, and it also straightforwardly generalizes to the
case of larger messages, since we can think of such
messages as being sent in chunks of size 2 using the
above procedure.
Going back to the case n ¼ 2, the above establishes a
one-to-one correspondence between the 16 possible Pauli




p ðj0; 0i  j1; 1iÞ; ðD29Þ
jΨi ¼ 1ﬃﬃﬃ
2
p ðj0; 1i  j1; 0iÞ: ðD30Þ
If Alice and Bob could discriminate between these 16
combinations using LOCC measurements, then by the
above this would mean that they can both decorrelate
the decoded state from an eavesdropper as well as perform
error correction. However, this is not possible without the
help of additional entanglement, since it is already impos-
sible to discriminate between the four Bell states of a single
ebit using LOCC measurements without further resources
[31]. However, the situation is different if Alice and Bob
have access to additional ebits. In particular, let jχi ∈
fjΦi; jΨig be an unknown Bell state vector. Then, if
Alice and Bob share an auxiliary ebit prepared in the state
vector jΦþi, they can each apply a CNOT gate, controlling





jΦþiAjΨ−iS → jΦ−iAjΨ−iS: ðD31Þ
If Alice and Bob now each measure their share of A in the
Pauli X basis and their share of S in the Pauli Z basis and
broadcast their measurement results, they can perfectly
identify jχi. Using this procedure for both ebits, they can
extract full information about the error on the system and
correct accordingly.
In summary, we have shown that Alice and Bob can
perfectly discriminate between any two Pauli errors
inflicted on the ciphertext during transmission, with the
help of additional n ebits. In this way, however, our PQC
construction loses the advantage in resources over that of
Ref. [25], where error correction is also possible using 2n
ebits in total.
b. Authentication and key recycling
The above error-correcting procedure has two disadvan-
tages: Firstly, it requires a doubling of the total entangle-
ment and, secondly, all the entanglement gets destroyed in
the process. A more resource-effective strategy of Alice and
Bob is to attempt to check for the occurrence of eaves-
dropping, destroying as little entanglement as possible, and
consequently repeat the sending of the message while
reusing as much of the entanglement as possible. We
now discuss such a strategy in the asymptotic case, that
is, when Alice and Bob send an n-qubit quantum message
ρS using n ebits, in the limit n→ ∞.
Let v be a 2n-bit string encoding the final state of the n
ebits, with
jΦþi→ 00; jΨþi→ 01; jΦ−i→ 10; jΨ−i→ 11;
and the first two bits corresponding to the first ebit, etc. In
order to check for the occurrence of eavesdropping, Alice
and Bob can employ a LOCC protocol constructed in
Ref. [32] that yields the parity of any substring in v, by
destroying only a single ebit. Applying this protocol to r
random substrings of v, one has
Probðv ≠ 00…00jeven parity in all r roundsÞ ¼ 1
2−r
:
Since v ¼ 00…00 corresponds to the case in which no
Pauli error occurred, this implies that in case Alice and Bob
measure no odd parity, they know that the message has
been successfully transferred and that they can reuse their
ebits for future communication, with exponentially small
probability of mistake and at the cost of vanishingly few
ebits. Now, in case they detect odd parity for any of their r
rounds, Alice and Bob consider the transfer unsuccessful
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and attempt to recycle as many of their ebits as possible.
This amounts to estimating v while destroying as few ebits
as possible in the course of doing so. We can directly apply
a key recycling procedure presented in Ref. [25] to our
construction to achieve an asymptotic key recycling rate of
½1 −HðδÞ, where H is the binary Shannon entropy and
δ > 0 is a security parameter. We refer the reader to
Ref. [25] for details.
These results should be compared with key recycling
rates for the case of classical keys. There, the achievable
recycling rates depend strongly on whether the message to
be sent is classical (see, e.g., Refs. [33–35]) or quantum
(see, e.g., Refs. [21,22,36]), and also on the possible attack
scenarios that are being considered (see Refs. [21,22] for a
discussion). Overall, however, the recycling rates can be
considerably higher than those obtained here, albeit with
significantly more complicated authentication schemes.
Improving the recycling rates in the case of quantum keys
thus remains an interesting open problem.
APPENDIX E: QUANTUM EXPANDERS
In this appendix, we discuss efficient approximate
pinching to the main diagonal of an d-dimensional quan-
tum system, of suitable dimension d, and provide the proof
of Theorem 3. The proof of this statement is rooted in
insights into random walks on expander graphs, is con-
nected to properties of Wigner functions of discrete Weyl
systems, and makes use of basic properties of quantum
channels. It start from and builds upon the construction
presented in Ref. [27], which in turn derives from the
classical description in Ref. [29]. The latter work discusses
a random walk on an expander graph featuring the vertex
set Z2e, so an e × e integer lattice. Reference [29] continu-
ous to show that the random walk it constructs converges
exponentially quickly to the uniform distribution 1Z2e on
this vertex set. Specifically, it is shown that there exists a
doubly stochastic matrix such that for any probability
distribution P on Z2e, one has






kSk−1ðPÞ − 1Z2ek2; ðE1Þ
for k ≥ 1 being an integer. Here, the action of the doubly
stochastic map acting upon a distribution on Z2e is written
as SðPÞ. On v ¼ ðvp; vqÞT ∈ Z2e, this doubly stochastic
matrix originates from random affine transformations,
drawn uniformly from the following eight transformations,
v↦T1v; v↦T2v; v↦T1vþe1; v↦T2vþe2;
ðE2Þ
























The graph underlying this construction, with the e × e
lattice as vertex set, is an expander graph. Such an expander
graph is usually referred to as an ðe2; 8; λÞ expander graph




=8, in that it has e2 vertices, each of which
having 8 neighbors in the graph. The matrix S is sparse in
that each row has 8 entries only. Clearly, the above implies
that











originates from the fact that for any
probability distribution P on Z2e, one has











We relate this dimension e, which is left open at this point,
to the physical dimension d of the quantum system
subsequently.
The construction in a significantly altered setting will
require some preparation. For this, we turn to discussing the
phase space d × d for the d-dimensional quantum system
with odd d. In the convention of Refs. [27,37], for phase
space coordinates ðp; qÞ ∈ Z2d, the discrete Wigner func-





tr½wðp; qÞΠwðp; qÞ†M; ðE7Þ
where ðp; qÞ↦ wðp; qÞ is the family of Weyl operators
and Π is the parity operator. The Weyl operators are
composed of shift and clock operators, so the X and Z
generalized Pauli matrices defined in Eqs. (19) and (22),
respectively. Any affine transformation A, the linear part of
which having a unit determinant on phase space coordi-
nates a ∈ Z2d, is unitarily reflected in Hilbert space as
WUAρU†AðaÞ ¼ Wρ(A
−1ðaÞ): ðE8Þ
Wigner functions are normalized as




Wρðp; qÞ ¼ 1 ðE9Þ
for quantum states ρ. We treat Wigner functions for an
operator M as matrices WM ∈ Cd×d, with real-valued
matrices for Hermitian M. A first well-known insight is
stated here as a separate lemma for completeness.
Lemma 14 (Quantum states and Wigner functions).—For
two quantum states ρ and σ on a Hilbert space HS of
dimension d associated with Wigner functions Wρ,






Proof.—This statement follows directly from the prop-




Wρðp; qÞWσðp; qÞ; ðE11Þ
as follows from the analogous property of the characteristic
function, and the definition of the 2-norm. ▪
The main insight of Ref. [27] is to acknowledge that
random walks on integer lattices that are expander graphs
can be connected to random unitary channels acting in
Hilbert space that inherit the mixing properties from the
classical random walk, by resorting to a phase space
picture. The construction of Ref. [27] builds upon the
random walk on the Margulis expander graph [29], the
vertex set of which is Z2e for some e (here taken to be
different from d, as it will take a different role sub-
sequently). This random walk can be unitarily realized
in quantum systems: In fact, the random walk follows
directly from a convergence of a Wigner function, a
function that shares all properties of a probability distri-
bution, except being positive. Following the construction of
the random walk on the expander graph, the quantum
Margulis expander can be seen as a random unitary map,







of Kraus rank 8 with suitable unitary fUig with the
property that






kρ − Iek2: ðE13Þ
A second insight on discrete Wigner functions that we will
make use of is the following.
Lemma 15 (Wigner functions of pinched quantum
states).—For any quantum state ρ on HS of dimension
d, the Wigner function of πðρÞ satisfies
WπðρÞðp; qÞ ¼ WπðρÞðp0; qÞ; ðE14Þ
for all q; p; p0 ¼ 1;…; d.
Proof.—This statement follows directly from the defi-
nition of Wigner functions. ▪
This means that Wigner functions of pinched states are
constant along the first coordinate. Prepared in this fashion,
we can finally turn to the new construction. This con-
struction of a random unitary channel will deviate from this
construction in a significant way: We identify for each q ∈
Zd for d ¼ e2 the entire line fðp; qÞ ∈ Z2dg of the (d × d)-
dimensional phase space as a vectorized e × e lattice, on
which the above affine maps act. The property of the unit
determinant of the linear part in the affine mapping is
preserved. In fact, it will act in precisely the same way on
each line simultaneously, by applying one of the 8 affine
transformations defined in Eqs. (E2)–(E4). This gives rise
to 8 affine maps on Z2d. Acting on Wigner functions, this
process can again be realized as a random unitary channel,







with unitaries fVig. Clearly, the entire Wigner functionWρ





as the weight of each column. We now discuss the
convergence properties of the above random unitary chan-
nel. For an integer k ≥ 1, we have

















treating each columns separately. Using xq ≤ d for all q and
using a worst-case bound for all q gives












and following Eq. (E5), one obtains









In this way, we arrive at the anticipated result, by embed-
ding the random unitary system into an explicit quantum
model, in the nomenclature of the main text.
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