Statistical system models provide the basis for the examination of various sorts of distributions. Classification distributions are a very common and versatile form of statistics in e.g. real economic, social, and IT systems. The statistical distributions of classification features can be applied in determining the a priori probabilities in Bayesian networks. We investigate a statistical model of classification distributions based on finding the critical point of a specialized form of entropy. A distribution function for classification features is derived, with the two parameters n 0 , minimal class, and N , average number of classes. Efficient algorithms for the computation of the class probabilities and the approximation of real frequency distributions are developed and applied to examples from different domains. The method is compared to established distributions like Zipf's law. The majority of examples can be approximated with a sufficient quality (3 − 5%).
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Introduction
Numerous sciences deal with the acquisition and structuring of information. Among them, statistics are a very frequent form of structured knowledge, which in most cases turns out to be very extensive and might also contain insignificant or vague properties. However, statistical system models make it possible to abstract from these properties and work out the essence of the system.
Classic models
Statistical models are a versatile and important research subject. The normal distribution, binomial distribution and Poisson distribution are among the most important and fundamental models.
The normal distribution plays a crucial role in the description of how the value deviates from the mean in many scientific, economic, and engineering processes. Binomial distributions on the other hand serve the description of series of measurements obtained from Bernoulli processes. The Poisson model is suitable for the examination of events that occur very rarely but generally with a constant rate in a fixed interval of time or space. Many other classic models could be listed [1] .
However, during the examination of classification features, we found that hardly any known model produces acceptable results.
Unknown or too complex relationships with each other are characteristic for classification features. Consequently, neither an order nor a metric can be defined. Since such distributions occur frequently and in many fields, the modeling approach still has a high practical relevance for the description of classification features.
Zipf 's law
Descriptions of statistical relations of classification features are useful for many different fields. Such models can be applied e.g. in linguistics, which is considered to be the original objective area of research on frequency distributions and their statistical relations.
The frequency distributions of letters, words, and other language aspects provide the basis for most quantitative linguistic models. However, frequency distributions can be found in social and economic spheres as well.
The research on linguistic systems led to the detection of Zipf's law, which describes a feature's value only with the help of its position in an ordered sequence of features, with the order being determined by certain quantities. It is shown in its simplest form in equation 1. 
Zipf's law has been applied e.g. to the analysis and comparison of natural languages. So it is, for instance, possible, given an ordered sequence of word frequencies in a particular language, to approximate their frequency probability.
If one considers separate words of a natural language, analogies with classification features can be seen.
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Motivation, distribution functions of classification features
In practice, many scenarios for the application of classification distributions can be found.
For instance, in medicine it is necessary to identify various symptoms to be able to decide if the patient is ill and to diagnose a specific disease. Similar applications can be observed in many other disciplines. Business administration needs to conduct market analyses in order to understand the customer behavior and their requirements as well as develop new markets accordingly. Classification features also play an important role in economics since they may depict the frequency distribution of particular professions, resources, and expenses. Even demographic regularities such as the population size of single towns or the territory size of different countries can be interpreted as a form of classification distribution.
As mentioned in the previous section, it is difficult to find an applicable statistical model for the investigation of distributions of classifications.
For instance, to carry out a good regression based on the Poisson model, the interdependencies of the individual features and their influence have to be known or be measurable. However, this is not the case with classification features, which notably complicates their modeling. Moreover, the structure of a distribution in the Poisson model is completely different, so that, in order to suit the distribution of classifications, further adaptations of the model would be required.
The only information generally present in all classification distributions are the frequencies of the individual feature occurrences. Thus, the development of a statistical model for classification features has to be carried out by making use of their empirical probability and a classification or structural order.
Statistical models based on entropy maximization
A basis for the approximation of classification features is found in the principle of maximum entropy. It states that the macrostates that have the highest number of microstates and therefore the highest entropy are also the most probable [2] .
There already exists an approach based on this method [3] . However, it provides only a very specific and not universally valid solution concerning a statistical distribution function. A constructive algorithm for the computation is not given, either.
The main research objective of this work is to find a more universal solution based on the existing approach and to develop a constructive computation algorithm.
The general method here is similar; it can be summarized in the following steps: 
Statistical model
In the following section, we want to reflect on systems which are characterized only by classification features, to formulate them as a statistical model.
The approach in this chapter mostly follows those outlined in [3, 4] , but adds a new discrete parameter and shows an alternative method of derivation. Two choices are investigated for this new parameter: first, setting a minimal number of classes N 0 (Section 2.2), and then, after the entropy has been maximized, excluding the first n 0 classes (Section 2.5).
The aim is to derive an entropy formula on the basis of frequency distributions of classification features. The entropy will be maximized with regard to constraints and after the incorporation of the free parameters N 0 and N . The obtained result is a flexible model basis for the approximation of the classification distribution, which sets the foundation for further steps.
Model for the distribution of classification features
The probabalistic model at the core of this paper is unchanged from the original [3] and can be described as follows:
We consider a set M of real-world objects that form a system. With classification features (i.e. equivalence relations) the elements of this set can be split into pairwise disjoint classes K n [3]:
With the relative frequency p n of a class K n being defined as follows [3] :
At this point it is necessary to be able to compare classes (and their freqencies) across different partitionings. Since we have not made any demands regarding the interaction or properties of the classification features, the most sensible choice is to order (and number) the classes based on their frequency. We therefore demand:
The equality sign is here permissible because, with regards to the resulting frequency distribution, cases where two equally-frequent classes are switched would be equivalent (i.e. indiscernible).
For the application of the approximation parameters and bounds, we need to consider the probability W (N, n) of a randomly picked element belonging to the n-th class in an N -class feature set.
Generally, the exact number of classes is not known and we have to consider all possible distributions over the different numbers of classes of a set to calculate the overall probability. In the following, let N be the number of classes and W N the probability that a particular equivalence relation has N classes [3] .
For each fixed number of classes N , there exist various possible frequency distributions p (N ;k) 1 ,. . . , p (N ;k) N . Let the individual probabilities of these distributions be π k and their overall number ν(N ). The probability of a random element belonging to the n-th class of an N -class feature set is identical to the average relative frequency of the nth class over the ν(N ) different frequency distributions, and therefore has the form:
Thus, the probability W (N, n) that a randomly picked element belongs to the n-th class of an N -class features set, can be written as:
with:
Possible parameter: Minimal number of classes
In a previous work [3] , it was demanded that there must be at least 2 different classes in each partitioning, and therefore the case N = 1 was excluded. This can be expressed as a minimal number of classes N 0 = 2.
In this work, we investigate N 0 as an additional free approximation parameter 1 :
Equation 8 also implies that the sum of all W N , N ≥ N 0 , as well as the sum of the p (N ) n for each N are 1.
Entropy as an optimization criterion
To determine both probabilities W N and p (N ) n , we use the insight from information theory that out of the entirety of all probability distributions the most probable one is distinguished by the property that its entropy, taking account of constraints, reaches a maximum value [3] .
The joint entropy of the quantities N and n can be written as follows:
with the conditional entropy H(n|N). 1 In later sections, we show that for values N0 > 1, the model assigns the same frequency to the first N0 classes. This shape severely limits the range of distributions that can be approximated. Therefore, N0 ultimately had to be replaced with a new "minimal class"-parameter n0 (Section 2.5).
Here, the notation N, n is used to differentiate between the distribution of the quantities N, n and their individual values N, n.
To suppress the influence of the p (N ) n on the entropy measure, it is possible to optimize for the stationary point of the difference of the two terms in equation 9 instead 2 [3] :
The difference can be written as follows:
And therefore:
Lagrangian formalization
For finding the stationary point of the entropy measure in equation 11, the method of Lagrange multipliers is used.
There are two constraints for this optimization problem. First, all probabilities W (N, n) sum up to 1 (equation 8). Second, we introduce the approximation parameter N , the average number of classes (i.e. their expected value):
Due to these conditions, the optimization problem is formulated as follows:
It is important to note that these equations do not yet contain the condition of a descending order of classes (4). However, it will later become clear that these optimized frequencies do indeed fulfill that condition for cases with a sufficiently large base set M.
After adding the Lagrangian multipliers, the following equation has to be optimized:
Here, W N is just an abbreviation for ∞ n=1 W (N, n) and has to be unpacked during differentiation.
Partial differentiation by W (N, n) leads to:
It is easy to notice that the main summation operators are dropped in the partial derivatives of the respective parameters. This happens because we have chosen an arbitrary but fixed N, npair, by whose probability W (N, n) we partially differentiate. Thus, all the summands of the sums not containing the defined W (N, n) disappear.
Since W N and p (N ) n were arbitrarily picked from the set, equation 15 applies for all N and n.
Partial differentiation by β and γ reproduces the conditions 12 and 8, as expected.
From 15 follows:
Because the right side of the equation does not contain n, the left side also cannot depend on n. Since, following from 8, all p (N ) n also have to add up to one, this leads to the following uniform distribution of p (N ) n over n:
Subsequently, equation 15 is solved for W N :
The still interfering β is eliminated by solving for e β+1 :
The second rearrangement in (19) is possible because the term is constant for all N and therefore can be pulled into the sum and evaluated for each N individually.
The expression e β+1 plays a central role in further computations and for this reason will be denoted as Z:
Applying the derived term for Z in the equation for the computation of the probability W N results in the following equation:
Now there is still the problem of determining the parameter γ. It has to be obtained from the constraint in equation 12:
It is easy to notice that the computation of γ as part of an infinite sum is still a big problem and impossible without further transformations. These will be explicitly described in Section 3.1.
2.5
Alternative parameter: Exclusion of the first (n 0 − 1) classes Intuitively, the main effect of the parameter N 0 is to lower the frequency differences between classes by not considering those N -sets that only contribute to the most frequent classes. However, because of the uniformly distributed p (N ) n , the first N 0 − 1 classes would then all have the same frequency. Especially for higher N 0 , this would severely limit the range of distributions that can be approximated.
The solution chosen in this work is to retroactively exclude, in addition to the first (N 0 − 1) N -class sets, the first (n 0 − 1) classes. If the latter were done before the entropy maximization, it would be equivalent to a simple renaming of classes and render the parameter n 0 meaningless. Instead, we use the parameter to adjust the previously optimized probabilities. It therefore could be interpreted as an estimate of the non-idealness of the distribution. When approximating an existing frequency distribution f 1 , . . . f m , one now matches the first frequency f 1 to the probability of the n 0 th class in the model, P n 0 , the second frequency f 2 to P n 0 +1 and so on 3 .
On first glance, this constitutes introducing a third parameter. However, because the first n 0 N -class-sets cannot contribute to the distribution, it is sensible to exclude exactly those, and we set:
Therefore, both parameters are set to the same value and can be notated with the same new symbol n 0 .
Computation of the relative frequency of a class
After computing γ, it is also possible to compute the probabilities W N as well as W (N, n) = W N · p (N ) n , the latter being the probability that an element belongs to the n-th class of an N -class feature set. This can be illustrated in the following scheme: 
The matrix depicts the joint distribution of W N and p (N ) n . We can now calculate the probability of an arbitrary element belonging to a definite class. If one picks a random element from the set and asks with which probability it belongs to the n-th class, one can argue as follows:
• If there are less than n classes, then the probability is 0.
• If there are n classes (probability: W n ), then the probability is 1 n .
• If there are n + 1 classes, then the probability is 1 n+1 .
• . . .
This reflection can be continued and so the probability P n of an arbitrarily picked element belonging to the n-th class appears as follows:
Because the probabilities W(N,n) form a distribution according to condition 8, the probabilities P n have to add up to 1 as well:
Now we need to consider the possibility of excluding classes n < n 0 , as mentioned in Section 2.5.
At first, this will be illustrated for the concrete example n 0 = 3 (and therefore also N 0 = n 0 = 3).
As a direct corollary of condition 8, the sum of all W N has to add up to one. This sum then can be composed of the following summands (in bold): 
In comparison, each P n , (n ≥ n 0 ) is the sum of a column of the joint matrix such that P n = ∞ k=n
By means of the matrices 26 and 27, we notice that the sums of the respective probabilities are not equal and we obtain the difference
Thus, the following is true:
For n 0 > 1, the P n lose the properties of a distribution. To restore these properties, the P n have to be normalized with the factor
Additionally, to achieve a consistent lowest class of 1 regardless of the parameter n 0 , the classes can be renamed by subtracting n 0 − 1. To emphasize this change, the new joint probabilities will be notated as P n .
The new formula is therefore:
It can be easily shown, that the new P n constitute a distribution:
It is also possible to give a recursive formula:
Summary
The chosen approach for the development of a statistical model for classification features was based on their occurrence frequencies, since these provide the only existing information of such features.
The model for calculating the probabilities of particular classes was defined in Section 2.1. To determine the most probable distribution of these classes, we chose the stationary point of a specialized form of entropy [3] .
By introducing constraints and both free parameters N 0 and N , the optimization problem was formulated and solved as a Lagrangian (Section 2.4). Finally, the model was extended by excluding the first (n 0 −1) classes and setting N 0 := n 0 (Section 2.5) as well as through a normalization of the probabilities (Section 2.6). As a result, we finally obtained the following formula for the calculation of the approximated value of P n in the position n:
and γ is obtained by computing the root of the equation
The acquired model can be used as a basis for the approximation of various probability distributions. Of course, further rearrangements are required before practical computations can be conducted. Among other things, there are still problems since some infinite series need to be analyzed. In the next chapter we will show how the derived formulae can be optimized and made practically usable.
Parametric approximation of probability distributions
With the statistical model developed in Section 2, it is now possible to describe and approximate the frequency distributions of classification features for real economic and social systems. With an appropriate optimization algorithm, the optimal parameters n 0 and N can be determined for arbitrary frequency distributions. These could then, for example, be used to compare different distributions or compute missing values for existing distributions.
In this section, the approximation algorithm will be explained and it will be demonstrated how the equations of the statistical model can be adapted and optimized for this algorithm.
3.1 Computation of γ from (N, n 0 ) and N from (γ, n 0 )
The computation of γ cannot simply be deduced on the basis of the equations derived in Section 2 since infinite sums have to be evaluated. Instead, the computation of γ has to be simplified.
For the subsequent calculations, we need the following property of geometric series:
Having applied the equation for Z in the equation of N , we obtain:
Thus, the first of the two infinite series was eliminated from the computation.
The other infinite series can be rearranged, with the help of the Lerch transcendent zeta-function [5] :
and the two properties
As a result, we can define a rearranged form of the Lerch transcendent Φ(e −γ , 1, n 0 ), which is denoted by τ (n 0 , γ). With this rearrangement, the equation that can be solved for γ is formulated as follows:
Finally, with the help of rearrangements, all the infinite series have been eliminated from the equation and therefore do not have to be evaluated. The solution for γ can be computed by finding the roots with standard search algorithms.
However, during the optimization step, it is clearly more efficient to optimize over γ (or a function of gamma) and convert only the optimized result back to N with equation 40.
Computation of the classification features probabilities
With the parameters γ and n 0 known, we can calculate the approximated relative frequencies of the classes.
In all practically relevant cases, only a finite number m of class frequencies will be computed. Furthermore, in most cases, the source distribution will be normalized to 1 and thus the (incomplete) probabilities P 1 , . . . , P m need to have a sum of 1 as well.
Therefore it is possible to skip the computation of α · Z and instead normalize the P n to have a sum of 1 in a final step.
For practical computations, the following form is more useful:
Since the second term does not contain n, the approximated values for a given γ and n 0 can be computed with just one evaluation of the Lerch trancendent.
To find the best approximation for a given classification distribution, the optimal parameters n 0 and γ, for which the approximated values are as close to the real specifications as possible, have to be determined.
This requires a measure for the approximation quality, which will be described in the next section.
Quality assessment
There are many different ways to assess the quality of the distributions. Hereafter, we stay with one algorithm, which defines the normalized error between two distributions as the square root of their squared distances. Let D and P be ordered and normalized distributions of real numbers with |D| = |P| = m. In this case D n and P n , respectively, are values at the n-th position in the distributions D and P with n = 1, ..., m. Then the normalized errors of both distributions can be calculated as shown in equation 45. The lower the relative error is, the more similar both distributions are. Thus, the error between the initial distribution and its approximation can be calculated. If we choose an appropriate optimization algorithm, it is also possible to calculate the optimal values of the parameters n 0 and N , for which the error is minimal.
For specific source distributions, more specialized error functions (e.g. with weights) are possible. The method chosen here has the potential downside that the term in equation 45 could be dominated by the deviation of the first few classes, while later classes (with very low frequencies) have less impact on the overall error.
Implementation guidelines
With the fully derived formulae, the approximation algorithm can be, at least in theory, perfectly computed. However, if one wants to implement the algorithm in praxis, several smaller problems can arise. At this point some of these problems will be briefly explained.
Iterative computation of Lerch transcendent
Unfortunately, we did not find a good and sufficiently efficient open-source implementation of this function.
Since, considering our purposes, an accuracy of 8 decimal places already yields very good results, there is a possible implementation approach in the realization of the infinite sum under the assumption of convergence, until a definite accuracy is achieved (Algorithm 1). Depending on the chosen value accuracy, this naive implementation provides the correct results with an accuracy of up to 12 decimal places in acceptable time. However, it is less suitable for higher accuracies, since the time exposure increases exponentially. 
Root computation for the determination of γ
For the computation of γ for a given n 0 and N , it is necessary to determine the root of the transcendental equation derived in formula 40:
The accuracy of this result depends on the fixed parameters n 0 and N . In the case n 0 < N the function has a unique root. If this condition is not fulfilled, the determination proves difficult.
Since the model fulfills the condition n 0 = N 0 ≤ N , the only case left to consider is n 0 = N . Then, the function approaches zero and diverges from some point onwards, as shown in Figure  1 . From equation 21, the ratio of the first two W N can be derived:
In the case n 0 = N , this ratio (and therefore γ) would have to approach infinity. However, this case would also lead to only one non-zero class probability P 1 = 1, where an approximation is not meaningful anyways.
If it is still necessary to evaluate the formula for n 0 = N , it appears to be a good solution to locate the root where there are still no oscillations. For instance, the exact root does not need to be determined and there are no rigid requirements towards accuracy. Thus, it is e.g. possible to consider only the first 8 decimal places to obtain a good root approximation.
In any case, the chosen algorithm needs to be very robust since we have a strongly non-linear function.
However, if γ (or a similar quantity like exp(−γ)) is used as an optimization parameter, it is usually not necessary to compute γ from a given N .
3.5
Optimal n 0 for a given γ.
In Section 3.2 it was shown that, for a given γ, the unnormalized probabilities for all possible n 0 are sums over the same sequence of values exp(−γk)/k 2 , but with different starting indices. This also means that they are all part of the same cumulative sum. By computing this cumulative sum once for a given γ, it is possible to very quickly obtain the individual distributions P(γ, n 0 ) for each n 0 . In this way, assuming a plausible upper limit n max 0 , the optimal n 0 can be obtained simply by evaluating every possible value.
Tests on real examples (Section 4) showed that the function Error(n 0 ) for a given γ can have one of two forms: Either the minimum is reached relatively quickly (n 0 <10) or Error(n 0 ) slowly descends towards a lower bound for large n 0 . To avoid the arbitrary result n 0 = n max 0 in the latter case, one can instead choose the optimal n 0 by defining a "convergence" criterion:
Definition: Optimal n 0 for a given γ. For a given parameter γ, source distribution D and Accuracy n 0 > 0, the optimal n 0 is defined as the largest n 0 below the global minimum of the Error-function for which: |Error(n 0 − 1) − Error(n 0 )| > Accuracy n 0 or, if such an n 0 does not exist, 1.
The value Accuracy n 0 should be chosen such that the altering of n 0 has a negligible effect on the overall error. n max 0 should be set so that the convergence is always reached before n max 0 .
For this work, we choose Accuracy n 0 = 0.0001, a value roughly 500 times smaller than the average error, and n max 0 = 200. However, this choice depends on the bounds for the parameter γ -for values close to 0 or 1, more extreme settings might be necessary.
For large n 0 , small changes in n 0 have a limited influence on P. Therefore, these choices have little effect on the resulting approximation, and differences in n 0 values should always first be investigated by considering the respective Error(n 0 )-graphs.
Summary of the approximation algorithm
To obtain a summarized overview of the approximation algorithm, the various steps and their connection will now be outlined (Algorithm 2).
As the starting point for the approximation, an arbitrary frequency distribution of features is required. Since it deals with classification features, the order of the individual characteristics does not matter. However, the algorithm needs a distribution sorted by frequency in descending order to approximate properly. Therefore, frequencies have to be preprocessed, i.e. at first they need to be sorted in descending order and then rearranged into a relative frequency distribution. The relative frequency of a feature is here calculated using equation 3. Now, the aim is to return computeP robabilities(x optimal , n optimal 0 ) 23 end approximate a distribution, which represents the frequency distribution that emerged during the preprocessing step as well as possible. This requires the determination of values for the parameters n 0 and N such that the normalized error of the approximated distribution, with respect to the initial distribution, is minimal.
In practice, it is useful to optimize γ and n 0 and then calculate the optimal N from these values. For the optimization itself, one option is to initialize the two parameters with random values and afterwards improve them step by step with a multidimensional optimization algorithm.
Since, for a certain γ, all (unnormalized) probabilities P n are part of the same partial sum, the transcendent function Φ only has to be evaluated once to be able to compute all P n for all possible n 0 . This turns the optimization effectively into a one-parametric fit (as the second parameter n 0 can always be chosen optimal, Section 3.5).
For the optimization of γ, it proved useful to iterate over the z := e −γ :
z := e −γ ∈ (0, 1) and
Tests on real examples showed that the function Error(z) still varies greatly and may contain many local minima. At the same time, it is continuous.
Because of this, instead of a conventional optimization algorithm, for the initial testing done in this work we instead compute the error for each of a given set of z-values and use the one with the lowest error (Algorithm 2) 4 . This has the benefit that the global minimum is always roughly found. The downside is that the accuracy of the parameter γ is fairly low. For the approximations in this work, an accuracy of a few digits is sufficient. However, this problem could also be solved by running the same algorithm recursively in a small range around the previously found z until the desired accuracy is reached.
In applications where efficiency or high accuracy is important, it would be more practical to apply a specialized one-parametric minimization algorithm to find the optimal γ, instead of the simple graphical method chosen here.
Once the optimum is found, the resulting distribution represents the approximation result and has many practical applications. In Section 4, some of these practical examples will be introduced.
Evaluation and testing
Evaluation methods
Significance testing
An approximation of real world examples will never be perfect. To distinguish whether this deviation is statistically significant (i.e. can not be explained by statistical fluctuations alone), it is necessary to compute the expected error distribution p(E) for a given probability distribution P = P 1 , . . . , P m . p(E) will depend on theoretical class frequencies P n as well as the number of total elements |M|.
The class frequencies P n given in Section 2.6 represent the expected values that the relative frequencies defined in Section 2.1 approach when the size of the base set |M| goes to infinity. However, in cases with a small number of elements, the model might produce frequency distributions which violate the demanded descending order. In that case, the two respective classes would have to be switched. This effect introduces a bias for small numbers of elements.
One method for the estimation of p(E) despite this bias is to randomly generate a large number of frequency distributions from P and then count the number of times the error was below the chosen value.
The probability that, if the model hypothesis is right, the error is at least as large as the observed error Error(D, P) is given by the p-value:
If this value is very small, the Error(D, P) cannot be explained by statistical fluctuations alone, and a more complex model is needed to truly explain the observed data.
This approach, however, is only possible if the number of elements |M| is known and the uncertainty of the source distribution is plausibly dominated by these statistical fluctuations and not, for example, measurement uncertainty.
Comparison to alternative distributions
Another approach to evaluate the quality of the obtained approximation are comparisons with alternative distributions. Two of these will be discussed in the following section.
Zipf 's law
In Section 1.2, Zipf's law (equation 1) was discussed as an alternative distribution that could be applied to classification features.
Interestingly, the frequencies f n in equation 1 have the same form as W N for γ = 0. However, in that case the infinite series over W N diverges and thus cannot be normalized.
The difference between Zipf's law for two neighboring classes in the case s = 1 is:
This can be compared with equation 32:
The difference between these formulas disappears for large n and γ → 0.
From these similarities in form, it is plausible that distributions described well by a Zipfdistribution can also be approximated well with the described model.
Exponential distribution
The other distribution chosen for comparison in this work is the exponential distribution:
It occurs when the probability of a certain quantity de-or increasing is directly proportional to the quantity itself (e.g. radioactive decay or bacterial growth). Section A.2 in the appendix contains a proof that this distribution is equivalent to a maximized joint entropy of the model mentioned in Section 2.3.
Fitting random data
After normalizing and sorting the input frequency distribution, most sufficiently varied data will have roughly the same shape as the P n probabilities and thus can also be fit by the approximation algorithm to produce »good-looking« error values.
This effect can be investigated by applying the methods to randomly generated data. Figure 2 shows the result of approximating ensembles of multiple-element samples drawn from a uniform distribution [0, 1].
The graph shows that the algorithm can approximate a wide variety of distributions and class numbers to a high degree (below 4%). At the same time, the ability to fit random data with low error-values limits the amount of insight that can be drawn about a dataset from a close approximation alone.
Real-world examples
In the following section, the approximation algorithm described in the previous sections will be applied to real-world examples from various different domains. An overview over the chosen examples is provided in Table 1 .
The computed p-values indicate that all errors are statistically significant, i.e. they cannot be explained purely by statistical fluctuations. This is mostly expected, since such a generic approach cannot account for all complex processes that produce the individual distributions. 1 For large numbers of elements, it is not possible to calculate meaningful p-values with the proposed method because other influences on the uncertainty outweigh the pure statistical fluctuations.
2 For distributions which have units associated with them, there is no clear number of elements. 3 A low p-value indicates that the deviation between model and data is statistically significant. 4 This row will be ignored during the calculations for Table 2 and Table 3 , since it is just a modification of the other internet host statistic. 5 Frequency distribution recorded with the system iSuite described in chapter 8 of [6] . Figure 3 : Symptoms of patients with chronic pain over a period of 7 days. Recorded with the system system iSuite described in chapter 8 of [6] . Bottom: error behavior.
The correlation between different methods of analysis is given in Table 2 . .77
Error n 0 =1,N 0 =2 is the approximation quality of the method presented in [3] , where N 0 was set to 2 but no classes were excluded (cf. Section 2.2). The highest correlation appears between Zipf's Figure 6 : 40 countries with the largest gold holdings in February 2015 [9] and error behavior. law and the presented approximation algorithm. This supports the conclusion that distributions which suffice Zipf's law can be approximated and described especially well by the presented method. All methods except for the Error n 0 =1,N 0 =2 approximation are positively correlated. Table 3 shows the average and median error of the different methods across the tested examples. Algorithm 2 and the one-parametric Zipf distribution are comparable in quality and clearly outperform the other methods. The introduction of a free parameter n 0 = N 0 represents a clear improvement over the original case N 0 = 2, n 0 = 1 that was considered in [3] . Figure 7 shows the number of internet hosts by country in 2012 [8] . The large error value of over 12% can be at least partially explained by the so-called King effect -the first class significantly outranks the rest of the distribution. If this first class is excluded the approximation error goes down to 4.7% (Figure 8 ). 
Summary and outlook
The approximation algorithm for frequency distribution formulated in Section 3 has many applications and is able to describe and explain the attributes and behavior of complex systems.
The results of the numerous examples show an improvement and possible generalization compared to, e.g., Zipf's distribution. Through the addition of the new parameter n 0 , the principle of maximum entropy could be transferred to a statistical model of classification features that is comparable in approximation power to similar statistical laws. With the obtained result we developed not only a general and computable model but also an algorithm for the approximation of probability distributions of classification features.
If the approximations are examined without the background of the derived model, one could get the impression that it would probably be possible to provide a much simpler curve fit. However, the relations derived in this work are not a simple approximation, but a causal statistical modeling of relationships. The presented examples show that the agreement between model and practice is guaranteed up to deviations of about 5%. The approximations of many other real-world examples indicated a similar quality.
The range of possible applications is considerable and warrants further research. In addition to simple approximation and smoothing scenarios the model could also, with some refinements, be applied in diverse regression analyses and forecasts, which were until now difficult to compute with other statistical models. Another advantage is the comparability of approximations. Using the parameters n 0 and N , any number of values of a distribution can be calculated. This makes it possible to compare distributions with different class numbers by calculating the missing values of the distribution with the lower class number up to the distribution with the higher class number.
We believe that this approach has potential and are looking forward to see what relevance the model will have in practice.
A Appendix
A.1 Computation of parameters Z and α in P n It may be necessary to compute the partition function Z and the normalization factor 1/α to calculate the absolute probabilities of particular classes. With the knowledge gained in Section 3.1, the computation of Z can also be simplified. By a rearrangement of the transcendental Lerch function analogous to equation 39, the infinite sum can be eliminated here as well:
Taking γ into account, Z can now also be computed directly and no evaluation of infinite series is required.
The computation of α can also be reformulated to make use of a previously implemented Lerchtranscendent:
The corresponding formula for the calculation of a concrete P n is:
A.2 Short investigation of the results of a joint entropy maximation -exponential decline
In Section 2.3, the entropy measure D = H(N)−H(n|N) was chosen instead of the joint entropy H = H(N) + H(n|N). In the following section, we will examine the changes if the joint entropy had been maximized instead.
From equations 9 and 11, the transformation D → H has the form:
Tracking this change in coefficients through the Lagrange differential (equation 15) leads to:
This again leads to the n-independent p (N ) n = 1 N described by equation 17. Derivation 18 transforms to:
The derivations and changes in Sections 2.5 and 2.6 are independent from the concrete form of W N , so the formula 30 still holds:
It follows:
The parameter n 0 is eliminated by the normalization.
Therefore, maximizing the joint entropy instead of the chosen difference D would have lead to an exponential distribution P n ∝ exp(−γn) with only 1 parameter γ. Figure 9 : Counterfeit e-coins by coin value (2013) [10] and error behavior. 
